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Preface

Persuasive Technology (PT) is a vibrant interdisciplinary research field focusing on the
design, development, and evaluation of interactive technologies. PT aims at changing
people’s attitudes or behaviors through persuasion and social influence, but with strong
considerations regarding transparency and ethics. The 16th International Conference on
Persuasive Technology (Persuasive 2021) brought together international researchers
and practitioners from industry and academia who are working in the field of behavior
design and persuasive technologies. As a community, we aim at enriching people’s
lives in various domains such as health, safety, and the environment – by supporting
their personal goals to change their behavior.

The Persuasive conference series is the leading venue to meet and discuss
cutting-edge theoretical and methodological perspectives and to present recent insights
from practice and research. The conference provides a venue for networking between
researchers and practitioners from all corners of the world and has been held in pre-
vious years in different places such as Chicago, USA; Padua, Italy; Linköping, Sweden;
Oulu, Finland; Sydney, Australia; Amsterdam, the Netherlands; Salzburg, Austria;
Waterloo, Canada; and Limassol, Cyprus.

Persuasive 2021 was the 16th edition in this conference series and was hosted
during April 12–13, 2021, by Bournemouth University in the UK. In this edition, we
introduced three special tracks: Persuasion and Education, Persuasive Affective
Technology, and Digital Marketing, E-commerce, E-tourism and Smart Ecosystems.

On April 12, two tutorials were delivered, and two workshops were held. The first
tutorial on ‘Persuasive systems design, evaluation and research through the PSD
model’ was delivered by Prof. Harri Oinas-Kukkonen from Oulu University, Finland.
The second tutorial on ‘Digital Addiction and Digital Wellness’ was delivered by Prof.
Raian Ali from Hamad Bin Khalifa University, Qatar. The two workshops were the 9th
International Workshop on Behavior Change Support Systems (BCSS 2021) and the
Workshop on Designing Persuasive Technology to Support Mental Health.

During April 13–14, the main conference took place with four single-track sessions,
including oral presentations of accepted academic papers. The program also included
two keynotes as well as a poster session and a panel session.

This volume contains the accepted papers presented during the main conference.
The included papers were reviewed by a board of experts in the field in a double-blind
review process. Papers were selected for publication and presentation at the conference
based on the review process.

Overall, 68 reviewers were assigned to the papers, excluding conflicts of interest.
Each review combined a rating of the paper along with a detailed textual review, which
not only provided the Program Chairs with significant insight concerning the individual
submissions but also ensured that the authors were provided with high-quality feedback
and recommendations for the final versions of their papers.



The Program Chairs and Track Chairs carefully assessed all reviews and all com-
ments made by the reviewers, and based on this, the final list of papers to be presented
at the conference was assembled. In total, 62 papers were included in the review
process, out of which 17 papers were accepted as full papers (an acceptance rate of
27%) and 8 papers were accepted as short papers, while 37 papers were rejected.

We would like to thank all those who contributed to the success of Persuasive 2021.
In particular, we would like to thank the authors from 34 countries who submitted their
papers to the conference. We also thank the Program Committee for their help in
promoting the conference, submitting papers, and playing a critical role in the review
process. We are also thankful to Bournemouth University for the organisation of
Persuasive 2021 and Hamad Bin Khalifa University for co-sponsoring the conference.

April 2021 Raian Ali
Birgit Lugrin
Fred Charles
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Positing a Sense of Agency-Aware Persuasive AI:
Its Theoretical and Computational Frameworks

Roberto Legaspi(B), Wenzhen Xu, Tatsuya Konishi, and Shinya Wada

KDDI Research Inc., 2-1-15 Ohara, Fujimino-shi, Saitama 356-8501, Japan
{ro-legaspi,we-xu,tt-konishi,sh-wada}@kddi-research.jp

Abstract. The notion of a persuasive technology (PT) that is autonomous and
intelligent, and more importantly, cognizant of and sensitive to human sense of
agency (SoA), i.e., the subjective feeling or judgement that oneself is in control of
situations, remains to be theorized, conceptualized and elucidated.Three important
questions have emerged from our investigations: (1) why does SoA matter in
the design of PT, (2) what computational principles in artificial intelligence (AI)
underlie an adaptive PT, and (3) how can this intelligent PT sense, make sense
of, and respond sensibly to dynamic changes in SoA under complex settings? We
elucidate in this paper our theoretical and computational frameworks to answer our
research queries. For the theoretical aspect, we propose an integration of pertinent
theories in the cognitive, social and neurosciences that explain the emergence
and disruption of SoA. Using this integration as theory of mind, we propose a
computational framework for SoA-aware persuasive AI that integrates methods
in cooperative inverse reinforcement learning, causal inferencing, explainable AI
planning and generative actor-critic learning.

Keywords: Sense of agency · Persuasive technology · Artificial intelligence

1 Introduction

Sense of agency (SoA) refers to the subjective feeling or judgment of control over one’s
own intentional actions and their consequential outcomes in the world [1–6]. It is only
recent that the scientific literature on SoA has significantly grown, indicative of the
heightened attention it is garnering [2]. It has been suggested that SoA underlies the
experience of volition and free will, self-awareness, social responsibility for one’s own
actions, and the understanding of causal structures in the world (see [7] for noteworthy
references). Further, disruption of SoA has been shown to characterize certain neuro-
logical and psychiatric disorders [1, 8], poor health and decreased quality of life [6],
thereby making major implications to well-being [9].

Because of its significance in the human sciences, it is not surprising that computa-
tional theorists [7, 10] and applied researchers in Human Augmentics [11], HCI [12],
Cognitive Developmental Robotics [13, 14] and Human-AI Interactions [15] have begun
investigating the SoA construct with its behavioral science underpinnings. However, the
reach of computational SoA research is thus far very limited.

© Springer Nature Switzerland AG 2021
R. Ali et al. (Eds.): PERSUASIVE 2021, LNCS 12684, pp. 3–18, 2021.
https://doi.org/10.1007/978-3-030-79460-6_1
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4 R. Legaspi et al.

PersuasiveTechnology (PT) research is no exception, evidenced by its paucity of SoA
constructs (e.g., [16]). While we are cognizant of the fact that after Fogg’s seminal book
[17] several approaches propounding novel tools, media and solutions on persuading
users have broadened the scope of the topic (e.g., [18–23]), our objective here is to
locate the theoretical and conceptual intersections of SoA, PT and AI. We anticipate
quandary in this pursuit. Firstly, evidence suggests that an increase in the degree of
automation will diminish SoA [24, 25]. Secondly, an autonomous technology can give
the impression that it has intentions (via intentional stance [26] and anthropomorphism
[27]) and may intend to control. Combining these two with the notion of an intelligent
PT may beget the popular discourse on a dystopic future, the focal point being the AI
assuming control over humans. Hence, the influence of human SoA in the design of an
artificially intelligent PT needs to be theorized, computed and elucidated.

In their recent paper, entitled “Synthetic Agency: Sense of Agency in AI”, Legaspi
et al. [15] posit the field of AI is poised to infer and manipulate to improve, rather than
deter, human SoA (see also their Bayesian psychophysics model of SoA [7]). Their focus
was to elucidate how an AI may possess SoA in itself. Our objective, on the other hand,
is an SoA-aware persuasive AI. We posit two paradigms in which this AI may interact
with humans. First, the human may perceive the AI as controlling, which consequently
diminishes SoA (Fig. 1a). To resolve this, being SoA-aware, the AI cautiously plans its
next actions to lessen its degree of control, which the human must be able to perceive
to improve SoA. The second is that the AI infers the SoA dynamics of multiple humans
in joint action with the aim of harmonizing their SoA dynamics. To illustrate, one actor
may be imperceptive of another’s SoA (Fig. 1b). What the SoA-aware AI does is to
persuade the actor to consider the other’s SoA (Fig. 1c). The actor then contemplates
the other’s low SoA (Fig. 1d), and aided by the AI, plans and acts toward empowering
the other actor to reach a harmonious joint SoA (Fig. 1e).

Fig. 1. Concept of an SoA-aware persuasive AI in single and multiple human interactions

We posit that sensing,making sense of, and responding sensibly to SoA is essential to
human-AI interactions. We shall argue with three points in mind. First, SoA is viable in
applied research, and pertinently to PT. Second, we propound our theoretical framework
that integrates cognitive, social and neuroscience theories on SoA.Lastly,we propose our



Positing a Sense of Agency-Aware Persuasive AI 5

computational framework for an SoA-aware persuasive AI and reflect on its implications
to PT design. We structured this paper following these points.

2 Why Should SoA Matter to Persuasive Technologies?

In 1959, the rental car company Hertz put the slogan “Let Hertz put you in the driver’s
seat” – a catchphrase that appealed to consumers’ natural desire for control. Indeed,
giving consumers opportunities to choose proved to increase their SoA. However, the
essential question for us from the vantage point of applied research is whether there is
added value for technologies, and more pertinently for PT, to be cognizant of SoA. We
looked at representative examples to drive the point that it is indeed the case.

Berberian et al. [24] investigated SoA in the complex context of operating an aircraft
with diverse degrees of autopilot support. They looked at the important role of automation
aids in aviation that can lead pilots to ask if they or the autopilot system is in control.
By varying the autopilot settings from minimal to full control, and measuring the pilots’
SoA, their results showed that SoA decreased with increasing automation.

Wen et al. [25] posit that if a driver becomes overly reliant on a self-driving car’s
control, consequently diminishing his SoA, it is very likely that he disengages, or his
intervention responses become delayed or even absent. This can hamper resumption of
manual control, which in a critical moment can lead to fatality. It is therefore important
that the self-driving car is aware when it has become critical to relinquish control to
the human to sustain safety. The other effect of low SoA is that a driver, perceiving her
control taken away, could withdraw from trusting the self-driving car.

Fig. 2. Relations between SoA and the
effectiveness of self- and direct
persuasions

A work that is pertinent to PT is Damen et al.’s
[28] investigation of the circumstances in which
experience as a causal force could motivate one-
self to greatly take advantage of any chance for
self-driven change. Previous research show that
self-persuasion is more effective in shaping atti-
tudes and behavioral intentions than direct per-
suasions (i.e., arguments presented by others).
However, Damen et al. explained that with expe-
riences of low agency, it would be less likely to
appraise oneself as a causal force, at the same
time heightening vulnerability to endogenous
sources.

Hence, direct persuasions may be more effective than self-persuasion when agency
experience is low instead of high, and self-persuasion becomes less powerful when
agency experience is weak (Fig. 2). Their findings further suggest that even with a small
dose or short boost of experienced control, and evading experiences ofweakened control,
self-driven change can improve one’s behavior, cognition, and generally lifestyle.
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3 The Phenomenology of Sense of Agency

We have described the relevance of the SoA construct, but have yet to elucidate the
theoretical principles that underlie it. There is growing evidence to suggest that SoA is
susceptible to any disturbance in the supposed uninterrupted flow of intentional actions
to anticipated outcomes [15]. Hence, why and how SoA level changes can be explained
by an intention–action–outcome chain with its accompanying elements (Fig. 3).

First, we asked what drives an intentional action. The belief-desire-intention model
for agency [29] was developed as a way of constructing future-directed intentions. Belief
and desire represent the stored information about the perceived and wanted configura-
tions, respectively, of the world. Further, the theory of planned behavior [30] links belief
in one’s behavioral control, thus pertinent to SoA, to forming intentions. Intention binds
these two and represents the hypothetical actions leading to the desired outcomes in the
world. Hence, intention is action specifying and controlling, and can be revised in light
of changed belief or desire. Further, SoA is about determining whether intention has
been embodied in an action specifically meant to achieve the desired outcome. This is
informed by the internal processes of action planning and selection.

Several theories have been forwarded along the intention-action segment alone. It has
been shown that SoA increases with the number of alternative actions, with the ability
to choose among actions that have different foreseeable aftermaths [31], and choosing
freely versus being instructed [31] or coerced [32]. Further, SoA decreases when other
intentions emerge that antagonize the about to be executed intention [33].

There are two influential theories from the cognitive neuroscience community on the
emergence or disruption of SoA given the intentional action and the resulting outcome.
Following Legaspi et al. [15], we put these two together in our framework as their roles
fit into a cohesive whole. The comparator model [34] was originally a theory of motor
learning and control, but became eventually relevant to action awareness. According to
the comparator model, the predicted outcome of an action is compared to the perceived
sensory outcome. If the predicted and perceived match, then the outcome is registered
in the brain as caused by the self; otherwise, SoA is disrupted. On the other hand, the
retrospective inference theory [35] posits that SoA is experienced whenever there is
congruence between the outcome that is intended and the outcome that is perceived.
Together with the internally generated intentions, other cognitive and perceived factors
such as external contextual and social cues are involved in the inference. These theories
suggest that when outcomes happen as predicted or intended, a behavior is smoothly
executed and thoughts of the behavior lie somewhere at the hem of consciousness (e.g.,
we are not conscious of our habitual behaviors). However, when an incongruence occurs,
one is drawn to consciously answer if her action did or did not cause the outcome.

The disruption of SoA would necessitate adaptation to regain it, and change in
behavior (consisting of belief, desire, intention, action and so on) may be required.
However, as Damen et al. [28] suggest, individuals show increased attitude to self-
facilitated change only if they have a high belief in their ability to control happenings in
their life.
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Fig. 3. Components of intention-action-outcome link explain how SoA emerges or is disrupted

4 Computing for a Sense of Agency-Aware Persuasive AI

Our capacity to intuit how the world works, what others think or want, why they act and
how they perceive the outcomes of their actions in the world is crucial to our everyday
social interactions. Such capacity is called Theory of Mind [36, 37] (ToM), which has
been posited in cognitive science, both in theory and by experimentation, as fundamental
to a broad range of cognitive activities [37]. While our conceptual framework (Fig. 3)
outlines the ToM, we detail in this section how our notion of SoA-aware persuasive AI
computationally embodies ToM (Fig. 4a). We envision our AI, hereafter X , interacting
with a human (or humans), hereafterH, in a partially observable causal world (Fig. 4b).
H and X jointly formulate action plans and act to maximize a shared reward function
within which SoA is a critical component.

Fig. 4. Computational framework of an SoA-aware persuasive AI.

4.1 Intention-Action Link of a Beneficial and Trustworthy Persuasive AI

X possesses a belief about a partially observable world that is represented by the set of
states S in the world, set of available action capabilities A, set of conditional transition
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probabilities T
(
s, a, s′

) = P
(
s′|s, a) between states, set of possible observationsO, and

set of conditional observation probabilities �
(
a, s′, o

) = P
(
o|s′, a). After taking action

a ∈ A from s ∈ S, thereby reaching s′ ∈ S, X observes o ∈ O. After which, X may
update its belief of the state of the world, which can be calculated using Bayes rule:
b′(s′

) = β�
(
a, s′, o

) ∑
s∈S T

(
s, a, s′

)
b(s), with β = 1/P(o|b(s), a) as normalizing

constant and b(s) denotes the probability that the world is in state s. This configuration
is fundamentally of a partially observable Markov decision process (POMDP), which
maintains a probability distribution over each possible state of the world.

Further,X possesses the capability to infer causal structures in theworld. Thepurpose
of causal inference is summed upmost succinctly by this question: how does a reasoning
agent know that one thing causes another? This is fundamental to SoA: one has to know
that the desired outcome is self-caused. Our tool will be a causal graph, which is a
directed acyclic graphical model consisting of a set of variables V with directed paths
carrying causal semantics, i.e., if there exists a path vi to vj, vi is a potential cause of vj.
A node v may represent state, action, reward or observation (Fig. 4c).

With a causal graph, three aspects become possible for X that test different kinds of
causal reasoning [38, 39]. First, X may perform associative reasoning, i.e., it observes
the world and infer correlations, and depending on the structure of the world, cause
and effect, with probability P(vj|vi). Second, X may explore possibilities in the world
through interventional reasoning, figuring “What if?” or “What if I do this?”, by applying
the operator do(vi) that deletes all incoming edges to vi and observes the consequences
on other variables with probability P(vj|do(vi)). Lastly, X may do counterfactual rea-
soning, i.e., X imagines and does retrospection by first estimating the causal structures
in the world through interventions, and at the last step asks “Why?” or “What if I acted

differently?”, denoted by the probability P
(
vjvi

∣∣∣v′
i, v

′
j

)
, which roughly means the prob-

ability that it would have been vj had it been vi, given that it was in fact v′
i and v′

j.
These aspects are referred to consist a causal hierarchy [38]. A causal Bayesian network
[40] is sufficient as causal graph implementation for X to achieve until interventional
reasoning, but X would need a causal structure model [39] to perform counterfactual
reasoning. Thus, with a causal graph,X may discern between causal effects authored by
H, itself or other agents.X may also predict what can happen if variables are intervened.
It is also possible forX to reason backwards, i.e., given a desired outcome, what actions
should be intended? All these causal inferencing impact SoA.

We naturally expect X to collaborate with H in doing tasks, and more importantly,
to prove beneficial to H by capturing what is desired by H and acting based on this. A
reward function has been used previously to interpret desire (e.g., [37, 41, 42]). However,
we want the reward function to be personal toH, and we expectX to adhere to the same
reward function as its pay-off. A recent development in AI research, called cooperative
inverse reinforcement learning (CIRL), emphasizes the notion of an AI that aligns itself
to what the human values through a shared reward function thereby proving beneficial
to the human [43, 44]. CIRL assumes only the human knows the reward function, and
optimal solutions that maximize rewards involve the active instruction by the human and
active learning by theAI. It has been shown that computing for an optimal policy in CIRL
can be reduced to solving a POMDP [43, 44], which critically now includes {�,R}, with
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� as the set of possible reward parameters and the reward functionR
(
s, aH, aX ; θ ∈ �

)

is shared byH and X .
What is pertinent to our interpretations is θ .With the shared reward functionR(·; θ),

H is incentivized to teach, and X to learn, θ . We can imagine θ to parameterize human
characteristics that are static (e.g., personality traits and human values) or task-dependent
(e.g., preferences). Most important, we can imagine θ to quantify dynamic SoA changes,
which can permit bothH and X to be SoA-cognizant, and if SoA is weighted more than
the other parameters, then both agents become SoA-centered.

We have mentioned that intention binds belief and desire, as well as represent hypo-
thetical actions that can produce the outcomes we desire in the world [29]. We suggest
intention can be embedded as well in R(·; θ). Reward functions have been used pre-
viously to quantify not only desires, but also goals and context-specific intentions (see
[37]). In CIRL, the intended (or goal) state may be encoded in θ [43]. Thus, intention
coherently slides as a component of the shared reward function.

The human-AI interaction proceeds as follows. At each timestep,H and X observe
the current state s and select their respective actions aH and aX . Both receive reward r =
R

(
s, aH, aX ; θ

)
and observe the outcomes in the world. A state for the next timestep

is sampled from the updated transition distribution T
(
s, σ, aH, s′

) = P
(
s′, aH|s, σ )

,
where σ = (

aX , v
)
is a conditional plan indicative of X ’s behavior, v is a mapping

from observations to future conditional plans for X to follow, and the value of a plan σ

with belief b (cf. T (·) and b(s) at the start) is defined as the expected value of the plan
across states, i.e., Vσ (b) = b(s)ασ = ∑

s∈S b(s)ασ (s) (following [44]). This means
that X ’s objective is to find the optimal sequence of actions based on its current belief.
H will choose actions that depends on X ’s conditional plan, and will convey the most
information about θ toX , which consequently influencesX ’s belief that then influences
the future actions of both X andH. It has been shown in CIRL that the AI’s belief about
θ is a sufficient statistic for optimal behavior [43].

Based on the above transition-observation dynamics, we can formulate a planning
problem � in terms of a transition function δ� : S × σ → S × aH, as well as the
planning algorithms to solve �, i.e., A

H : � × � �→ πH and A
X : � �→ πX for

the human and AI, respectively. The objective of both agents is to optimize their policy,
π : s �→ a, that maps a specific state to a deterministic action. Eventually, there will
exist an optimal policy pair

(
πH∗, πX∗).

The early stages of interactions between H and X is a learning phase. Both H and
X can perform actions that permit X to learn more about θ . Eventually, X applies what
it learned fromH to maximize the reward without any supervision fromH. Two things
may emerge from this. First, while dramatic advances in AI indeed promise to produce
systems that can sense, make sense and act sensibly on their own, their effectiveness is
constrained by their current inability to explain their thought processes that are becoming
much more profound, and in certain cases, life-critical. Hence, there is the need for
AI-enabled systems to provide explanations of how they arrived at their decisions, to
be questioned, and, if needed, challenged when situations are critical. Secondly, if we
include SoA in θ then both H and X would derive their policies while being cognizant
of SoA, and in instances in which H’s SoA is compromised, X has to explain how its
decision-making processes are toH’s best interest that includes her sense of control.
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To the above, explainable AI, or simply XAI, is another recent development in AI
research that aims to produce more transparent, explainable models to enable humans to
comprehendmore, appropriately trust, and effectively interact with the AI as responsible
partner [45, 46]. We believe such capability makes an AI more effectively persuasive
since it is able to explain the rationale for its behavior. Following [47], we adapted two
considerations for X when planning its actions, namely, the inferential capability and
mental model of H. When H’s inferential capability or mental model is not aligned
with X , then X must provide explanations to reach alignment. The first consideration
includes inference reconciliation in whichH has less computational ability than X , i.e.,
A
H < A

X , or H’s solution does not lead to X ’s policy, i.e., A
H : � × � � πX . An

explanation E from X is aimed to reconcile, i.e., A
H : � × �

E−→ πX . One way to
aid the inferential process of H would be for X to allow H to raise specific questions,
such as why a ε πX , why not another plan π ′, why is the policy πX optimal? X may
then engageH in explanatory, perhaps persuasive, dialogues to satisfyH’s queries. For
the second consideration, i.e., the mental model of H, even if X comes up with the
best plans it could, H may be evaluating X ’s plans with a different mental model. The
process of explanation becomes one of model reconciliation so thatH and X can agree,
say on the� of the plan being made. If�H is the mental model of the human, the model

reconciliation process becomes �H + E → �
∧X

, where �
∧X

approximates X ’s mental

model such that A
H : �

∧X × � �→ πH.
We can extend the notations above to accommodate scenarios in which X interacts

with multiple human actors
{
Hi

}
, each with their own set of actionsA

{Hi
}
, and sharing

the same reward function R
(
s, a

{Hi
}
, aX ; θ

)
. Each will have a planning algorithm

A
Hi : � × � �→ πHi

to solve δ� : S × σ → S × aHi
. Given these, and recalling

our example in Fig. 1(b–e), X can show bias to one of two human actors, H1, by
reconciling the other actorH2’s plans toH1’s through explanation, i.e., either by A

H2 :
� × �

E−→ πH1
, or �H2 + E → �

∧H1

and then A
H2 : �

∧H1

× � �→ πH2
.

The mechanisms we have just outlined can have major implications in PT. First, a
persuasive AI becomes transparent to the user of its plans and inferences and allows the
user to pose questions or challenge them. We believe this makes an AI more effectively
persuasive, being able to explain and make more comprehensible the rationale for its
behavior. This may also improve its relationship with the user as it is perceived as
trustworthy. The AI can also be perceived as empathetic as it explains to the user its
understanding of user behavior. Lastly, we hypothesize that co-producing with the AI
the plans and inferences in decision-making processes would increase the user’s SoA.

4.2 Action-Outcome Link of a Creative Causal Inferencing AI

Armed with a policy, the actor executes an action given by the policy. The actor can
be H (πH(s) = aH), X (πX (s) = aX ), or both. If it is X , it would mean using all
available sensors and actuators afforded toX in order to produce the desired outcome in
the world. The outcome states of the world are then observed and fed back to the causal
inferencing mechanism to determine if the predicted or intended outcome matches the
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perceived outcome, or whether the outcome was caused by the actor’s action and not by
another agent. X ’s beliefs will also be updated, including whether further control in the
updated state of the world is possible. All these will impact SoA (cf. Sect. 3).

Further, consider for example the scenario wherein a supposed route was impassable
due to a road traffic congestion or blockage caused by a typhoon or disaster, but the
AI came up with an alternative route to the same desired destination, or to a new or
unexpected but safer target destination. In other words, in situations that are unexpected,
unanticipated, unforeseen or rare, it would be desirable for X to generate novel or
innovative agentic opportunities. Let us assume πX is no longer viable, e.g., it will only
lead to an impassable path in the partially observable world, we now label asW , and the
originally intended (goal) destination, say I, is no longer safe (Fig. 4d). X needs a new
policy unknown to itself, even more to H, and cannot be derived simply from what is
perceivable only inW . We propose a Creator-Critic learning in which X uses a Creator
module to generate an extended version W̃ of the real world W , which can provide a
novel solution, say a path to a new intended state I ′. We assume I ′ can be characterized
byX through some endogenous sources (e.g., forecasts from citizen sensors), butX has
to learn the policy πW̃ to reach I ′. X uses a Critic module to validate this policy. To
this, we adapted the generative model-based actor-critic framework in [48, 49].

The Creator generates plausible alternative states of the world via W̃ that X (more
soH) may not have initially predicted or perceived as possible. The key here is that W̃
should not be fictitious enough not to be applicable to the real context X (and H) is in.
Selecting a suitablemetric tomeasure the difference between the generated states and the
new intended state I ′ is crucial. The reward can be designed as r̃(s, a) = L

(
s′
) −L

(
s̃′
)
,

whereL is the measured distribution distance between the next real/generated (s′/s̃′) and
intended (I ′) states. L can be formulated as a discriminator score that can be computed
using a similarity metric, e.g., Wassertein-l or earth mover’s distance used in [48]. The
job of the Critic is to critique the actor πW̃ (s) by training it to maximize r̃

(
s, πW̃ (s)

)+V
(T̃

(
s, πW̃ (s), s̃′

)
), whereV is a value function [48] and T̃

(
s, πW̃ (s), s̃′

) = P
(
s̃′|πW̃ (s)

)
.

The reward function being maximized here is different from the shared reward function
R(·; θ) since the Critic is only concerned with how close to each other the generated
and intended states are.

How then does the Creator-Critic learning account for SoA in R(·; θ)? The answer
lies on how the data for W̃ is generated. The transition function T̃ (·) is derived from
W̃ , which would once again allow X to perform causative, interventional and coun-
terfactual reasoning, i.e., given T̃ (·) is equal to P

(
s̃′|πW̃ (s)

)
, P

(
s̃′|do(πW̃ (s)

))
and

P
(
s̃′
do(πW̃ (s))

|(s̃′)′
,
(
do

(
πW̃ (s)

)′))
, respectively. However, no new knowledge can be

derived from using the original causal graph forW . We imagine the Creator creating an
aggregation of worlds, i.e., of causal graphs, which are knowledge from other human
sources in various contexts:CGU = Agg

({
CGi

})
(e.g., see [50, 51] on combining causal

networks). CGU will allow X to infer other possible causal relations from other human
sources who experienced other contexts that are plausibly applicable to H’s (and X ’s)
current situation. This will enhance the causal inferencing capabilities of X , and pave
the way for novel and innovative options to enhance X ’s beliefs and conditional plans,

i.e.,
(
b̃, σ̃

)
=� (b, σ ), where b̃ and σ̃ are derived from the extended reality provided
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by CGU . An optimal search for subgraphs in CGU that are similar to H’s causal graph
must be done first, and with the found subgraphs as starting conditions, maximized tran-
sition probabilities can be computed. This would allowX to start with viable knowledge
rather than start from scratch. Further, with each causal graph containing a reward value
provided by R(·; θ), then the Creator, in effect, becomes SoA-cognizant.

An AI that can inspire new policies that are more useful in taking advantage of
changing opportunities, and has a unique ability to adapt at will that which it sees as
a useful model, will aid the human to behave optimally. If PT is supposed to shape
user behavior toward specific goals, offering creative means for steering and influencing
human choices and actions, then our framework clearly addresses this.More importantly,
generating novel and innovative agentic opportunities increases SoA.

4.3 Computing for the Sense of Agency

This last aspect of our computational agenda brings us in full circle: X must recognize
frombehavioral phenotypes the dynamic contextual rise and fall of SoA in real-time. Tra-
ditional methods in psychological experiments (see [52]) use explicit measures through
self-reports of one’s own SoA over specific events. There are also implicit measures
that use perceptual differences between self- and externally generated movements as
measure of SoA. Both, however, have limitations: they require responses from subjects
that interrupt their actions, and are less applicable when SoA dynamically changes. We
hypothesize, however, that changes in SoA level may manifest as temporal changes in
physiology (i.e., heart and respiratory rates), posture, gesture and vocal prosody. Here is
the plausible connect: these signals have been used to effectively infer affective (emotion
or mood) states, and the field of affective computing has tackled emotion recognition
and emotion-based adaptive responses by an AI from such behavioral phenotypes using
wearable and ambient sensors [53–55]. Evidence fromcognitive neuroscience also shows
that agency and affect constantly interact in our daily life in many ways [56, 57]. SoA
can be modulated by affective factors, such as positive versus negative anticipation of
the affective action outcome, high vs. low motivation to carry out an impending action,
and acting in friendly vs. hostile environments [57, 58].

Tomodel SoA, given a recognition function that outputs SoA as a positive state value,
i.e., FSoA : �Ph × �Po × �G × �V → Z

+, where the � input parameters quantify the
physiological, postural, gestural and vocal prosodic behavioral phenotypes, X uses this
obtained knowledge of SoA level to update its beliefs and plans (cf. Sect. 4.1). Within
CIRL,X can askH to give an SoA estimate l ∈ Z

+ to trainFSoA, andH then cooperates
with a self-report. The recognized SoA level shall be factored into the shared reward
function’s parameter θ , assuring that the reward is cognizant of the dynamic changes of
SoA level. Once the AI has a good recognition and interpretation of SoA, X can further
demonstrate empathy and trustworthiness by explaining how it senses and makes sense
of the resulting SoA levels. It can then respond sensibly by persuading H on what it
deems as optimal policies to help improve, and not deter,H’s SoA.
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5 From Formalisms to Practical Design

We want to bring down in this final discussion the computational underpinnings of our
SoA-aware persuasive AI to an applicative perspective through an illustrative use case.
We then summarize at the end the implications of our proposal in the design of PT.

A recent work by one of the authors [59] investigated the influence of affective
persuasion on a driver’s detour behavior, i.e., switching to an alternative expressway
route. The objective was to persuade potential Tohoku expressway users to make a
detour to the Joban expressway during a busy Japanese summer holiday period. In the
field experiment, interventionalmaterials, which include congestion forecast, suggestion
to evade congestion, and negative affective prime were used (Fig. 5a). The last was
employed to arouse intrinsic intent to make a detour. The results reported in the paper
suggest that congestion forecast motivated detour intention, i.e., more participants were
intended to take the Joban than the Tohoku expressway, or preferred to choose first
the Joban expressway. Further, the emotional primes influenced detour intention, but
with the degree of influence depending on prior experiences traveling to Tohoku, i.e.,
familiarity of the routes, and if little children are actually present in the car.

Fig. 5. (a) Interventions of an affect-persuasive technology (lifted from [59]). (b) A snapshot of
how our notion of SoA-aware persuasive AI can be reflected on this PT.

We now reflect on how our AI may be realized on this PT (also depicted in Fig. 5b).
First, X (our AI agent) perceives the world and builds its belief. Certainly, the car’s
navigational system and congestion forecasts from endogenous sources can be tools
for X to build the states, actions, observations and transitions of its belief model. For
example, X ’s belief would include driving towards the congested Tohoku expressway
will result to getting delayed in traffic. With the belief that delay is imminent if H1

(the driver) stays in the same route (associative reasoning, P(delay|same_route)), X
estimates taking an alternative route (interventional, P(no_delay|do(detour_Joban))).
X then acts by first explaining (E) toH1 why proceeding in the same route will result to
much delay and why a detour to Joban expressway is optimal. Here is an example that
H1 has less computational ability than X (AH1

< A
X ) to foresee a traffic dilemma. X
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attempts to reconcile its beliefs and planswithH1’s through its explanations. ButH1 may
decide not to abide, and in the spirit of CIRL, H1 teaches X her mental model (�H1

):
based on her previous travels, she managed to do well as she drove faster at certain
portions of the trip after the congestion, and took less stopovers than usual. X may then
update its mental model based on H1’s input. This can also be a cue for X to confirm
fromH1 her SoA, which would seem high given her sense of control. However, X may
have recognized the presence of other humans in the car,

{
Hi,i �=1

}
, and has inferred

from their behavioral phenotypes ({�(·)}) their SoA to be low (impairment or loss of
control, hence diminished SoA, is generally associated with stress from adverse driving
conditions like traffic congestion [60] and when a predictable negative valence outcome
is realized [61]). Moreover, X may have recognized the presence of a child crying. X
attempts to reconcile again, this time by explaining through negative affective appeals

in favor of, say, the child passenger’s SoA (�H1 + E → �
∧H2

). H1 may then realize
that a negative outcome is imminent unless she makes a detour, and therefore realizes
she is not totally in control. Direct persuasion by X may now become more impactful
amid H1’s diminished SoA (theory in Fig. 2). As we mentioned, most important to our
interpretation is θ that should include a quantification of SoA

{Hi
}
. Here, we seeH1 and

X to be both sensitive to SoA
{Hi

}
∈ θ , and both jointly maximize R

(
s, aH1

, aX ; θ
)
.

We cannot illustrate in detail with this use case every element of our computational
framework, but if we imagine, for example, a dire scenario in which X and H1 need to
find a passable route while most roads are blocked, X may hypothesize an alternate, but
applicable world W̃ and derive a viable policy πW̃ (in Sect. 4.2).

From the above, what then should we reflect on in terms of what should be taken
into account and what has to change in the way we think of PT if we want to design
for the kind of technology we are proposing? In our framework, a PT must be afforded
with suitable sensors, learning algorithms and actuators to autonomously perceive, build
its adaptive models, and act in the world, respectively. This means that we need to
start thinking of a PT that is an active participant capable of demonstrating possible
changes. This active PT should be designed to interact in a collaborative fashion with
the user, and with the primary goal of being beneficial to the user by sharing the user’s
desires and values. We should think of the PT providing the user with the faculty to
give feedback and be allowed to question or challenge the decision-making processes
of the PT. This would mean translating its machine-understandable thought processes
to human-understandable explanations (e.g. [62]). Further, the PT should be privy to
intrinsic human behavior that dynamically changes with changing complex contexts.
This would require the PT appropriately asking the consenting user to provide labels
of intrinsic behavior. For this to happen, the PT must build a relationship with the
user founded in trust by making its decision-making processes transparent [45–47], and
demonstrating empathic understanding of user behavior [53–55]. Lastly, this PT must
be able to integrate heterogeneous knowledge from varied sources (e.g., massive data
points streamed by physical sensors or public knowledge sourced by agency or citizen
sensors) [63] to derive novel or innovative agentic opportunities.
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6 Conclusion

It is only recent that the behavioral sciences, and even more recent the advanced techno-
logical studies, have begun to understand the far-reaching influence of the SoA construct.
We have argued in this paper that the understanding and manipulation of human SoA is
essential for a persuasive AI to better adapt to user behavior.

Wefirst presented evidence that shows SoAwouldmatter in the design of PT. Second,
we propound our theoretical framework that integrates cognitive, social and neuroscience
theories on how SoA dynamically emergences or gets disrupted in complex situations.
We then proposed a computational theory-of-mind framework for an SoA-aware per-
suasive AI. To the best of our knowledge, no research has yet elucidated a cohesive
alignment of theoretical and computational principles for an artificially intelligent PT
that can sense and make sense of user behavior, and interact sensibly by being cognizant
of and sensitive to the dynamic changes of human SoA.
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Abstract. Much of the research in the field of virtual coaching agents focuses
on interactions between a single agent and the user of the application. Another
approach could be to give each user a personal virtual coaching team. This makes
it possible to present multiple perspectives, and to have coaches with different
expertise debate with each other. This could make the content presented more
engaging and the system more persuasive. However, currently guidelines and
theory to base designs for content for virtual coaching teams on is scarce. In
this paper we present a study in which we set out to design content for a virtual
coaching team to talk about general health topics with older adults. We based
the content for our study on our implementation of two different models from
social psychology used to classify interactive behaviour: the Interaction Process
Analysis (IPA) and Interpersonal Circumplex (IPC) models. After testing our
implementation of the models with a pilot test, we conducted an online study
with 242 older adult participants. We compared the content modelled using the
IPA model to the content modelled using the IPC model. For the IPA modelled
content compared to the IPC modelled content the virtual coaching team came
across more positively, the quality of their coaching was perceived to be better,
the interaction experience was rated as better, their ability to persuade was better,
and their group cohesion (task and social cohesion) was perceived to be better.
We conclude that the IPA model is preferred over the IPC model when designing
health coaching content for virtual coaching teams, and discuss possible reasons
why. Furthermore, we recommend designers of health coaching content to test
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1 Introduction

1.1 Background

Research in the field of virtual agent coaching often focuses on an interaction between
a single coach and the user of the application [1–3]. Though these systems giving users
an interaction with a single coach can be beneficial, the potential benefits of talking
to a coaching team of virtual agents have not been explored as much [4]. André, Rist
and colleagues described a team of virtual characters in a presentation setting [5]. They
discussed characters taking on different roles in a sales presentation with their differing
personalities. Their preliminary findings from informal tests showed that different per-
sonalities could be recognized, and that the team was interesting to watch. Furthermore,
previous work [6] on showed an increase in persuasion when using multiple virtual
agents as compared to a single virtual agent in the context of movie recommendations.

Having multiple coaches enables the design of coaching content showing multiple
perspectives on issues the user is dealing with in a natural way, as each perspective could
be represented by a separate coach. Another benefit of the approach is that it makes it
possible for the system to have the coaches debate each other on their perspectives,
showing pros and cons of each approach. This makes the coaching and persuasion
more transparent, and supports users in their thinking on how to solve their issues.
Furthermore, using a virtual coaching team could make interactions more engaging, and
make the coaches seemmore humanlike, because designers would be able to control how
the coaches interact with each other and make these interactions effective performances.
For example, if the user is not proactive in the interaction, they could have the coaches
discuss the issues the user is facing without their active participation. That way the
user could be informed in an engaging and interactive way without the need for their
input at all times. To make sure the interactions with the team are enjoyed and for the
team to come across as a group of experts working together, it could also be important
to make sure they are seen as a cohesive team. These things could all affect the user
experience. For example, users could experience more enjoyment during the interaction
[6], and it could increase their willingness to actively participate in coaching sessions [6].
This better user experience could potentially keep users engaged for a longer time. The
improvement in engagement could lead to improving the adherence of users, because
it gives the virtual coaching team more chances to build a relationship with the users
[1], and users will be more willing to interact with the system [2]. Furthermore, both
individual and group coaching have been shown to be effective in persuading people
to attain their goals in the real world [7]. This group coaching was in a setting with
one coach and multiple participants, but as we have argued the addition of more coaches
might only make the coaching more effective. Adherence and persuasion are some of the
key goals of many virtual coaching systems, as the designers usually want the system to
help guide users through a gradual change process, which takes time and requires users
to work with the advice given by the system.

However, there are multiple challenges when designing a system that uses multiple
virtual coaches, such as the division of roles between coaches in the team, how to make
each coach a distinct character, and which coach should cover what and how the coaches
should interact with each other in the multi-party dialogue. These issues stem from the
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aforementioned lack of examples in literature in the field of virtual agent coaching to
base the system on. For many systems designers can fall back on basing their design on
interactions that take place in the real world. However, most interactions in the healthcare
and coaching domains are not between multiple coaches or experts and a single patient
or client. This makes it hard to find material of a group interaction in this domain to
model interactions after.

1.2 The Models

Due to the aforementioned lack of examples to base the dialogues on, we decided to
design the content for several coaching dialogues based on two psychological mod-
els of interaction. The first model we used was the Interaction Process Analysis (IPA)
model [8] originally based on a method used to study interactions in small groups. It
was originally used to classify, summarize, and analyse direct face-to-face interactions
and data that came out of these interactions based on the interpretation and classifica-
tion of behaviour by the observers with regards to what the function of the behaviour
was by intent or effect. The observations were of discussion groups. Broadly speaking,
the model consists of four categories of behaviour. These are the positive reactions,
attempted answers, questions, and negative reactions. The positive reactions and nega-
tive reactions are focused on dealing with the social-emotional area of communication
in the group. The attempted answers and questions are focused on dealing with the task-
related area of communication in the group. We decided to use this model as it is well
established, it originally came from a discussion group setting, it approaches behaviour
from a functional perspective, and its categories of behaviour are clearly described.

The second model we used was the Interpersonal Circumplex (IPC) model [9] orig-
inally based on observations of interpersonal behaviour in psychotherapeutic sessions,
which were both one-on-one sessions as well as group sessions. The author showed
that the theory could also be applied in other practical settings (the psychiatric hospital,
psychosomatic medicine, industrial management, and group therapy) [9]. The theory
was concerned with what kind of personality traits people displayed during interac-
tions, and how to classify their behaviour. This model also consists of four categories
of behaviour. These are dominant-hostile, submissive-hostile, submissive-friendly, and
dominant-friendly behaviours. Dominant and submissive behaviour are opposites. Dom-
inant behaviour comes through in trying to take the lead and the control during interac-
tions. Submissive behaviour is seen in more withdrawn, deferring behaviour in which
people do not want the spotlight during interactions. Hostile and friendly behaviour are
the other opposites of each other. Hostile behaviour ismore self-centred and shows a neg-
ative disposition towards others in the interaction. Friendly behaviour is more focused
on the people they are interacting with and show a more positive disposition towards
these people.Mixing these two dimensions of behaviour gives us our four categories. For
example, submissive-friendly behaviour can be seen in someone who shows apprecia-
tion, or tries to cooperate, whereas dominant-hostile behaviour can be seen in someone
who is very frank and honest when giving their opinion, or who clearly takes care of
themselves before others. We decided to use this model as it is well established, it has
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been effectively used in group therapy and other group settings, it takes a more inter-
personal approach compared to the IPA model that is more focused on the function of
behaviour, and its categories of behaviour are clearly described.

1.3 Our Approach

In our study, we set out to work on the design of dialogues with a virtual coaching
team. The two psychological models of interaction we chose label how contributions
to an interaction by different participants can relate to each other in terms of support
or conflict and other dimensions. As dialogues with a virtual coaching team would
contain discussions of the choices regarding approach a user has, as well as negotiation
about what approach to take, we felt our content would need to reflect this by properly
modelling conflicts. This is why these models were selected to base our content design
on.

Both models are intended for the analysis of human behaviour. In our study, we
tried to use the four categories of behaviours given in each of these models and how the
behaviours were described, to design the dialogue content for each coach in our coaching
team.We also used the samemethod to author the content of the possible responses of the
participants. These responses were always limited to four options, so that each response
could be modelled after one category of behaviour for the model used for a dialogue. As
both models were originally used to classify behaviour, this meant that we had to work
the opposite way of what the models were originally designed for. Instead of classifying
existing behaviour, we made new content based on the classification descriptions and
examples of behaviour from the work of the original authors.

1.4 Research Questions

Our goal is to design coaching content for a team of multiple coaches. The dialogue that
we write must be persuasive, as this will help the virtual coaching team convince users
to follow their advice. We also want to empower users to make the choice they feel is
best for them, by having the coaching team present themwith several ways to effectively
approach their problem. Furthermore, we want the team to be perceived as humanlike
and as giving good quality coaching, and for people to enjoy their interaction with the
team. This has the goal of encouraging more long-term engagement with the coaching
team [2, 6]. Part of this is good group cohesion between the coaches, to help them come
across as different people working towards the same goal together, and to run a smooth
interaction [10]. Group cohesion consists of task cohesion, which is the degree to which
group members work together to achieve a common goal, and social cohesion, which
is the degree of connectedness and unity between group members, and whether they
get along with each other. The aforementioned factors are of importance for the virtual
coaching team to guide users through slow changes over time [2, 6]. Considering these
factors of importance, we wanted to evaluate the following research questions about the
effect of the differently modelled coaching dialogue content:

1. Which model would make the virtual coaching team come across more positively in
its dialogue content?
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2. Which model would make the virtual coaching team be seen as giving higher quality
of coaching, though the information they give is the same in its dialogue content?

3. Which model would participants rate as having a higher interaction experience in its
dialogue content?

4. Which model would more successfully persuade participants with its dialogue
content?

5. Which model would make the virtual coaching team be perceived as having more
task cohesion in its dialogue content?

6. Which model would make the virtual coaching team be perceived as having more
social cohesion in its dialogue content?

1.5 Structure of This Paper

In the rest of this paper we describe the setup of the study we did, its results, and discuss
what these results might mean. In theMaterials andmethods section we describe howwe
developed our content, how we designed the look and feel of our system, how we tested
our initial design in a pilot study, and what we did with the outcomes of that pilot study
to improve the system. We also describe the questionnaires we used to gather data to
answer our research questions, how we selected and attained our sample of participants,
and the design and procedure of our study. In the Results section we describe the tests we
performed on the data, and present our summarized findings. Finally, in the Discussion
and conclusion sectionwediscuss the results of our study andhow they canbe interpreted.
We mention limitations of our study, as well as potential avenues for future studies on
designing content for virtual coaching agents and teams.

2 Materials and Methods

2.1 Materials

Content. We compared two different forms of conflict presentation styles in a virtual
coaching session. One form based on the IPA model [8], and one form based on the
IPC model [9]. Each model consisted of four broad categories in which behaviours
were classified. These categories had some descriptions of what typifies the stance or
behaviour. We implemented each category in the behaviour of one of four coaches that
were part of the dialogue and one of four user response options when the user could
respond.

We wrote the content for six dialogues based on these models, with three dialogues
for each model. For these three dialogues per model, the virtual coaching team had three
general health goals to discuss with the participants (losing weight, stress management,
and sleeping better). The topics were chosen as they were general health and well-being
topics that most participants would be familiar with. We chose to look at three topics to
ensure that the findings were not specific to just one topic, but applied more generally to
health and well-being coaching. In all the dialogues, the coaching team was discussing
the setting of a new behaviour goal for the participant with them to help them reach their
general health goal. Their advice was the same for each model for a topic.
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Each of the four categories in bothmodels was implemented as part of the content for
one specific coach out of the team of four coaches. That coach represented that category
in the model with what they said. This was done for all four coaches. The same was done
on the participants’ side by giving participants the opportunity to give their own input at
a few points during the dialogues using four possible response options and basing each
option on one of the four categories of possible behaviours in that model.

Table 1 summarizes the models and how we implemented them in a few key words
to give an understanding of the types of behaviour we modelled. Each bolded text under
both models is the name of one of the four categories in that model for a certain stance or
kind of behaviour. Below that, we listed the descriptors of these stances or behaviours.
Finally, between quotes we give examples from the dialogues on one of the three topics
(losing weight) for the IPA modelled content and IPC modelled content to show how
each kind of stance or behaviour was implemented. Do note that the quotes in Table
1 are all by the coaches, and are not all followed up by one another within the actual
dialogue. They merely serve as examples.

Each dialogue was a group discussion in which the team was trying to help the
participant achieve one of the aforementioned predetermined general health goals. Each
dialogue consisted of a dialogue tree containing several conflicts, of which some were
inter-coach conflicts, and some were conflicts with the participant. It branched based
on participant replies at certain points. How many of the conflicts each participant got
to see depended on how negative and hostile their responses were. At least one conflict
was always presented. This conflict was between the coaches about the advice they were
giving as a team. Examples of the dialogue trees for the IPA model and the IPC model
can be found in our online annex1, and you can contact us for further details.

System. Wedesigned a simple prototype interface in Powerpoint containing 2D coaches
sitting at a table and clickable buttons to respond (see Fig. 1). We decided that the
coaches would communicate using text balloons, and that the participants could respond
by pressing one of the buttons with text on it presented to them in the interface. This was
to reduce the impact of appearance of individual coaches and the rest of the interface on
how the message was perceived. Furthermore, it was to make the system easy to interact
with, as participants would interact with it based on basic instructions.

In the online pilot study we used the prototype to test the interface and the implemen-
tation of the models in the content with four participants from the older adult population.
We had themgo through all six dialogues, and conducted semi-structured interviewswith
them. For each dialogue we had the participants indicate for each coach which category
of behaviour in the model they thought they represented after we briefly introduced them
to themodels after the dialogue.We then asked them for their feedback on the interaction
experience.We asked them to elaborate on their answers. Based on the feedback the con-
tent was improved to better reflect the behaviour from the models, to make the meaning
clearer, and to make the coaching team more likeable. The interface was deemed to be
fine. Participants needed little explanation, and did not have common complaints. We
implemented the improved setup on the Qualtrics platform2 by importing the pictures of

1 https://www.edu.nl/batfq.
2 https://www.qualtrics.com.

https://www.edu.nl/batfq
https://www.qualtrics.com
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Table 1. Summarizing the IPA model [8] and IPC model [9]

Interaction Process Analysis (IPA) Interpersonal Circumplex (IPC)

Positive reactions (coach 1)
Shows solidarity, shows tension release, or
agrees
“You have been working hard, and I think that
you are doing awesome! If you keep up your
workout, you will get where you want to be in
no time.”

Dominant-hostile (coach 1)
Narcissistic, competitive, sadistic, or
aggressive
“Frankly speaking, you need to do a lot more
workouts before you will be anywhere near
your weight goal.”

Attempted answers (coach 2)
Gives suggestion, gives opinion, or gives
orientation
“I would argue you also need to pay more
attention to your diet. You are currently taking
in a bit too much sweet stuff. If we can reduce
your sugar intake, the process would be even
easier.”

Submissive-hostile (coach 2)
Rebellious, distrustful, self-effacing, or
masochistic
“I am not too sure that just keeping up the
workouts will be enough. You will really need
to do a bit more than that. For example, to
improve your diet.”

Questions (coach 3)
Asks for suggestion, asks for opinion, or asks
for orientation
“So what would be the first steps to have them
reduce their sugar intake?”

Submissive-friendly (coach 3)
Docile, dependent, cooperative, or
overconventional
“Can we please be nice to our coachee? We
are working towards the same goal together,
aren’t we? Let’s all form one team together.”

Negative reactions (coach 4)
Shows antagonism, shows tension, or
disagrees
“Hey! That is not nice to say. We do just fine.
Check that ego a bit.”

Dominant-friendly (coach 4)
Hypernormal, responsible, autocratic, or
managerial
“That is right. We are all here to help you. I
think if you try to work out, and cut down on
sweets, it should all go fine!”

the coaches around the table and their speech bubble and giving the participants several
reply options through the Qualtrics answer options with the same text as the buttons had
in the corresponding Powerpoint slide of the prototype.

Questionnaires. As mentioned, we were interested in how the content based on the
models might differ in how the virtual coaching team came across, the perceived quality
of their coaching, the interaction experience, their success at persuading, the perceived
task cohesion, and the perceived social cohesion. We used questionnaires that measured
these constructs. The items the questionnaires were rephrased to be about the coaching
team as a whole. The questionnaires were presented in order. Within each questionnaire
the items were presented in a random order, if possible. The full questionnaires can be
found in our aforementioned online annex (see Footnote 1), and you can contact us for
further details.

The first set of questionnaires that we used was the Godspeed Questionnaire Series
[11]. These questionnairesmeasure five constructs regarding theway agents come across
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Fig. 1. Prototype of the system showing the four coaches at a table,with the yellow coach speaking
(see text balloon) and the user responses to what the yellow coach said being shown below in the
blue text boxes

to participants: anthropomorphism, animacy, likeability, perceived intelligence, and per-
ceived safety. We used all the questions in each questionnaire. The questionnaires in the
Godspeed Questionnaire Series have often been used in the field of virtual agents, and
are still being used in this field [12].

The next questionnaire we used was an adjusted version of the Coaching Behaviour
Scale for Sport [13], or CBS-S. This questionnaire was used to measure the construct of
perceived quality of coaching given by the coaching team.We had to exclude some scales
and items from the questionnaire, as they were not applicable in our context. We did
not use items on the scales of physical training and fitness, technical skills, competition
strategies, personal rapport, and negative personal rapport. We also excluded a few items
on the scales of mental preparation and goal settings. We added items on the perceived
coaching ability of the coaching team under a “coaching quality” scale.

We made a selection that fit our context of items from an earlier study on estimating
group cohesion [10] to measure the construct of group cohesion. We also rephrased the
items to be statements participants could indicate their agreement with. We selected six
items from the task cohesion category, and six items from the social cohesion category.

For the construct of persuasiveness, we used a questionnaire consisting of two self-
developed items. In the first item we gave a statement to indicate agreement with. It was
a statement saying that the participant would try out the recommended behaviour if they
had the health goal in the dialogue. The second item asked them to explain their answer
to the first item. Answering the second item was optional.

The questionnaire that we used to measure the construct of interaction experience
contained six self-developed items about whether participants were satisfied with how
the conversation went, if they would recommend using this coaching team, and if they
would use it again. Participants could indicate their agreement with each item.
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2.2 Sampling and Participants

We recruited our participants through the Prolific platform3. We selected people that
were between 50–100 years of age, had normal or corrected-to-normal vision, and were
fluent in the English language. This was of importance, as our target audience for this
experimentwas older adults. Furthermore, our system required a lot of reading inEnglish.
This required our participants to have normal levels of vision and a good comprehension
of the English language. Using G*Power [14], we calculated a priori our sample size
needed to be 199 participants or more to detect a small effect size (d = .20) or larger
with an error probability of .05 and a power of .80. A total of 242 (81 men, 161 women,
0 other, 0 did not want to say) participants between 50–87 years of age (M = 57.50,
SD = 6.66) were recruited. They were monetarily compensated for their participation
in line with the amount that was recommended on the Prolific platform.

2.3 Design and Procedure

Design. We conducted a within-subject user study. We divided our participants into
three groups. Each group had dialogues with the coaching team about one of the three
different general health topics (losing weight, stress management, and sleeping better),
and was presented with one dialogue based on the IPA model and one dialogue based
on the IPC model. This allowed us to compare the two differently modelled kinds of
content. The order in which the two dialogues were presented was counterbalanced.

Procedure. The user study was made available online. At the start of the study partici-
pants were presented with a page containing information that explained the goal of the
study, the data that would be collected, the kind of tasks they needed to perform, and
the possible risks that were involved by participating. If anything was unclear, or they
had any issues, they could contact the main responsible researcher. The participant could
accept to participate in the study by signing the informed consent form, or indicate on the
form that they no longer wanted to participate, which would terminate their participation
immediately. They could also close their browser at any time.

Once they signed the informed consent form, they were asked to fill out demographic
information. Then they were presented with a scenario containing context information
for the upcoming coaching dialogue, and instructions on how to interactwith the coaches.
Once the first dialogue and related questionnaires were finished, they moved on to the
next dialogue. Afterwards, the same questionnaires were presented to them. Finally, they
were debriefed and sent back to Prolific to register that they completed their participation
in the study. A session averagely lasted an estimated 30 min.

3 Results

We conducted a series of paired sample T-tests on the scales and questionnaires that we
used. As we made a substantial amount of comparisons, we used the stricter Benjamini–
Hochberg procedure [15] to correct the p-values. Even though the participants were

3 https://www.prolific.co.

https://www.prolific.co
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divided into three groups, we merged the data of all 242 participants for each scale and
questionnaire, which allowed us to analyse the performance of both models overall. The
item for the persuasion questionnaire could only be evaluated for one of the three groups
with the topic of losing weight, as an error was made in the question for the other two
groups. For this item only the 82 participants in the group with the topic of losing weight
were used in the analysis of the persuasion construct. The results of our analyses can
be found in Table 2. The first column shows the name of the measurement scale. In the
second column, the difference between the mean scores for the IPA model (IPA: M)
dialogues and the mean scores for the IPC model (IPC: M) dialogues can be found with
a 95% confidence interval (IPA: M – IPC: M). The Cohen’s d in the third column was
calculated using the difference between these mean scores. The fourth column shows
the Benjamini–Hochberg procedure [15] corrected p-values.

Table 2. Results for the IPA model [8] and IPC model [9]

Variable name IPA: M – IPC: M (95% CI) Cohen’s d p corrected

Research question 1: Coaching team impressions

Godspeed: Anthropomorphism .28 (.17 to .39) .29 p < .001

Godspeed: Animacy .25 (.14 to .35) .26 p < .001

Godspeed: Likeability .75 (.61 to .89) .76 p < .001

Godspeed:Perceived Intelligence .49 (.38 to .61) .53 p < .001

Godspeed: Perceived Safety .48 (.37 to .60) .49 p < .001

Research question 2: Quality of coaching

Adjusted CBS-S: Mental
preparation

.29 (.18 to .41) .30 p < .001

Adjusted CBS-S:Goal setting .45 (.33 to .57) .46 p < .001

Adjusted CBS-S: Quality of
coaching

.45 (.32 to .57) .45 p < .001

Research question 3: Interaction experience

Interaction experience .87 (.67 to 1.06) .52 p < .001

Research question 4: Persuasiveness

Persuasion .55 (.23 to .86) .35 p = .001

Research question 5: Group cohesion (task)

Group cohesion: task cohesion .38 (.21 to .54) .31 p < .001

Research question 6: Group cohesion (social)

Group cohesion: social cohesion .40 (.23 to .57) .33 p < .001
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4 Conclusion

4.1 Discussion

Our results show that the content we designed based on the IPA model outperformed the
content based on the IPC model. With regards to how the coaching team came across,
the IPA content especially made them come across as more likeable, intelligent, and
safe to interact with compared to the IPC content (see Table 2, row 5–7, column 3).
Their quality of coaching was especially appreciated for its goal setting and general
coaching quality for the IPA content as compared to the IPC content (see Table 2, row
10–11, column 3), even though dialogues for both models had goal setting. Finally, the
interaction experience was better for the IPA content as compared to the IPC content (see
Table 2, row 13, column 3). All other measurements showed a significant preference by
participants for IPA modelled content, but the differences were smaller.

The question is why the IPA modelled content performed better than the IPC mod-
elled content. It could be because the IPAmodel describes behaviour that is more neutral
in tone than the IPCmodel. This could be better suited for a virtual coaching teamcontext,
as a neutral stance can create a feeling of a safe environment where you can speak your
mind [16]. Furthermore, people might have come into a health and wellbeing coaching
dialogue with the expectation that their coaches would be supportive and neutral in tone.
The more positive as well as negative stances in the IPC modelled content might have
gone against these expectations, and negatively impacted the coaching experience, and
perception of the coaching team. Furthermore, the emotional stances in the dialogues
with IPC content may have made some participants anxious and uncomfortable during
the dialogues. These factors could have impacted how persuasive the coaching team
managed to be, favouring the dialogues based on IPA content over those based on IPC
content. Furthermore, the more neutral tone in the IPA modelled content might have
made the arguments of the coaching team feel more convincing.

Another possibility is that simply having two coaches that took a more negative
stance in the IPC modelled content, as opposed to just one coach with a negative stance
in the IPAmodelled content, may have made the difference. The lower amount of hostile
and negative coaches could explain the difference in how the coaching team came across
better in the dialogues based on IPA content than the ones based on IPC content. These
differences could also have had a negative impact on the interaction experience, leading
to the preference for the dialogues based on the IPA content over the dialogues based on
the IPC content. A coaching team with less negative voices could also come across as
more cohesive, and more focused on the task at hand, which could explain why the IPA
content was rated higher on group cohesion compared to the IPC content. One could
also argue it is hard to appreciate the coaching abilities of a coaching team that has a
more negative tone. This could distract from their coaching and make the person the
coaching team is talking to feel less supported. This might explain why the coaching
team using the IPA modelled content would be seen as giving better quality coaching
compared to the using the IPCmodelled content. The previous factors could also explain
why the dialogues based on the IPA content turned out to be more persuasive than the
dialogues based on the IPC content. It may also have been hard to persuade people when
the coaching team sounded negative in the dialogues based on the IPC content compared
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to the dialogues based on the IPA content. Generally, people do not feel motivated when
those telling them what to do are being negative.

Another alternative explanation for our findings could be that the differences in
style and tone described in the previous paragraphs were not well liked by the targeted
user group of older adults. Based on their experience with healthcare providers, our
older adult participants might have had specific expectations of how a virtual coaching
team would conduct itself [17]. They might have expected a neutral presentation of
information, and avoidance of open conflict between the coaches as well as themselves
during a coaching dialogue. If they did come in with notions that open conflicts should
not be part of a coaching conversation, and that a more neutral stance should be taken
by professional coaches, the IPC modelled content might have conflicted more heavily
with these notions than the IPA modelled content. This could explain some, or all of the
higher ratings across our measurements for the IPA modelled content compared to the
IPC modelled content.

4.2 Limitations

The first limitation is that the content used in this study was mostly written by the first
author of this paper. Thus, the differences found may have been based on their ability to
implement the categories in both models in the content for the coaching dialogues. We
tried to control for this with the pilot test, as well as by having other researchers evaluate
the dialogues. However, it is still possible that the writer of our content, the researchers
checking the content, and the pilot study participants did not find all the issues with the
implementation of both models in the coaching dialogue content. Another limitation of
this study is that it did not containmany qualitativemeasures. Thismeant that we had less
data on why one of the models outperformed the other in our measurements. The next
limitation is that we conducted our entire study online through the Prolific platform. This
means that we cannot conclusively say that our participants were all separate individuals,
or that they met all our selection criteria. Though the researchers involved did their best
to take out responses by participants that did not understand the text completely, some
other problematic participants may have slipped through. The final limitation is that
our focus was mostly on the content. This made our presentation itself rather simple.
Whether our findings would hold for a more realistic virtual coaching team, or even a
real-life coaching team is hard to say.

4.3 Future Work

The potential for virtual coaching teams has thus far been relatively unexplored. We
focused on how to design content for systems using such virtual coaching teams. We
found that IPA modelled content outperformed IPC modelled content on several key
metrics. Thus,we can tentatively recommendother content designers for virtual coaching
to take a look at the IPA model to base their coaching content and coach behaviour on.
However, this is just a first step in exploring content design for virtual coaching teams.
Future work should focus on further expanding the models used to base content design
on. Furthermore, we recommend that these models are used to design dialogues for more
sophisticated virtual coaching team systems to see whether they can still impact the key
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metrics that we measured here. More advanced representations of a virtual coaching
team, or a more elaborate interface might have an effect on the impact the content has.
A controlled study without user interaction might also be of interest in the future. The
current study focused on the interactions with the user in a live setting, and tried to
represent both models to the full extent in these interactions. However, this did make for
more variables to account for when comparing the results for each model. A study in
which, for example, video material of characters acting out a certain kind of behaviour
from the models is evaluated could give other valuable insights. An alternative approach
could be taken by looking at behaviour in human-human teams in other settings and
looking at other related research, and attempt to adapt the behaviours to this domain.
However, the domain is quite specific and so it is questionable whether simply adjusting
this behaviour would match the setting of a virtual coaching team. Finally, in future
studies of this nature we would recommend to check the expectations of a coaching team
the participants have prior to their interactions. This could be done using a combination
of questions about their expectations, and them rating how well coaching was done in
footage of coaching interactions. There are still many questions to be answered about
how to design virtual coaching teams and content for such teams, but the potential upside
of answering these design questions could be enormous.
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Abstract. Learning in university setting includes the challenging task
of self-motivation of the learner. The use of social robots has been shown
to support the learner in their social learning process. In this paper, we
address the motivation of learners in terms of self-determination theory
as a theoretical framework to address need satisfaction. To this end, we
conducted a field study using an adaptive robotic tutor that supports
learners in exam preparation using an online learning session. With the
aim to not only benefit motivation, but also academic success, we draw
from research in social robotics in education as well as from adaptive
tutoring, to create an adequate learning scenario. Adaptation is realized
by a simple content and learner model and resulted in a significantly
higher perceived use of the tutoring compared to a control condition. Our
results also showed descriptive benefits such as increased perceived tutor
quality, need satisfaction and motivation resulting from the adaptive
tutoring. Finally, we found significantly better exam performance with
the robotic tutor in the adaptive or non-adaptive version relative to
students not participating in the robotic tutoring.

Keywords: Human-robot interaction · Higher education · Adaptive
tutoring · Technology supported learning

1 Introduction

Self-directed and lifelong learning is of great relevance in today’s knowledge soci-
ety. However, it requires maintaining a high level of motivation and attention,
which is challenging for many learners. The requirement for self-directed learning
is particularly high in adult education, especially at universities. In this context,
the transfer of knowledge is often unidirectional and offers little space for inter-
activity and limited individual tutoring. Self-study is required, which is demand-
ing for students, as it requires effective learning strategies for self-motivation and
provides nearly no individual support or feedback on the learning process. This
challenge has become more pronounced due to the COVID-19 pandemic, because
most university courses switched to online lectures, which made individual and
personal support by teachers even less available. Technology-supported educa-
tion can be a useful approach to support this change to self-directed learning,
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however it often has a crucial weakness: the social context of learning is missing.
It is known that social interaction between teachers and students has a positive
effect on many aspects of learning, such as academic achievement, intellectual
skills and especially motivation [24–26].

Understanding and enhancing learners’ motivation is critical to support them
in their learning process. One established approach to address motivation in an
educational context is self-determination theory [18]. The theory postulates a
continuum for motivation, ranging from purely extrinsic to intrinsic motivation,
with more self-determined and therefore autonomous motivation on the latter
end. Influencing motivation is tied to the idea that motivation of humans is con-
nected to the three psychological needs for autonomy, competence and related-
ness. Satisfaction of these three needs is fundamental to increase and internalize
motivation during learning [5]. Therefore, these basic needs should be considered
when planning a learning scenario. The need of autonomy can be supported by
providing choice, and decreased by a feeling of being controlled. The feeling of
competence can be supported by optimal challenges and positive feedback [6]
and should also be related to the degree of subjective knowledge. The feeling of
relatedness is a third factor to increase motivation and is based on interpersonal
contacts and might be related to the social connection to the tutor.

Social robots are an especially noteworthy group of pedagogical agents to
address these psychological needs due to their physical presence and their abil-
ity to show social behavior. A robotic tutor can therefore combine the benefits
of technology-enhanced learning, as well as some aspects of a physically present
teacher or tutor, as well as integrate its own specific benefits such as less shame
for the learner when making errors [8]. Therefore, they can act as persuasive
technology with the aim to benefit the user’s attitude and behavior while learn-
ing. To date, the use of social robots in higher education is rare. In our former
work [8]) we have successfully integrated a robotic tutor into a university course
in a tutoring scenario, and improved the learning success and experience for the
students, demonstrating the applicability of social robots in this context. How-
ever, more individual support was desired by the participating students. Thus,
we are expanding this line of research by implementing an adaptive version of a
robotic tutor and test its benefits. To investigate the degree of persuasion of an
adaptive robotic tutor on the learner’s motivation we addressed need satisfaction
and the perception of the robot.

2 Social Robots in Higher Education

Social robots are designed to interact with humans in a natural, interpersonal
way [3] and support their users through social interaction. Because this social
component enables the robot to show persuasive behavior and thus potentially
influence the attitudes and behavior of the users, one of their main areas of
application is education. To benefit learning, robots can take on different roles
in respect to the learner: either as a passive tool or as an active part of the
learning situation. In the latter case, the robot may either solely present the
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learning content to the user or it can more strongly shape the learning process
as a learning assistant. In this role, the robot is used in combination with a
screen, where it asks questions, gives feedback or explanations in addition to
the visual representation of the learning material and supports learning through
social interaction [2]. Social robots in the role of such a supportive tutor have
knowledge authority but are closer to the students and interact in an informal
way. This kind of learning assistant has been shown to benefit the learning
performance more compared to a teaching authority [20].

Research on social robots in education has mainly focused on children, with
promising results in terms of affective and cognitive benefits [2]. So far, there has
been little attention on adult education. However, due to their ability to show
persuasive behavior, social robots bear great potential to address the challenges
of university teaching, and online lectures in particular, and therefore to improve
the learning experience. Based on the need for self-motivation in the university
context, it would be of great interest to test if the benefits of robotic tutoring
in children, such as positive effects on motivation and learning success [20] can
be transferred into adult learning. First indications from one-to-one tutoring
can be drawn from a study by Pfeifer and Lugrin [15], in which adults learned
HTML basics in a robot-supported learning environment. Results show that all
participants improved their knowledge while females who learned with a female
robot (and prototypical male learning material) benefited the most. Further-
more, Deublein et al. [7] set up a learning environment accompanied by a social
robot in cooperation with the university’s Center for Language Learning to teach
Spanish as a second language. Results were promising as a robot who is trying to
increase the learner’s confidence and satisfaction tended to improve learning out-
comes more. Rosenberg-Kima et al. [17] chose a different approach and focused
on the potential of a social robot to support a collaborative group activity of
university students, and compared it to a pen and paper, and a tablet condi-
tion. Albeit most survey items did not convey significant differences between the
conditions, qualitative data revealed benefits of the robot such as objectivity,
efficiency, improving time management and an overall positive perception of the
robot. In our own former research, we conducted a field study on the use of
robotic tutors in university teaching. The social robot acted as a tutor for exam
preparation to an ongoing lecture. Qualitative interviews showed a high interest
of the students and a positive evaluation of the offer. With regard to the pro-
motion of motivation and attention, the participants attributed great potential
to the robot and considered the tutoring useful. Quantitative data supported
this benefit, as participants who took part in the robotic tutoring performed
significantly better in the exam, relative to students who did not participate.
However, participants wished for more individualization.

Adapting the robot’s behavior to the user has already been shown to have
positive effects on learning and the perception of the robot [12]. Adaptive intelli-
gent tutoring systems aim to personalize instruction by adapting the system e.g.
to the learner’s knowledge level and learning styles based on their performance
and actions in the learning environment. The aim is to provide the same benefits
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of one-to-one instruction [16]. Leyzberg, Spaulding and Scassellati [12] showed
that personalized lessons of a robotic tutor helped adult users to solve puzzles sig-
nificantly faster and are rated as more relevant compared to randomized lessons
or no lessons at all. Schodde, Bergmann and Kopp [21] implemented a robotic
tutor for language learning that adapts its next tutoring action based on the
learner’s knowledge state. An evaluation with adults showed that participants
had a higher score of correct answers during the training in the adaptive condi-
tion, but no significant differences in a translation test after the intervention. In a
further study, Leyzberg, Ramachandran and Scassellati [11] found similar results
in an experiment with children: over five sessions participants either learned a
second language with a robotic tutor that gave personalized or non-personalized
lessons. Results showed that children who received personalized lessons based on
their skills outperformed children who received non-personalized lessons. Adapt-
ing the robots behavior and the learning material to the learner bears great
potential to address the psychological needs and thus to internalize motivation
by introducing a flow-like state while learning if all basic psychological needs are
met [4].

3 Contribution

Because of the great potential of social robots in higher education and the ben-
efits of adaptive tutoring, we want to contribute to a better understanding on
how to design and apply robotic tutors in universities by conducting a compre-
hensive field study. By implementing an adaptive tutoring system, we not only
aim to provide an additional tutoring for students complementing online univer-
sity teaching in a meaningful way, but also want to establish a technical system
based on the self-determination theory. Based on the literature review and the
results of related work in Sect. 2, we expect the following outcomes:

– H1: Exam performance is better with an adaptive robotic tutor than with a
non-adaptive robotic tutor than without tutoring.

– H2: Perception of the robotic tutor is higher (in terms of tutor quality and
perceived use) with the adaptive robotic tutor compared to a non-adaptive
robotic tutor.

– H3: Competence, autonomy and relatedness are addressed to a higher degree
with an adaptive robotic tutor relative to a non-adaptive robotic tutor.

– H4: Motivation is higher with an adaptive robotic tutor relative to a non-
adaptive robotic tutor.

4 Learning Environment

To investigate the benefits of a robotic tutor’s adaptive behavior on the learning
process, a robot-supported online learning environment was implemented. The
learning environment was set up as a voluntary individual tutoring accompa-
nying a university course. Due to the COVID-19 pandemic and resulting need
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for online teaching, the experiment was designed as a Wizard of Oz experiment
with a live video call between participants and the robot. The learning mate-
rial, e.g. questions and answer options, is visually presented via screen-sharing
of the experimenter. The robot, which acts as a supporting tutor using verbal
and non-verbal behavior, is visible via the camera. The Nao1 robot by Softbank
Robotics was chosen as an interactive tutor in the learning environment. The
learner is able to interact with the learning environment with the integrated
chat of the video conferencing tool2. Each button has either a letter, a number
or a combination of both, so the learner can refer to different topics or answer
options and therefore navigate through the learning environment. The robot
responds in a multimodal manner, using different communicative channels such
as speech generated by a text-to-speech tool and gesture, thus scaffolding the
social component of learning.

The learning environment starts with a short introduction by the robot. As
there is no predefined structure, the learner is free to choose the topic he or she
wants to practice. Once the learner chose a topic, the related question is displayed
on the screen and verbalized by the robot. The participants is then able to select
an answer option. Depending on the learner’s answer, the robot gives adequate
feedback: the robot praises in case of a correct answer, encourages the participant
in case of an incorrect answer and gives explanations on the correct answer.
We also provided the opportunity to repeat the robot’s explanation. Figure 1
shows the setup of the learning environment. As it is set up as a Wizard of
Oz experiment, the experimenter transfers the user’s chat inputs to the HTML
learning environment simultaneously to trigger robot behavior using touch input
on a convertible notebook to not confuse the learner by mouse movements or
clicking sounds.

Fig. 1. Experimental set-up

1 Nao robot: https://www.softbankrobotics.com/emea/en/nao.
2 Zoom: https://zoom.us/.

https://www.softbankrobotics.com/emea/en/nao
https://zoom.us/
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4.1 Learning Material

The learning materials are embedded in the curricula of the undergraduate
course “Digital Media” at the University of Wuerzburg. The learning environ-
ment focuses on the web development sections of the lecture, which contain
three main topics: basic coding in HTML, CSS and JavaScript. Each of these
topics was divided into three subtopics with increasing difficulty, which contained
between three and six exercises each. In total, the learning environment contains
35 exercises, including exercises to syntax, HTML elements, CSS selectors and
JavaScript functions. Because there is no predefined sequence, the learner is able
to choose exactly the topics he or she would like to recap. The structure of the
learning environment is based on exercises without prior learning units, since
it is intended to be a repetition of the lecture. The task types vary from single
(15) (e.g.“Let’s look at the loops below: Which for-loop counts up from 4 to 14
in steps of two?”) or multiple choice (2) over cloze texts (10) and to assignment
exercises (8).

4.2 Implementation of the Adaptive Robotic Tutor

We implemented two different versions of the robotic tutor: adaptive and non-
adaptive. In sum, we set up the learning environment to respond to the learner’s
input using the robot’s speech and non-verbal behaviors, additionally visual
cues were given via the screen, such as highlighting the correct answer. The
non-adaptive condition is limited to the functionality described above.

Adaptation in the other condition was realized in two ways: the robot’s
behavior as well as the HTML environment were adapted to the learner, based
on a content model and a user model. The learning material is organized in
a content model. For each exercise, the degree of difficulty, the required prior
knowledge and connected exercises were defined, so each exercise is dependent
on other exercises in multiple layers. As mentioned in Sect. 4.1, each of the three
main topics contains three subtopics with three to six exercises each. The con-
tent model is organized along this structure in three layers: a superordinate topic
layer, a subtopic layer and a layer for the single exercises. The exercises within
a subtopic also build on each other, as they are in a predefined sequence. The
subtopics are divided into three levels of difficulty (low, medium, high), which
built on each other. In addition, the three main topics also partly build on each
other, e.g. the basics of HTML are a requirement for the basic CSS exercises.
Every subtopic (except HTML basics) has a certain required knowledge level.
Which exercises are accessible to the learner depends on the current user model.
First, the user model is defined by the user’s prior knowledge, captured by self-
assessment. At the beginning of the learning session, the learner was asked to
assess his or her prior knowledge in the three main topics HTML, CSS and
JavaScript by the question “how well did you understand the individual topics
in the lecture?” with the options “poor”, “average” and “well”. Depending on
which requirements are met, only exercises corresponding to the level of knowl-
edge are displayed. By completing all exercises of a subtopic, the learner model is
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dynamically adapted, and the appropriate task from the content model are made
available to the learner. By completing exercises, the user levels up independent
of the correctness of the answers. It is possible to complete exercises multiple
times, but only the first time adapts the user model. Users are not directly
informed about leveling up, but may notice as more exercises are available. Fur-
thermore, the robot adapts its behavior based on the learner’s answers: if the
answer is correct, this is briefly noted. If the answer is incorrect, the robot first
explains which option is correct. In addition, it explains why the user’s answer is
wrong, depending on the chosen incorrect answer and thus gives hints on how to
avoid such mistakes in the future (e.g. adaptive answer for the example exercise
above:“Unfortunately that’s wrong. Answer C would have been correct. Your
answer is not correct, because the conditions for start and break are not correct,
they are the wrong way round. var i = 4 is the start condition, where we start
counting. i ≤ 14 is the abort condition, where we stop counting. In addition,
the counting condition is not correct in your selected answer. According to the
specification, we shall count in steps of two, but i++ counts in steps of one.”)
Therefore, the adaption of the robot’s feedback to the user’s answer is only done
if the user chooses a wrong answer.

In the non-adaptive control condition, there is no content model and user
model and every exercise is accessible from the beginning. There are no hints
concerning the difficulty or requirements for an exercise. The feedback for a cor-
rect answer is equal to the adaptive condition. However, if the answer is incorrect,
there is the same feedback independently from the chosen answer for each answer
option (e.g. neutral answer for the example exercise above: “Unfortunately that’s
wrong. Answer C would have been correct. var = 4 is the start condition where
we start counting. i ≤ 14 is the break condition where we stop counting, in this
example up to and including 14. i + 2 states that we count plus two”).

5 User Study

A field study was conducted to gain further insights about the effects of the adap-
tive robotic tutor. Because the university was closed for students during the first
semester of 2020, the tutoring was designed as a private online learning session
with the robot. Even though we might have shifted to a virtual agent instead of
a social robot for the online setting, we decided to continue the use of a social
robot, because our students already know the robot through previous studies.
Furthermore, there are neither behavioral nor attitudinal differences comparing
a telepresent robot to a virtual agent, which suggests that a telepresent robot is
equally suitable in this context [14].

5.1 Participants

A total of N = 55 (53 female, 2 male) participants of the course “Digital Media”
at the University of Wuerzburg took part in the study. Participation in the study
was voluntary and participants received no further benefits. All participants
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stated that they intended to write the exam at the end of the semester. The
mean age was M = 20.69 (SD = 1.61). Regarding prior knowledge of the robot,
30 participants already interacted with the robot before the study and 13 did not
have any prior experience with the robot. The remaining participants had prior
experience with the robot such as seeing it either in reality or on a screen, e.g.
on the internet or television. All participants completed the study and answered
all questions.

5.2 Questionnaires

The evaluation of the learning environment and the capacities of the robot as a
tutor were measured by using the subscales Tutor Quality and Perceived Use-
fulness of the E-Learning Acceptance Measure [23]. Additionally we specifically
asked in how far participants perceived the robot’s feedback as appropriate on
a scale from ‘1 – not appropriate at all’ to ‘5 – very appropriate’, and how
they would rate the quality of the feedback on a scale from ‘1 – very poor’ to
‘5 – very good’. To gaindeeper insights about a potentially different perception
of the robot between the conditions, we used the Godspeed Questionnaire [1]
with a total of 24 pairs of adjectives rated on a five-point polarity profile. To
rate satisfaction of the three psychological needs we used a scale by Sheldon and
Filak [22] with the subscales Autonomy, Relatedness and Competence containing
three items each. Scales ranged from ‘1 – strongly disagree’ to ‘5 – strongly agree’.
Situational Motivation was measured using the Situational Motivation Scale [9],
which consists of 16 items. Scales range from ‘1- corresponds not at all’ to ‘7-
corresponds exactly’. For deeper insights into learning experience we addition-
ally used the subscale Interest/Enjoyment of the Intrinsic Motivation Inventory
which is considered as indicator for intrinsic motivation [19] and contains 9 items
on a seven-point Likert scale from ‘1 – not at all’ to ‘7 – very true’. All items
were translated into German and slightly adapted to the context if necessary. In
the end, participants were asked about their prior experience with robots and
demographic data such as age and gender. Participants were asked to rate their
knowledge about the three topics HTML, CSS and JavaScript either ‘1 - poor’,
‘2 - average’ or ‘3 - good’ before and after the learning environment. Approxi-
mately eight weeks after the study after the students received their grades for
the exam, all participants were asked to anonymously provide their grades in
order to find potential differences in the exam performance. Additionally they
were asked in how far they perceived the learning environment retrospectively
as useful for the exam.

5.3 Procedure

Participants registered online for a time slot and received an invitation with a
link to participate in the study via a video conferencing tool. One participant
attended a session at a time and participants were randomly assigned to one of
the two conditions, resulting in n = 29 for the adaptive condition and n = 26 for
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the neutral condition. At the beginning of each session, the experimenter wel-
comed the participant and asked him or her to read and sign an online consent
form. During that time, the video of the experimenter was not active. After par-
ticipants accepted, the experimenter explained the procedure of the study. The
experimenter then activated the camera and shared the browser window so that
the robot and the HTML learning environment were visible to the participant.
While the shared screen took most of the space of participants’ screen, the robot
was visible in a smaller window above or right, as this is a default setting of the
video conferencing tool. Participants’ audio and video was not active during the
session unless they activated their microphone to talk to the experimenter. The
experimenter started the learning session by pressing the start button. First, the
robot welcomes the learner and explains the usage of the learning environment,
especially the interaction with the learning environment, which is via the inte-
grated chat of the video conferencing tool. At this point, the experimenter was
neither visible nor hearable. The time to spend in the learning environment was
limited to 40 min and was stopped by the experimenter after finishing the current
exercise. The number of exercises completed was dependent on each student’s
individual learning pace. After the learning session, participants were asked to
complete the online questionnaires described in Sect. 5.2 which took about ten
to fifteen minutes.

6 Results

All analyses were conducted using SPSS 25 using an alpha of 0.05 if not noted
otherwise. Group differences were calculated using T-Tests, and Mann-Whitney
U tests if groups were smaller than 30. An overview of the descriptive data and
statistical tests for H2, H3 and H4 is given in Table 1. Two participants had to
be excluded from data analysis due to technical issues during the tutoring.

Hypothesis 1: Exam Performance. To test H1, we compared the exam results
of all study participants (combining both experimental groups) which disclosed
their exam grade (n = 37), to the performance of all other students of the exam
who did not participate in the study (n = 112). Students were graded from 1
(best possible grade) to 5 (failed). Eighteen participants did not complete the
second questionnaire that was asking for their grades in the exam. As shown in
Fig. 2 performance was significantly better for the students which took part in
the experiment (M = 2.23, SD = .84), relative to the rest of the class (M = 2.89,
SD = 1.15) as indicated by a Welch’s t-test t(84.27) = 3.77, p < .001, d = 0.61.
Participants in the adaptive condition performed descriptively better in the exam
relative to the control group, however this difference was not significant.

Hypothesis 2: Perceived Use and Tutor Quality. Concerning the perceived use of
the robotic tutor as well as the tutor quality, we found that the subjective use
of the tutoring after the exam was significantly higher in the adaptive condition
compared to the control condition. The perceived use of the robotic tutor was
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Fig. 2. Exam performance. Error bars represent SDs. * indicates significance at the
p < .05 level.

practically as high as in the adaptive condition compared to the control condition
and did not differ significantly. The perceived tutor quality in the adaptive con-
dition was slightly higher relative to the control group but without a significant
difference.

Hypothesis 3: Need Satisfaction. Regarding need satisfaction we found that:
Need for relatedness was descriptively higher in the adaptive condition relative
to the control group, however this difference was not significant. Need for auton-
omy was descriptively higher in the adaptive condition relative to the control
group but without a significant difference. Need for competence was descriptively
higher in the adaptive condition relative to the control group but did not differ
significantly.

Hypothesis 4: Motivation. Situational intrinsic motivation as measured by the
SIMS was descriptively higher in the adaptive condition relative to the con-
trol group, however this difference was not significant. Intrinsic motivation as
measured by the Intrinsic Motivation Inventory was descriptively higher in the
adaptive condition relative to the control group, however not significantly.

Additional Results. The need for autonomy across both conditions showed a
significant positive correlation with the perceived used of the tutoring after the
exam (r = .45, p = .004). The need for competence across both conditions showed
a significant positive correlation with the subjective knowledge in CSS (r = .42,
p < .001) and JavaScript (r = .29, p = .033) and was also positively but not
significantly correlated with subjective knowledge in HTML (r = .25, p = .077).
The need for relatedness across both conditions showed a significant positive
correlation with perceived tutor quality (r = .38, p = .005).
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Table 1. Mean values for subjective measures across both conditions including the
range for each scale. Standard deviations in parentheses. U and p values show results
for Mann-Whitney U tests with * indicating significance.

n Adaptive condition n Control condition U p

Perceived use after exam (1–7) 19 5.21(1.78) 19 4.16(1.50) 249 .046*

Tutor quality (1–7) 27 6.05(.72) 26 6.03(.65) 365.5 .796

Perceived use (1–7) 27 5.90(.78) 26 5.86(.62) 398 .723

Anthropomorphism (1–5) 27 2.69(.89) 26 2.63(.77) 347 .940

Animacy (1–5) 27 3.38(.62) 26 3.38(.53) 326 .655

Likeability (1–5) 27 4.60(.45) 26 4.48(.58) 377.5 .629

Perceived Intelligence (1–5) 27 4.40(.51) 26 4.36(.55) 360 .871

Perceived Safety (1–5) 27 3.01(.52) 26 3.01(.36) 347 .940

Need for relatedness (1–5) 27 4.07(.68) 26 3.95(.80) 367 .772

Need for autonomy (1–5) 27 4.46(.67) 26 4.35(.50) 399 .382

Need for competence (1–5) 27 3.27(.67) 26 3.14(.53) 415.5 .243

Situational intrinsic motivation (1–7) 27 5.73(.98) 26 5.49(.96) 412 .275

Intrinsic Motivation (1–7) 27 4.17(.67) 26 4.11(.70) 366 .789

Feedback appropriateness (1–5) 27 4.48(.51) 26 4.46(.65) 345 .903

Feedback quality (1–5) 27 4.15(.77) 26 4.19(.69) 342.5 .870

7 Discussion

Our results indicate that the robotic tutoring provided objective and subjec-
tive benefits for the participants. Foremost, we found significantly better exam
performance of the participants relative to the rest of the course. Even though
the manipulation did not result in significantly better exam performance rela-
tive to the control condition, the subjective use of the tutoring was significantly
higher for the participants in the adaptive condition after the exam relative to
the control condition. We consider this result especially noteworthy due to the
relatively long time period between experiment and exam results (8 weeks). Even
though self-selection in participation might have influenced this result, it demon-
strates that opting for a session with the robotic tutor is beneficial. Ratings of
the robotic tutor were high in general. Especially tutor quality with mean values
above six on a scale from 1 to 7, and likability with mean values around 4.5 on a
scale from 1 to 5 support the applicability of robotic tutors in higher education
independently of the adaptation. The adaptive version of the robotic tutor was
designed to better address the basic psychological needs of self-determination
theory, namely relatedness, autonomy and competence. We found no significant
effect of this manipulation, but the questionnaire data shows slightly higher need
satisfaction for all three needs, this also holds true for situational intrinsic moti-
vation as well as general intrinsic motivation. Based on the consistent differences,
as well as the patterns of significant correlations of related constructs with need
satisfaction in all three areas, we consider our implementation of adaptation
as promising. In summary, the adaptive version of the robot was rated slightly
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better (even though not significantly) across all scales, which might indicate
benefits of the adaptive tutoring on several levels that need further exploration.

The fact that there were no significant differences between the groups in
the perceived quality of the feedback and in how far participants perceived the
robot’s feedback as appropriate may indicate that the adaptive elements are
possibly too subtle to be sufficiently perceived. Furthermore, adaptation only
occurred if mistakes were made. As indicated by the generally high ratings of
the robot the control condition already offers high quality tutoring which makes
it difficult to compare it to a slightly better version of the tutoring. Another
possible reason for the lack of significant results could be the online setting. The
physical presence of a robotic tutor appears to have a positive impact on learning
outcomes compared to a virtual robot or no agent [10,13,14]. Albeit there are no
differences comparing a telepresent robot to a virtual agent, most studies that
compare a copresent robot with a telepresent robot found a preference towards
the copresent robot [14]. Therefore, the robot may not be able to develop its full
potential in an online setting.

8 Conclusion and Future Work

In this contribution, we explored whether a robotic tutor (with or without adap-
tation) can benefit learning in higher education in terms of motivation and aca-
demic success. To this end, we conducted a field study and integrated a robotic
tutor into an existing university course, which both had to take place online due
to the COVID pandemic situation, to demonstrate its applicability in an online
setting. With significantly better exam results, the robotic tutoring appears to
have a benefit in learning even at a university level. We further found indica-
tions that an adaptive version of the robotic tutor can be beneficial compared
to a non-adaptive version in terms of perceived use of the training, but found
no significant differences in the other survey items, albeit the adaptive condition
was rated marginally better throughout.

In the future, the distinction of an adaptive version should be extended by
implementing additional and clearer adaptive features to get more conclusive
results. This adaptation should be tested in a long-term experiment, where the
system keeps adapting to the user over several learning sessions, for example
to strengthen the feeling of relatedness and elaborating the content and learner
model. This would allow to replicate the pattern of results, ideally with a more
pronounced and subsequently significant effect. Additionally long term motiva-
tion can be taken into account, as well as the internalization of motivation as
suggested by self-determination theory, which should occur if the basic needs
are addressed during the tutoring sessions. We therefore plan to continue this
approach of integrating robotic tutors in adult learning and will improve our
currently simple model of adaptation to better react to the individual learner.
Because we do not expect a robot to develop its full potential in an online setting,
we plan to continue our research in one-to-one presence tutoring.
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Abstract. Sufficient physical activity can prolong the ability of older adults to live
independently. Community-based exercise programs can be enhanced by regularly
performing exercises at home. To support such a home-based exercise program, a
blended intervention was developed that combined the use of a tablet application
with a personal coach. The purpose of the current study was to explore to which
extent tablet engagement predicted exercise adherence and physical activity. The
results show that older adults (n = 133; M = 71 years of age) that participated
6 months in a randomized controlled trial, performed at average 12 home-based
exercised per week and exercised on average 3 days per week, thereby meeting
WHO guidelines. They used the tablet app on average 7 times per week. Mul-
tiple linear regressions revealed that the use of the app predicted the number of
exercises that were performed and the number of exercise days. We conclude that
engagement with a tablet can contribute to sustained exercise behavior.

Keywords: Older adults · Physical activity · Exercise · Persuasive technology ·
Tablet · Behavior change

1 Introduction

Ageing is associated with a decline in daily functioning and mobility [1, 2]. Physical
activity can delay the onset and slow down the decline associated with ageing. Older
adults that exercise on a regular basis, can prevent functional impairments and prolong
the ability to live independently [3, 4]. Various community centers across the world offer
senior citizens to exercise on a weekly basis in a group under guidance of an instructor
[5–7]. Participating once a week in an exercise group, however, is not sufficient for
achieving health benefits [8–10].WHOguidelines prescribe a higher frequency, intensity
and duration of physical activity [11]. Due to the limitations group-based programs face,
meeting the guidelines is often not possible [12].

Over the past few years various eHealth or mHealth interventions have been devel-
oped to increase physical activity in older adults [13–19]. In order to enhance exist-
ing community-based exercise programs, a novel blended intervention, VITAMIN, was
developed with end-users [20, 21]. The intervention consisted of a personalized home-
based exercise program that was supported by a tablet, in combination with a personal
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coach [22, 23]. The intervention distinguished itself by a) designed to complement exist-
ing community-based programs rather than a stand-alone intervention, b) specifically
supports home-based exercises, c) uses blended technology as a mode of delivery and
d) design that was theoretically based on behavior change techniques. Furthermore, to
increase the efficacy of the exercise program, also nutrition counseling was included. A
previously conducted randomized controlled trial (RCT) compared the blended home-
based exercise program – with or without nutrition counseling – to a control group that
only participated weekly in existing community-based exercise programs. The study
showed that during the 6-month intervention period the majority (64.5%) of participants
adhered to the recommendation to perform at least two times a week home-based exer-
cises [24]. It remains unclear, however, how participants’ engagement with the tablet
contributed to exercise adherence. The aim of the present study was not to study the
effectiveness of the intervention by comparing it to a control group, which was done in
the recently published RCT study [24], but to explore to which extent the tablet engage-
ment predicts exercise adherence in older adults by conducting a secondary analysis of
the aggregated data of both RCT groups that received a tablet.

2 Methods

2.1 Study Design

A randomized clinical trial (RCT) was conducted to assess the effectiveness of the
blended intervention in terms of health outcomes. It consisted of a 6-month intervention
period. The protocol that describes the RCT in detail has previously been published [23].
The exercise program was supported by a client-server system that consisted of a front-
end tablet application for end-users and a back-end web-based dashboard for coaches
that guided the participants. The design of tablet application was based on behavior
change techniques that are rooted in self-regulation [22]. The components of the app
included an interactive module for goal setting, a library containing over 50 instructional
videos of home-based exercises, a possibility to compose a personal training schedule,
the ability to track progress and to receive feedback from a personal coach. A usability
study demonstrated that the intended users were able to operate the app in an effective
and efficient manner [21].

2.2 Measures

Home-Based Exercise Adherence. Participants compiled, with the help of an
appointed coach, a personalized exercise program with exercises that varied in the dura-
tion, repetitions and difficulty level. Participants were recommended to perform at least
two times a week the home-based exercises. During the 6-month intervention period,
participants registered with the tablet when they completed their personalized home-
based exercises. Based on log data the following frequencies were determined: a) how
many days per week they performed exercises, for instance 4 out of 7 days, and b) the
total number of exercises they completed per week. To preserve.
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Tablet Engagement. Based on the log data the number of times the tablet app was
opened per week was determined (app logins) during the 6-month intervention period.

Physical Activity Level. As an exploratory measure, at baseline and after 6 months the
participants’ physical activity in daily life was assessed by asking participants to keep
track of all activities during a period of 3 days using a paper diary. For each participant
a physical activity level (PAL) was determined by calculating the average metabolic
equivalent of task (MET) per 24 h.

Motivation. At baseline and after 6 months the motivation to exercise was measured by
the Behavioral Regulation in Exercise Questionnaire-2 (BREQ-2), a validated question-
naire containing 19 Likert items on a 5-point scale [25]. The BREQ-2 distinguishes five
forms of motivation derived from the self-determination theory: amotivation 4 items),
external regulation (4 items), introjected regulation (3 items), identified regulation (4
items) and intrinsic regulation (4 items).

Season. To account for possible seasonal effects, for each participant the offset to mid-
summer was calculated, by determining the number of days between the date the partici-
pant started the intervention and themedian of the calendar year (day 183). Theminimum
score (0) represents midsummer, the maximum score (182) represents midwinter.

Other. Age, gender, recruitment strategy and assignment to RCT-arm was recorded for
all participants (Table 1).

Table 1. Overview of the measures analyzed during the 6-month intervention period.

Start of intervention (baseline) During intervention (0 to
6 months)

End of intervention
(6 months)

Physical Activity Level (PAL) Exercise adherence:
• Number of performed exercises
per week

• Number of days exercises were
performed per week

Physical Activity Level
(PAL)

Motivation (BREQ-2) Tablet engagement:
• Number of times app has been
used per week

Motivation (BREQ-2)

Participants & intervention
characteristics: age, gender,
recruitment strategy,
RCT-group, season

Data Analysis. Data of participants that were assigned to either group 2 (blended exer-
cise program) or group 3 (blended exercise program with nutrition counseling) was
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aggregated, resulting in a dataset of all trial participants that received a tablet and coach-
ing to support home-based exercises. For motivation de five BREQ-2 subscales were
converted to a single score by using the relative autonomy index [26]. For the home-based
exercise adherence and tablet engagement, after data cleansing an average score was cal-
culated for the 6-month intervention period. These scoreswere treated as continuous data
in further analyses. Furthermore,multivariate linear regressionswere conducted to deter-
minewhich included variables predict the home-based exercise adherence. The inclusion
of variables as predictors, was based on subject-matter knowledge of the authors. The
software package SPSS Statistics version 25 was used to perform the analysis (IBM
Corp., 2018).

3 Results

3.1 Participants

At baseline 133 participants were randomly assigned to an intervention group. The
average age was 71.48 (SD 6.39) years old and 92 of the 133 (69.2%) participants were
female. In total 103 of the 133 (77.4%) participants completed the 6-month intervention.

3.2 Exercise Adherence and Tablet Engagement

During the 6-month intervention period, the average app logins per week was 6.72 (SD
4.81). They performed on average 12.53 (SD 11.34) home-based exercises per week and
exercised on average 2.88 (SD 1.74) days per week.

3.3 Prediction of Exercise Adherence

Prediction of the Number of Exercises Performed Per Week. A multiple linear
regression analysis was performed to predict the number of exercises performed per
week, based on age, gender, motivation (baseline), physical activity level (baseline),
RCT group, recruitment strategy, season and average app logins. A significant regres-
sion equation was found (F8,115 = 10.26, P < 0.001), with an R2 of .42. Tablet logins,
season and recruitment strategy were significant predictors for the number of performed
exercises (P < .0005, P = .018, P < .0005, respectively). The number of performed
exercises was equal to −2.48 + 1.12 (app logins) + 1.68 (30*offset to midsummer)
+ 13.43 (recruitment strategy), where recruitment through local community centers is
coded as 0, and recruitment through postal mailing is coded as 1. The number of per-
formed exercises increased by 1.12 for each app login, 1.68 for every 30 days the start
of the intervention deviated from midsummer and participants recruited through postal
mailing performed 13.43 more exercises than participants recruited through local com-
munity centers. Age, gender, motivation (baseline), physical activity level (baseline) and
RCT group did not significantly predict the number of performed exercises (P ≥ .05).
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Prediction of the Number of Days Per Week Exercises Were Performed. A second
multiple linear regression analysis was performed to predict the number of days per
week exercises were performed, based on age, gender, motivation (baseline), physical
activity level (baseline), RCT group, recruitment strategy, season and average app logins.
A significant regression equation was found (F8,115 = 8.81, P < 0.001), with an R2 of
.38. Tablet logins, season and recruitment strategy were significant predictors for the for
number of days per week exercises were performed (P < .0005, P = 0.029, P = 0.007,
respectively). The number of days per week exercises were performed was equal to 1.74
+ .20 (app logins)+ .24 (30*offset to midsummer)+ 1.18 (recruitment strategy), where
recruitment through local community centers is coded as 0, and recruitment through
postal mailing is coded as 1. The number of days per week exercises were performed
increased by .20 for each app login, .24 for every 30 days the start of the intervention
deviated from midsummer and participants recruited through postal mailing performed
1.18 more days per week exercises than participants recruited through local community
centers. Age, gender, motivation (baseline), physical activity level (baseline) and RCT
group did not significantly predict the number of days perweek exerciseswere performed
(P ≥ .05).

4 Discussion

4.1 Principal Findings

The aim of the intervention was to support older adults in performing home-based
exercises. In a process evaluation carried out earlier, participants indicated that they felt
the tablet and coach were useful [27]. The results of the current study complement these
findings. Data derived from the tablet shows that the participants performed on average
approximately 13 home-based exercises per week, distributed over 3 days. Participants
demonstrated substantive exercise behavior. Participants’ engagement with the tablet
appears to have contributed to this. The frequency of tablet use predicted the number of
days and the number of exercises performed. This affirms the rationale of the intervention
that technology can support exercise behavior in older adults.

Besides intervention characteristics, there were a number of other predictors found.
A seasonal effect on exercise behavior was observed. Participants tended to perform
more frequent home-based exercises in the winter, compared to the summer. The reason
for this could be that older adults prefer outdoor activities, if the weather allows it,
thereby limiting the intensity of a home-based exercise program. Physical activity was
also predicted by age. Surprisingly, this effect was minute. The strongest predictor was
the participants’ physical activity at baseline. Existing habits appear to play a dominant
role.

4.2 Limitations

Previously, a process evaluation was carried out by interviewing participants after they
completed the intervention. The conclusions of that study were based on a small number
of participants that had to reflect on their behavior over the past 6 months. In contrast,
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the current study uses log data of the tablet as a more objective and accurate estimations
of exercise behavior of all participants. It does not rely on participants’ recollection from
memory. Nevertheless, also this data source is not impeccable. It cannot be ruled out
that participants registered on the tablet that they completed exercises, whilst in reality
they did not perform any exercises. The tablet data on exercise completion remains a
self-report measure.

Tablet engagement was measured by tracking how often users opened the app. Based
on the log data it was, however, not possible to observe how users interacted with the app.
Consequently, no conclusions can be drawn which components within the app played
a specific role. Furthermore, due to technical issues the number of app logins was not
registered flawlessly. As a result, some datapoints on tablet engagement were unusable.
To determine if this influenced the results, an alternative measure for tablet activity
was used. Participants were asked with a questionnaire how often on average they used
the app over the past 6 months. Analysis of this alternative measure was similar to the
analysis based on app logins, indicating that use of the app logins was not problematic,
despite the technical errors.

This post-hoc study combined data of two groups that participated in the randomized
controlled trial; a group that received a tablet and coaching and a group that received
tablet, coaching and nutrition advice. Although the two groups differed to which inter-
vention component they were exposed, the analysis used in this study, did not reveal any
association between group membership and exercise behavior or physical activity. This
validated the choice of the authors to pool the data of both groups, instead of performing
the described analysis for both groups separately.

4.3 Conclusions

The blended exercise intervention successfully increased the exercise frequency in older
adults. Tablet engagement appears to have contributed to this. The frequency of app use
predicted the number of exercises and the number of days exercises were performed. The
findings suggest that the use of a tablet, in combination with coaching, is a promising
strategy to stimulate exercise behavior of older adults. More research is needed how to
incorporate general physical activity.

Please note, there is an extended version of this paper available with additional
analysis [28].
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Abstract. In the last decades, the Natural Language Generation (NLG)
methods have been improved to generate text automatically. However,
based on the literature review, there are not works on generating text
for persuading people. In this paper, we propose to use the SentiGAN
framework to generate messages that are classified into levels of persua-
siveness. And, we run an experiment using the Microtext dataset for the
training phase. Our preliminary results show 0.78 of novelty on average,
and 0.57 of diversity in the generated messages.

Keywords: Text generation · SentiGAN · Persuasive message

1 Introduction

The messages used to persuade a target audience in certain domains (e.g., mar-
keting) have demonstrated to be very effective. However, the production of per-
suasive message requires a profound knowledge of receptor’s characteristics as
well as the involvement of a variety of stakeholders. For companies and organi-
zations, this translates into time and money.

Automatic text comprehension and generation are very important in the
areas of Natural Language Processing (NLP) and Natural Language Generation
(NLG) respectively. In the literature, exist different methods for automatically
generating text, which means that its operation does not require human interven-
tion. Despite this growing interest in proposing techniques and models for the
automatic text generation (e.g., [8,11,14]), there is not yet evidence on auto-
matic message generation that can be used to persuade people. Currently there
are some works that address the design of persuasive message for behavior change
(e.g., [3]), and others focused on detection of persuasion in texts or conversations
[6]. In this paper, we focus on the automatic generation of persuasive messages,
through the application of SentiGAN [11], a short text generation framework
based on Generative Adversarial Network (GAN). We consider that our work
might contribute not only to reduce time, but also to enhance the novelty and
c© Springer Nature Switzerland AG 2021
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diversity of the generated persuasive messages in certain domains. To do this,
we exploit the Microtext corpus [13] as a training dataset, which is a database
that contains classified messages based on the Cialdini principles [2]. Moreover,
we implement two metrics for measuring how novel and diverse are the messages
generated by our approach. The paper is organized as follows: Sect. 2 discusses
the related works on text generation. Then, we present our approach in Sect. 3.
Our evaluation is reported in Sect. 4. And Sect. 5 contains the conclusions and
future work.

2 Related Works on Text Generation

Unsupervised text generation is an important research area in natural language
processing. The recurrent neural networks (RNN) are usually used for the pro-
cessing and prediction of time series. In this context, we can see a sentence as
a sequence of data (i.e., words), which is ordered according to the probability
of the next word. Over the past decade, several approaches focused on using
some varieties of RNN in text generation (e.g., [4,5,9–11]). However, RNN-
based approaches have two main drawbacks when is used to generate texts.
First, RNN-based models are always trained through the maximum likelihood
approach, which lacks exposure bias [1]. Second, the loss function is not specified
at the RNN output to ensure high sample quality. It means that these RNN-
based approaches use the loss function to train the model at a word level, when
the performance is generally evaluated at a sentence level.

Another related works are the models based on a generative adversarial
network (GAN) with a strategic gradient of reinforcement learning such as
[4,7,11,14]. For instance, SeqGAN was proposed by Yu et al. [14], which con-
fronts the generator differentiation problem by directly updating the gradient
policy. The impacts of these variations of GANs are not exceptionally diverse,
and none of these strategies can produce samples with assorted qualities.

In contrast with our proposal, all these reviewed works focus only on the text
generation, but not in the persuasiveness of the sentence. So, we propose to use
the SentiGAN model [11] to generate messages classified in different levels of
persuasiveness (i.e., using the six principles of Cialdini [2]). The SentiGan model
was proposed by Key Wang and Xiaojun Wan [11] and it is based on SeqGAN
[14], the authors used multiple generators and a discriminator with the goal of
making each generator focus on generating texts with k types of sentiment (i.e.,
k sentiment tags).

3 The Persuasive Messages Generator

As shown in Fig. 1, the core of our generator is based on the SentiGAN framework
[11], which includes K generators and one multi-class discriminator. Moreover,
as we aim to generate persuasive messages, a database containing samples of
sentences labeled accordingly to the Cialdini’s persuasive principles is needed.
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Fig. 1. The persuasive message generator based on SentiGAN [11].

In this paper, for illustrating the applicability of SentiGAN, we used an exist-
ing Microtext Corpus as our training dataset (More details about our training
dataset can be found at Sect. 4.1).

Given that the GAN model generates and classifies sequences of n words,
where n varies depending on the objective of the model. For instance, SentiGAN
consider sequences of 15 words. As our database contain a huge number of sam-
ples that exceed this number, a processing of these samples with the least-lost of
information is highly required. In our proposal, we start the (1) data process-
ing phase, by using the rolling windows technique [15]. This technique tries to
create window segments of length W from data yi, i = 1, ..., l, where l is the
length of the data. The data sequence is divided into l − W + 1 segments. For
our generator, the window size was set arbitrarily at 17 words. Thanks to this
segmentation, the size of the training data was increased as well.

Then we obtain a vocabulary, by ordering the words, contained in each per-
suasion type file, by their occurrence frequency. This vocabulary is used to encode
all the messages to be used in the training phase.

The outcome of the data processing phase is the set of processed files
classified by persuasion types.

Before starting the (2) model training phase, a pre-training on the gen-
erator and discriminator models is performed. This way, both models are able
to understand the structure of a sentence (syntactic aspect, without considering
the semantics). A benefit of the pre-training is the reduction of the training time
because our generator is not trained from scratch.

In the following, we explain the model training, by introducing the structure
and learning objectives of the SentiGAN framework, and explaining briefly
its corresponding training algorithm.

This framework uses k generators
{
Gi

(
X|S; θig

)}i=k

i=1
and a discriminator

D (X; θd), where θig, θd are the parameters of the i-th generator and discriminator
respectively. In order to initialize the generators input, we use the prior input
noise z sampled from the Pz distribution (e.g., a normal distribution).

The SentiGAN framework aims to achieve two adverse learning objectives:
i) The goal of the i-th generator Gi is to generate text with the i-th type of
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persuasion that can fool the discriminator. Specifically, it focuses on minimizing
the penalty-based target, which was one of the main contributions in this model.
ii) The goal of the discriminator is to distinguish between synthetic texts (texts
generated by the generators) and real texts with k types of persuasion (samples
from the training dataset).

We implemented the training algorithm such as specified in SentiGAN (More
details about the algorithm can be found at [11]).

4 Experiment

In this section, we present the experimental evaluation carried out with the pur-
pose of measuring the diversity and novelty of the generated persuasive messages.

4.1 Training Dataset

Due to the lack of datasets containing classified persuasive messages, in this
experiment we have used only the Microtext corpus [13] for training our gener-
ator. This unique database contains a set of hostage negotiation dialogue tran-
scripts, which are classified in 9 categories. 7 of out them are based on the Cial-
dini’s principles (i.e., commitment and consistency, liking, authority, scarcity,
reciprocity, social proof) [2] and the other two categories were: No persuasion
present and Other. Originally there are 6 principles, but the authors of the corpus
separated the principle of Commitment and Consistency into two different cate-
gories obtaining 7 types of persuasion. As part of our first analysis of the dataset,
we divided it into files according to their classification to obtain the number of
samples (messages) in each principle, which was not mentioned in [13]. Table 1
shows the overall description of Microtext corpus in terms of number of samples,
percentage and one illustrative example for each category.

From this table, we observe that 88.4% of the available samples are classified
as no persuasion present, whereas a 4.6% of samples are categorized as Others
category to represent persuasive samples that do not fit into one of the above
categories, and the 7% of the remaining samples fall into the last seven categories.

As GAN frameworks tend to have better results with large training datasets,
in this experiment, we selected the three first categories that contain more sam-
ples (commitment, liking and consistency). Thus, we trained 3 different models,
each one with a single generator. 500 samples were generated for each trained
model. And the samples with less than two words were removed.

4.2 Variables and Metrics

In the following, we present our variables that were identified in this experiment:

– Novelty: This metric provides information about how different the generated
sentences and the training corpus are. We define the novelty [12] of each
generated sentence Si as follows:

Novelty(Si) = 1 − max
{

ϕ(Si, Rj)
j=|C|
j=1

}
(1)
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Table 1. Overall description of the microtext corpus [13]

Category # Samples % Example

No Persuasion 16672 88.4% ya im smoking cigarettes and drinking coffee

Other 870 4.6% the more you fight it the worse trouble there is

Commitment 614 3.3% well give you a pack of cigarettes for one
brownie

Liking 278 1.5% okay well we appreciate you know we appreciate
your trusting us we continue to trust you

Consistency 152 0.8% <name> you told me the daughter is not going
anyplace till you spoke to your wife now we let
you talk to your wife all right

Authority 92 0.5% theres right now theres a nurse over here and
she says leave him sleep for the moment

Scarcity 79 0.4% not the point either the point is ive set some
demands and if theyre not met then the people
are going to die

Reciprocity 54 0.3% can you tell her im here on the phone with you
will she understand that

Social Proof 46 0.2% well i think if you talked to a lot of other people
in this world that you would find that thats not
the case

where C is the sentence set of the training corpus, ϕ is Jaccard similarity
function, the result value is between 0 and 1, where 1 is totally novelty and
0 is totally equal to training dataset.

– Diversity: This metric is used to see if the generator can produce a variety of
sentences. Given a collection of generated sentences S, we define the diversity
[12] of sentences Si as follows:

Diversity(Si) = 1 − max
{

ϕ(Si, Sj)
j=|S|,j �=i
j=1

}
(2)

where ϕ is the Jaccard similarity function. We calculate the maximum Jaccard
similarity between each sentence Si and other sentences in the collection, the
result value is between 0 and 1, where 1 is full diverse, and 0 is equal to
generated dataset.

Regarding our independent variables, the type of GAN framework is identi-
fied as a variable that can influence on our results, and the SentiGAN model as
our single treatment. This experiment is exploratory in nature and no specific
hypotheses have been formulated.

4.3 Results

After applying both novelty and diversity metrics, our measurement results per
category of persuasive message are shown in Table 2. Regarding novelty, we
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obtained an averaged score for the 3 models of 0.78. As the obtained values
are close to 1 (maximum value), we can consider that our generated samples of
texts have a good degree of novelty since there is a notable difference between
the training data and the generated data. Regarding diversity, the results vary
between 0.5 and 0.65, obtaining 0.65 in Consistency, which is the category with
fewer training examples in contrast to the other two categories. However, we
obtained the lowest diversity (0.5) for the Commitment category, which contains
the large number of training examples. This may be due to the large amount of
data that was used for pre-training, this data would be adding novelty to the
models with fewer samples for training.

While we were dealing with samples of our generated persuasive text, some
grammatical errors were noticed that are also present in the training data set.
We also noticed that the context and domain of each sample is related to the
base data set. Both observations highlight the importance of the quality and
characteristics of the training database.

Table 2. Measurement results of the generating models per category

Category Novelty Diversity Examples

Commitment 0.79 0.50 – no i need she helped her to the precinct

– what <name> thats if you all right but its the
same bullshit that theyd let at cops

– i dont have the police taken care of a pack of it
because of

Liking 0.78 0.56 – well i told you you could throw the gun in the
plane lets face it you coulda

– okay were gonna hear the glory to you later

– your hanging in there with us because im sure
that you understand our problem its got just

Consistency 0.77 0.65 – i dont think you can really see ya come out

– [laughs] honey who called you

– <ht02> have to do me a favor

5 Conclusions and Future Work

The aim of the present research was to examine the SentiGAN framework as
an alternative solution to automatically generate messages that can be used to
persuade a certain audience. We used an existing corpus of Microtext, whose
data were previously processed and trained to generate 500 samples for each
type of persuasion (commitment, liking, consistency), which were evaluated in
terms of novelty and diversity.
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The research has shown that our SentiGAN-based deployed generator can
produce messages with an acceptable level of novelty. However, there is still
a room to improve the diversity of our generated samples. Besides, through a
non-systematic analysis, we observed some grammatical errors in our inherited
microtext corpus generated messages. A natural progression of this work is to
assess the intelligibility and the correct classification of persuasion. Thus, the
most important limitation lies in the fact that our approach highly depends
on the training dataset quality. Further work should be carried out to create
new persuasive datasets that can be used by automatic generators in different
domains.
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Abstract. This paper presents a user-study with Emys social robot that
aims to persuade subjects to select a less-desirable choice. In this study,
within a game scenario, Emys attempts to use its social power resources,
specifically reward power, to persuade the user to select an alternative
such that the user indicates less interest in it. This persuasion attempt
is repeated over three times to investigate this effect within repeated
persuasion instances. The study consists of three conditions: no/low/high
reward. The results indicated that the higher reward does not necessarily
lead to higher persuasion and the effect of social power does not decay
over repeated persuasion instances.

Keywords: Persuasion · Social power · Social robot · HRI

1 Introduction

Recent advancement of technology has brought the opportunity to have robots
in our everyday life. To make the interaction with such robots more natural and
pleasant, a large number of researchers have been investigating different factors
within Human-Robot Interaction (HRI).

Particularly, the coexistence of robots and humans provides different social
situations similar to human-human interaction. For instance, the presence of
social robots in daily life opens up the question if such social robots can be per-
suasive when conflict happens. Recently, researchers have shown an increased
interest in robotic persuaders. To date, persuasive robots have been used within
different applications, such as exercising [1], behavior change [2], recruiting par-
ticipants [3], etc.
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Previous studies have used different theories of social psychology to achieve
persuasion. For instance, the Elaboration Likelihood Model (ELM) [4] in [1].
One other factor that influences the persuasion effect is social power [5]. Recent
evidence suggests that social power endows persuasiveness to social robots, how-
ever, so far this effect is tested only within a single attempt [6]. It is not clear if
the effect of social power on persuasion remains constant over repeated persua-
sion instances.

It has been reported that “at present, it may appear impossible to predict
a priori how power affects persuasion.” Specifically, the underlying processes
between power and persuasion have not always been clear, contradicting find-
ings have been reported. For instance, some theories assume a linear relationship
between the two, while others assume a curvilinear profile. However, it has com-
monly been assumed that high power leads to high persuasion [5].

Based on the formalization presented in [7], we assume a direct linear rela-
tionship between social power level and the reward level. To be more specific,
an increase in the level of rewards leads to higher social power. That being said,
a higher valued reward leads to higher power and hence compliance. Hence, we
expect that the increase in power leads to higher persuasion (H1 in Sect. 2.2).
In addition, based on the model proposed in [7], considering fixed values of the
parameters in each persuasion attempt, we expect that this effect remains con-
stant over a series of repeated instances of persuasion (H2). In the next section,
we discuss the design of a user-study we designed to investigate the aforemen-
tioned goal.

In sum, we aim to investigate the effect of different levels of social power
on persuasion by designing a user-study with different values of reward. More
importantly, this study aims to investigate the effect of social power on persua-
sion over a series of repeated persuasion instances.

2 Research Method

This section addresses the design we used to examine the research questions
raised earlier. In general, social power stems from five different bases: reward,
coercion, legitimate, referent, and expert [8]. Here, we focus only on one of the
bases of power , i.e., the level of reward. To be more specific, as the power base,
we selected “reward base”. And as the factor of the model [7], we manipulate the
value of the rewarding action (although it might have different values subjectively
among different people).

2.1 Design

As mentioned earlier, we assume that the reward power has a direct linear rela-
tionship with the amount of promised reward [7]. Hence, considering a fixed
value for other parameters, increasing the value of the reward increases the force
of social power. Moreover, considering a proportional linear relationship between
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social power and persuasion, this increase in power leads to higher persuasion
(to some extent before a reaction happens).

To answer the raised questions, we devised a mixed design study within
a decision-making scenario, in which we manipulated the level of rewards a
robot gives to participants. More specifically, we investigate the effect of repeated
instances within subjects. In addition, we investigate the effect that different
levels of exerted power may have between subjects. In particular, the study
contains two reward values (levels) and a control condition with zero reward. In
other words, in the control condition, social power is not activated. One third of
the participants were assigned to each group randomly (high/low/no reward or
HR/LR/0R respectively).

Specifically, in this design, the participant indicates his/her preference ini-
tially before the interaction, and later after a decision making process, the robot
tries to persuade the user to change their mind and select another alternative.
The participant is asked to select an option between the highest and the lowest
preference. To persuade, the robot uses a reward social power strategy and the
task is repeated to investigate the effect of social power on persuasion.

Thereby, we manipulated one independent variable which is the reward the
participants receive. We also considered two dependent variables: 1) decisions or
if the participants accepted/rejected the offer (objective measure), 2) how the
participants perceive the robot (subjective measure).

2.2 Hypothesis

In this context, we expect to observe the following outcomes:

1. H1. Higher social power (of higher social reward) leads to higher persuasion.
2. H2. Over a repeated persuasions, the effect of power on persuasion does not

decay, considering that the level of power is fixed.

2.3 Measure

Participants were requested to fill out a pre-questionnaire including demograph-
ics (Age, gender, Nationality, Occupation, Field of study). As we ran the exper-
iment in English with mostly non-native English speakers, we asked the par-
ticipants to rate their English proficiency on a 5-point Likert scale (1 Basic -
Professional 5). Previous studies indicated different attitudes among people who
interacted with robots earlier. Thus, we checked if the participants had already
interacted with robots/Emys before this experiment.

Moreover, after finishing the task, we asked the participants to respond a
post-questionnaire to have a better understanding of their perception. As the
robot gave rewards to the participants, we measured the extent to which this
endowed the robot Reward Social Power. Although we had recorded their deci-
sion makings, we asked them specifically if they changed at any iteration to
make sure they understood the game, and to better understand why they made
such decisions, we asked them to clearly state why they have accepted/rejected
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the offers. Finally, we use the Susceptibility to persuasion scale [9] to measure
a relatively broad spectrum of factors leading to persuasion. We also applied
the RoSAS questionnaire [10]. To further investigate the interaction of the par-
ticipants within this task, we added a number of questions to the pre- and
post-questionnaire (Table 1 in Appendix).

2.4 Participants

In this experiment, 90 people (39 females), aged between 18 and 79 years old
(28.6± 16.9 and 1.6 S.E.), participated voluntarily in the response of receiving
cinema tickets. The participants signed an informed consent form before partici-
pating, approved by the Ethical Committee of the University. Then we randomly
assigned the subjects to the three conditions of the study and counterbalanced
the data to have an equal number of females in each condition [30 people in LR
(13 females), 30 people in HR (13 females), 30 people in 0R (13 females)].

3 Procedure

3.1 Task, Robot, and Environment

In the designed task, persuasion is operationalized within a fun game. The par-
ticipants were asked to play a trivia game in three trials with different categories
of questions. The game contains 6 categories (“Animals”, “Arts”, “Astronomy”,
“Geography”, “Science”, “Sport”, “TV and Movie”) and each category can be
selected only once. Each category contains 5 questions and a correct answer to
each question carries 1 point. The order of the questions in each category is the
same for all participants to avoid the order effect on the responses.

To provide the incentive of the games, cinema tickets are given to the par-
ticipants depending on the scores they collect. The higher the score, the more
tickets they gain. Specifically, the participants could get more than one cinema
ticket (up to three tickets) based on a predefined rule (the first 7 scores equal
to a cinema ticket, each 8 more scores lead to another ticket). In this game, in
each trial, the robot offers two of the mentioned categories and the participant
selects one preferred category (without seeing the contents).

To have a better understanding of the user preferences, we ask them to
define an ordering of the topics based on their interest or knowledge (after the
pre-questionnaire and before starting the game). Based on this preference, the
highest rated option will be offered against the lowest. We expect the participant
to select his/her own highest ranked initially and then the robot tries to change
his/her mind. The robot always offers an option which has not been selected by
the participant.

In this task, we used the Emys robot mounted on a table in front of a touch-
screen that is located between the subject and the robot (Figure 1 depicts the
study setup). The study occurred in an isolated room. Each subject participated
individually and during the game, the researcher stayed in the room to make
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sure no one cheats in the game (by searching the correct answers on the Inter-
net). The robot mediated the game by introducing the procedure and the scoring
rules. In this task, the robot was fully autonomous.

Fig. 1. Experiment Setup

4 Conclusion

In this paper, we present a user study performed to investigate the effect of
different levels of social power (particularly reward social power) and repeated
interactions on persuasion. We hypothesized that a higher level of social power
would lead to higher persuasion, also having a fixed level of social power, this
effect would not decay over time.

The result of this study did not verify the former neither subjectively nor
objectively, and hence, we could not conclude if the increase in power leads to
higher persuasion. This finding is similar to the results of the study reported
in [11], in which the increase in ratings (that indirectly increased the level of
reward) did not lead to any significant difference in decision-making of partici-
pants. Hence, we may conclude that persuasion does not have a linear relation-
ship with the level of power exerted. This is also inline with recent research that
indicated a nonlinear relationship between power and persuasion [12]. However,
on the second and third trials, significantly higher persuasion was observed in
the two reward conditions than 0R, meaning that the reward affects decision
making (manipulation checked).

On the other hand, Ghazali et al. endorsed that exerting a strong persuasion
attempt acts negatively and hence causes reactions and leads to low compli-
ance [13]. Also, they indicated the reaction is associated with higher negative
cognition and feeling of anger, which might be equivalent to a higher score of
discomfort dimension of the RoSAS questionnaire. However, our results did not
lead any significant differences in the score of discomfort for people who rejected
more frequently compared to others (ANOVA: F(2,89) = .411, p= .664). In this
case, although in HR condition the persuasion was stronger, reactance has not
happened. In other words, the rejection was not due to the reaction felt.
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Hence, our study verifies that power and persuasion do not have a linear
relationship, however, further investigation is required to determine this nonlin-
ear relationship. Moreover, further evidence is required to assess the reactance
threshold. Apart from this, another potential reason for this insignificant find-
ing might be the small difference between the scores in LR and HR conditions.
Although we considered the higher reward to be more than half of the maximum
potential achievable score (3 out of 5), participants might have valued this extra
score differently than our expectations. A clear information about the state of
their mind might be a clue to interpret the results.

Furthermore, the results lead to contradicting findings regarding the second
hypothesis, i.e., repeated persuasion instances. Specifically, although we expected
that the effect of power on persuasion remains unchanged over a repeated inter-
action, this hypothesis was verified only in two conditions, particularly in LR
(low reward) and 0R (zero reward). In case of the latter (0R or the control condi-
tion), people tend to accept the suggestion to change decisions less frequently at
the third trial. This might be very intuitive, as when they were not gaining any
scores for changing, they trusted their own knowledge. Hence, using no power
strategy, the robot did not have any persuasive power and people did not comply
with the request.

However, unlike our expectation, in LR condition, using the same level of
power, the robot gained higher persuasion at the end. Interestingly, this finding
is inline with Ghazali et al. that the robot with mid-level of persuasion power was
more successful than high-power or not robot. Regarding the robot perception,
we did not find any significant differences in the scores of RoSAS questionnaire.
One potential reason might be that in this study the difference between the
dialogues in different conditions was minor and only one single strategy was
used in the persuasion conditions. And additionally, the reward did not increase
the likeability of the robot.

Taken together, these results suggest that using reward social power endows
persuasiveness to social robots. And this effect is not fixed over repeated
instances. The evidence from this study suggests that the increase in persua-
sion attempts by using reward social power does not lead to reaction, however,
does not necessarily lead to higher compliance either. One limitation of this
study is the use of the questionnaire only before and after the study. In other
words, we do not have enough information about the user at each single trial.
Hence, we could not measure the subjective measures (robot perception regard-
ing persuasiveness or RoSAS).

Like any self-report measure, the primary questionnaire asking about the
preference might not be a good measure of users’ preferences. In fact, some people
selected their less favorable choice initially and indicated in the open-ended
question that they did not answer the question carefully. Hence, considering that
there is a cheating incentive, we cannot make sure if they really selected their
preferences carelessly or they decided to cheat. Moreover, the study is limited
by the lack of information on reactance and a better measure is required.



Persuasive Social Robot Using Reward Power 69

A future study could assess the effect of different power levels to indicate the
level threshold in which reactance happens. In other words, considerably more
work will need to be done to determine the relationship between power level and
persuasion regarding reactance.

In final words, these findings provide insights for future research that reward
social power endows persuasiveness to robots. Further work needs to be done to
establish whether other power bases are effective in persuasion.

5 Appendix

Table 1. Task Specific Questions

# Pre-/post Q Question

1 Pre- In this specific game, if the robot promises you “a reward”
in the game, to what extent do you think the robot will
give the reward to you?

2 Post- Consider this specific game, when the robot promised you
“a reward” in the game, to what extent did you think the
robot will give the reward to you?

3 Pre- How much do you like trivia games and quizzes (In
General)?

4 Pre- How often do you go to the cinema?

6 Post- How persuasive did you think EMYS was? (Not at all
persuasive 1 - 5 Extremely persuasive) [Persuasion is an
attempt to change somebody’s opinion]

7 Post- Emys was trying to change your mind

8 Post- Emys could convince you to change categories

9 Post- You felt compelled to change categories

10 Post- Changing categories was a good idea
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Abstract. The widespread adoption of intelligent voice assistants
(IVAs), like Amazon’s Alexa or Google’s Assistant, presents new oppor-
tunities for designers of persuasive technologies to explore how to support
people’s behavior change goals and habits with voice technology. In this
work, we explore how to use planning prompts, a technique from behavior
science to make specific and effective plans, with IVAs. We design and
conduct usability testing (N =13) on a voice app called Planning Habit
that encourages users to formulate daily plans out loud. We identify
strategies that make it possible to successfully adapt planning prompts to
voice format. We then conduct a week-long online deployment (N =40)
of the voice app in the context of daily productivity. Overall, we find that
traditional forms of planning prompts can be adapted to and enhanced
by IVA technology.

1 Introduction

People encounter problems in translating their goals into action [16]—often
termed the intention-behavior gap. Planning prompts is a technique that can
help people make concrete and specific plans that they are more likely to follow-
through on than larger, less achievable goals. Planning prompts have been
demonstrated to be an effective, self-regulatory strategy in domains such as flu
vaccination, voting, and insurance [39]. Research in behavior change and persua-
sive technology has began to explore the implementation of planning prompts
for habit formation [33]. There is an opportunity to expand the use planning
prompts to, now mainstream, IVAs.

IVAs have unique potential for persuasive design, because they can be used
in an eyes- and hands-free manner and can be more intuitive to use for non-
digital natives [35]. We envision IVAs as a useful platform for transitioning
planning prompts to voice format, thereby expanding the opportunities for IVAs
to support positive behavior change. However, the design of these interactions
is complex [17], and thus requires careful attention and iteration. We present an
exploratory study that examines how to adapt planning prompts from written
to voice format (Fig. 1).
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Fig. 1. Example interaction with Planning Habit, the Amazon Alexa skill, or voice
app, created for this study. A user asks Alexa to open the Planning Habit skill. Alexa
responds by stating the user’s goal and instructing the participant to focus on one plan
that will help her achieve that goal.

We make two contributions to research on persuasive technology and behav-
ior change systems. First, we present finding from a research through design
approach [49] for adapting planning prompts to IVA interactions. We design a
voice app called Planning Habit that encourages users to formulate daily plans
out loud. The design process surfaced common and generalizable challenges and
allowed use to develop strategies to overcome these challenges. Second, we pro-
vide evidence for the use of IVAs to elicit spoken planning prompts from our
quantitative and qualitative findings from a week-long feasibility study deployed
via Amazon Mechanical Turk (mTurk), N = 40. These contributions are a unique
result of the mixed methods employed: iterative design, in-the-wild deployment,
and qualitative and quantitative analysis, and will be useful for researchers inter-
ested in designing IVA in behavior change systems and persuasive technologies.

2 Related Work

IVAs are voice-based software agents that can perform tasks upon request—
they use natural language processing to derive intent from requests made by their
users, and respond to those requests using speech and/or another modality (e.g.,
graphical output) [42]. We focused on the intersections of IVAs and behavior
change which is currently nascent. We discuss existing work surrounding IVAs
for behavior change and planning prompts research in context of persuasive and
behavior change technology.

2.1 IVAs

Multiple lines of research recognize the potential of IVAs, and new research is
emerging in many areas. One line of work focuses on technical advances, includ-
ing distant speech recognition [21], human-sounding text-to-speech [24], and
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question answering, natural language inference, sentiment analysis, and docu-
ment ranking [11,46]. Another line of work focuses on risks IVAs may introduce,
including privacy concerns [8,22], vulnerabilities to attackers [8,28,48], inconsis-
tent and incomplete answers to simple questions about mental health [27], and
possible pitfalls that may occur in medical settings, such as misrecognition of
medical names, or unexpected input [4]. A third line of research looks at IVAs
at a more meta-level, characterizing current use and impact by analyzing usage
logs [3], identifying trends from product reviews [30,36], or comparing different
commercial IVAs [25,27,37]. Researchers have also examined the social role of
IVAs [6,7,36], their conversational (or not) nature [2,9], their ability to help
young children read and learn [45], and their promise as a tool to encourage
self-disclosure [23,47].

Work at the intersections of IVAs and behavior change is more nascent. One
example is “FitChat”, which was developed by Wiratunga, et al. to encourage
physical activity among older adults [44]. This study found that voice is a pow-
erful mode of delivering effective digital behavior change interventions, which
may increase adherence to physical activity regimes and provide motivation for
trying new activities [44]. Sezgin et al. provide a scoping review of patient-facing,
behavioral health interventions with voice assistant technologies that target self-
management and healthy lifestyle behaviors [41]. However, this scoping review
also includes many research papers using interactive voice response (IVR) sys-
tems [41], which are different from IVAs (we consider IVR systems to be the
less-capable, usually telephone-based predecessors to IVAs). The study found
that voice assistant technology was generally used to either: a) deliver education
or counseling/skills, or b) monitor/track self-reported behaviors. It also found
that research-adapted voice assistants, in contrast to standalone commercially
available voice assistants, performed better regarding feasibility, usability, and
preliminary efficacy, along with high user satisfaction, suggesting a role for voice
assistants in behavioral health intervention research [41]. Our research explores
a new perspective to the literature on IVAs and behavior change by examining
how to adapt planning prompts, a behavior science technique, from written to
voice format.

2.2 Planning Prompts

Planning prompts are a simple and effective behavioral technique to translate
their goals into action [39]. Gollwitzer famously argued that simple plans can
have a strong effect on goal achievement [16]. Planning prompts are subordinate
to goals and specify “when, where and how” goals might be achieved while goals
themselves specify “what” needs to be achieved [16]. Plans can be considered
planning prompts if they contain specific details as described above. In a recent
review, planning prompts were argued to be simple, inexpensive, and powerful
nudges that help people do what they intend to get done [39]. Prior research
has explored integrating implementation intentions into mobile devices by using
contextual triggers and reinforcement was explored as a mechanism for habit
formation [34,43]. In the context of digital well-being, the Socialize Android
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app [38] was developed with user-specified implementation intentions to replace
undesired phone usage with other desired activities or goals. The process of
generating action plans can be partly or completely automated, as exemplified by
TaskGenies [20]. In the context of physical activity, DayActivizer [12] is a mobile
app that tries to encourage physical activity by generating plans from contextual
activity data. Contextual factors such as previous activity, location and time
can help generate better plans for individuals [32]. A recent review of digital
behavior change also highlighted the potential of implementation intentions for
habit formation [33]. Because of the potential that IVAs may have to encourage
behavior change, it is imperative that more research is conducted in this topic.

3 Design Process

In this work, we employ a research through design approach [13,18,49] to
explore how the behavioral science technique of using planning prompts might
be adapted from written to spoken format. Our design goal was to create a voice
app or skill (Amazon’s terminology for apps that run on their Alexa platform)
that elicits spoken-out-loud planning prompts (see Fig. 1). We relied on evidence-
based techniques from behavioral science paired with an iterative design process
to make this technology engaging and persuasive. We now describe the three
stages of our design process: our initial design, usability testing, and the final
design.

3.1 Stage I: Initial Design

Our initial design is grounded in previous research on planning prompts for
behavior change and habit formation [16,39] and persuasive and behavior change
technologies [10,14]. Drawing on insights from this research, we formulated the
following initial guidelines to ground our first prototype before evaluating it via
user testing:

1. Behavior science suggests that planning prompts will work aloud:
A planning prompt’s purpose is to nudge people to think through how and
when they will follow through with their plans [16,39]. Although the literature
about planning prompts predominantly uses examples about written prompts
[16,39], voice planning prompts may fulfill the same purpose. Thus, we for-
mulated our first assumption—that planning prompts will also be effective at
fulfilling the same purpose if they are spoken aloud.

2. HCI research tells us users will need the voice app to allow them
to interact with their plans: Consolvo et al. in her guidelines for behavior
change technology highlight the need for technology to be controllable [10]. In
natural settings, people have the ability to revisit, revise, and “check-off” our
plans, especially when written down. Thus, we planned for our digital skill to
mimic those affordances by allowing users to interact with their plans.
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We relied on these guidelines to inform our initial design. When a user opened
the voice app, it asked the user whether or not she had completed the previous
plan. If affirmative, the voice app gave the user the option to make a new plan.
Otherwise, the user was given the opportunity to keep the previous plan.

Implementation. We built the voice app using Amazon Alexa, because of
its popularity and robust developer ecosystem. We used Alexa Skills Kit (ASK),
which is a compilation of open sourced Alexa application programming interfaces
and tools to develop voice apps. We stored usage data in an external database.

3.2 Stage II: Usability Testing

Our initial research plan incorporated the Rapid Iterative Testing and Evalua-
tion method (RITE method) [26] to ensure that our skill was easy to use. The
RITE method is similar to traditional usability testing, but it advocates that
changes to the user interface are made as soon as a problem is identified and
a solution is clear [26]. We conducted usability tests (N =13) with university
students. At the beginning tests were performed in a lab setting (N =10). Sub-
sequently, usability testing was conducted in participant’s apartments (N = 3).

For initial usability testing, participants were asked to create plans over a
period of three simulated days, and then tell us about their experience using the
skill. Each usability test lasted about 15 min. We spread out the usability tests
over two weeks to allow for time to make design adjustments based on findings
from these sessions. This testing exposed major challenges with the technology’s
transcription accuracy:

1. The name of the skill was frequently misheard: the name of the skill was
originally “Planify.” In usability tests, we found that Alexa did not recognize
the invocation phrase, “open Plan-ify”, when the participant did not have
an American accent. Instead, it would frequently suggest opening other skills
with the word “planet”.

2. The plans were incorrectly transcribed: plans often had specific key-
words that were misrecognized. For example, “NSF proposal” was transcribed
to “NBA proposal,” completely changing the meaning of the plan. This cre-
ated confusion in two parts of our skill design: 1) when the IVA repeated the
previous day’s plan to the user, and 2) when the IVA confirmed the new plan.

We redesigned the skill to work around these challenges. We renamed the skill
“Planning Habit,” which was easier to consistently transcribe across accents. We
also redesigned the skill so that it would not have to restate (nor understand) the
plan after the participant said it, which was counter HCI guidelines surrounding
giving visibility of the system’s status and control [10,29]. This was a deliberate
effort needed to overcome limitations inherent to current language recognition
technologies. The resulting interaction only had three steps: 1) request a plan,
2) listen to plan, and 3) end session by requesting the participant to check-in
again the next day.
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Once usability errors in the lab setting became rare, we conducted usability
testing in participants’ own homes to: 1) test that the Amazon Alexa skill we had
developed worked over an extended period of time in participants’ homes, and
2) test the back-end tracking of participants’ daily interactions with Planning
Habit. The data stored included the transcripts of the voice snippets of plans,
the timestamps of each interaction, and the associated user identification (ID)
number. This data helped us understand how each participant was interacting
with the skills, and probe deeper when interviewing them about their experi-
ence later on. We recruited university student participants who already owned
Amazon Alexa devices, were willing to install the skill, use it every day for at
least a week, and participate in a 30-min interview at the end of the study. We
did not offer compensation. We gave participants minimal instructions—to say,
“Alexa, open Planning Habit,” and then make a plan that would help them be
more productive every day. For each interview two researchers were present, one
asked questions and the other took notes. We asked participants to tell us about
their experience, to describe the sorts of plans they made, how (if at all) the
skill had affected them, what worked well, and what worked poorly. After each
question, we dove deeper by asking for more details. For example, if a participant
mentioned they stopped using the skill, we would ask why. For this part of the
study, all participants used an Alexa smart speaker.

During the at-home testing phase, we saw glimpses of both how the Planning
Habit tool might benefit participants along with further limitations of the tool.
The benefits included:

– Accountability. One participant said that the skill affected him, because
“when [he] said [he] would do it, then [he] would.”

– Help with prioritization. Participants surfaced the skill’s role in helping
them prioritize, “it’s a good thing to put into your morning routine, if you can
follow along with it it’s a good way to plan your day better and think about
what you have to prioritize.”

– Ease of use. Participants commented on the ease, “it’s easy to incite an
Alexa, and easy to complete the [planning] task.”

– Spoken format leading to more complete thoughts. One participant
said, “it sounds weird when you say these things aloud, in that it feels like a
more complete thought by being a complete sentence, as opposed to random
tidbits of things.”

The limitations included:

– Difficulty remembering the command and making effective plans.
Participants commented that it was difficult to remember the command to
make the plans, and suggested that “it would be useful to remind people of
the command on every communication.”

– Making effective plans. Participants indicated that they did not have
enough guidance about how to make their plans, or what sorts of plans to
make. This need corresponds to previous research in behavioral science that
highlights the need for training to use planning prompts effectively [33].
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– Error proneness. Participants commented on the skill being “very error
prone.” Many of these errors had to do with Alexa abruptly quitting the skill
for unknown reasons, or because the user paused to think mid-plan. Alexa
comes configured to listen for at most eight seconds of silence, and Amazon
does not give developers the ability to directly change that configuration.
A participant stated, “a couple of times I was still talking when it closed
its listening period, and that made me think that ‘huh, maybe Alexa is not
listening to me right now.’” Formulating planning prompts on the spot can
require additional time to consider possible options, and make a decision
about which one to pick.

– Limited meaningfulness. One participant indicated that he did not observe
any meaningful improvement in how easy his life felt after having used the skill
saying, “I don’t think it made my life any easier or anything of that nature.”
Furthermore, many of the plans made, as judged by authors with behavior
science expertise, were not likely to be effective. This suggests that partici-
pants were also not experiencing the benefits of getting closer to attaining a
goal.

We explain how we addressed these issues in Sect. 3.3.

3.3 Stage III: Final Design

Based on the findings from the testing stage we restructured the skill to fol-
low a structure that would provide more guidance and more motivation, and
avoid transcription errors. We structured the conversation using the following
components:
1. A greeting to create a personable start.
2. A rationale to increase motivation and understanding.
3. The participant’s goal to establish grounding for making plans related to a

goal the participant wants to attain, and thus to improve ability and motiva-
tion. We asked participants to type three work-related goals in an on-boarding
questionnaire. We then personalized each participant’s experience by copy-
pasting their responses to the voice app’s script.

4. A planning tip to improve ability to create effective plans.
5. Thinking time to allot extra time to formulate a plan.
6. A goodbye tip to improve ability to follow-through with their plans.

Additionally, we asked participants to include the daily command in their
reminder, in order to reduce difficulty remembering the command. Each partici-
pant was instructed tell their Alexa device, “Alexa, set a daily reminder to open
Planning Habit at [time in the morning].” We also added “thinking time”, by
playing background music for 14 seconds (with the option to ask for more when
they expired) to give users extra time to think about their plans. By adding
the music we were able to set clear expectations for the interaction, and avoid
having Alexa quit before the user was ready to say their plan.

The final design had fewer steps than the original one, and included guidance
after the plan is made. We selected a combination of different options for each
component of the formula (i.e., greeting, rationale, participant’s goal, planning
tip, thinking time, and goodbye tip), and rotated them each day of the study.
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4 Feasibility Study

We conducted a feasibility study on MTurk to explore the effects of Planning
Habit with participants in more natural setting. To do so, we built on the work
of Okeke et al., who previously used a similar approach deploying interventions
to MTurk participants’ existing devices [31]. Our goals were to understand what
sorts of plans people would make, engagement with the voice app, and their
opinions surrounding satisfaction, planning behavior improvement, and overall
strengths and weaknesses of the voice app.

4.1 Method

We deployed the voice app for a period of one week with 40 mTurk participants.
We asked participants to complete an on-boarding questionnaire, and instructed
participants to install the skill and set daily reminders. Then, we asked par-
ticipants to make a plan using the skill every day for six days. Last, we asked
participants to fill out a post-completion questionnaire of the skill at the end of
study. All study procedures were exempted from review by Cornell University’s
Institutional Review Board under Protocol 1902008577.

Participants and Procedure. A total of N = 40 participants (18F, 22M)
passed all the checks we put in place. These checks included trick questions,
submission of a screenshot of the daily reminder set on an Alexa device, a skill
installation ID number, and back-end verification of usage logs. All participants
indicated they interacted with Alexa (broadly, not specifically with Planning
Habit) at least once a week, and most said they used it daily (N = 25). Most
participants indicated they owned multiple Alexa devices (N = 22).

Participants were instructed to go to the Alexa skill store and install “Plan-
ning Habit”. Then, they had to open the skill on their device, and enter the ID
number that the app gave them into a questionnaire. Then, they were asked a
series of demographic, and Alexa-usage questions. Next, they had to write three
work-related goals (which were then incorporated into each participant’s person-
alized voice app). Finally, participants were asked to set a reminder, and upload
screenshot as evidence.

Participants were compensated $5 for completing the on-boarding question-
naire and installing the skill, and given a $10 bonus for interacting with the
skill throughout the week and completing the final questionnaire. All N =40
participants who successfully installed the skill and completed the on-boarding
questionnaire received $5. Only 22 participants were eligible to receive full par-
ticipation bonus of $10 at the end of the study. A few participants (N = 2) that
demonstrated reasonable engagement, but did not fulfill all the requirements,
received a reduced bonus of $5.

Measures and Evaluation. We evaluated the feasibility of adapting planning
prompts from written to voice format by qualitatively analyzing usage data
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alongside responses from the post-completion subjective evaluations. For usage
data, we measured the number of times each participant made a plan using
Planning Habit, and searched for patterns or interesting insights in the plans
they created. For subjective evaluation, we asked participants about their sat-
isfaction with the voice app, self-perception of improvement in planning ability,
and likeliness to continue using the skill or recommend to it to others.

4.2 Quantitative Findings

Most Participants Made at Least 3 Plans Throughout the Duration of
the Study. Engagement results are based on the participants that successfully
completed the on-boarding questionnaire and skill installation (N = 40). The
metadata revealed that more than a third of the participants (N = 14) demon-
strated 100% engagement, completing 6/6 plans.1 Several participants (N =11)
made between 3 and 5 plans in total. A few participants (N =4) made between
1 and 2 plans. The rest of the participants (N =11) never made any plans.

For the rest of the sections, we report findings based on only the participants
(N = 22) that interacted with the skill at least 3 days during the intervention,
and completed the final questionnaire. We excluded responses from participants
that did not complete more than 2 plans, as this level of usage does not consti-
tute sufficient engagement with the skill to provide a genuine assessment. The
discarded responses were extremely positive and vague. We ended up with a
total of 129 plans for analysis after discarding plans from participants that did
not sufficiently engage with the voice app.

Most Participants Were Somewhat or Extremely Satisfied with the
Skill. Most (77%) reported that they were somewhat or extremely satisfied,
some participants (18%) felt neutral, and a few (5%) reported dissatisfaction
with the skill. Furthermore, when asked whether they would recommend the skill
to others, most participants (59%) indicated they were at least somewhat likely
to recommend to a close family member or friend. In addition, some participants
(32%) said they would continue using the skill and only a few (14%) said they
would not; the remaining participants (54%) were unsure.

Most Participants Indicated the Skill Helped Them Become Better
Planners. Most participants (59%) indicated the skill helped them become
better planners overall, suggesting that Planning Habit may be a feasible way
to improve people’s ability to make effective plans.

4.3 Qualitative Findings

We analyzed our qualitative data (the plans participants made throughout the
deployment, and the open-ended questionnaire responses) by organizing the data
1 There are 6 total plans, and not 7, because the first day of the week-long study was

reserved for installation of the skill.
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based on observed plan components, and comments surrounding satisfaction.
The authors individually categorized the data, and met to discuss and reconcile
differences.

1. Participants’ Plans Incorporated the Tips for Effective Planning
We Provided via Our Voice App. They did so by:

– Indicating a location, a time, or a way of completing their plan.
For example, this plan mentions locations and a time, “planet [sic] taking
my kids to school and then going to the gym.”2 The locations include school,
and the gym. The time is relative, after taking the kids to school. Another
participant made a plan to “analyze at least five different distributions,” in
which the participant specified specific details (five different distributions)
about a way to complete the plan. Per our categorization of the plans, 75%
indicated a location, a time, or a way of completing their plan, 16% did not,
and 9% were too ambiguous for us to categorize.

– Participants made plans centered around their bigger goals. A par-
ticipant whose goal was to “do more daily ed activities with [her] daughter”
made a plan to “take [her] daughter to story time at [their] local library,” a
daily ed activity. We counted the number of plans that related to the par-
ticipant’s goals, and we found that 59% related to the goals, 11% did not
relate to the goals, and 30% of plans were too ambiguous for us to determine
whether they related to a goal or not.

– Thinking about the things in the way of their goals, and how to
overcome those obstacles. On of the Planning Tips we provided said,
“Take a moment to think about the things in the way of your goal. What’s
a single task that will help you overcome one of these?” One participated
reacted to the tip to think about an obstacle by uttering the obstacle, “[first]
of all I don’t have any money to renovate that trailer.” Another made a plan
and provided an explanation of how his plan would help him overcome a
scheduling obstacle, “book a meeting for 4:30 so I can get out a little bit
earlier today and go me[et] the client”. Our counts revealed that 19% of the
plans mentioned an obstacle of some kind, 73% did not, and 8% were too
ambiguous for us to categorize.

2. Participants Valued the Voice App’s Guidance, but Wanted to
Track Their Plans. Participants found the guidance from the skill to be valu-
able, and frequently mentioned that using the skill helped them think about their
daily priorities and plan accordingly. Many responses echoed these sentiments,
e.g., “it was a good skill to get you to stop and think and plan out actions,” or
“it was helpful to know what my priority was for the day.” However, participants
2 In this plan, we may also observe the type of transcription inaccuracies that were

surfaced earlier in the study—the word “plan” plus some other utterance was tran-
scribed to “planet”. In this part of the study, the transcriptions were available to us
in the back-end, but not surfaced to the user via the voice app.
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continued to express the need to track plan completion. Some participants indi-
cated feeling limited by the lack of follow-through. For example, one participant
said, “I like the idea of starting the day with a plan but it almost feels like an
empty gesture with no consequences or follow-up.” This constraint could poten-
tially be solved if the skill was able to accurately transcribe people’s plans and
remind them what they said, but as described in Sect. 3.2, the inaccuracy of
transcription hampered our ability to implement such tracking.

5 Discussion

We demonstrate the feasibility of adapting the behavioral technique of planning
prompts from text to voice. Our planning prompt voice app proved to be easy-
to-use and effective, which serves to validate the initial development work we
did. Together, the incorporation of our tips in participants’ plans, the relatively
high levels of engagement with the voice app and satisfaction, and participants’
perceived improvement in planning behavior, suggest that traditional forms of
planning prompts can be adapted to and enhanced by IVA technology.

We encountered several challenges with the state-of-the-art of voice technolo-
gies that will be mitigated as the technology continues to improve. Many speech
recognition milestones—such being able to recognize different voices, speech at
different speeds, from different locations in a room—had to be achieved to let
us interact with IVAs the way we do today [15]. There are many efforts to
continue improving these technologies. For example, Mozilla’s Common Voice
dataset is part of an effort to bridge the digital speech divide, allowing peo-
ple all over the world to contribute to it and to download the dataset to train
speech-enabled applications [1]. Doing so will allow the technology to become
better at recognizing more people’s speech, a problem we encountered during
our initial usability sessions, as described in Sect. 3.2. In addition, the state of
speech recognition available to us limited the interactions we could build (e.g.,
checking-off plans). However, speech recognition technology is actively improv-
ing [19,40], meaning these challenges will eventually disappear. Currently, the
technological constraints we encountered may hinder engagement, so it is impor-
tant to continue considering features such as plan-tracking as the technology’s
ability to understand speech improves.

The promise of voice technology extends beyond speech recognition improve-
ments. For example, understanding specific contexts for generating guidance
can generate immense value. When guiding users to create effective planning
prompts, it is important not to only transcribe the speech, but also understand
the content in the plan (e.g., the plan’s associated goal, when and where the
plan is scheduled to happen, etc.), and to appropriately schedule the timing of
the reminder. Using automation to understand the content in a plan could help
generate personalized guidance to maximize a person’s ability to create effective
planning prompts. Furthermore, Cha et al. are generating research surrounding
opportune moments for proactive interactions with IVAs, and identifying con-
textual factors, such as resource conflicts or user mobility, that may play an
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important role in interactions initiated by IVAs [5]. Such advancements could
mean that we could design reminders to happen not just at a set time, but at
opportune moments.

5.1 Limitations and Future Research

The exploratory nature of the study comes with its limitations. When we inter-
acted with participants in person during our design process, we were able to
understand nuances of the interactions in depth. Doing so allowed us to evolve
the design of the voice app to the one we used for the feasibility study. However,
during the feasibility study, we collected data automatically via questionnaires
and usage logs, and did not have the opportunity to ask participants questions
in real-time. By studying the voice app in a less-controlled setting, we were able
to observe that many participants were highly engaged and found the voice app
helpful. However, a hands-off deployment can introduce bias when subjectively
classifying the plans participants made, because researchers cannot confirm their
judgments with study participants. In our case, the inability to consult with par-
ticipants during the feasibility study also added noise to our data, since we had
to classify many plans as “other” due to ambiguity, or missing information.
Finally, due to its exploratory nature, a long-term evaluation was outside of
scope. Despite the limitations of this work, our design process and feasibility
study allowed us to create a detailed picture of participants’ experience using
the our voice app, and generate valuable contributions.

6 Conclusion

This paper contributes a design exploration of implementing planning prompts,
a concept for making effective plans from behavior science, using IVAs. We found
that traditional forms of planning prompts can be adapted to and enhanced by
IVA technology. We surfaced affordances and challenges specific to IVAs for this
purpose. Finally, we validated the promise of our final design through an online
feasibility study. Our contributions will be useful for improving the state-of-
the-art of digital tools for planning, and provide insights for others interested
in adapting insights and techniques from behavior science to interactions with
IVAs.
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20. Kokkalis, N., Köhn, T., Huebner, J., Lee, M., Schulze, F., Klemmer, S.R.: Taskge-
nies: automatically providing action plans helps people complete tasks. ACM
Trans. Comput.-Hum. Interact. 20(5), 27:1–27:25 (2013)

https://doi.org/10.1007/978-3-319-95579-7_3


86 A. Cuadra et al.

21. Kumatani, K., McDonough, J., Raj, B.: Microphone array processing for distant
speech recognition: from close-talking microphones to far-field sensors. IEEE Sig.
Process. Mag. 29(6), 127–140 (2012)

22. Lau, J., Zimmerman, B., and Schaub, F.: Alexa, are you listening? Privacy percep-
tions, concerns and privacy-seeking behaviors with smart speakers. In: Proceedings
of the ACM on Human-Computer Interaction 2, CSCW, pp. 1–31 (2018)

23. Lee, Y.-C., Yamashita, N., Huang, Y., Fu, W.: “i hear you, i feel you”: encouraging
deep self-disclosure through a chatbot. In: Proceedings of the 2020 CHI Conference
on Human Factors in Computing Systems, pp. pp. 1–12 (2020)

24. Li, N., Liu, S., Liu, Y., Zhao, S., Liu, M., Zhou, M.: Close to human quality TTS
with transformer. CoRR abs/1809.08895 (2018)
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Abstract. Without doubt, aggressive driving is a serious hazard on our roads.
The problem with common measures against aggressive driving (e.g., speeding
cameras) is that they force drivers to change their behavior, which can make them
feel even more aggressive and lead to reactance. As an alternative solution that
persuades people to drive less aggressively, the Driving Feedback Avatar (DFA)
was developed. The DFA is an in-car interface that provides visual feedback on a
driver’s behavior with a focus on aggressive driving. Summative feedback is rep-
resented by an avatar that gradually changes its emotional state depending on the
behavior. Instant feedback is given in the form of a flashing light directly after the
aggressive action occurred. The paper presents a driving study that investigated the
effectiveness of the DFA in real traffic. In a within-subjects design, 32 participants
completed a test drive with and without a prototype of the system while their driv-
ing behavior was logged. Based on the logs, nine behaviors that were considered
indicators of aggressive driving were compared within both conditions. Although
participants did not drive significantly less aggressively under the system’s influ-
ence, it is remarkable that they generally showed less discrete aggressive driving
behaviors (e.g., use of indicators) but—contrary to expectations—more continu-
ous ones (e.g., speeding). The paper concludes with directions for future iterations
of the DFA.

Keywords: Aggressive driving · Behavior change · Feedback · Avatar

1 Introduction

In 2019, 355,084 traffic accidents with personal injury were registered in Germany.
Most of these accidents can be attributed to driving behaviors that are considered aggres-
sive, such as inappropriate speed, insufficient distance, overtaking mistakes, or improper
behavior towards pedestrians [1]. But not only the victims of aggressive driving have to
face physical and mental consequences, also the aggressive driver himself suffers from
his aggressive outbursts in the form of psychiatric distress and resulting heart-related
diseases [2]. All in all, aggressive driving is a serious hazard on our roads—for the victim
and the perpetrator. As these examples show, aggression behind the wheel can take many
forms. In general, it can be differentiated between aggressive driving and hostile aggres-
sion, so called road rage. According to Shinar [3], aggressive driving is “a syndrome of
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frustration-driven instrumental behaviors which are manifested in: (a) inconsiderateness
towards or annoyance of other drivers (tailgating, flashing lights, and honking at other
drivers), and (b) deliberate dangerous driving to save time at the expense of others (run-
ning red lights and stop signs, obstructing path of others, weaving)”. In contrast, road
rage refers to “hostile behaviors that are purposefully directed at other road users. These
can be either driving behaviors (e.g., purposefully slowing a following vehicle or collid-
ing with a lead vehicle) or non-driving behaviors (e.g., physically attacking someone)“
[3]. The major differences between both definitions are the intention and the direction of
the aggressive act. Instrumental aggression is intended to help the driver to move ahead
by overcoming a frustrating obstacle. By this, he accepts that uninvolved or arbitrary
others might be harmed. However, the aggression is not purposefully directed against
them. In contrast, hostile aggression helps the driver to feel better, without the need to
overcome the frustrating obstacle. In this case, the aggressive act is directed against a
specific target, which may or may not be the source of frustration [3].

A common manifestation of aggressive driving is speeding. There are various mea-
sures against high-velocity driving, such as speeding cameras, speed limits, behavior-
dependent insurance programs, or in-car speed assistants. What these interventions have
in common is that they are based on coercion, deception, or material inducement, which
contradicts the human need for freedom and might cause reactance [4]. Moreover, they
have only short-term effects: near the surveillance of a speeding camera, people tend to
drive even below the posted speed limit. As soon as the speeding camera has been passed,
they start to exceed the speed limit again [5]. To cause a voluntary and stable change
in behavior, the research objective was to mitigate aggressive driving using Persuasive
Technology, i.e., “computerized software or information systems designed to reinforce,
change or shape attitudes or behaviors or both without using coercion or deception”
[6]. Before the persuasive system developed, the Driving Feedback Avatar (DFA), is
introduced, scientific and commercial feedback systems for changing driving behavior
are presented. Following, an on-road driving study is described that was conducted to
investigate the effectiveness of the DFA. The paper concludes with the discussion of the
study, focusing on its methodological limitations and future iterations of the DFA.

2 Related Work

As a model for the DFA, there are scientific and commercial in-car feedback systems
that attempt to promote ecological driving. These systems recognize different behaviors
that indicate ecological driving (e.g., acceleration, braking, gear shifting), summarize
and score these behaviors, and provide the driver with feedback via the visual, acoustic,
or haptic channels of the car. Dahlinger, Wortmann, Ryder, and Gahr [7], for instance,
visualized a driver’s fuel economy through a tree that was growing depending on fuel
use (abstract feedback) and through a numerical score (concrete feedback). In a field
experiment with 56 drivers, only the tree representation caused a significant reduction in
fuel consumption. Meschtscherjakov, Wilfinger, Scherndl, and Tscheligi [8] examined
the acceptance of five in-car systems for a more ecological driving style in an online
survey with 57 respondents. Four systems were feedback-based: (i) the eco-accelerator
pedal that exerts pressure against the driver’s foot whenwasteful acceleration is detected,
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(ii) the eco-speedometer that changes its color depending on the fuel consumption, (iii)
the eco-display that visualizes the fuel use through an animation of growing or van-
ishing leaves, and (iv) the eco-advisor that gives verbal hints for fuel-efficient driving.
In addition, (v) a system that reduces fuel consumption by adjusting vehicle parame-
ters automatically was evaluated. The eco-speedometer reached the highest acceptance
ratings, followed by the automatic system. The eco-accelerator was the only solution
that was rated negatively in terms of participants’ intention to use the system and per-
ceived usefulness. Adell, Varhelyi, and Hjalmdahl [9] equipped the personal vehicles
of 22 participants with a feedback system that instantly gives an acoustic signal and
a flashing red light when the speed limit is exceeded. In the field, the system reduced
speeding violations, but participants rated the acoustic signal as annoying and irritat-
ing. Finally, CarCoach is an in-car interface that promotes prosocial driving [10]. The
system monitors selected driving parameters (e.g., speed, brake position, steering angle,
on-board systemstatus),makes decisions about driving successes andmistakes, andgives
a corresponding auditory and tactile feedback. The auditory feedback is either a negative
warning (e.g., “please signal on”) or a positive message (“thank you for signaling”), both
given by a female audio voice. In addition, the steering wheel and the pedal vibrate. In a
driving study with 18 participants, the effects of the feedback type (positive vs. negative)
and the scheduling scheme (no feedback, continuous feedback, scheduled feedback) on
the driving performance were tested. The results show that positive feedback increased
performance when presented continuously, but not in the scheduled condition. Negative
feedback decreased performance under both scheduling conditions.

While there are feedback systems that encourage ecological, slow, or social driving,
no system is explicitly devoted to mitigate aggressive driving. Nevertheless, the appli-
cations presented demonstrate relevant design options, such as feedback modality (e.g.,
visual, acoustic, haptic), representation (abstract vs. concrete), or valence (positive vs.
negative), that inspired the design of the DFA.

3 Driving Feedback Avatar

The DFA is an in-car interface that recognizes a driver’s behavior and provides a cor-
responding visual feedback with a focus on aggressive driving. The main element is an
avatar that is an abstraction of the Mercedes-Benz logo (Fig. 1). The avatar gradually
changes its emotional state depending on the driver’s behavior: if the driver behaves
aggressively, the avatar gets angry (negative feedback). If no aggressive action occurs,
the avatar becomes relaxed (positive feedback). Represented through the avatar’s emo-
tional state, the DFA gives the driver a summative feedback on his driving performance.
In doing so, the avatar does not reflect the driver’s emotion but expresses an intrinsic
emotional state. In addition, the DFA gives an instant feedback in the form of an orange
flashing light directly after the aggressive action occurred. The DFA was developed as
part of a doctoral thesis, which is described in [11].

3.1 Avatar and Feedback Design

To express different emotional states, the avatar was animated in terms of color and
motion. In total, nine states were modeled, ranging from angry to relaxed (Fig. 1). Their
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Fig. 1. Design of the avatar and its emotional states.

design was inspired by findings about color associations and the assignment of physi-
ology in systems. For instance, anger is most likely associated with red, while the most
common associations with relaxation are green and blue. There is also a positive corre-
lation between the saturation of a color and the emotional arousal it evokes. Emotional
arousal, in turn, correlates with the frequency of various physiological reactions (e.g.,
heart rate or respiration) [12]. While relaxation is a medium-arousal emotion, anger is a
high-arousal emotion [13]. Consequently, for the anger-related states of the avatar (1 to
4) tones from the red color spectrum were used. The states associated with relaxation (6
to 9) were colored with tones of blue. The closer the states are to the poles, the higher
their saturation so that the avatar appears grey in the neutral state (5). Moreover, the
avatar shows pulsating movements that correspond to the arousal of the intended emo-
tional state. The frequency is highest at the anger pole (1) and gradually decreases until
it reaches the neutral state (5), where there is little movement. From the neutral state to
the relaxation pole (9), the frequency increases again but remains below the frequency
of the anger pole. In sum, the redder (or bluer) the avatar appears and the faster it moves,
the more negative (or positive) the feedback is. The instant feedback is a visual alert,
occurring directly after an aggressive action is recognized by the DFA (Fig. 1). For this,
the system’s display flashes two times per second by changing its color from black to
orange [14].

To check howpeople perceive the colors andmovements programmed into the avatar,
four participants completed a free association task. In a randomized order, they were
exposed to nine video sequences, each showing one of the emotional states of the avatar,
and asked about their first impression. The emotional terms and expressions reported
were grouped based on their semantical similarity. The negative states were mostly
associated with negative terms and expressions such as “alarm, danger, emergency,
attention,” “blood, heartbeat, pulse,” or “aggressive, rage, anger.” The positive states
were mainly described with positive words such as “cold, ice, water, fresh,” “positive,
enjoyable, friendly,” or “calming, relaxing.” The most common associations with the
neutral state were “slow,” “dead, stand by, nothing happens,” and “neutral, normal.”
Overall, the emotional states that the participants inferred from the design of the avatar
are in line with the authors’ intention.
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3.2 Feedback Algorithm

Feedback can change behavior in two ways: in the form of positive feedback that rein-
forces correct behavior or in the form of negative feedback that punishes incorrect
behavior. Several studies have shown that the effectiveness of the approach depends on
whether the behavior in question is associated with prevention or promotion. Behavior
that is focused on prevention is understood as a necessity, as an obligation, or something
that people have to change, while behavior focused on promotion is associated with
a wish, a desire, or something that people want to change [15]. Individuals are more
motivated and perform better after receiving negative feedback on prevention behavior
and positive feedback on promotion behavior [16]. Most persuasive systems address
behavior people should change but do not want to change, such as bad eating habits or
wasteful energy consumption. In both examples, it was found out that negative feedback
provided by a robot or a pet-like avatar, respectively, has a positive effect on behavior
change, relative to positive feedback [17, 18]. It was assumed that also the mitigation
of aggressive driving is prevention focused so that the DFA should mainly use negative
feedback. The feedback algorithm of the DFA is a function of the number of recognized
aggressive driving behaviors and their severity, which are multiplied and summed up to
a score over the elapsed driving time. Every second no aggressive action is recognized,
the score is improved by a small value. The score is constantly mapped on the emotional
states of the avatar. If the upper (or lower) threshold of the current state is reached, the
avatar changes to the next state. The DFA considers the following behaviors: (1) tailgat-
ing, (2) exceeding the speed limit, (3) not using the indicators before changing lanes,
(4) using the indicators shortly before changing lanes, (5) verbally insulting other road
users, (6) making insulting gestures towards other road users, (7) flashing headlights at
a slower vehicle, (8) changing in one go from the right lane to the very left lane, (9)
passing a single continuous center line. The behaviors were derived from a literature
review on manifestations of aggressive driving [19–22]. The reviewed behaviors were
filtered based on the following two criteria: (i) the possibility of being detected by the
vehicle systems (e.g., cameras, radar, microphones, face or gesture recognition) and (ii)
the likelihood of occurring on the highway. The severity of each behavior was deter-
mined in an online survey in which 1047 respondents were asked about the subjective
valence of each behavior when it is observed in others [11]. Tailgating turned out to be
the most severe behavior, followed by verbal insult and insulting gestures.

3.3 Persuasiveness

As an avatar-based feedback system, the DFA holds several principles that are supposed
to persuade a driver to mitigate aggressive driving. Most common, Fogg [23] proposes
the following seven persuasive principles: (i) reduction (narrowing complex activities
to simple steps), (ii) tunneling (guiding through a sequence of actions), (iii) tailoring
(relevant or personalized information), (iv) suggestion (advice about appropriate behav-
ior), (v) self-monitoring (information on performance and progress), (vi) surveillance
(others monitoring an individual’s performance and progress), and (vii) conditioning
(positive reinforcement). The DFA supports the driver in monitoring his performance
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and progress, which refers to Fogg’s principle of self-monitoring. Moreover, it incorpo-
rates the principle of surveillance, since the driver is supposed to be monitored by the
avatar. Finally, the DFA also uses some form of conditioning by punishing aggressive
actions and reinforcing the absence of aggression. Accordingly, the DFA is supposed to
have an inherently persuasive power, which leads to hypothesis H1: the presence of the
DFA reduces the frequency of aggressive driving behaviors, in particular, those that are
fed back by the system.

Beyond these persuasive features, the special thing about the DFA is its capability to
express emotions, which can also have a persuasive effect that is rooted in theTamagotchi
Effect [24, 25]. According to the Tamagotchi Effect, the attribution of emotions to tech-
nology increases a user’s emotional attachment to the system. If people feel attached to a
system, this promotes their care-taking behavior towards it so that emotional attachment
functions as a moderator in this relationship. In case of the DFA, the emotional design
of the avatar is supposed to trigger a driver’s emotional attachment to the system, which
is supposed to moderate the effect of the DFA on behavior change. To check whether the
design of the avatar actually contributes to the development of emotional attachment,
hypothesis H2 is formulated: people feel emotionally attached to the DFA.

4 Method

To test the hypotheses, a driving study in real traffic, using a wizard-of-oz prototype of
the DFA, was conducted. Since human subjects were involved, the study was approved
and supervised by theMercedes-Benz IRB. The internal IRB process reviews, for exam-
ple, participants’ fitness to drive, driver distraction caused by the study setup, or data
protection regulations.

4.1 Wizard-of-Oz Setup

A wizard-of-oz is a prototypical system that is manually handled by a human operator
to simulate the functionality of a system that does not yet exist [26]. The wizard of
the DFA was built into a Mercedes-Benz E-class, which was equipped with a logging
system to record the participants’ driving behavior. The wizard consisted of (1) a tablet
that displayed the avatar (avatar tablet), (2) a tablet with a graphical interface to operate
the wizard (annotation tablet), (3) a tablet that was connected to the logging system and
visualized participants’ driving data in real time (monitoring tablet), and (4) a laptop
running the DFA application (Fig. 2). The avatar tablet was fixed on top of the center
console display so that it was clearly visible from the driver’s seat and did not cover
driving-relevant information as in the instrument cluster. The annotation tablet was held
in hand by the experimenter, whowas sitting behind the driver’s seat andmanually anno-
tated the nine behaviors defined in Sect. 3.2 Feedback Algorithm.Discrete behavior, i.e.,
a single action at a time, was annotated by pressing a button, including activation of
indicators, verbal insult, insulting gesture, flashing headlights, and lane change. Contin-
uous behavior, i.e., a sequence of actions over a period of time, was opted in once started
and opted out at the end, including tailgating and speeding. The annotation data was the
input for the DFA application to calculate the aggressive driving score that determined
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the avatar’s emotional state. Supporting the experimenter with the annotation task, the
monitoring tablet was installed at the back of the driver’s seat so that the experimenter
was able to see it. The DFA application automatically created a CSV file including the
annotation tags.

Fig. 2. Avatar tablet (left) and wizard-of-oz setup (right).

4.2 Procedure

The study included two test drives with the test vehicle driven by the participants. In
a random order, they completed one drive with the wizard (system condition) and one
drive without it, i.e., the avatar tablet was not installed (baseline condition). There was
one week between the trials, with both trials taking place on the same weekday and
time of day to keep situational conditions constant. The test route was a 50-km-long
highway section in the area of Stuttgart, Germany. Participants were guided by the on-
board navigation system. In both conditions, one of four experimenters (2 female, 2
male) accompanied the drive as inconspicuously as possible (e.g., no talking, no flashy
clothes, seating outside the participants’ field of view). Each participant completed both
trials with the same experimenter. In both conditions, the experimenter annotated the
relevant aggressive driving behaviors following an annotation guide. In a cover story,
participants were told that the study is aimed at collecting naturalistic driving data for the
development of future driving assistance systems and that the experimenter accompanies
the drive to monitor the logging system installed for this purpose. Thus, it would be
important to drive as naturally as possible. They were debriefed at the end of the second
trial.

Before the first drive, participants were introduced to the vehicle and the route on
a map. After each drive, they filled in a questionnaire about driver distraction and the
naturalness of driving. In the system condition, they also answered a questionnaire
about their emotional attachment to the DFA and were interviewed about the perceived
functionality of the DFA by the experimenter.

4.3 Measures

The scope of the analysis was on the nine aggressive driving behaviors fed back by the
DFA. The data were extracted from the records of the logging system. First, cases with a
driving speed of less than 70 km/h were removed to filter out congestion phases. Second,
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cases representing a relevant behavior were determined. For the behaviors verbal insult
and insulting gestures, no logs were available. The data were derived from the annotated
data and merged with the logged data. Finally, all data were standardized to minutes per
hour (for continuous behaviors) or counts per hour (for discrete behaviors), relative to
the participants’ individual driving time.

Participants’ emotional attachment to theDFAwasmeasuredby adapting theMother-
to-Infant Bonding Scale (MIBS), which originally captures a mother’s feelings towards
her newborn [27]. The scale was used since no measure exists that focusses on the
initial interaction between a user and a system and the emotionality of this interaction.
The MIBS consists of three positive attributes (e.g., “protective”) and five negative
attributes (e.g., “aggressive”) that are rated using the options 0 “not at all,” 1 “a little,”
2 “moderately,” 3 “a lot,” and 4 “very much”. The MIBS score is the sum of all ratings
with a maximum of 32 (negative items transcoded). Driver distraction was addressed
through the Driving Activity Load Index, including the dimensions effort of attention,
visual demand, auditory demand, temporal demand, interference, and situational stress
[28]. The dimensions are assessed using a 22-level slider scale (1 “low” to 22 “high”).
The naturalness of driving was operationalized by (i) the familiarity with the handling
of the test vehicle (1 “very unfamiliar” to 7 “very familiar”), and (ii) the deviation from
normal driving, including driving speed, following distance, use of indicators, timing of
indicating, and verbal insult (e.g., 1 “I drove faster than usual” to 4 “I drove as usual” to
7 “I drove slower than usual”).

4.4 Participants

Participants were recruited via the Mercedes-Benz user study pool, with the focus on
people who regularly drove a car similar to the test vehicle in size, equipment, and
performance. They received an expense allowance of 80 euro. In total, 32 participants
(15 female, 16male, 1 no answer) completed both trials.On average, theywere 46.3 years
old (SD= 13.9,min: 21,max: 67). Of the participants, 54.8 percent drove between 10,000
and 30,000 km in the last year by car (<10,000 km: 19.4%;>30,000 km: 25.8%). Eleven
regularly drove aMercedes-BenzE-class orC-class.Other cars drivenwere, for example,
Opel Insignia, Volkswagen Passat, or Audi A5. Participants felt very familiar with the
test vehicle under both conditions (MS = 6.44, SDS = .80; MB = 5.91, SDB = 1.59).
Moreover, they indicated driving as usual in terms of speed (MS = 4.16, SDS = .68;
MB = 4.00, SDB = .67), following distance (MS = 4.00, SDS = .36; MB = 4.03, SDB

= .31), use of indicators (MS = 4.06, SDS = .25; MB = 4.03, SDB = .18), and timing
of indicating (MS = 4.03, SDS = .47; MB = 4.03, SDB = .31). Compared to normal,
they made less verbal insults in the study (MS = 4.69, SDS = 1.18, t(31) = 3.31, p =
.002;MB = 4.97, SDB = 1.28, t(31)= 4.27, p= .000). Driver distraction was generally
low, with the DFA having no impact (MS = 4.27, SDS = 2.69;MB = 4.45, SDB = 2.74;
t(27) = −.46, p = .650).
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5 Results

The data of three participants were excluded from the analysis, resulting in 29 valid
datasets. In one case, no data was logged in the first trial due to technical problems. In
the other cases, both trials were not comparable due to traffic obstructions.

5.1 Aggressive Driving

On average, a drive took 25 min (SD= 4) in the baseline condition and 26 min (SD= 2)
in the system condition. The behavior “passing a single continuous center line”was never
shown. The relative frequencies of the remaining eight behaviors were compared within
both conditions using one-tailed paired sample t-tests to address H1, i.e., the presence
of the DFA reduces the frequency of aggressive driving behaviors, in particular, those
that are fed back by the system. When driving with the DFA, participants less often
missed to use the indicators before changing lanes (34.9% decrease) or to signal the lane
change earliest one second before the maneuver (10.6%); they flashed their headlights
less frequently (21.8%); they less often changed lanes in one go (65.3%); and they
expressed fewer verbal insults (37.1%), as shown in Table 1 and Fig. 3. However, only
the decline of the behavior “changing lanes in one go”was statistically significant (MB =
1.18, SDB = 2.32;MS = .41, SDS = .91; t(28)= 2.34, p= .013) with a moderate effect
(Cohen’s d = .44) [29]. Contrary to expectations, some behaviors also increased under
the influence of the DFA. In the system condition, participants exceeded the speed limit
more often (18.6% increase; specified as driving at least 10 km/h faster than the posted
speed limit); they tailgated more often (29.1%; specified as following the vehicle ahead
with a distance less than half of the safe distance); and theymademore insulting gestures
(106.7%). Still, none of the comparisons was statistically significant when interpreting
the two-tailed test. Overall, H1 has to be rejected since only one of eight behaviors
showed a significant change in the assumed direction.

Table 1. Paired sample t-tests (aone-tailed, btwo-tailed) of the behaviors within the conditions.

Behavior Baseline System t(28) p Cohen’s d

M SD M SD

No indicator 1.49 1.54 .97 1.33 1.62a .058 .44

Short indicator 29.47 25.99 26.36 20.35 .78a .222 .14

Flashing headlights .55 2.98 .43 1.90 .55a .277 .10

Changing lanes in one go 1.18 2.32 .41 .91 2.34a .013 .44

Verbal insult .97 2.62 .61 1.50 .82a .210 .15

Speeding 11.38 7.85 13.50 8.10 −1.33b .196 .25

Tailgating 9.41 7.31 12.15 10.52 −1.82b .080 .34

Insulting gestures .15 .58 .31 1.92 −.58b .568 .11
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Fig. 3. Proportional difference of behaviors, relative to the baseline condition.

5.2 Emotional Attachment

Hypothesis H2 states that people feel emotionally attached to the DFA. The emotional
attachment score can reach a value between 0 (no attachment) and 32 (high attachment).
On average, participants have a score of 22.56 (SD = 4.09, min: 13, max: 29), which is
significantly higher than the possible average score of 16 (t(31)= 9.08, p= .000). With
an effect size of Cohen’s d = 1.60, this is even a strong effect [29]. Since the emotional
attachment is above average, H2 is accepted.

5.3 Perceived Functionality

In the interviews, participants name 13 different behaviors which they assume to be fed
back by the system. Only three of these behaviors are actually considered by the system,
including improper distance to a preceding vehicle (named by 17 participants), improper
speed (9), and incorrect use of indicators (1). Of the participants, eight say that they did
not notice the flashing instant feedback and ten say that they did not observe a change
in the appearance of the avatar.

6 Discussion

When driving with the DFA, participants showed some behaviors generally less often
(no/short indicator, verbal insult, flashing headlight, changing lanes in one go) and other
behaviors—contrary to expectations—more frequently (speeding, tailgating, insulting
gestures). Apart from the unintended changes, most of the comparisons did not reach
statistical significance and had only small effects thus H1, i.e., the presence of the DFA
reduces the frequency of aggressive driving behaviors, in particular, those that are fed
back by the system, is rejected. With H2 it was hypothesized that people feel emotionally
attached to the DFA. Since participants’ emotional attachment was above average, H2
is accepted. Nevertheless, the assumed moderated effect of emotional attachment on
the relationship between the DFA and aggressive driving was not tested because there
was no direct effect of the DFA on aggressive driving. The following sections discuss
the most important methodological and design decisions that could have influenced the
outcome of the study.
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6.1 Methodological Limitations

Behavior change is a challenge and there aremany reasonswhy an intervention has not the
desired effect. In consideration of themethodological setup of the present study, it should
be taken into account that the participants knew that a logging system was monitoring
their driving. Thus, the logging system inherently served as a persuasive system and
could have interfered with the effect of the DFA. Likewise, the presence of the backseat
experimenter could have affected the participants’ driving. According to the Passenger
Effect, people drive safer when accompanied by others [30]. Although this influence was
supposed to be controlled by having accompaniment on both test drives and although
participants stated that they drove as usual, (unconsciously) they could have driven more
conservative. According to their own statements, they were more reserved to use verbal
insults. Moreover, the analyzed aggressive driving behaviors are not a validated metric
of the construct but a technology-driven composition of potentially relevant actions.
The selected behaviors could have measured something other than aggressive driving
or a different set of behaviors could be a better indicator of the construct. Finally, the
effect sizes revealed should be put into context, because the small effects of the DFA—
whether being in the right or wrong direction—might be trivial in a group of “normally”
aggressive individuals, butmeaningful for pathologically or criminally aggressive drivers
[31].

6.2 Design Considerations

Based on the empirical findings, the last section discusses design considerations for
future iterations of the DFA that provide an answer to the question of how the system
could be more effective. First, although participants’ emotional attachment to the DFA
was above average, it might have been too low to moderate the effect of the system on
aggressive driving. Future designs of the DFA should offer features that make the driver
feel more attached to the system. Studies in Human-Computer-Interaction found out that
one way to do so is to personalize technology [32] or to promote longer usage [33]. To
personalize the DFA, the driver could create a customized avatar or give it a name. A
smartphone application of the DFA could allow using the system outside the car and
thus extend the context and time of use.

Second, no participant was able to identify all of the behaviors considered by the
DFA, which suggests that the feedback logic was difficult to understand and learn.
To overcome this lack of usability, the system should be more self-explanatory. For
instance, the feedback could be enriched by icons or short textual instructions that direct
the driver’s attention to the relevant behavior, point out the gap between the current
and the desired behavior, or provide information on how to correct the behavior [34].
Moreover, the individual behaviors considered by the system could be made explicit and
the score could be represented as a concrete numerical value.

Third, although it was checked that people infer the right information from the
colors and movements programmed into the avatar, it cannot be ruled out that the partic-
ipants had an aesthetic preference for the angry state. In this case, the negative feedback
(unconsciously) functioned as a positive feedback and reinforced aggressive driving. In
future investigation of the DFA, also the aesthetic perception of the avatar’s emotional
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states has to be checked. In addition, future designs could allow the driver to configure
the appearance of the avatar based on his aesthetic preferences (or aversions) so that it
works as a reward (or punishment).

Fourth, it is remarkable that—without being statistically significant—most of the
behaviors that increased under the influence of the DFA are continuous in nature, while
all of the decreasing behaviors are discrete actions. This discrete-continuous dichotomy
suggests that the system had different effects on different types of behavior. A similar
assumptionwas raisedwith the differentiation between prevention and promotion behav-
ior, suggesting that negative feedback is more effective to improve prevention behavior,
while positive feedback is better when it comes to promotion behavior [15, 16]. In con-
clusion, it might be assumed that different types of aggressive driving behaviors require
different types of feedback to be effectively changed. Consequently, theDFA should vary
its feedback depending on the behavior in question. Future research is needed to classify
aggressive driving behaviors and to define corresponding feedback requirements.

Last, regardless of the type of behavior, it is a fundamental debate whether positive or
negative feedback is the right approach in the context of behavior change.With the DFA,
the focus was on negative feedback, i.e., aggressive driving was punished, but prosocial
or rule-consistent behavior was not actively rewarded. Just as there are studies that
support this design decision, there is a body of research that emphasizes the advantages
of positive feedback, relative to negative feedback. For instance, negative feedback is
more likely than positive feedback to cause reactance—especially when it is perceived
as threat by being unfair or patronizing [4, 35, 36]—and positive feedback is more likely
than negative feedback to improve future performance [37]. In the context of aggressive
driving, it is still an open question what the more effective approach is.

7 Conclusion

The presentwork explored the use of an avatar-based feedback system tomitigate aggres-
sive driving. Although there is no statistical evidence for the effectiveness of the system,
it was shown that it is possible to make drivers feel emotionally attached to an in-car
interface by implementing emotional cues into it, which provides interesting insights
for the affective technology community. Moreover, this work proposes design consid-
erations that should be taken into account when developing an avatar-based feedback
system, such as the aesthetic preferences of its user or the issue of personalization.
Future research and design activities are needed to improve the effectiveness of the
system proposed and to test it under more valid conditions.
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Abstract. Alcohol use disorder is a public health concern. We developed a per-
suasive mobile application as an intervention to discourage irresponsible alcohol
use, which implements a tool for measuring self-reported alcohol consumption,
based on AUDIT (Alcohol Use Disorder Identification Test). We set out to find
the drivers influencing user acceptance of the mobile application and to eval-
uate the advantages of adding two commonly used social influence persuasive
strategies (comparison and competition) to the set of persuasive strategies that are
commonly used in health-related mobile apps (self-monitoring, goal setting, feed-
back, reward, reminder, and simulation). The effectiveness of two versions of the
app were compared in a 30-day long controlled study involving 42 volunteers. The
control version of the app deployed the strategies listed above, and the experimen-
tal version used all the persuasive strategies in the control version and in addition,
two social influence strategies – comparison and competition. The results showed
that an aesthetically pleasing user interface and user experience and perceived
usefulness are the main drivers of intention to use a mobile app as an intervention
to reduce irresponsible drinking. In the control version group, there was no sig-
nificant difference in the AUDIT scores before and after the intervention, while in
the group using the social version there was a significant improvement (decrease
in the AUDIT score) after using the application. The contribution of this work is
that it establishes the usefulness of a persuasive app in reducing risky drinking
behaviours. It also shows the benefit of deploying the social influence strategies
comparison and competition, in conjunction with other persuasive strategies com-
monly used in health promoting persuasive apps. It also confirms previous findings
regarding the importance of aesthetically pleasing user interface and useful func-
tionality in the design of persuasive applications to increase user intention to adopt
them.
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1 Introduction

Alcohol consumption has become part of many people’s social life. People consume
alcohol for different reasons, such as to relieve stress, elevate moods, or due to external
influence from peers or the environment. However, excessive alcohol use comes with
serious medical and societal risks. When alcohol use starts causing clinically signifi-
cant pains and impairment, it is known as alcohol use disorder (AUD) [1]. The World
Health Organization has linked over 200 health conditions to the harmful use of alco-
hol, including infectious diseases such as hepatitis, tuberculosis, HIV/AIDS etc. [2]. For
young adults, the risks associated with the use of alcohol include poorer performance
on attention, visuospatial, memory and other executive function tasks [3].

The increase in the adoption of smart phones has created a unique opportunity for
researchers and health practitioners to offer preventive measures to irresponsible alcohol
use. The user adoption of the technologies has been shown to rely on their perceived
usefulness, ease of use, and specifically for mobile web apps - their perceived aesthet-
ics. Previous research has found that computerized interventions known as Persuasive
Technology (PT) are effective in motivating behaviour change [4]. PT is a combina-
tion of hardware and software that uses the computer to reinforce or change attitude
or behaviours without the use of coercion or deception [5]. There are many persua-
sive strategies that are being commonly deployed in PT applications supporting health-
related behaviour change, e.g. self-monitoring, tailoring, feedback, reward, reminder,
simulation. The decision which strategies to deploy depends on the specifics of the
targeted behaviour to be changed. Research has shown that social learning (observing
the behaviours of others to motivate one’s behaviour) is one of the leading factors of
binge drinking [6] especially among young adults, which suggests that social influence
strategies may hold a promise.

We developed a persuasive mobile application, called CHEERS!, as an interven-
tion to discourage irresponsible alcohol use. It implements a tool for measuring self-
reported alcohol consumption, based on AUDIT (Alcohol Use Disorder Identification
Test). We evaluated the effectiveness of the persuasive app in reducing dangerous drink-
ing behaviour in a 30-days long user study. We evaluated the effectiveness of two app
versions: one with a “standard” set of persuasive strategies and the second - augmented
two social influence strategies - competition and comparison.We also verified the factors
that drive user acceptance [10] of amobile app for behaviour change towards responsible
use of alcohol. Hence, this paper aims to address the following questions:

i. How effective is a persuasive mobile app in changing user behaviour towards more
responsible drinking habits?

ii. Would adding social learning strategies – competition and competition – make the
persuasive app more effective?

iii. Do usefulness, ease of use and aesthetics affect user intention to use a persuasive
mobile app that encourages responsible alcohol usage?
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2 Background

Behaviour change theories constructs and concepts that are interrelated and map the
underlying factors responsible for behaviour change, such as personal, social, and envi-
ronmental characteristics [7]. Examples of common behaviour change models are the
Health Belief Model (HBM), the Theory of Reasoned Actions (TRA), the Transtheoreti-
cal Model (TTM), the Social-Ecological Model (SEM), and the Social Learning Theory
(SLT). As alcohol use in young people is often due to social factors, the Social Learn-
ing Theory provides a suitable framework for our application. The SLT postulates that
acquiring a new behaviour can result from directly experiencing the consequences of the
behaviour or by observing other people. The social cognitive theory (SCT) which is an
extension of SLT [8] holds that behaviour is determined by expectations and incentives.
It explains behaviour as reciprocal determinism – the dynamics and interaction between
personal factors, behavioural factors and environmental factors. This inter-relationship
makes thismodel themost suitable for this study unlike othermodels that do not consider
explicitly the dynamics between a person’s attitude and the (social) environment.

Persuasive Systems Design is a comprehensive framework developed to aid in the
design and evaluation of systems capable of influencing users’ attitudes or behaviors.
Oinas-Kukkonen and Harjumaa [11] presented how the concept of functional triad –
a conceptual framework that illustrates the three roles technology play in persuasion,
tool, medium and social actor – can be transformed into a software requirement for
easy implementation, design and evaluation. They categorized the design qualities of
persuasive systems into primary task supports – features that help users perform the
most important tasks of the Behavioural change elements, dialogue support – features
that encourage some forms of dialogue with the user, social support – allow users to
interact with other users, and system credibility supports – features that improves the
reputation of the system.

Excessive drinking can cause illness and distress to the drinker and his family. It was
on this premise that theAlcoholUseDisorder IdentificationTest (AUDIT)was created by
theWorld Health Organization (WHO), to screen for excessive drinking and specifically
to assist specialists to distinguish people who would benefit from reducing or stopping
drinking. WHO defined the AUDIT as a “a list of 10-item screening questionnaire
including 3 questions on the amount and frequency of drinking; 3 questions on alcohol
dependence; and 4 on problems caused by alcohol” [12]. The total score attainable is
40; people with score under 20 are more likely to change their behaviour, while those
with score over 20 likely indicate alcohol dependency. Feedback from the AUDIT tool
can raise awareness of one’s drinking habits and risk; in combination with educational
materials and advice on reducing drinking can provide a good basis for intervention.

The Technology Acceptance Model (TAM) [10] has been used to explain the users’
adoption of information system in health, business, education and other domains. The
theoretical model consists of constructs for interpreting the acceptance of a new system
by users. It holds that the actual usage of a system is dependent on the intention to use
(ITU) of the user. The model also recognizes perceived usefulness and perceived ease
of use as some of the factors that influences ITU and external factors such as aesthetics
and credibility, as shown in Fig. 1.
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Fig. 1. Technology acceptance model Adapted from [10]

3 Methods

We designed and developed a mobile application, called “CHEERS”, which has three
functions: 1) implements the AUDIT tool to collect data from the user about their drink-
ing habits, 2) provides educational resources regarding the impairment levels caused
by different amounts of alcohol of different types, 3) persuades the user to engage in
responsible drinking by deploying 6 persuasive strategies from the PSD model (self-
monitoring, tailoring, feedback, reward, reminder, simulation), as well as two social
influence strategies (competition and comparison). To answer the research questions
defined in the Introduction, we carried out a field study.

The participants (n = 94) were recruited using social media, words or mouth and
PAWS (University of Saskatchewan internal information management system), out of
which 70 met the all the requirements: they completed the online prequalification form
that was used to screen out participants below the age of 19 (Saskatchewan legal drinking
age) and those that did not have a personal Android device. Fifty-five (55) participants
downloaded the application, and 42 completed the study (answered the pre-qualification
form, used the application daily for 30 days, and submitted the pre- and post-intervention
questionnaires). The 42 participants were divided in to two groups: 22 participants (55%)
were assigned to the control group and used the control version (CV) of the app and
20 (45%) in the social group and used the social version (SV) of the app. The study
lasted for 30 days, and at the end of the study, participants were asked to answer the
post-intervention questionnaire using the mobile app (the questionnaires were already
included and deployed as part of the CHEERS app). All the participants gave consent to
participate in the study, which was approved by the Behavioural Research Ethics Board
of the University.

All the participants that downloaded the app to their phone completed a brief pre-app-
usage questionnaire. The application encouraged participants to enter information about
their drinking (type of drink, volume of drink); the time and app usage were recorded.
The user self-recording the type, number and amount of drinks allowed the app to engage
the user in self-monitoring their drinking, provided reward and a basis for comparison
and competition. At the beginning of the study, each of the participants started with
a performance score of 100. For every alcohol consumption recorded, the participant
lost 10 points from their score. To regain their score, the participant had to restrain
from alcohol for next 48 h (participants get a 5 point for every 24 h without an alcohol
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consumption recorded). On the completion of the 30 days of the study, participants were
prompted to complete the post-app-usage questionnaire.

To evaluate the effect of social influence strategies, two versions of the application
were implemented: a control version and a social version. The control version of the app
implements the following persuasive strategies: self-monitoring, goal setting, feedback,
reward, reminder, and simulation. The social version of the app contains the same strate-
gies as the control version, and in addition, competition, and comparison (see Table 1).
All participants could see their performance score as shown in Fig. 2. The participants
using the social version could, in addition, monitor the average performance score of all
participants in the study as shown in Fig. 2.

Table 1. Strategies implemented in the control and social version of CHEERS

Strategies Control
version

Social version

Self-monitoring Yes Yes

Tailoring Yes Yes

Feedback Yes Yes

Reward Yes Yes

Reminder Yes Yes

Simulation Yes Yes

Competition No Yes

Comparison No Yes

The CHEERS app also presented a visual cue for measuring a standard drink. This
was shown in a soda can and the values for common alcohol beverages such as beer,
light-beer, malt liquor, wine, fortified wines, and hard alcohol have been pre-loaded into
that app. The participants could also add a custom drink, and the app would provide
the measurement for the 1 standard drink inside a soda can help the user visualize the
amount. This is illustrated in Fig. 3.

Other features built into the CHEERS app include: a collection of resources that
educate participants about the health and societal risks of irresponsible alcohol use,
the myths and facts of alcohol, a quiz with randomly generated questions, a game that
simulates a social gathering that suggests different ways to decline alcohol when offered
without losing face, and a logger that allow the participants to visualize the drinks logged
over a period of time.

The AUDIT tool was used to measure the participants alcohol risk level before
and after using the app and evaluate the effectiveness of the app as behaviour change
intervention, i.e. to answer our research question (I). The AUDIT includes a total of 10
items, 3 items measure the alcohol frequency, 3 items measure alcohol dependence, and
4 items measure problems caused by alcohol. The answers provided for all the items
were summed up to get the participant’s AUDIT score.



Mobile Persuasive Application for Responsible Alcohol Use 107

Fig. 2. Control Version (CV), left, and Social Version (SV), right or CHEERS app.

Fig. 3. CHEERS app showing list of common beverages (left) and what 1 standard drink of beer
represents in a soda can (right)
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To determine if there was any difference between the CV and the SV group resulting
from the social strategy implemented in the SV and answer our research question (ii),
we used a t-test to compare the AUDIT scores of the participants before and after using
the app for the 2 versions of the app. A total of 24 participants’ data were used in t-test
analysis (12 for SV and 12 for CV) after removing the data for the participants that
recorded 0 AUDIT score for both the pre- and post-app usage AUDIT questions.

To answer our research question (iii), we used the TAM standardized tool that was
adapted to suit the context of this research. The TAM questionnaire consists of 10 items
that measure the ‘perceived usefulness’, ‘perceived ease of use’, ‘perceived aesthetics’
and ‘intention to use’ of a specific technology. Each item is measured at a 7-point
scale (1 = strongly disagree to 7 = strongly agree). The tool contains 3 items about
participants perceived usefulness, 2 items about participants perceived ease of use, 4
items about participants perceived aesthetics and 1 item about intention to use. The
participants answered these questions before and after using the app. The post-app usage
questions were adapted to measure the participants intention to continue using the app
after engaging with it for 30 days. To determine the relationship between the TAM
constructs that drives the intention to use a mobile application that can help to reduce
AUDIT score, like other TAM studies [13, 14], we dichotomized the TAM constructs
(perceivedusefulness, perceived ease of use, perceived aesthetics) along themedian score
of 5.9. All scores between 1–5.9we categorized as disagree and scores between 6–7were
categorized as agree. Using the median as the cut off-points makes it easier to interpret
the results and helps to differentiate between those who disagree or slightly agree and
those who strongly agree with the items as reported from previous studies [13]. We used
the Fisher’s exact test to measure the relationship between the independent constructs
(perceived ease of use, perceived usefulness and perceived aesthetics) and the outcome
construct (intention to use), and we used Crammer’s V to measure the strength of this
relationships. All analyses were carried out using the SPSS statistical software.

4 Results and Discussion

This section presents the results from the study and discusses them considering the
research questions defined in the introduction.

4.1 Evaluating the CHEERS App and the Effect of Social Influence Strategies

To evaluate the behaviour change effect of the application - question (i) - and to determine
the difference (if any) between the CV and the SV group (RQ 2), we used a t-test to
compare theAUDIT scores for both groups before and after using the app.Thedescriptive
analysis is shown in Table 2, the summary of the dependent t-test - in Table 3.

This analysis shows a drop in the mean post-app AUDIT scores for both the CV and
the SV. The mean score for the SV dropped from 14.08 to 11.83 and the mean score for
the CV dropped from 13.58 to 13.00. The drop in AUDIT score means that the users’
risk of Alcohol Use Disorder decreased by the end of the study. To find out if the effect is
significant, we carried out a t-test. Table 3 shows the result of the t-test analysis carried
out to determine if the difference in the means is significant.
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Table 2. Summary of the AUDIT score for CV and SV before and after using the app.

Pre-app usage Post-app usage

Group Mean Std. Dev. Mean Std. Dev.

Control 13.58 4.80 13.00 5.19

Social 14.08 4.38 11.83 2.89

Total 13.83 4.50 12.42 4.15

Table 3. Summary of T-Test analysis for the CV and SV. * represents p-value < 0.05

Group T-value P-value Mean Std
Dev

CV 0.406 0.693 0.583 4.981

SV 2.215 0.049* 2.250 3.519

The t-test analysis of the AUDIT mean scores indicated that there was a marginally
significant drop in the score for the SV, while the change in AUDIT scores for the CV
was not significant. This implies that adding the two social strategies (competition and
comparison) in the SV to the rest of the strategies deployed in the CV is essential in
developing interventions that improve AUDIT scores. This answers our questions (i)
and (ii).

This result supports findings from previous studies in other domains such as health
[17], physical activities [18], education [19] and e-commerce [20]where social strategies
have been used to promote behavior change. This result is important in health sciences,
where any intervention that shows a decrease in the AUDIT score of a population is
considered important, as this brings many other positive health effects. One needs to
also consider the fact that the study was carried out during the summer of 2020, in
during Covid-19 isolation measures and increased alcohol consumption [23].

4.2 User Acceptance of a Mobile Persuasive Ap for Responsible Alcohol Use

The descriptive statistics of the participants responses for the TAM tool are shown in
Table 4.

The Fisher’s Exact Test was used to determine the association between the TAM
constructs and intention to use the app and the intention to continue using the app for
pre-app usage and post-app usage respectively. Fisher’s Exact test uses a crosstab table
also known as contingency table to show the relationships between categorical variables.
The Fisher’s test is appropriate for a small sample size.

Figure 4 shows the relationship between ease of use and intention to use. The chart
shows a positive association between ease of use and intention to use. The value of the
Fisher’s test also confirms this with high significant value of 0.015.
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Table 4. Summary of TAM constructs for pre and post CHEERS app usage

Constructs Pre-app app usage Post-app app usage

Mean/Std. Deviation Mean/Std. Deviation

Ease of use 6.49/0.79 5.19/2.46

Usefulness 5.75/1.19 4.87/1.88

Aesthetics 6.43/0.79 5.15/2.25

Intention to use 6.125/1.20 5.05/2.05
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Fig. 4. Ease of use VS intention to use for pre (left) and post (right) app usage

Figure 5 illustrates the relationship between usefulness and intention to use. This
chart shows that there is a positive relationship between usefulness and intention to use.
Most of the participants that agree that the app is useful also agree to use the app. The
value of the Fisher’s test for this mapping is highly significant with a p-value of 0.001.

0

10

20

30

Agree Disagree

Post App Usage

High ITU Low ITU

0

10

20

30

Agree Disagree

Pre App Usage

High ITU Low ITU

Fig. 5. Usefulness VS intention to use for pre (left) and post (right) app usage.

Figure 6 illustrates the relationship between aesthetics and intention to use. This
relationship is also positive and shows that most of the participants that agree that the
app is aesthetically appealing also agree to use the app. The Fisher’s exact test for this
aesthetics and ITU mapping is highly significant with a p-value of 0.001.
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To determine the strength of this relations, we carried out Crammer’s V test for
symmetric measures to estimate the effect size. The result is shown in Table 5.
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Fig. 6. Aesthetics VS Intention to use for Pre (left) and Post (right) App Usage.

Table 5. Effect size for the TAM construct. Small = 0.1, medium = 0.4, large = 0.5 for one
degree of freedom [15]. * represents medium, ** represents large.

Constructs df Crammer’s V

Pre-app usage Post-app
usage

Ease of use 1 0.444* 0.933**

Usefulness 1 0.526** 0.632**

Aesthetics 1 0.541** 0.935**

The result of our TAM shows that majority of the participants reported a high behav-
ioral intention to use a mobile app to improve their AUDIT score with 72.5% reporting
an average score of 6 or more (on a scale of 1 to 7) and 63.3% reported having high
intention to continue using the app after the experimental 30 days period. The TAM
constructs (ease of use, usefulness, and aesthetics) were significantly associated with
intention to use and intention to continue using the CHEERS app.

We have been able to show, from the results presented in this study that people care
about the user interface and user experience of amobile application that helps to improve
their AUDIT score and alcohol use behaviour, as aesthetics has the strongest effect on
intention to use. The application must also be useful, i.e. the app must include features
such as ability to monitor user’s alcohol consumption and the effects of alcohol on the
user; these are features that can help users to achieve their goal of improving their alcohol
use behavior. The results of this study corroborate with findings in studies from other
domains. For instance, Oyibo et al. [22] found the intention to use a mobile application
to improve physical activities is significantly associated with usefulness and aesthetics.

Finally, the lower scores for intention to continue using the CHEERS app recorded
for post-app usage, when compared to the score for the pre-app usage is due to the
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difference between users’ perception and reality. The pre-app usage tool describes the
app to the participants accompanied with a mockup of what the app would look like,
the participants then created an image in their head of what the complete app should
include. However, after using the app for 30 days, some of the expectations might not
have been met and could have created a change in user perception. This is in line with
previous studies that shows high attrition rates of 30–70% for longitudinal studies [16].

5 Summary, Conclusions, Limitations, and Future Work

This study investigated the receptiveness to using a mobile based PT as a means of
improving AUDIT Scores. It also investigates the effectiveness of social strategies in
promoting positive behavioral changes towards responsible alcohol use. We developed
two versions of a cross-platform mobile application, a control version that implements
the following strategies: self-monitoring, goal setting, feedback, reward, reminder, and
simulation. The social version of the app implemented all the strategies in the control
version, and in addition, the social strategies comparison and competition. Our results
indicate that the intervention is likely effective over a 30-day use period as demonstrated
by a decrease in AUDIT score. A decrease in the score indicates a substantial decrease in
the number and frequency of alcohol consumption. Though differencewas not significant
for the group using the control version and it was marginally significant for the group
using the social version, we believe that this is due to the small size of the two groups
and a larger experiment will bring stronger results. Thus, our results indicate that the
social strategies amplify the persuasive effect of the application, which answers our third
research question. To the best of our knowledge, this is the first study to examine the use
of an app and PT to decrease the alcohol risk level using AUDIT scores.

We used a quantitative approach to collect data about the drivers of user acceptance
of the applications by adapting the TAM to suit the context of this research. The results
demonstrated that good user interface and user experience (aesthetics), and the inclusion
of features that help users achieve their goal (usefulness) were the strongest drivers.

We designed, developed, deployed a real-life mobile persuasive app for reducing
alcohol risk scores, give insights to users into their alcohol consumption. The mobile
application can serve as a tool to educate users [9] about alcohol usage and its risk,
a measurement tool providing a visual cue about standard drink measurement and a
reflection tool enabling the users to visualize their alcohol consumption over a period.
This is the first work that explored the implementation of two social-influence strategies
(comparison and competition) in the context of PTaiming to reduce alcohol risk and it can
provide a starting point for future studies of the usefulness of other social strategies, such
as collaboration. The significant results recorded in the evaluation of the social strategies
and the participants willingness to continue using the app shows that social learning can
be an effective tool in motivating a decrease in risky alcohol use. Future studies can
explore and evaluate other strategies as well as improve on the ones highlighted in this
study.

There aremany limitations of this work, which suggest directions for future research.
First, the ability of participants to report their behavior accurately and truthfully, while
using a substance that is known to impair their cognitive ability and judgement, can
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be problematic. Given that, a field data collection approach that includes an ecological
momentary assessment might be helpful in ensuring more accurate participant self-
reporting. Second, our study did not consider explicitly other factors that may influence
the effectiveness of the persuasive intervention, for example, previous experience with
alcohol use. For example, personalization has been shown to play a role in amplifying
the effect of persuasive strategies and it is definitely worth exploring in this context.
Another limitation is that the participants were recruited online and did not belong to
a specific group. Social strategies in persuasive apps are most effective if applied in a
group of users who know each other or at least believe that the other users with whom
they compare or compete are sharing some similarities with them. Future studies can
explore settings where participants are members of a particular group, for example, in
a high school or a university. The demographic spread of the participants is another
limitation. The large majority (83%) of the participants that completed the study were
with African ethnicity, so the results presented from this study may not generalize to
another ethnicity, especially as research has shown that culture can have a moderat-
ing effect on the effectiveness of persuasive strategies [21]. Exploring the effectiveness
of the persuasive app and specifically the social strategies on participants of different
demographics (adolescents, young adults, adults, older adults, with different gender and
culture) provide more directions for future research. One more limitation is the duration
of the experiment. While 30-days is a comparatively long period since, generally, longi-
tudinal studies are scarce in Persuasive Technologies research, it is unclear if the effect
of reduced drinking behaviour (measured by the reduced AUDIT score of participants)
would have persisted after the end of the experiment. Many of the participants expressed
a wish to continue using the app, so it would be important to check the scores with and
without using the app, post-intervention. Future work can look into the long-term effect
of these strategies by conducting the study over several months and years because the
longer that the participants decrease their AUDIT score, the higher the likelihood they
will have positive health outcomes.
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Abstract. Habits are automatic actions in stable contexts and can help
sustain behavior change. State-of-the-art context-aware habit-support
interventions are, however, in predominantly non-visual contexts (time,
geolocation, and physical activity), and not in egocentric visual con-
texts, e.g., eating, meeting people, etc. Using a survey, N =51 partic-
ipants, we identified the user-desired visual contexts and interventions
mediums for habit support. Based on our survey, we created a wearable
system, named PAL, with privacy-preserving on-device deep learning,
to deliver real-world habit-support interventions in personalized visual
contexts. In our 4-week study, N =10 participants, interventions using
PAL’s personalized visual contexts led to >75% increase in habit forma-
tion, compared to <40% increase in habit formation using interventions
in only non-visual contexts. The habits also persisted in the post-study
evaluations 1 and 10weeks later. Thus, PAL’s interventions using person-
alized visual contexts improve real-world habit formation for sustainable
behavior change.

Keywords: Persuasive technology · Wearable · Context-aware ·
Interventions · Habits · Personalized · Deep learning · Visual contexts

1 Introduction

Persuasive Technologies aim to support behavior change, but commonly used
behavior change techniques like reminders induce dependency and behavior
change does not persist after the users stop using the apps [31]. Habits are
automatic actions in stable contexts [28] and can help sustain behavior change
[17,40].

Triggers/contexts have been key for Persuasive Technologies [6] and context-
aware technologies can provide interventions in automatically-detected contexts
in our everyday lives. State-of-the-art context-aware habit-support interventions
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are in contexts involving geolocation, physical motion, and time [29]. However,
research shows that users want habit-support interventions in more contexts,
e.g., indoor locations and specific objects [29]. Also, habit-formation research
has used contexts like brushing teeth [13] and lunch [34], which are currently not
automatically detected to deliver context-aware habit-support interventions.

Deep learning-based computer vision models can detect diverse visual con-
texts, e.g., objects, [37] to provide more information about the user’s context.
We explore if context-aware interventions using egocentric visual contexts, e.g.,
eating, brushing teeth, etc., can improve real-world habit-support interventions.

We conducted a user survey with 51 participants (Sect. 3) to identify the
desired habit-support intervention contexts and mediums. Our survey showed
that people want habit-support in five types of visual contexts (generic faces,
objects, custom faces, custom activities, and custom indoor locations), but are
wary of using wearable cameras because of privacy concerns. In addition, audio
output was the most desired intervention medium for habit support.

In light of our survey, we created a wearable system, named PAL (Sect. 4),
to deliver open-ear audio interventions in personalized visual contexts for habit
support. Considering camera-related privacy concerns, we used on-device deep
learning so that user data is not sent to the cloud/another device for model
training or inference. We used deep learning models, tested in real-life settings,
to recognize the five types of visual contexts highlighted in our survey.

We designed a 4-week habit-formation study (Sect. 5) with 10 participants
to compare the efficacy of PAL’s habit-support interventions using personal-
ized visual contexts with interventions using non-visual contexts. Our results
(Sect. 6) show more habit formation with interventions using visual contexts
(>75% increase) than with interventions using only non-visual contexts, i.e.,
geolocation, physical activity, and time (<40% increase). The habits also per-
sisted in the post-study surveys 1 and 10 weeks later. We discuss our findings in
Sect. 7.

We make three contributions: i. a survey, N = 51 participants, identifying
the user-desired visual contexts and intervention mediums for habit support; ii.
a wearable system, named PAL, with privacy-preserving on-device deep learn-
ing, to deliver habit-support interventions in personalized visual contexts; iii. a
4-week study, N= 10 participants, with 1 and 10 week later post-study evalu-
ations, showing almost double habit formation with PAL’s interventions using
personalized visual contexts than with interventions using only non-visual con-
texts.

2 Related Work

Contexts have always been key to behavior change and persuasive technologies.
The Fogg Behavior Model [6] recommends triggers, which tie new behaviors
to existing contexts/routines. The need for context-awareness and just-in-time
interventions has also been highlighted for persuasive technologies [12,35].

Our work leverages interdisciplinary insights from habit formation and deep
learning to create a wearable system for just-in-time habit-support interventions
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using personalized visual context detection. Our related work falls into three cat-
egories: i. Context-based Habit-support Interventions, ii. Context-aware (Non-
habit) Behavior Change Interventions, and iii. Wearable Visual Context Detec-
tion. To the best of our knowledge, there are no wearable systems for just-in-time
habit-support interventions using personalized visual context detection.

2.1 Context-Based Habit-Support Interventions

Instead of time-based reminders, research suggests leveraging the context-based
nature of habits to avoid forgetfulness, e.g., by tying medication reminders to
existing routines [33]. Time-based reminders have been shown to have higher
adherence but lower automaticity than event-based triggers (without reminders),
e.g., after lunch [34]. Researchers have used ‘plan reminders’ to remind the users
of their context-based habit goals [38,39], but these are not in automatically rec-
ognized contexts. Non-visual contexts, i.e., time, location, and physical activity,
have been used for habit-support interventions [29] in automatically detected
contexts, but there are no automatic context-aware habit-support interventions
in personalized visual contexts.

2.2 Context-Aware (Non-habit) Behavior Change Interventions

Context-aware interventions, not focused on habit formation, have been investi-
gated in context-aware behavior change systems [9], e.g., using location [26], com-
puter usage [26], physiological signals [2,19,25], multimodal sensing (e.g., heart
rate, movement, and computer usage [14]), and even locally-installed motion
sensors for activity sensing [22]. Unlike the existing non-visual context detection
techniques, wearable visual context detection can recognize faces, objects, activi-
ties, scenes, etc., in a mobile context. However, there are no wearable systems for
just-in-time behavior change interventions using personalized visual contexts.

2.3 Wearable Visual Context Detection

Deep learning-based egocentric visual context recognition exists, e.g., for mem-
ory support [20,21] and visual assistance [1,27], and some systems even distort
images for enhancing privacy [4]. There are also on-device deep learning sys-
tems for computer vision [18,24]. However, unlike PAL, there are no wearable
systems with on-device deep learning for privacy-preserving detection of person-
alized visual contexts for context-aware habit or behavior change support.

3 Habit-Support Interventions Design

In order to identify the user preferences for habit-support interventions in visual
contexts, we conducted a survey about the desired habit-support intervention
contexts, intervention mediums, and context detection preferences: “Think of a
habit you would like to develop, i.e. what and when would you do. Q1. When
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Fig. 1. Open-ended survey responses, N=51 participants, for the desired habit-support
intervention contexts, grouped by one non-visual and five possibly visual categories.

would you like interventions? (Intervention Contexts); Q2. How would you
like the intervention? (Intervention Mediums); Q3. Would you like interven-
tions in visual contexts? (no/maybe/yes); Q4. Would you like to use a camera?
(no/maybe/yes); Q5. Why/why not?”

We recruited 51 participants (μ = 29 yrs, σ = 10.85 yrs; 20 males, 30 females;
5 countries; 14 students, 24 professionals, 13 unknown), without any inclusion
or exclusion criteria, using our social media and department emailing list.

We summarize the survey results and corresponding design decisions below.

3.1 Intervention Contexts

Only 4 of the 51 desired intervention contexts (Q1) were strictly non-visual, i.e.,
involving only time, geolocation, or emotional state, while the rest involved visual
contexts. We categorized the visual contexts using a combination of 5 broad
categories, i.e., generic faces, generic objects, custom faces, custom activities,
and custom indoor locations (Fig. 1). We decided to detect the five types of visual
contexts for habit-support interventions, and allow users to choose a combination
of contexts for habit-support interventions since some contexts involved multiple
contexts, e.g., “meditation in morning” involves time and visual contexts.

3.2 Intervention Mediums

We categorized the open-ended responses (Q2). Audio output was the most
popular (45%), followed by text notifications (25%), ambient notes (14%), text
or audio messages (8%), no reminders (4%), and unknown (4%). Since audio
interventions were the most desired, we chose wearable open-ear audio output
to privately, seamlessly, and unobtrusively deliver interventions anywhere.
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3.3 Cameras and Privacy

Many participants indicated (N = No, M = Maybe, Y = Yes) that they wanted
“Interventions in visual contexts” (Q3: 2N, 16M, 33Y) but due to “privacy con-
cerns” (open-ended responses, Q5), did not want to use “Wearable cameras”
(Q4: 23N, 15M, 13Y). Thus, we decided to use on-device deep learning for visual
context detection so that user images are not sent to the cloud/another device
and can be automatically deleted after on-device model training and/or infer-
ence. Also, any images saved for user labeling of custom faces, contexts, and
indoor locations are deleted right after labeling.

4 PAL Implementation

We developed a wearable system, named PAL, for context-aware habit-support
interventions in egocentric visual contexts. PAL has a wearable device, with
on-device deep learning, for interventions in personalized visual contexts, and a
mobile app for goal-setting, data labeling, and non-visual context detection.

4.1 Mobile App

The mobile app supports goal-setting and intervention context selection Fig. 2a
and b), data labeling (Fig. 2c), and non-visual context detection.

We used implementation intentions [8] for goal-setting and intervention con-
text selection. Implementation intentions are “if-then” action plans, e.g., if ‘leav-
ing home’, then ‘pick up fruits’, and are commonly used for setting habit goals
and interventions contexts [29,38,39]. We allow a combination of two contexts
(using AND/OR) for habit-support interventions and include a 30-minute inter-
val between interventions to avoid too many interventions.

The mobile app is connected to the wearable device over Bluetooth to con-
figure the wearable device (e.g., turn off the camera, set intervention contexts,
etc.), and for accessing the phone’s non-visual context data, i.e., geolocation and
physical activity, collected via Google’s Places and Activity Transition APIs.

Fig. 2. Mobile app: (a) Goal-setting; (b) Context selection; (c) Custom labeling.
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4.2 Wearable Device

PAL’s wearable device has an on-body component connected to an on-ear compo-
nent (Fig. 3). The on-ear component has a camera and speaker, and the on-body
component has a microprocessor and a deep learning accelerator chip (Google
Coral). There is also a button for taking custom training images.

We considered the on-ear placement suitable for not just open-ear audio
output, but also the wearable camera. Cameras on non-face body parts are
common, but due to their distance from the eyes, do not always capture the
same scene as a user’s eyes, especially when the user turns or tilts their head.
Glasses are commonly used for on-face cameras but we decided to not use glasses
frames as they are relatively bulky and pronounced on the face. Our on-ear
camera captures ∼70% of a person’s visual context (1200 cm × 750 cm view
∼1 m away).

On-device deep learning enables privacy-preserving context detection as the
user images are not sent to the cloud/another device for training or process-
ing. Also, it avoids time-consuming, power-hungry, and connectivity-dependent
constant communication with the cloud/another device for real-time processing.
The device consumes maximum 0.3A and our 2500 mAh battery lasts ∼5 h.

Fig. 3. (a) PAL’s full wearable device with an on-device deep learning accelerator, (b)
worn by a person, (c) with a close-up of the on-ear camera and audio output.

4.3 Context Detection Models

PAL has three types of models to recognize the aforementioned five types of
visual contexts: i. Fully trained models for (generic) Object and Face Detection;
ii. Low-shot custom-trainable models for Custom Face Recognition (1–2 training
images) and Custom Context Recognition (for custom activities, ∼10 training
images); iii. Semi-supervised model, i.e., Custom Context Clustering (for indoor
locations separated by geolocations). The model details are in Table 1.

We chose 90-item Common Objects in Context (COCO) [23] dataset for
object detection as COCO includes several common objects like a book, cup,
toothbrush, etc. We chose Weight Imprinting [30] for the Custom Context Recog-
nition model because it adds new classes to the old ones, instead of replacing
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Table 1. Models training and architecture details for visual context recognition.

Visual contexts Models

Object Detection MobileNet SSD v2 [11] trained on 90-item COCO
[23]

Faces Detection MobileNet SSD v2 [11] trained on Open Images v4
[16]

Custom Faces Recognition FaceNet [32], 1–2 training images/face

Custom Context Recognition Weight imprinting [30] (MobileNet v1 pre-trained on
1000-class ImageNet [3], ∼10 training images/context

Custom Context Clustering Image Embedding (MobileNet v1 pre-trained on
1000-class ImageNet) clustered via Density-Based
Spatial Clustering of Applications with Noise [5]

Table 2. In-the-wild evaluations, N= ∼1000 images, of visual context models. (We list
F1-score, in addition to the accuracy, for models tested with imbalanced classes).

Visual contexts Results

Object Detection 98.8% accuracy, F1-score= 0.79 (∼1000 instances)

Faces Detection 88.8% accuracy, F1-score= 0.9 (∼180 faces)

Custom Faces Recognition 86.9% accuracy (4 known faces, 120 instances)

Custom Context Recognition 87.2% accuracy (7 contexts, ∼350 images)

Custom Context Clustering 82% accuracy (19 indoor locations, ∼300 images)

the old classes, and thus, the users can incrementally add more custom contexts
over time. Custom Context Recognition is intended for visually similar contexts,
e.g., activities like brushing teeth, whereas Custom Context Clustering is for
clustering different, yet connected, views of a context, e.g., indoor locations.

All models are trained and inferred on the wearable device. The user presses
a button on the device to start and stop a custom training session (6 images per
minute) and labels the images on the mobile app. We tested the models with
∼1000 in-the-wild images of 4 users for 2 days (1 image every 2 min). Each model
had a ≥70% accuracy and ∼3 s inference time. The results are in Table 2.

5 Study Design

We designed a study to compare context-aware habit-support interventions using
only non-visual contexts, i.e., time, physical activity, and location, [29] (Group
Control) with those using personalized visual context detection (Group PAL).

5.1 Participants

We recruited 10 participants via our department email list (N = 10; μ= 23 yrs,
σ = 2.36 yrs; 7 males, 3 females; all students). We randomly created 2 groups -
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Group PAL (N = 5; μ= 23.2 yrs, σ = 2.39 yrs; 3 males, 2 females), and Group
Control (N = 5; μ= 22.8 yrs, σ = 2.59 yrs; 4 males, 1 female). Both groups used
PAL’s system, but only Group PAL had access to visual contexts for interven-
tions.

5.2 Measures

We used three measures: i. Weekly Habit-Formation Questionnaire, ii. Weekly
Experience Questionnaire, and iii. End-of-study Open-ended Interview.

Weekly Habit-Formation Questionnaire: Behavior change is an intricate and
long-term process, and instead of measuring behavior change, it is recom-
mended to do “efficacy evaluations”, which are “tailored to the specific behav-
ior change interventions” [15]. Since our interventions were aimed at habit-
formation, we used habit-formation as an “efficacy measure” [15]. We used the
Self-Report Habit Index (SRHI) [36] and Self-Report Behavioural Automatic-
ity Index (SRBAI) [7] as they are commonly used to quantify habit formation
[29,34,39].

Weekly Experience Questionnaire and End-of-study Open-ended Interview : It is
suggested that it is too limiting to treat behavior change as a binary variable [15],
and that research must help better understand the behavior change process [10].
In order to evaluate the habit-formation experiences of each participant, we sent
a Weekly Experience Questionnaire and conducted an end-of-study in-person
interview. The Weekly Experience Questionnaire had 3 open-ended questions –
“How was your behavior change experience?”, “Did the system help or hinder
you? How/why?”, and “Is there anything else you’d like to add?”.

5.3 Procedures

We conducted a 4-week study, with post-study evaluations 1 and 10 weeks later,
to monitor if the habits persisted after the study.

Free-living behavior change evaluations are recommended [10] and we
attempted to keep our study as “free-living” [10] as possible. The participants
could use the system whenever they wanted to but did not have to. The partic-
ipants also did not get any financial compensation or other incentives for study
completion or habit execution. Similar to Pinder et al.’s habit-formation study
with interventions in only non-visual contexts [29], we allowed participants to
select personalized habit goals and intervention contexts. We did not collect
user’s sensor data, e.g., images and geolocation, for privacy reasons.

At the start of the study, we explained the habit-support system to the
participants, guiding them about how they can set a target habit and custom
intervention context, including training personalized visual contexts. For their
target habit, each participant filled the Weekly Habit-Formation Questionnaire
at the beginning of the study, at the end of every week for the 4-week study,
and also 1 and 10 weeks after the study for post-study evaluations. At the end
of every week during the study, the participants also filled the aforementioned
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Table 3. Intervention contexts selected for habit-formation study: Group PAL (P1-P5)
using visual contexts, and Group Control (P6-P10) using only non-visual contexts.

Desired contexts Chosen intervention context

P1 “in room with partner” Custom Face[partner] AND Indoor Location[room]

P2 “brushing teeth at night” Custom Context[Brushing Teeth] AND Time[8–9]

P3 “phone/computer” Contexts =Object[Phone] OR Object[Computer]

P4 “leaving lab in evening” Time[5–7] AND Indoor Location[lab exit]

P5 “train station in morning” Context Cluster[train station] AND Time[9–11]

P6 “dinner” Time[9–10] AND Location[home address]

P7 “entering dorm room” Location[Dorm address]

P8 “leaving home in morning” Time[8–10] AND Location = [home address]

P9 “in evening at work” Time[5pm–7pm] AND Location = [office]

P10 “in the morning” Time[10am–11am]

Weekly Experience Questionnaire. Finally, at the end of the 4-week study, we
conducted an open-ended interview with the participants.

6 Results

Our 4-week study, plus post-study evaluations 1 and 10 weeks later, compared
the efficacy of habit-support interventions using visual contexts with those using
only non-visual contexts. We summarize the intervention contexts, quantitative
habit formation, and qualitative experiences of our participants below.

6.1 Chosen Habit-Support Contexts

3 out of 5 participants (P6-8) in the control group could have used interventions
in visual contexts. However, limited by only non-visual contexts, the participants
chose an approximation, e.g., Time[9–10] AND location[home] for “dinner”. All
Group PAL participants selected visual contexts and 4 out of 5 trained cus-
tom visual contexts, i.e., activities, faces, or indoor locations. The intervention
contexts chosen and desired by each participant are in Table 3.

6.2 Quantitative Habit Formation

The 4-week increase in SRBAI was 77.1% (Group PAL) and 39.3% (Group Con-
trol), and the increase in SRHI was 75.7% (Group PAL) and 21.9% (Group
Control). The average week-by-week change for the 4 weeks during the study
was: {SRBAI = {Group PAL: [64%, 17%, −13%, 5.5%]; Control: [33%, 14%,
−6%, −2.1%]}, and SRHI = {Group PAL: [59%, 21%, −7.9%, −1%]; Control:
[26%, 2.3%, −7.3%, and 2.0%]}. Most of the changes in SRHI/SRBAI occurred
in the first 2 weeks. Week 3 even had a decrease in SRHI/SRBAI since classes
started in Week 3 and our participants, all of whom were students, mentioned
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getting ‘busy’. SRHI/SRBAI remained relatively stable or in Week 4 and also
in the post-study surveys 1 and 10 weeks later. The results are shown in Fig. 4.

Fig. 4. Habit-formation results for study, N =10, comparing interventions using visual
contexts (Group PAL) with interventions in only non-visual contexts (Group Control).

6.3 Qualitative Responses

We noted the following 3 themes in our questionnaire and interview responses.

Intervention Contexts. Group PAL found interventions in the right contexts
helpful (P1: “reminders at the right time were helpful”, P3: “notifications while
in front of my laptop to not mindlessly drift into work”), especially when they
were busy (P4: “reminders especially as I got busy”, P2: “I did my habit even
though I was busy!”). The control group did not find the interventions in only
non-visual contexts as helpful because they were not in the right moments (P8:
“reminders were not for the exact moments I wanted”, P6: “notifications at
general times can be anxiety-inducing.”) – some ignored the notifications (P9:
”I did not notice the reminders because I was busy”), while others used them
as persistent, not just-in-time, reminders (P10: “notification kept reminding me
about focus(ing) on a healthy life”).

System Usability. The participants did not have privacy or social acceptabil-
ity problems with the camera. Some participants mentioned liking the camera
(P2: “liked the small and unnoticeable camera”, P3: “nice to be able to cover
the camera with hair when needed”), while others had minor complaints (P5:
“headphones and winter cap cover the camera”) or suggestions (P4: “a hardware
switch to turn off the camera in restrooms”). Moreover, three participants found
the device ‘heavy’ and one of them even mentioned that (“P4: I didn’t wear the
device for very long due to its bulkiness”), whereas two participants complained
about the limited battery life (“P1: battery doesn’t last full day”). Lastly, four
participants had minor issues due to mobile app crashes and battery drain.
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Emotions and Self-perceptions. After the study, Group PAL participants,
in general, indicated a firmer belief in their ability to change (“P2: (I learned)
I can take out time for activities I thought there wasn’t time for”, P5: “being
able to do what I had planned to do gave me the confidence to change”, P3: “As
I practiced more, it became a part of my day”), compared to the control group
participants, two of whom were apprehensive even after they were able to change
(P5: “I was successful, I am happy but I am also worried that I’ll be able to keep
it going.”). Group PAL participants felt good (P1: “I was successful...felt really
good”, P4: “healthy lifestyle doesn’t only keep you physically fit but also happy
and confident”), but the control group did not mention anything explicitly.

7 Discussion

We developed a wearable system for just-in-time habit-support interventions in
personalized visual contexts, and used it to compare the efficacy of habit-support
interventions using visual contexts with those using only non-visual contexts.
We leveraged deep learning to extend real-world habit-support interventions
to wearable egocentric visual contexts and our study shows that interventions
using personalized egocentric visual contexts can support better real-world habit
formation for behavior change than the existing habit-support interventions in
only non-visual contexts, i.e., time, geolocation, and physical activity. We discuss
the key findings, limitations, and recommendations of our study below.

7.1 Key Findings

We summarize our key findings for quantitative and qualitative results for inter-
ventions using visual contexts versus interventions in only non-visual contexts.

Quantitative Habit Formation. Our 4-week study with total 10 participants
showed almost double habit formation with interventions using personalized
wearable egocentric visual contexts than with interventions in only non-visual
contexts. The habits also persisted in the post-study surveys 1 and 10 weeks later,
showing sustainable habits without long-term dependence on app support.

Interventions in Visual Contexts. All Group PAL participants selected
interventions in at least one visual context, and though we did not measure
the context detection accuracy in our 4-week study due to privacy reasons, the
participants mentioned receiving interventions in helpful contexts. Even though
cameras usually have privacy concerns, Group PAL’s participants did not men-
tion any because their images were not sent to the cloud/another device for pro-
cessing and all the images for custom labeling were also deleted right after the
users labeled them. Overall, the participants found interventions using visual
contexts timely and useful, even during the participants’ busy days, and the
camera was usable because of its small size and proper data privacy and control
measures.
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Interventions in only Non-visual Contexts. Some participants wanted con-
texts, e.g., “dinner”, “leaving home”, and “entering dorm room”, which were
not only perfectly recognizable using non-visual contexts, i.e., time, geolocation,
and physical activity, and could have been better recognized by adding visual
context detection. Thus, the participants did not receive interventions in their
exact desired contexts an had to either remember to do their habits in their exact
desired contexts or do the habits based on the non-visual context interventions.

Moreover, the participants were not always doing the same activity in only
time or geolocation-based contexts, and doing the desired habits when they
received the intervention meant that their actions were not in stable contexts,
e.g., the participant could be having dinner or working at 9 pm. Habits form in
stable contexts and unstable contexts may have hindered habit formation.

Finally, interventions in only non-visual contexts were disruptive and even
anxiety-inducing because the exact activities the participants were doing in the
non-visual contexts varied and it was not ideal to disrupt them. Thus, the partic-
ipants ignored the interventions and even skipped habits when they were busy.

7.2 Limitations and Future Work

Our work has the following three limitations and directions for future work.

Device Usability and Functionality. Since our device was a lab-made proto-
type, it was relatively bulky and had to be recharged for day-long use. However,
with industrial design and manufacturing as well as further advancements in on-
device deep learning hardware and models, the wearable device could be made
much smaller and also have a longer battery life. Also, further research into on-
device deep learning models could open up new possibilities for visual context
detection, including human-in-the-loop personalized visual context detection.

Study Size and Participants. Our study is an initial investigation into using
visual context detection for habit-support interventions. We kept our study group
small to evaluate the detailed experience of each user. Future iterations of our
work may involve larger-scale studies with more participants, and also, poten-
tially more diverse groups, e.g., people with specific behavior change needs.

Behavior Change Measurement. We did not measure actual behavior
change using sensor data or self-report because of privacy reasons and because we
did not want to put implicit pressure on the participants to change their behav-
iors, knowing that they were being monitored or had to self-report. Instead,
we used habit formation as an efficacy measure since our system was designed
for habit support [15]. In the future, visual context sensing can be extended to
objectively track behavior change and even offer closed-loop behavior change
interventions.
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7.3 Recommendations and Implications

We have three main recommendations. First, consider including personalized
visual contexts as users want interventions in personalized visual contexts. Sec-
ond, use on-device deep learning to keep user data private. Third, use visual
context detection to deliver habit-support interventions for better habit forma-
tion. PAL supports better real-world habit formation using egocentric visual
contexts, and can also be further useful for privacy-preserving visual context
tracking and for non-habit-support behavior change interventions in egocentric
visual contexts.

8 Conclusion

Habit formation helps sustain behavior change [17,40]. We investigated if adding
egocentric visual contexts to the existing non-visual mobile contexts can improve
context-aware habit-support interventions in the real world. We conducted a
user survey about the desired habit-support intervention contexts and medi-
ums. Based on our survey, we created a wearable system, named PAL, to deliver
habit-support interventions in personalized visual contexts, while preserving user
privacy using on-device deep learning. Our study shows that using personalized
visual contexts for context-aware habit-support interventions leads to more habit
formation than interventions using only non-visual mobile contexts. The habits
also persisted 10 weeks after the study. Thus, PAL’s wearable interventions in
egocentric visual contexts improve real-world context-aware habit-support inter-
ventions for better habit formation and sustainable behavior change.

Appendix: Model Evaluation Data

We share below additional details about the in-the-wild data collected for eval-
uating our machine learning models.

1. Overall: 13 locations (9 indoors - 4 eateries, 2 shops, 1 dorm, 1 house, 1 office;
4 outdoors - 1 shopping area, 1 roadside walkway, 1 train station, 1 residential
area).

2. Object detection: 618 persons, 282 books, 48 TV screens, 45 laptops, 30 chairs,
25 bottles, 14 cars, 13 teddy bears, 8 keyboards, 7 microwaves, 7 cell phones,
6 potted plants, 5 couches, 4 bowls, 3 sandwiches, 3 trains, 2 clocks, 2 refrig-
erators, 2 sinks, 2 dining tables, 1 toilet, 1 umbrella, 1 bus, and 1 bicycle.

3. Custom activities: brushing teeth, making coffee, eating lunch, working in
own office, working in an open office area, playing pool, playing foosball (∼50
images each) (Fig. 5).
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Fig. 5. Example images, N = ∼1000, from in-the-wild evaluations of on-device models.
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Abstract. Systems aiming to aid consumers in their decision-making
(e.g., by implementing persuasive techniques) are more likely to be effec-
tive when consumers trust them. However, recent research has demon-
strated that the machine learning algorithms that often underlie such
technology can act unfairly towards specific groups (e.g., by making more
favorable predictions for men than for women). An undesired disparate
impact resulting from this kind of algorithmic unfairness could diminish
consumer trust and thereby undermine the purpose of the system. We
studied this effect by conducting a between-subjects user study investi-
gating how (gender-related) disparate impact affected consumer trust in
an app designed to improve consumers’ financial decision-making. Our
results show that disparate impact decreased consumers’ trust in the
system and made them less likely to use it. Moreover, we find that trust
was affected to the same degree across consumer groups (i.e., advantaged
and disadvantaged users) despite both of these consumer groups recog-
nizing their respective levels of personal benefit. Our findings highlight
the importance of fairness in consumer-oriented artificial intelligence sys-
tems.

Keywords: Disparate impact · Algorithmic fairness · Consumer trust

1 Introduction

Applications that seek to advise or nudge consumers into better decision-making
(e.g., concerning personal health or finance) can only be effective when con-
sumers trust their guidance. Trustworthiness is an essential aspect in the design
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of such persuasive technology (PT); i.e., technology aiming to change attitudes
or behaviors without using coercion or deception [26,28,41]; because consumers
are unlikely to use (or be persuaded by) systems that they do not trust [23,35].
Recent research has identified several factors that affect consumer trust in this
context; including consumers’ emotional states [1] as well as the system’s relia-
bility [26] and transparency [35]. Moreover, it has been argued that trust also
depends on moral expectations that consumers have towards the technology they
use [26,35]. Consumer trust could increasingly depend on such moral expecta-
tions as more systems implement machine learning algorithms (e.g., in personal
health [33,35] or finance [20] applications) that make them harder to scrutinize.

A specific moral expectation that acts as a requirement for trust in this con-
text may be fairness [39]. When nudges and advice are tailored to the individual
consumer using machine learning, consumers may expect that the system acts
fairly towards different consumer groups (e.g., concerning race or gender). Nudg-
ing or advising such that the degree of positive impact that the system has on
consumers’ lives varies with group membership could constitute an undesired
disparate impact. For example, a robo-advisor (i.e., PT designed to improve con-
sumers’ financial situation [20]) could have a disparate impact by systematically
recommending “safer”, lower-risk investments to female consumers compared
to male consumers, yielding them lower returns. Such disparate impact would
violate the moral expectation of fairness and thereby undermine consumer trust.

Employing machine learning in consumer-oriented applications often holds
the promise of increasing their usefulness to the individual consumer [33,46]
but also bears a greater vulnerability for disparate impact. Recent research has
demonstrated that machine learning algorithms may unfairly discriminate based
on group membership [2,6,27]. Such discrimination is referred to as algorithmic
unfairness if a pre-defined notion of fairness is violated [27,42] and can easily
lead to an undesired disparate impact [6,13]. For example, outcomes in advice
from robo-advisors may differ between groups, given that financial advice has
historically been gender-biased to the disadvantage of female consumers [5,24]
and algorithmic unfairness often results from disparities in the historical data
that is used to train the algorithm [27]. Although several methods have been
developed to mitigate algorithmic unfairness [7], in many cases it is currently
not possible to do so to a satisfactory degree [8].

Disparate impact is thus a realistic issue that could undermine the efficacy
of consumer-oriented artificial intelligence (AI) systems. It has been argued that
fairness plays a key role in fostering trust in AI [4,34,37,39,40]. However, to the
best of our knowledge, no previous work has studied the influence of undesired
disparate impact (i.e., as a result of algorithmic unfairness) on consumer trust.
It is further unclear whether unfairly advantaged consumers are affected to the
same degree as disadvantaged consumers in this context. That is, the influence
of disparate impact on consumer trust may depend on perceived personal benefit
(i.e., advantaged users trusting the system’s advice despite disparate impact
as long as they personally benefit) or not (i.e., advantaged users losing trust
in lockstep with disadvantaged users despite a perceived personal benefit). We
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study the effect of disparate impact on consumer trust at the use case of gender
bias in robo-advisors by investigating the following research questions:

– RQ1. Does an apparent disparate impact of a robo-advisor affect the degree
of trust that consumers place in it?

– RQ2. Does disparate impact affect the trust of unfairly advantaged con-
sumers to a different degree than that of unfairly disadvantaged consumers?

To answer these questions, we conducted a between-subjects user study where
we exposed participants to varying degrees of disparate impact of a robo-advisor
(i.e., advantaging male users; see Sect. 3). Our results show that disparate impact
negatively affected consumer’s trust in the robo-advisor and decreased their will-
ingness to use it (see Sect. 4). Furthermore, we find that, despite both groups rec-
ognizing their respective personal (dis)advantage, both the disadvantaged group
(women) as well as the advantaged group (men) experienced the same decrease
in trust when learned about a disparate impact of the robo-advisor. Our findings
underline the importance of ensuring algorithmic fairness in consumer-oriented
(AI) systems when aiming to maintain consumer trust.

2 Background and Related Work

We study the effect of disparate impact on consumer trust at the use case of gen-
der bias in robo-advisors. Our reasons for choosing the financial domain here are
threefold. First, algorithmic decision-making is already widespread in consumer-
oriented financial applications (e.g., in robo-advisors) [20]. Second, algorithmic
decision-making in such systems is highly impactful: it directly affects consumers’
financial situations and thereby their life quality. Third, (human) financial advice
has traditionally been gender-biased, underestimating and disadvantaging female
consumers [5,24]. Historical data on financial advice thus contain these biases.
If the algorithms that underlie robo-advisors are trained using these data, robo-
advisors may have according disparate impact.

Trust in AI Systems. Consumers do not use systems that they do not trust [23].
That is why trust is an important aspect in the interaction between consumer-
oriented AI systems (e.g., those implementing PT) and consumers [1,26,35,41].
Recent research has linked trust in such systems to the reliability [26] and trans-
parency [35] of the system at hand as well as consumers’ emotional states [1] and
moral expectations [26,35]. Such moral expectations may gain in importance
as systems increasingly rely on machine learning algorithms [20,30,33,35,46].
Moreover, whereas in some cases consumers fall prey to automation bias (i.e., a
tendency to prefer automated over human decisions) [10], in other cases, they
experience what has been referred to as algorithm aversion: a tendency to prefer
human over algorithmic advice [11,29,32]. Research has shown that algorithm
aversion can be the result of witnessing how an algorithm errs [12]. Especially in
cases where a machine learning algorithm acted unfairly, leading to an undesired
disparate impact (i.e., violating consumers’ moral expectations and reflecting
erroneous decision-making), consumer trust could thus be diminished.
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Measuring and Mitigating Algorithmic Unfairness. Research has demonstrated
that machine learning algorithms can make biased (unfair) predictions to the
disadvantage of specific groups [2,6,27,43]. For instance, AI systems may dis-
criminate between white and black defendants in predicting their likelihood of
re-offending [2] and between male and female consumers in predicting their cred-
itworthiness [43]. Several methods have been proposed to measure and mitigate
biases in algorithmic decision-making [7,15,21,22,27,47]. Despite these efforts,
the measurement and mitigation of algorithmic bias remain challenging [8,27].

Disparate Impact and Trust. Algorithmic fairness has been identified as a core
building block of trustworthy AI systems [4,34,37,39,40], yet few studies directly
investigate the relationship between algorithmic fairness (or disparate impact)
and consumer trust. Participants in one study reported that learning about
algorithmic unfairness induced negative feelings and that it might cause them
to lose trust in a company or product [45]. Consumers have further expressed
general concerns about disparate impact of AI on a societal level [3] and are
more likely to judge decisions as less fair and trustworthy if they are made by an
algorithm as opposed to a human [19]. However, it has also been shown that the
degree to which people are concerned about disparate impact depends on their
personal biases [31,36]. What remains unclear is to what extent disparate impact
(as a result of algorithmic unfairness) affects consumer trust and, if so, who (i.e.,
unfairly advantaged and disadvantaged consumers) are affected in particular.

3 Method

To investigate the two research questions identified in Sect. 1, we conducted a
between-subjects user study. The setting of this study was a fictional scenario in
which a bank offers a robo-advisor – called the AI Advisor – to its customers.
We aimed to perform a granular analysis of the effect of disparate impact on
consumer trust by exposing participants to different degrees of disparate impact
supposedly caused by the AI Advisor and measuring their attitudes towards
this system. Specifically, we analyzed whether the different degrees of disparate
impact affected participant’s trust (i.e., whether they believed that the AI Advi-
sor would make correct predictions and therefore benefit its users). To differenti-
ate between this general notion of trust and related attitudes, we also measured
willingness to use and perceived personal benefit concerning the AI Advisor.

3.1 Operationalization

Dependent Variables. Our experiment involved measuring participants’ atti-
tudes towards the AI advisor ; specifically trust, willingness to use, perceived
personal benefit. Each variable was measured twice: once after participants saw
general user statistics (Step 1; see Sect. 3.3) and once after participants saw
gender-specific user statistics on the AI advisor (Step 2). We computed differ-
ence scores from these two measurements that reflected how seeing the gender-
specific statistics affected participant’s attitudes as compared to their baseline
attitudes.
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– Change in Trust (Continuous). Participants rated their trust by responding
to the item “In general, the AI advisor can be trusted to make correct recom-
mendations” on a 7-point Likert scale. We coded all responses on an ordinal
scale ranging from −3 (strongly disagree) to 3 (strongly agree) and subtracted
the second measurement from the first to compute the change in trust. Values
could thus range from −6 to 6.

– Change in Willingness to Use (Categorical). Participants could respond to
the item “I would personally use the AI Advisor” with either “yes” or “no”.
We recorded whether their answer had changed (i.e., “yes” to “no” or vice
versa) or stayed the same in the second measurement. This variable thus
encompassed three categories.

– Change in Perceived Personal Benefit (Continuous). Participants rated their
perceived personal benefit by responding to the item “I would personally
benefit from using the AI advisor” on a 7-point Likert scale. To compute the
change in perceived personal benefit, we again subtracted the second measure-
ment from the first. Values could thus range from −6 to 6.

Independent Variable. Our experiment varied depending on the condition
that a participant was placed in (see Sect. 3.3):

– Condition. During the experiment, we showed participants a table with user
statistics of bank customers that use the AI advisor. These statistics, sup-
posedly showing the average change in bank account balance for users and
non-users of the AI Advisor, split by gender, differed depending on the con-
dition a participant had been placed in. Each participant saw only one of
four conditions: the control condition (in which the statistics were balanced
across genders, reflecting an absence of disparate impact) or one of three
experimental conditions – which we call little bias, strong bias, and extreme
bias – that reflected varying degrees of disparate impact in favor of male con-
sumers. Specifically, these different degrees of disparate impact represented
scenarios in which female users of the AI advisor were disadvantaged but still
benefited from using the AI advisor (little bias), did not benefit from the AI
advisor (strong bias), or would in fact benefit from not using the AI advisor
(extreme bias). Table 1 shows the numbers that were shown in the second
statistics table in each of the conditions.

Individual Differences and Descriptive Statistics. We took two additional
measurements to enable more fine-grained analyses and describe our sample:

– Gender. Participants could state which gender they identified with by picking
from the options “male”, “female”, and “other/not specified”.

– Age. Participants could write their age in an open text field.

3.2 Hypotheses

Based on the research questions RQ1 and RQ2 introduced in Sect. 1, the related
work from Sect. 2, and the experimental setup described in this section, we for-
mulated several hypotheses. We expected that disparate impact will decrease
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Table 1. Fictional gender-specific statistics shown to participants during the second
step of the study across. Only the top left two cells (concerning users of the AI Advisor)
differed across conditions, reflecting varying degrees of disparate impact.

Using Not Using

AI Advisor AI Advisor

Male 20% 10%

Female 20% 10%

All 20% 10%

Control condition

Using Not Using

AI Advisor AI Advisor

Male 25% 10%

Female 15% 10%

All 20% 10%

Little bias condition

Using Not Using

AI Advisor AI Advisor

Male 30% 10%

Female 10% 10%

All 20% 10%

Strong bias condition

Using Not Using

AI Advisor AI Advisor

Male 35% 10%

Female 5% 10%

All 20% 10%

Extreme bias condition

consumer trust (H1a) and that consumers will be less likely to use the AI Advi-
sor (H1b) if it has disparate impact (i.e., the stronger the disparate impact, the
lower consumer trust and willingness to use the AI Advisor). We predicted that
disparate impact would affect the perceived personal benefit of male consumers
differently compared to female consumers (i.e., following what the displayed
statistics suggest; H2a). Accordingly, we further expected that the decrease in
trust described in H1a would be moderated by gender (H2b). That is, we pre-
dicted that the trust of advantaged consumers (i.e., men) would be affected
differently compared to disadvantaged consumers (i.e., women).

– H1a. Consumers who are exposed to statistics that reveal a disparate impact
of a robo-advisor in favor of male users will trust this system less to give cor-
rect recommendations compared to consumers who are exposed to balanced
statistics.

– H1b. Consumers who are exposed to statistics that reveal a disparate impact
of a robo-advisor in favor of male users will be less likely to use this system
compared to consumers who are exposed to balanced statistics.

– H2a. The effect of statistics suggesting a disparate impact of a robo-advisor
in favor of men on perceived personal benefit is moderated by gender.

– H2b. The effect of statistics suggesting a disparate impact of a robo-advisor
in favor of men on consumer trust is moderated by gender.
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3.3 Procedure

We set up our user study by creating a task on the online study platform Figure
Eight.1 Before commencing with the experiment, participants were shown a short
introduction and asked to state their gender and age. The experiment consisted
of two steps. Whereas Step 1 was the same for all participants, Step 2 differed
depending on which one of four conditions a participant had been assigned to.

Step 1. We introduced participants to a fictional scenario in which they could
activate a robo-advisor – called the AI advisor – in their banking app:

“Imagine your bank offers a digital assistant called the ‘AI advisor’. If you
activate the AI advisor in your banking app, it will monitor your finan-
cial situation and give you relevant recommendations that may improve
your financial situation. For example, it may suggest saving strategies or
recommend investments.”

Additionally, to promote the idea that the AI Advisor is generally reliable, par-
ticipants were given an idea of whether people benefit from using the AI Advisor :

“Overall statistics suggest that people benefit from using the AI advi-
sor. The bank account balance of bank customers who use the AI advisor
increases by an average of 20% every year, whereas the balance of cus-
tomers who don’t use the AI advisor increases by an average of only 10%
per year.”

Below was a table displaying the mentioned statistics. We then measured trust,
willingness to use, and perceived personal benefit concerning the AI Advisor.

Step 2. Participants were led to a new page for the second step of the experi-
ment. Here we added some additional information on the AI advisor:

“Next to general statistics on all bank customers, we can also look at how
the AI advisor performs for subgroups of bank customers. Below you can
see the change in bank account balance for men and women in particular.”

Below this text was a table similar to the table in Step 1, but with two
added rows that showed the average change in bank account balance per year
for men and women in particular (see Table 1). Whereas the statistics for all bank
customers overall, as well as for men and women not using the AI advisor was the
same in all conditions, the statistics for men and women using the AI advisor
varied depending on the condition they were assigned to (see Sect. 3.1). Each
Table 1 shows the displayed statistics for male and female users per condition.
We then again measured trust, willingness to use, and perceived personal benefit.

1 Since conducting this study in June 2019, Figure Eight has been renamed to Appen.
More information can be found at https://appen.com.

https://appen.com
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3.4 Statistical Analyses

Testing H1a and H2b. To test whether there is an effect of disparate impact
on consumer trust (H1a) that is moderated by gender (H2b), we conducted a
classical ANOVA with condition and gender as between-subjects factors and
change in trust as the dependent variable. A significant main effect of condition
on change in trust in this analysis would suggest that change in trust differed
between conditions (H1a). In this case, we would perform posthoc analyses to
investigate the differences between the conditions in more detail. A significant
interaction effect between condition and gender would suggest that the condi-
tions had a different effect for the disadvantaged group (i.e. female participants)
compared to the advantaged group (i.e., male participants; H2b).

We further conducted a Bayesian ANOVA according to the protocol proposed
by van den Bergh et al. [38]. Bayesian hypothesis tests involve the computation
of the Bayes factor, a quantitative comparison of the predictive power of two
competing statistical models [44]. The Bayes factor weighs the evidence provided
by the data and thus allows for direct model comparison. Practically, comparing
different models (i.e., including or excluding an interaction effect of condition and
gender) this way allowed for a richer interpretation of our results. We performed
the Bayesian ANOVA using the software JASP [16] with default settings. We
computed Bayes Factors (BFs) by comparing the models of interest to a null
model2 and interpreted them according to the guidelines proposed by Lee and
Wagenmakers [18], who adopted them from Jeffreys [17].

Testing H1b. We tested whether disparate impact affected participants’ will-
ingness to use the AI Advisor by conducting a chi-squared test between condition
and change in willingness to use. A significant result in this analysis would sug-
gest that the number of participants’ who changed their willingness to use the
AI Advisor differed across conditions.

Testing H2a. We conducted another ANOVA with condition and gender as
between-subjects factors and change in perceived personal benefit as dependent
variable to test whether gender acted as a moderator here. A significant inter-
action effect in this analysis would indicate that this was the case.

Significance Threshold and Correction for Multiple Testing. In all clas-
sical analyses we conducted, we aimed for a type 1 error probability of no more
than 0.05. However, by conducting our planned analyses we automatically tested
a total of seven hypotheses: three in each ANOVA (i.e., two main effects and
one interaction) and one in the chi-squared test. This meant that the probability
of committing a type 1 error rose considerably [9]. Therefore, we adjusted our
significance threshold by applying a Bonferroni correction, where the desired
type 1 error rate is divided by the number of hypotheses that are tested [25].
In our main analyses we thus handled a significance threshold of 0.05

7 = 0.007
and only regarded results as statistically significant if their p-value fell below
this adjusted threshold. The same procedure was applied for posthoc analyses

2 The null model in this procedure consisted of only an intercept.



Disparate Impact Diminishes Consumer Trust 143

comparing each of the four conditions with each other as this meant conducting(
4
2

)
= 6 hypothesis tests (i.e., adjusting the threshold to 0.05

6 = 0.008).

3.5 Participants

We recruited 567 participants via the Figure Eight pool of contributors (554) and
direct contacts (13). Seventy-three participants were excluded from the study
because they either filled at least one of the obligatory text fields with less than
10 characters, took less than 60 s to complete the task, or took more than 10 min
to complete the task. Furthermore, we did not analyze data of five participants
who stated “other/not specified” as their gender because our study involved a
disparate impact between male and female consumers.

After exclusion, 489 participants remained. Of those, 238 (49%) were male
and 251 (51%) were female; with a mean age of 41.9 (sd = 13.1). Participants
recruited by Figure Eight received $0.10 as payment for participation. Random
allocation to the four conditions resulted in 124, 121, 121, and 122 participants
in the control, little bias, strong bias, and extreme bias conditions, respectively.

4 Results

H1a: Disparate Impact Decreased Consumer Trust. As hypothesized,
change in trust differed across conditions (F = 6.906, p < 0.001; see the left-hand
panel of Fig. 1). The results from the Bayesian ANOVA confirm this result, show-
ing strong evidence for a main effect of condition (BF10 = 70.02, see Table 2).
To test for differences between the individual conditions, we conducted posthoc
analyses (i.e., Mann-Whitney U tests). Only the difference between the control
and extreme bias conditions was significant (W = 9368, p < 0.001). This suggests
that participants lost trust due to disparate impact, but also that the unfairness
needed to be comparatively extreme for this effect to occur.

Table 2. Bayesian ANOVA with change in trust as dependent variable.

Models P(M) P(M|Data) BFM BF10 Error %

Null model 0.200 8.209e−4 0.003 1.000

Condition 0.200 0.057 0.244 70.024 0.001

Gender 0.200 0.004 0.018 5.413 1.533e−6

Condition + gender 0.200 0.735 11.116 895.772 1.638

Condition + gender + condition * gender 0.200 0.202 1.012 245.894 1.978

H1b: Disparate Impact Decreased Willingness to Use. In accordance
with disparate impact negatively affecting trust (H1a), it decreased participants’
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Fig. 1. Change in trust across conditions for all participants (left-hand panel) and split
by gender (right-hand panel). The error bars represent 95% confidence intervals.

Table 3. Change in willingness to use across conditions. The labels −, =, and + reflect
changes from “yes” to “no”, no change, “no” to “yes”, respectively.

Change Condition

Control Little Bias Strong Bias Extreme Bias

− 1 9 23 16

= 121 111 97 105

+ 2 1 1 1

Total 124 121 121 122

willingness to use the AI Advisor (see Table 3). The increasing proportion of par-
ticipants who changed their attitude from “yes” to “no” as conditions reflected
stronger disparate impact was statistically significant (χ2 = 25.06, p < 0.001).

H2a: Gender Moderated the Effect of Disparate Impact on Perceived
Personal Benefit. As expected, the results from the second ANOVA show
a significant interaction effect of condition and gender on change in perceived
personal benefit (F = 8.525, p < 0.001). This means that male participants’
perceived personal benefit was affected differently compared to that of female
participants. More specifically, Fig. 2 shows that whereas men’s perceived per-
sonal benefit did not change due to seeing the gender-specific user statistics
across conditions, female participants perceived increasingly lower levels of per-
sonal benefit as disparate impact (to their disadvantage) became more severe.

H2b: Male Consumers Experienced the Same Decrease in Trust as
Female Consumers. In contrast to what we hypothesized, we do not find a sig-
nificant interaction effect of condition and gender on change in trust (F = 2.094,
p = 0.096; see the right-hand panel of Fig. 1). We can therefore not conclude that
the conditions had a different effect on male participant’s change in trust com-
pared to that of female participants. The Bayesian ANOVA confirms this result:
the model containing just two main effects for condition and gender explain
the data best (BF10 = 895.77; see Table 2) and roughly four times better than
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the model that includes the interaction effect (BF10 = 245.89). This suggests
that unfairly advantaged and disadvantaged participants (i.e., men and women,
respectively) experienced the same decrease in trust due to algorithmic unfair-
ness despite diverging levels of perceived personal benefit (H2a).

Fig. 2. Change in perceived personal benefit across conditions and split by gender. The
error bars represent 95% confidence intervals.

5 Discussion

In this paper, we presented a between-subjects user study that aimed to investi-
gate the influence of algorithmically-driven disparate impact on consumer trust
at the use case of gender-bias in robo-advisors. Our results suggest that disparate
impact – at least when it is extreme – decreases trust and makes consumers less
likely to use such systems. We further find that, although disadvantaged and
advantaged users recognize their respective levels of personal benefit in scenar-
ios of disparate impact, both experience equally decreasing levels of trust when
they learn about a disparate impact caused by the system at hand. Our work
contributes to a growing body of literature that highlights the importance of
ensuring fairness and avoiding disparate impact of consumer-oriented AI sys-
tems.

5.1 Implications

Our findings have implications for consumers as well as industry. Consumers
should be aware that machine-learning-based applications can be biased. If dis-
parate impact is an important factor for consumer trust, consumers need to
think critically when using such systems. One potential way forward for con-
sumers would be to demand from companies to publish independently carried
out research into the (algorithmic) fairness and impact of their products.

Publishers of consumer-oriented AI systems need to establish algorithmic
fairness in their products and avoid disparate impact to serve consumers effec-
tively. Our findings show that failing to do so may lead to a decrease in con-
sumers’ trust and willingness to use such systems.
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5.2 Limitations and Future Work

Our study is subject to at least five important limitations. First, we studied the
effect of disparate impact on consumer trust at a specific use case: a binary gen-
der bias in robo-advisors. This makes our results difficult to generalize because
many other forms of bias (including those based on race, religion, or sexual
orientation) as well as other AI systems (e.g., for recommendations of medical
treatment, tourist attractions, or movies) exist. It is easy to imagine how con-
sumer trust could be affected differently when, for example, disparate impact
concerns small minorities, multitudes of gender identities (or another consumer
characteristic), a chosen group membership such as consumers’ profession, or a
system that is less impactful on consumers’ personal lives than a robo-advisor.
On a related note, we here positioned women in the disadvantage and men in the
advantage (i.e., the setting that corresponds to biases in human financial advice)
but it is not certain if we were to obtain the same results if the (dis-)advantage
was distributed the other way round. Future work could explore these different
scenarios to help generalize and better understand the relationship between the
effect of disparate impact on consumer trust.

Second, our finding that advantaged and disadvantaged users experienced the
same decrease in trust appears to go counter to previous research suggesting that
people make stronger fairness judgments when they are personally affected [14].
However, it is not clear from our results to what degree advantaged users (i.e.,
men) felt personally affected; e.g., because they have women in their lives who
they deeply care about. The role of personal relevance in the effect of disparate
impact on consumer trust thus remains to be clarified by future research.

Third, our results show a decreasing trend in consumer trust as conditions
become more extreme, but show a statistically significant difference only between
the control and extreme bias conditions. Future work could examine these differ-
ences (also across domains) in more detail to establish the relationship between
the level of disparate impact and consumer trust (e.g., to determine what lies
within and beyond an “acceptable margin” of disparate impact).

Fourth, we studied fairness related to group membership (i.e., gender), which
might elicit a different (moral) evaluation than fairness on the individual level.
Our results show that trust can decrease despite perceived personal benefit.
However, this effect might have been caused by a sense of loyalty towards the
disadvantaged group. An interesting direction for future work is to study whether
similar patterns emerge when disparate impact concerns individuals; e.g., when
advantaged and disadvantaged subjects are randomly chosen.

6 Conclusion

We presented a user study investigating the effect of algorithmically-driven dis-
parate impact (i.e., when algorithm outcomes adversely affect one group of con-
sumers compared to another) on consumer trust. Specifically, we studied the
effect of gender-bias in an application that aimed to persuade consumers’ to
make better financial decisions. We found that disparate impact decreased par-
ticipants’ trust and willingness to use the application. Furthermore, our results
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show that the trust of unfairly advantaged participants was just as affected as
that of disadvantaged participants. These findings imply that disparate impact
(i.e., as a result of algorithmic unfairness) can undermine trust in consumer-
oriented AI systems and should therefore be avoided or mitigated when aiming
to create trustworthy technology.

Acknowledgements. This research has been supported by the Think Forward Ini-
tiative (a partnership between ING Bank, Deloitte, Dell Technologies, Amazon Web
Services, IBM, and the Center for Economic Policy Research – CEPR). The views and
opinions expressed in this paper are solely those of the authors and do not necessar-
ily reflect the official policy or position of the Think Forward Initiative or any of its
partners.

References

1. Ahmad, W.N.W., Ali, N.M.: A study on persuasive technologies: the relationship
between user emotions, trust and persuasion. Int. J. Interact. Multimed. Artif.
Intell. 5(1), 57–61 (2018). https://doi.org/10.9781/ijimai.2018.02.010

2. Angwin, J., Larson, J., Mattu, S., Kirchner, L.: Machine bias: there’s software used
across the country to predict future criminals and it’s biased against blacks. ProP-
ublica (2019). https://www.propublica.org/article/machine-bias-risk-assessments-
in-criminal-sentencing

3. Araujo, T., Helberger, N., Kruikemeier, S., de Vreese, C.H.: In AI we trust? Per-
ceptions about automated decision-making by artificial intelligence. AI Soc. 35(3),
611–623 (2020). https://doi.org/10.1007/s00146-019-00931-w

4. Arnold, M., et al.: FactSheets: increasing trust in AI services through supplier’s
declarations of conformity. IBM J. Res. Dev. 63(4–5) (2019). https://doi.org/10.
1147/JRD.2019.2942288

5. Baeckström, Y., Silvester, J., Pownall, R.A.: Millionaire investors: financial advi-
sors, attribution theory and gender differences. Eur. J. Financ. 24(15), 1333–1349
(2018). https://doi.org/10.1080/1351847X.2018.1438301

6. Barocas, S., Selbst, A.D.: Big data’s disparate impact. Calif. Law Rev. 104(671),
671–732 (2016)

7. Bellamy, R.K., et al.: AI fairness 360: an extensible toolkit for detecting and mit-
igating algorithmic bias. IBM J. Res. Dev. 63(4–5) (2019). https://doi.org/10.
1147/JRD.2019.2942287

8. Corbett-Davies, S., Goel, S.: The Measure and Mismeasure of Fairness: A Critical
Review of Fair Machine Learning. arXiv Preprint arXiv:1808.00023 (2018)

9. Cramer, A.O.J., et al.: Hidden multiplicity in exploratory multiway ANOVA:
prevalence and remedies. Psychon. Bull. Rev. 23(2), 640–647 (2015). https://doi.
org/10.3758/s13423-015-0913-5

10. Cummings, M.L.: Automation bias in intelligent time critical decision support
systems. Collect. In: AIAA 1st Intelligent Systems Technical Conference, Technical
Paper, vol. 2, pp. 557–562 (2004). https://doi.org/10.2514/6.2004-6313

11. Diab, D.L., Pui, S.Y., Yankelevich, M., Highhouse, S.: Lay perceptions of selection
decision aids in US and non-US samples. Int. J. Sel. Assess. 19(2), 209–216 (2011).
https://doi.org/10.1111/j.1468-2389.2011.00548.x

12. Dietvorst, B.J., Simmons, J.P., Massey, C.: Algorithm aversion: people erroneously
avoid algorithms after seeing them err. J. Exp. Psychol. Gen. 144(1), 114–126
(2015). https://doi.org/10.1037/xge0000033

https://doi.org/10.9781/ijimai.2018.02.010
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://doi.org/10.1007/s00146-019-00931-w
https://doi.org/10.1147/JRD.2019.2942288
https://doi.org/10.1147/JRD.2019.2942288
https://doi.org/10.1080/1351847X.2018.1438301
https://doi.org/10.1147/JRD.2019.2942287
https://doi.org/10.1147/JRD.2019.2942287
http://arxiv.org/abs/1808.00023
https://doi.org/10.3758/s13423-015-0913-5
https://doi.org/10.3758/s13423-015-0913-5
https://doi.org/10.2514/6.2004-6313
https://doi.org/10.1111/j.1468-2389.2011.00548.x
https://doi.org/10.1037/xge0000033


148 T. Draws et al.

13. Feldman, M., Friedler, S.A., Moeller, J., Scheidegger, C., Venkatasubramanian,
S.: Certifying and removing disparate impact. In: Proceedings of the 21th ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining, pp.
259–268 (2015)

14. Ham, J., van den Bos, K.: Not fair for me! the influence of personal relevance on
social justice inferences. J. Exp. Soc. Psychol. 44(3), 699–705 (2008). https://doi.
org/10.1016/j.jesp.2007.04.009

15. Hardt, M., Price, E., Srebro, N.: Equality of opportunity in supervised learning.
In: Advances Neural Information Processing Systems, pp. 3323–3331 (2016)

16. JASP Team: JASP (Version 0.14) (2020)
17. Jeffreys, H.: Theory of Probability. Oxford University Press, Oxford (1939)
18. Lee, M.D., Wagenmakers, E.J.: Bayesian Cognitive Modeling: A Practical

Course. Cambridge University Press, Cambridge (2014). https://doi.org/10.1017/
CBO9781139087759

19. Lee, M.K.: Understanding perception of algorithmic decisions: fairness, trust, and
emotion in response to algorithmic management. Big Data Soc. 5(1), 1–16 (2018).
https://doi.org/10.1177/2053951718756684

20. Lieber, R.: Financial Advice for People Who Aren’t Rich, April 2014. https://
www.nytimes.com/2014/04/12/your-money/start-ups-offer-financial-advice-to-
people-who-arent-rich.html
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Abstract. With the rise of dependency of online shopping and service
providers, consumer ratings and reviews help users decide between good
and bad options. Prior studies have already shown that the layout and
visual cues provided with a rating scale can affect the users’ responses.
This paper aims to explore: 1) users’ reaction to certain visual cues in
rating scales, and 2) users’ preference in rating scale designs and how it
influences the rating scores. A survey (n = 187) was conducted to collect
user ratings of popular products with six different rating scale designs,
using two types of visual icons (stars and emojis) and colour-schemes
(using a warm-cool and a traffic-light metaphors). Statistical analysis
from the survey shows that users prefer the scale with most visually
informative design (traffic-light metaphor colours with emoji icons). It
also shows that users tend to give their true ratings on scales they like
most, rather than the scale design they are most familiar with. Based
on these results, it can be concluded that user involvement is desirable
in selecting the rating scale designs, and that visual cues with cognitive
metaphors can ensure more accurate (truthful) rating scores from users.
Our approach has novelty because we elicited the users’ own opinion
on what their accurate or “true” rating is rather than only relying on
analysing the data received from the rating scores. Our work can offer
insights for online rating scales designs to improve the rating decision
quality of users and help online business platforms provide more credible
ratings to their customers.

Keywords: Rating scale designs · True rating · Visual metaphor ·
Frequent pattern mining · User decision quality

1 Introduction

Word of Mouth or WOM has been a powerful driving force for sales and business
since ages. WOM is an informal communication between private parties about
the evaluation of goods and services based on their experience [3]. Online WOM
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has a particularly strong hold on consumers’ decision making [4]. For online
marketplaces such as Airbnb, Uber, eBay, user ratings and reviews are used
to build trust between consumers [7] and this trust is the foundation of their
business. The user rating and review is therefore not an option anymore, it is an
expectation for the users [7]; how users rate products has a huge economic impact
on e-business. Although the economic effect of online user review is paramount
[5,6], research shows that users can be affected by rating bias, which can hamper
the review quality and effectiveness [12]. Users give different ratings of the same
item when they are using different types of rating scales, and such biased ratings
distort the rating score averages (and the reputations) of products [1]. Users often
have certain preferences for rating scale designs as well [22], and depending on
whether they like or dislike a give type of scale they may not give their truthful
rating, i.e. the scale itself may bias the ratings they give. However, in most
e-commerce sites, the user experience designers (UX designers) are guided by
utilitarian or aesthetic considerations and are not aware of the subtle influence
their choices may have on the resulting ratings by users. The effect of different
rating scales and their design features (granularity, labelling, colour) and the
users interpretation of them has been evaluated and analysed in many studies
[11,17]. Each of them has suggested that these visual cues can trigger different
reactions in users, which in turn can assist users to understand their rating
process better and ease their effort of making rating decisions [18]. Our work
offers a novel user-centric approach to address the problem, by asking the users
making users aware of their inconsistent ratings given to the same items using
5-level scales with different type and colour and asking them to choose their
true ratings among the ratings they have given for a product. We also asked
users to select their preferred scale design and incorporated their own preferred
rating scale designs and their true ratings in data analysis. We also investigated
the effect of each visual feature, or lack thereof in the rating scale designs on
the users’ rating decisions. The study leads us to create guidelines to help UX
designers in selecting certain visual cues in rating scales and including options
for users to choose their preferred rating scales, to help them give their true
(unbiased) ratings. By improving users’ rating process this work contributes to
improving the information available about online goods and services and helping
them build deserved reputation.

2 Related Work

2.1 Rating Scales Design Impact

The impact of different rating scale design on user’s rating behaviour has been
an ongoing topic for research and investigation. The work by Chen et al. [1]
suggested that the consumer feedback has improved sales at Amazon.com. The
effects of design parameters of rating scales on the interaction of users with
websites have been investigated in [2], which proved the presence of psychometric
properties of scales. F. Cena and F. Vernero proposed a rating scale model by
categorizing the features of rating scales presented on other works [8]. The body
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of work by F. Cena et al. in [9] provide new empirical information about the
impact of rating scales on user ratings and proposed using linear functions to map
ratings from one scale to another. The experiment conducted by Gena et al. [10],
shows that the rating scales have their own “personality” while investigating how
a recommender system can properly deal with values coming from heterogeneous
rating scales. The user survey described in [22] presents the costs and benefit
analysis associated with different rating scales and a qualitative evidence of users
preferring certain rating scale design over others.

2.2 Users’ Preference of Rating Scale

The survey results from [22] revealed a lot about users rating scale preferences,
such as 5-star being the most popular scale design and their dislikes regarding
sliders or more granular scales. The survey by Maharani et al. on [18] concludes
that users prefer rating scales which have clear separation identifying low and
high ends and 5-star rating scales as well. The work by Christoph et al. [13]
investigates the role of different design aspects of rating scales that result in
high user enjoyment and participation and that improves the overall rating per-
formance. Using different rating scale icons such as smileys, star, heart, buttons
or grids have been investigated and analysed in [14], which shows that heart
and star icons received lower ratings compared to smileys and grid design had
negative impacts on the ratings. The role of different rating scale designs such as
thumbs up, star or sliders in reducing rating biases have been analysed in [16],
where users have preferred using star ratings over sliders.

2.3 Use of Colour Cues for Rating Scale

The impact of colour on rating scales has been included and analysed in many
studies [23]. It has been observed that using different colours to separate the
different ends of a rating scale can help users in rating process [17,18]. The
effect of using blue and red as positive and negative hues [25] for rating scales
has been investigated by [17] and [18]. Another popular colour scheme, the traffic-
light metaphor, where red is used as negative end and green as positive, has been
applied in [26] to analyse the emotional response of users while rating. However,
the actual role of using a scale that users prefer using and the role of visual cues
in helping users to give true rating scores has not been investigated yet.

Our work differs from previous works as we propose a user study that takes
input from the users themselves about the accuracy of the rating scores that
they have given, i.e. which of the scores given by them reflects their true opinion
(we call this “the user’s true rating”). We investigated whether users prefer using
a specific colour scheme and a rating scale that uses emoticons as visual cues
and if they give their true ratings using their preferred scales. Our work also
attempted to find how the overall rating scores were affected by the visual cues
provided with the rating scales.



Towards Better Rating Scale Design 153

3 Methodology

In this section, we present our research hypotheses, user study design, the statis-
tical and data mining tools used to validate our proposed hypotheses, research
context and the demographics of participants.

3.1 Research Hypotheses

Users’ preference for certain design cues/aspects of rating scales is a major factor
in users’ rating decisions [18]. Users’ rating preference behaviour has been uti-
lized to improve recommender system filtering in [24]. In this paper, we attempt
to answer the following research question:

Do users provide true ratings on rating scale designs they prefer and if so,
are preferred rating scales those that have more visually informative cues?

We answer this question by testing three hypotheses. We derive our first
hypothesis from principle of nonredundancy [20], which states that the respon-
dents tend to assign meanings to visual cues in rating scales to give adequate
responses. In other words, the more visual cues a rating scale provides, the bet-
ter the users can decide on their rating scores. We derive the second hypothesis
based on the analysis in [14], which shows that users’ preference in response for-
mats have significant effect on survey outcomes. We hypothesize that users will
give their true ratings when they use rating scales they prefer. The work in [17]
shows that using numeric labelling on two ends of a response scale tends to push
the responses towards the high (positive) end of scale. This is the basis of our
third hypothesis which states that users tend to react more positively towards
more visually informative scales.

H1: Users prefer rating scale which provides visual cues that assist users in
their rating process, than the ones they mostly use on the internet.

H2: Users give their true ratings on rating scale designs they prefer.
H3: Using user-preferred rating scales with more visual cues creates a positive

bias in the ratings given by users.

3.2 Rating Scale Designs for the User Study

We selected two separate factors for six rating scale designs: use of graphical
icons and use of colour metaphors. Two separate icons: Star and Emoji and two
colour schemes: traffic-light (red-yellow-green) and warm-cool (red-yellow-blue)
have been used in the survey. For a neutral tone, an option of all-yellow colour
scheme was used. The rating scale designs and their varying visual cues are
shown in Fig. 1.

We selected two graphical icons (star and emoji) as rating scale points based
on the rating scale model implemented in the work by F. Cena and F. Vernero in
“A Study on User Preferential Choices about Rating Scales” [8]. In their model,
the authors divided the rating scales into three categories: Human, Neutral and
Technical scales. We used human emoji icon to represent human scale and star
icon to represent neutral scale. We excluded the third category “Technical Scale”,
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Fig. 1. The six rating scales and the visual cues used on them for the user study.

because they use no icons/image for scale points. Also, there have been many
studies which provided strong evidence about technical scales such as slider or
point system are not preferred or liked by the users [8,18,22].

In our experiment, we wanted to see if colours which themselves have
certain emotional triggers can influence users’ rating compared to neu-
tral/monochromatic scales. We included two colour metaphors: Traffic-light
metaphor in RYG-star and RYG-Emoji scale, and warm-cool metaphor RYB-
star and RYB-Emoji Scale. Both colour cues have been previously used on rating
scales to analyze their effects [25,26].

3.3 User Study Interface Design

Design Tools. The user study interface is developed using “React”. React
is an open source, declarative, front end JavaScript library used for building
interactive user interfaces. The interface is deployed and managed on Heroku: a
container-based cloud Platform as a Service (PaaS).

User Survey Process. The survey was conducted from May 2020 to August
2020. Participants for this study were mainly collected from the students of the
University of Saskatchewan recruited on the PAWS announcement board (PAWS
is the university’s information system) and on the researchers’ personal Facebook
and LinkedIn pages. A total of 203 completed responses were received, out of
which 187 were considered, removing duplicate and incomplete responses. The
demographic of users participating in the survey are shown in table.

The user survey used 21 products divided into 7 categories to be rated by the
users. The 7 product categories were: email, internet browser, photo editing app,
social networking sites, toothpaste, fast food chain and soft drinks. We included
3 popular brands of products for each type. For example, in the email category,
we included Gmail, Yahoo! mail and Outlook and so on.

The user rating scores and rating scale information are collected in three
consecutive phases as following:
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Table 1. Demographic of all participants

Total participants = 187

Gender Male = 79, 57.7% Female = 108, 42.2%

Age 16–24 (98, 52.4%) 24–35 (67, 35.8%) 36–45 (13, 6.9%) 46–55 (9, 4.81%))

Phase 1: Select Products and Rate Them with Each of the Six Scales.
The users were shown the products and asked to select the ones they have used,
as shown in section A of the Fig. 2. Then the users were asked to rate each of the
selected items one by one in random order, using each rating scales, as shown in
section B of Fig. 2.

Phase 2: Select Preferred and the Most Common Rating Scales. Next,
the users were shown the six rating scale designs which they have used and asked
to select one of the scales as their preferred scale over other scale designs. Then
they were asked to select the rating scale they have mostly seen around the
internet.

Fig. 2. User survey: users are asked to select products to rate (A). Users are asked to
rate selected products with the rating scales (B).

Phase 3: Select The Most True Rating Score Among All Given Rat-
ings. Next, the users were shown each products they have rated and all the
ratings they gave for it using the different scales. The different scales were not
displayed, only the actual numeric value corresponding to each rating that they
had given was shown in a list, as shown in Fig. 3. The users were asked to select
the rating score that they think is best suited for the product. This was used as
the “true” rating (ground truth) for each user and each product they had rated.
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Fig. 3. The user selected 3 out of 5 as the best suited rating for Mozilla Firefox and
user gave 3/5 using Emoji and RYB-Star scales.

4 Empirical and Statistical Evaluations

For evaluating the proposed hypotheses, two analytical tools were employed:
data mining using Apriori algorithm and descriptive statistical analysis using
median and interquartile range (IQR) analysis. Inferential statistical analysis
(Kruskal-Wallis test and Wilcoxon signed -rank test) were also used to validate
the significance of our findings.

Data Preparation: For our analysis, we collected the scales on which the users
gave their true ratings in phase 3 of the survey and put them together with the
preferred scale and the most common scale selected by users. For example in
Fig. 3, the user selected 3 out of 5 as their true rating for the Mozilla firefox
browser. This rating is given by the user on the Emoji and RYB-star rating
scales so for this particular user, these two scales were stored as “chosen-scales”,
i.e. the scales where the user gives their true ratings. This is done for all the
products a user have rated. Therefore, “chosen-scales” is the set of all the scales
on which users have given their true ratings for each products. From the “chosen
scale” set of each user, we derived three most frequently chosen scales by each
user to see how many users have used their selected preferred rating scale to give
the true rating for a product.

Frequent Set Mining and Association Rule Learning Using Apriori:
The next step was to derive the most frequently used rating scale designs by the
users to give their true ratings. We used Apriori - an algorithm for frequent item
set mining and association rule learning over relational databases. Then we used
a simple statistical data handler tool to find the percentage of preferred scale
and most common scale in the frequent set of scales for each user. The Apriori
algorithm finds frequent item sets from a given dataset by comparing item’s fre-
quency (support) with a threshold called minimum support e.g. check if support
≥ minimum support [15]. For finding strong pattern from the selected frequent
pattern, Apriori uses conditional probability compared with a confidence metric
e.g. it checks if probability ≥ minimum confidence to generate association rules.
Afterwards, for finding interesting pattern within the strong pattern sets, the
mining process uses correlation analysis. We have utilized Lift analysis to find
the interesting patterns of our user reviewed dataset. We have applied Apriori
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on “chosen scale” data of each user dataset to find a set of the 3 most frequently
appearing rating scale designs in the chosen scale set for each user. For our
dataset, the selected thresholds are: support ≥ 0.9, confidence ≥ 0.8 and lift ≥
0.8. Since we targeted to select only 3 most frequently chosen scales for each
user, the threshold values were chosen to fit the target itemset generation in
Apriori.

Table 1 shows a small portion of the data set (4 out of 187) processed by
Apriori algorithm. Each row shows the rating scales where users have given
their true ratings, according to Apriori algorithm. In the column Frequently
Associated Itemset, the algorithm presents the rating scales which were most
frequently used by individual users to give true ratings for all products. For
example, in the first row of the Table 1, RYG-star, RYB-Star and RYG-Emoji
were the most frequently used rating scale for a user to give the true ratings
and the subsequent support, confidence and lift value (which all satisfy their
minimum thresholds) for this set of scales are also shown in the rest of the
columns. For each user, the frequent item set can have maximum 3 rating scale
deigns which satisfies the minimum threshold decided by the Apriori algorithm.
We have verified our frequently chosen rating scales in the same way for each of
the 187 users as well.

Table 2. The association rule set for few users using Apriori

Frequently associated itemset Support Confidence Lift

(RYG-star, RYB-star, RYG-Emoji) 0.86667 1.0 1.0

(RYG-Emoji, RYB-Emoji, Emoji) 0.97766 0.9 1.0

(RYG-star, Neutral-star, RYG-Emoji) 0.9 0.8 1.0

(RYG-Emoji, RYB-star, Neutral-star) 1.0 0.8 1.0

Preferred Scale vs Common Scale: For the data analysis, we have three
columns now: preferred scale, most common scale and frequently chosen scales,
as shown in Fig. 4. A small part of the user data is shown in Fig. 4 where the
values in each row represent each user’s information regarding rating scales. The
preferred Scale and most Seen Scale are both selected directly by the user in
phase 2 of user study. The frequently chosen Scales column in Fig. 4 is the set of
most frequently used rating scales by a user to give their true ratings and this
rating scale set has been derived by applying the Apriori data mining algorithm.

Using a statistical data handler tool on this data, we calculated the per-
centage of rows where the values in the preferred Scale column and the
most Seen Scale column are present in the values in the column for fre-
quently chosen Scales. For example, in the first row of the table in Fig. 4, if
the preferred Scale of a user is RYG-Emoji, and RYG-Emoji is also one of the
frequently Chosen Scales, than that user has definitely used his/her preferred
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scale to give their true ratings for all products. The same kind of data analysis
was performed for the most Seen Scale as well.

Fig. 4. The data about each user’s ratings scales usage, preference, and familiarity.

Figure 5 shows how often each scale was selected by users as their preferred
and as the most seen scale of all 6 scales. The most preferred scale was the
RYG-Emoji scale and the most commonly seen scale was the Neutral scale.

Fig. 5. Frequency of choosing scales as most preferred (A) and most seen (B).

Rating Score Analysis Using Median and IQR. Median is a statistical
measure for the central tendency of the data, since it shows what the ‘aver-
age’ participant thinks, or their ‘likeliest’ response [19]. The IQR is a mea-
sure spread/dispersion of the responses (how strongly respondents agree with
each other). A higher IQR indicates that users have divided/inconsistent opin-
ions about the products while using that scale. Since our data is ordinal, the
median and IQR measures are considered better fits for statistically describing
the dataset [21]. Figure 6 represents the median of all six scales for the most pop-
ular 7 products (those selected and rated by more than 80% of users). Figure 7,
shows the IQR of the ratings provided on each scale for the most popular the
products by the user.
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Fig. 6. Median for most popular products on each scale and median of rating value
chosen by the user for each product. The highest value is 4 and lowest value is 1.

Fig. 7. IQR for popular products on each scale and IQR of rating value chosen by the
user for each product. The highest value is 2 and lowest value is 0.5.

5 Results and Discussion

The frequent data mining and statistical tools delivered empirical evaluations
for our proposed hypotheses, which are discussed in this section.

H1: Figure 5 shows that most users (54.75%) have chosen RYG-Emoji as their
preferred scale design and 86.5% users selected the Neutral-Star as their most
commonly seen rating scale design. It can also be noted that only 2.2% have
selected the RYG-Emoji as commonly seen scale deign. This shows that users
prefer a rating scale design that is different from the one they are most famil-
iar with. The RYG-Emoji scale has both emoticons and a traffic-light colour
scheme, which provide visual clues that likely reduce the cognitive load dur-
ing the decision making process involved in giving a rating. To further support
the findings, we performed Kruskal-Wallis test (a non-parametric version of the
one-way ANOVA), which rejected the null hypothesis (p = 4e−5) and confirmed
that there is significant difference between the ratings provided on preferred scale
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design and most common scale design selected by the users. This validates the
first hypothesis H1.

H2: By using Apriori algorithm, the most frequent sets of rating scale designs
that users choose to give their true ratings for each product were derived. The
preferred scale design and most common scale design of each user were compared
to the set of most frequent true rating scales by using a statistical data handler
tool. This analysis computes the percentage of users whose preferred rating scale
is also present in the frequent true rating scales set. The results of the analysis,
shown in Table 2, demonstrate that the majority (87.64%) of the users have used
their preferred scale to give their true ratings to each products. This supports our
second hypothesis that users give their true ratings using a rating scale design
of their own preference. We validated this hypothesis using the users’ own input
about what their “true” rating was rather than only relying on analysis of the
data received from the rating scores.

Table 3. The results showing users giving their true ratings in preferred vs most
common rating scales

The percentage of users using preferred scale for giving their true rating 87.64%

The percentage of users using most common scale for giving their true rating 41.33%

The percentage of users using both scales for giving their true rating 27.22%

The percentage of users using neither scales for giving their true rating 8.6%

H3: From Fig. 6 it is evident that the medians for the RYG-Emoji and RYB-
Emoji scales are higher than the medians of Neutral-star and Emoji scales. This
reveals the tendency of users to give more positive ratings using the scales with
more visual clues. The same trend can be even observed when we consider the
median of the chosen ratings given by each user on each scale. On the other hand,
the IQR of the ratings on RYG-Emoji scale is way lower than the Neutral-star
scale, as shown in Fig. 7, which indicates that the ratings using visually infor-
mative scales are more consistent throughout the dataset than the scales with
minimal visual cues. The confirmation of the first hypothesis, showed that the
RYG-Emoji is the most preferred scale of users and Neutral-star is the most
common scale design. This strongly supports our third hypothesis that provid-
ing meaningful visual cues is what users prefer when rating and it influences
the users’ rating decisions, resulting in them giving higher ratings. In order to
further validate the significance of the results, we used Wilcoxon signed-rank
test, a non-parametric paired test for the ratings on each scale for each of the
21 products. The results showed statistically significant differences (p ≤ 0.05)
for most of them, except for the Neutral-Star and Emoji scales and RYG-Emoji
and RYB-Emoji scale for some products (where p ≥ 0.05). This signifies the
influence of a meaningful colour-scheme and icons on users’ rating behaviour.
In order to understand the general trend of ratings on each scale, we calculated
the correlation between ratings given in each scale. Table 3 shows the that the
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ratings in Neutral-star scale are most strongly correlated to Emoji scale and
most weakly correlated with RYG-Emoji. The ratings on RYG-Emoji, are most
strongly correlated with RYB-Emoji and weakly correlated with Neutral-Star
(Table 4).

Table 4. The correlation for each rating scale design

Neutral-star RYG-star RYG-Emoji RYB-Emoji Emoji RYB-star

Neutral-star 1.000000 0.606736 0.472941 0.481561 0.690765 0.294523

RYG-Star 0.606736 1.000000 0.461832 0.459968 0.546434 0.591077

RYG-Emoji 0.472941 0.461832 1.000000 0.695702 0.642572 0.447337

RYB-Emoji 0.481561 0.459968 0.695702 1.000000 0.670855 0.458534

Emoji 0.690765 0.546434 0.642572 0.670855 1.000000 0.500641

RYB-star 0.294523 0.591077 0.447337 0.458534 0.500641 1.000000

6 Limitations and Future Work

Our research lacks the qualitative evidence from users about the underlying
reasons of certain rating scale deign preferences. For example, most likely the
users’ age and gender have influenced how they perceive the visual cues of rating
scales since majority users of the study are young and female. Also, the sample
size is comparatively small which can be a shortcoming when considering the
rating scale design as a persuasive tool. In our future work, we wish to investigate
if our findings hold with participants of different age groups and genders and
personality. We also aim to diversify the items being rated in the current study
to get a holistic view of how the preferred rating scale and visual heuristics used
by users work for every type of online services.

7 Conclusion

We proposed three hypotheses and conducted a user study to investigate the
effect of rating scale designs using visual cues on user preferences and their
rating behaviours. The main contributions of this paper are as follows: First, our
experiment showed that visually informative scales are preferred by most users
over a neutral scale (yellow stars). Second, we presented empirical evidence about
users’ preference of rating scale designs and its impact on getting true ratings
from users. Third, our statistical analysis illustrated that users tend to provide
more positive and consistent ratings using more visually rich scales. We theorized
that using a rating scale with meaningful visual icons and colour schemes can
influence users to give positive ratings which they consider to be best-suited for
a product. Our results provide substantial support to the theory and can be used
as a persuasive tool for online rating systems or product sales sites. By including
users’ own preference of rating scale design in the rating process can persuade



162 M. Mahbub et al.

users to give more truthful and positive rating scores. The implications from
the study show that rating scales can persuade users into giving positive ratings
which can be used to promote a comparatively new product or service to deal
with the cold start problem of recommender systems.
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Abstract. Given the prevalent use of technology for human activities, the deter-
minants of user perceptions of the credibility of technological systems must be
understood. This study investigated how user perceptions of persuasive elements
that are incorporated in Academic Social Networking Sites (ASNSs) influence the
Perceived Credibility of these sites. Specifically, the effects of Personalization,
Reduction, Tailoring, Self-Monitoring, Rehearsal, Simulation and Tunneling on
Perceived Credibility are examined. An online survey was adopted to examine the
research model. Partial Least Square techniques were used to assess the signifi-
cance of the determinants on Perceived Credibility. Results indicate that Tailoring
positively influences Perceived Credibility whereas Personalization has a negative
significant effect. Implications for theoretical insights into Perceived Credibility
and its determinants and design implication are discussed.

Keywords: Perceived Credibility · Persuasive design · Tailoring · Academic
Social Networking Sites

1 Introduction

In today’s world, people depend on technology. Technological advancements, particu-
larly those relating to computing have pervaded almost all human activities and con-
sequently, the credibility of these technologies is of major concern to users. Users use
technology when they perceive it as credible [1]. Indeed, existing research has shown
that user acceptance and use of technology are closely associated with their perceptions
and beliefs about that technology [2]. Similarly, users’ continuance intentions to use a
technology are dependent on their perceptions of the technology’s credibility [3].

As the number of technology users continues to grow and technology use continues
to impact more domains of human existence (e.g., politics, sales), strategies that aim
at increasing the credibility of technological systems become more important. In the
current research, we argue that persuasive strategies could be a key solution to improving
credibility. Specifically, we measure users’ perceptions of persuasive strategies that are
integrated into Academic Social Networking Sites (ASNSs) to support their tasks and
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how these strategies influence their perceptionofASNSs credibility. Persuasive strategies
can be integrated into technological systems design to simulate specified user reactions
[4]. Studies showed that persuasive strategies are capable of changing users’ attitudes and
behaviors towards the desired one [e.g., 5, 6]. Accordingly, there is a need to investigate
the relationship between the implementation of these persuasive strategies into a system
and the user’s perceptions of the credibility of this system.

1.1 Background

Credibility is the believability of technology [7], and is derived from users’ evaluation
of technology qualities [8]. It is a derivative of the cognitive process that guides users
to determine the trustworthiness and perceived quality of a technology (e.g., website)
[9, 10]. Fogg and Tseng [11] argued that next to perceived expertise, perceived trust-
worthiness is a key component of credibility. In other words, for a technology to be
perceived as credible, users must perceive it to be high in trustworthiness and expertise.
Perceived trustworthiness is the degree to which users believe that technology has good
intentions and will intentionally cause harm to them [11]. Moreover, perceived expertise
is the degree to which a user perceives that a technology (as depicted by its attributes) as
competent, experienced and knowledgeable [11]. Thus, some scholars believe that cred-
ible technologies are associated with positive user attitudes [12]. Consequently, several
earlier studies have investigated the determinants of credibility [1, 13].

More specifically, some studies identified factors such as visual effects, aesthetics and
usability as determinants of Perceived Credibility [e.g., 1, 14, 18]. Alsudani and Casey
[15] demonstrated that aesthetics have a significant effect on web credibility whereas
David and Glore [16] confirmed that user judgment of system credibility is determined
by aesthetic factors. Recently, Oyibo, Adaji, Orji, and Vassileva [17] suggested that both
expressive and classical aesthetics drive the Perceived Credibility of mobile websites.
Other studies also posited that usability features play a key role in determining credibility
[18]. Huang and Benyoucef [19] found that e-government websites that users perceived
to have high usability were also perceived to be highly credible. Whereas Oyibo and
Vassileva [20], and Oyibo and Vassileva [13] confirmed that aesthetics and usability
influence perceived credibility, this effect wasmoderated by personality traits and culture
respectively. It has also been argued that the features (characteristics) of a technology
(e.g., website features) can influence perceptions of credibility [21] and according to the
PSD framework features that support users’ primary tasks are crucial in influencing user
behavior [4].

The PSD framework outlines the guidelines for the design, development and eval-
uation of persuasive systems. It suggests that system design features can be optimized
such that they influence users’ behavior. Hence, the framework categorizes persuasive
design principles into four categories. These are; Primary Task Support, Dialogue Sup-
port, Perceived Social Support and Perceived Credibility. The Primary Task Support
principle defines the features that support users as they perform their core activities. The
Dialogue Support principle states the features that make the system interactive to keep
users active. The Perceived Social Support principle leverages social influence strategies
to motivate users to perform their tasks. The Perceived Credibility principle explains the
features that promote trust and belief in the system.
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Among these principles, Lehto,Oinas-Kukkonen andDrozd [22] considered Primary
Task Support as the most important system design principle. This is because Primary
Task Support makes it easier for users to perform their tasks [4]. In essence, Primary
Task Support improves user experience [23] and promotes trustworthiness [24].

Recent research showed that Primary Task Support is a determinant of Perceived
Credibility [25]. Therefore, integrating Primary Task Support strategies in system design
influences PerceivedCredibility. Yet, the study failed to specifywhich PrimaryTask Sup-
port strategies are effective for promoting Perceived Credibility. The PSD framework
outlines seven strategies (i.e., Personalization, Reduction, Tailoring, Self-Monitoring,
Rehearsal, Simulation and Tunneling) under the Primary Task Support principle. The
specific effects of these Primary Task Support strategies in determining user perceptions
of system credibility are not clear: Some studies have suggested that certain Primary
Task Support strategies enforce credibility perceptions. For instance, Briggs and De
Angeli [26] opined that personalization can affect trust in online environments. Har-
jumaa, Segerståhl and Oinas-Kukkonen [27] have also suggested that tailoring could
predict Perceived Credibility. Nonetheless, these suggestions lack empirical backing.
Moreover, to the best of our knowledge, no study has investigated how Primary Task
Support strategies affect Perceived Credibility. Given that primary task support strate-
gies are crucial to promoting positive user perceptions [4], it is important to understand
which primary task support features affect Perceived Credibility.

Therefore, the current study examines the influence of the Primary Task Support
strategies outlined by Oinas-Kukkonen and Harjumaa [4] on the Perceived Credibil-
ity of Academic Social Networking Sites (ASNSs). ASNSs are online social spaces
that support academics to articulate their network [28]. Examples of ASNSs include
ResearchGate, Academic.edu and Mendeley. It is expected that the outcome of this
study will guide designers to select appropriate strategies as they seek to design systems
that are perceived to be credible. The next section describes the current study.

1.2 Current Study

The present study investigated whether the Primary Task Support strategies defined
by Oinas-Kukkonen and Harjumaa [4] influence users’ perceptions of credibility. The
study further evaluated which of the Primary Task Support strategies is most relevant
in determining users’ perception of system credibility within ASNSs. As stated earlier,
this study extends the findings of Koranteng et al., [25] by addressing its limitations.
Specifically, it explores how the various primary task support features impact credibility.

Therefore, we hypothesized a positive significant relationship between the Primary
Task Support strategies and Perceived Credibility and predicted that;

H1: Personalization has a positive significant influence on Perceived Credibility.
H2: Reduction has a positive significant influence on Perceived Credibility.
H3: Rehearsal has a positive significant influence on Perceived Credibility.
H4: Self-Monitoring has a positive significant influence on Perceived Credibility.
H5: Simulation has a positive significant influence on Perceived Credibility.
H6: Tailoring has a positive significant influence on Perceived Credibility.
H7: Tunneling has a positive significant influence on Perceived Credibility.
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These hypotheses are graphically represented in Fig. 1. To test the hypotheses, we
examined the significance of the path coefficients for each of these relationships. The
procedures and techniques adopted to examine these relationships are detailed in the
Results sections.

Fig. 1. Hypothesized model

2 Method

This study sampled participants from theComputer Science department of theUniversity
of Ghana, members of the British Computer Society Conference on Human-Computer
Interaction (BCS-HCI), Judgment and Decision Making (JDM) mailing lists, and other
professional bodies. Participation was voluntary and participants were selected using
a combination of convenience and snowball sampling. The data collection lasted for
two weeks. One hundred and thirty-six (131) valid responses were analyzed. All 131
participants indicated that they use ASNSs (including ResearchGate, Academia.edu,
Mendeley, Google Scholar and LinkedIn) for various activities such as research, social-
ize, collaboration, academic visibility, accessing grants and provision of help to others.
The descriptive analysis of the participants’ demographics indicated that 79%weremale,
20% were female, while 1% choose not to indicate their gender. The respondents’ ages
ranged from 18–25 years (30%), 26–35 years (38%), 35–45 years (21%), 45–55 years
(10%), 56–65 years (1%). Also, majority (52%) of the respondents were master’s degree
holders, 31% were bachelor’s degree holders, 13% had PhD degree and the remaining
(4%) had other degrees (such as diploma and post-graduate diploma). Further, 40% of
the respondents were students, 31% were faculty/researchers and the remaining 29%
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categorized their occupations as university staff, government official, entrepreneur and
computer professional.

2.1 Materials

To assess the relationships between a participant’s perceptions of Primary Task Sup-
port strategies and Perceived Credibility, participants were tasked to complete the
questionnaire. The questionnaire was in English and created using Google Forms
(available at https://drive.google.com/file/d/13523mqdjnEaUWRr6KeMXJe3s0TPBP
b9v/view?usp=sharing). It contained questions assessing (i) Personalization, (ii) Reduc-
tion, (iii) Rehearsal, (iv) Self-Monitoring, (v) Simulation, (vi) Tailoring (vii) Tunneling
and (viii) Perceived Credibility. All questions could be answered on a seven-point Likert
scale ranging from “Strongly Disagree” (1) to “Strongly Agree” (7). The questions in the
questionnaire were generated based on Oinas-Kukkonen and Harjumaa’s [4] conceptu-
alization of the Primary Task Support strategies. The questionnaire also inquired about
participants’ demographics (e.g., age, gender, educational background and occupations)
and ASNSs usage patterns.

2.2 Procedure

An email invitation was sent to participants to partake in the academic survey. After
accepting the invitation, participantswere asked to click a link to access thequestionnaire.
In the questionnaire, participants were asked to indicate if they use and their purposes
for using ASNSs. Next, participants’ opinions on the aforementioned Primary Task
Support strategies were requested. Then, they were asked to report their demographic
information. Finally, participants were thanked for their participation and could contact
the researchers via email to receive further information about the study. No participant
was given any gift, money or remuneration for participating.

3 Results

3.1 The Measurement Model

SmartPLS 3.2.8 software and Partial Least Square Structural Equation Modelling (PLS-
SEM) techniques were adopted to analyze the proposed relationships. PLS-SEM was
chosen because it provides techniques that are effective for analyzing measurement
models [29]. Also, PLS-SEM is most suitable for studies that seek to predict the effect
of one construct on another [29]. The constructs and their question items were examined
for internal consistency, convergent validity, discriminant validity and common method
bias as proposed by Wong [30]. Internal consistency was analyzed using Cronbach’s
Alpha (CA) andComposite Reliability (CR). Thesewere all greater than 0.7. Convergent
validity was evaluated with Average Variance Extracted (AVE) and it was greater than
0.5. To check common method bias, Variance Inflation Factor (VIF) was adopted and
all the values were lesser than 3. The summary of the measurement model analysis is
presented in Table 1. Also, non-response bias test was performed by comparing the

https://drive.google.com/file/d/13523mqdjnEaUWRr6KeMXJe3s0TPBPb9v/view%3Fusp%3Dsharing
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analysis of 65 initial responses with the total (131) responses. The analysis revealed no
significant differences between the results. This eliminated any doubt of non-response
bias.

Table 1. Measurement model analysis

CA CR AVE VIF

Perceived credibility 0.921 0.950 0.864

Personalization 0.911 0.923 0.750 1.55

Reduction 0.909 0.936 0.786 2.03

Rehearsal 0.878 0.922 0.798 2.12

Self-monitoring 0.853 0.910 0.771 1.99

Simulation 0.922 0.950 0.865 1.82

Tailoring 0.886 0.922 0.747 2.51

Tunneling 0.906 0.941 0.842 2.52

NB: CA: Cronbach’s Alpha; CR: Composite
Reliability; AVE:AverageVariance Extracted; VIF:
Variance Inflation Factor

Table 2. Discriminant Validity using Heterotrait-Monotrait Ratio

Perceived
credibility

Personalization Reduction Rehearsal Self-monitoring Simulation Tailoring

Personalization 0.085

Reduction 0.532 0.261

Rehearsal 0.414 0.381 0.514

Self-monitoring 0.368 0.441 0.681 0.568

Simulation 0.303 0.331 0.404 0.625 0.496

Tailoring 0.637 0.492 0.676 0.695 0.625 0.516

Tunneling 0.483 0.126 0.596 0.700 0.615 0.660 0.627

Also, discriminant validitywasmeasuredwithHeterotrait-Monotrait Ratio (HTMT).
From the analysis, discriminant validity was determined since none of the correlations
between the constructs loaded higher than 0.85 (see Table 2). This is particularly an
important result since some researchers [31] believe that some of the Primary Task
Support strategies (e.g., Personalization and Tailoring) are closely related and may be
difficult to for users to distinguish them.

3.2 The Structural Model

The PLS-SEM bootstrap technique (5000 samples) was used to estimate the significance
of path coefficients (β). A relationship was considered significant if the p-value (p) is
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greater than 0.05. In total, seven (7) determinants: Personalization (H1), Reduction (H2),
Rehearsal (H3), Self-monitoring (H4), Simulation (H5), Tailoring (H6) and Tunneling
(H7) were hypothesized to positively influence Perceived Credibility. Out of these, Tai-
loring was the only established determinant of Perceived Credibility (β = 0.519, p <

0.000). Contrary to our hypothesis, Personalization had a negative significant effect on
Perceived Credibility (β =−0.196, p < 0.048). Also, Reduction (β = 0.205, p > 0.05),
Rehearsal (β = 0.011, p > 0.05), Self-Monitoring (β = −0.044, p > 0.05), Simulation
(β =−0.013, p> 0.05) and Tunneling (β = 0.090, p> 0.05) did not have any significant
influence on Perceived Credibility. These determinants, however, explained 40.5% of
the variance in Perceived Credibility (see Fig. 2).

Fig. 2. The structural model

Further, the responses were categorized into subgroups and analyzed. For brevity, the
subgroups that showed significant differences are discussed. First, two groups based on
FrequencyofUsewere analyzed (seeFig. 2). This analysis showed significant differences
between Frequent Users and Non-Frequent Users. For Frequent Users, Rehearsal had
a significant positive influence on Perceived Credibility (β = 0.320, p < 0.05). All the
other proposed determinants; Personalization (β = -0.422, p > 0.05), Reduction (β =
0.032, p > 0.05), Self-Monitoring (β = 0.159, p > 0.05), Simulation (β = −0.106, p
> 0.05), Tailoring (β = 0.220, p > 0.05) and Tunneling (β = 0.078, p > 0.05) did not
significantly influence Perceived Credibility. On the other hand, the analysis of Non-
Frequent User group found Reduction (β = 0.480, p < 0.02) and Tailoring (β = 0.582,
p < 0.005) as determinants of Perceived Credibility. Personalization (β = −0.121, p
> 0.05), Rehearsal (β = -0.133, p > 0.05), Self-Monitoring (β = −0.247, p > 0.05),
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Simulation (β = 0.006, p > 0.05) and Tunneling (β = 0.061, p > 0.05) were not found
as determinants of Perceived Credibility. These results are presented in Fig. 3.

Fig. 3. The structural model (frequency of use)

Second, the responseswere analyzed based on respondents’ occupation. Specifically,
the responses were grouped under Students, Faculty/Researchers andOthers. TheOthers
category comprised university staff, entrepreneurs, public servants, computing profes-
sionals and government officials. For Faculty/Researchers group, only Reduction (β =
0.411, p < 0.03) was validated as a determinant of Perceived Credibility. The influence
of the other proposed determinants of Perceived Credibility; Personlization (β = -0.237,
p > 0.05), Rehearsal (β = −0.079, p > 0.05), Self-Monitoring (β = 0.057, p > 0.05),
Simulation (β = 0.169, p > 0.05), Tailoring (β = 0.151, p > 0.05) and Tunneling (β
= 0.330, p > 0.05) were non-significant. With regard to Students’ subgroup, the results
indicated that Tailoring (β = 0.797, p < 0.01) is the only determinant of Perceived
Credibility. Personalization (β = −0.147, p > 0.05), Reduction (β = 0.112, p > 0.05),
Rehearsal (β = −0.016, p > 0.05), Self-Monitoring (β = 0.008, p > 0.05), Simulation
(β = −0.194, p > 0.05) and Tunneling (β = −0.084, p > 0.05) were not validated as
determinants of Perceived Credibility. Additionally, the analysis of the Others subgroup
revealed that none of the proposed determinants had a significant effect on Perceived
Credibility (Fig. 4).
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Fig. 4. The structural model (occupation)

4 Discussion

As technology use continues to penetrate various human activities, the credibility of tech-
nological systems remains an issue of concern. Although some studies have examined
some determinants of credibility, there is a need to explore other factors that influence
credibility. In this light, this study investigated how strategies incorporated into technolo-
gies to support users’ tasks (i.e., persuasive design features) influence their perceptions
of credibility. Specifically, this paper examined how the Primary Task Support strategies
proposed by Oinas-Kukkonen and Harjumaa [4] determine users’ perceptions of the
credibility of ASNSs. In line with this, PLS-SEM techniques were adopted to analyze
the direct effect of Personalization, Reduction, Rehearsal, Self-Monitoring, Simulation,
Tailoring and Tunneling on Perceived Credibility. These determinants accounted for
40.5% of the variance in Perceived Credibility.

Results showed that only one hypothesis (H6: Tailoring positively influences Per-
ceived Credibility) was supported. That is, confirming the suggestion by Harjumaa,
Segerståhl and Oinas-Kukkonen [27], results provided empirical evidence that Tailoring
was a determinant of Perceived Credibility.

This indicates that the more users perceive that a technology is tailored to suit them,
the more they perceive the technology to be credible. In the case of ASNSs, users per-
ceived that the content produced by the ASNSs that they use was tailored to fit their
needs. In line with this finding, earlier research showed that messages that are consistent
with an individual’s objectives are evaluated more favorably than inconsistent messages
[32]. Similarly, based on basic information-processing mechanisms, matching infor-
mation to an individual’s characteristics may be more effective in influencing many
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psychological perspectives [33]. It can be argued that because the content produced for
users on ASNSs is based on users’ characteristics (e.g., their domain of research), users’
perceptions of credibility were influenced. Likewise, many ASNSs use algorithms to
adapt user’s home feed based on their recent searches and other activities. This makes
users perceive that the ASNSs offer content that is relevant to their needs, making users
perceive ASNSs as credible. However, it was surprising that Tailoring was a significant
determinant of Perceived Credibility for Non-Frequent Users but insignificant for Fre-
quent Users. Perhaps, this may be because of how frequent ASNSs users are presented
with new information. That is, although the content users interact with may be tailored to
fit their objectives, Non-Frequent Users may see much newer information as and when
they visit their ASNSs whereas Frequent Users may have to interact with repeated infor-
mation. It is therefore important that ASNSs developers provide improved algorithms to
increase the frequency of content updates, particularly for frequent users. In contrast to
our hypothesis (i.e., H1), results showed that Personalization had a negative significant
influence on Perceived Credibility. This finding suggests that when users are able (to
a larger extent) to change the characteristics of a technology such that the technology
fits their personality, then they will perceive the technology as less credible. Similarly,
because users perceived ASNSs to allow personalization, they perceived ASNSs as not
credible. This contradicts earlier studies that suggested that Personalization increases
perceptions of credibility [26]. An explanation for this finding might be that Person-
alization is based on user data (e.g., gender, usage patterns and cultural orientation)
which may lead to privacy concerns. This may raise privacy concerns, particularly in
this online environment. Indeed, some studies have argued that monitoring is perceived
as invasive and intrusive [34] and this may affect users’ trust [35]. Therefore, users may
perceive these technologies as less credible. At the same time, our results provided no
evidence that for any particular subgroup a significant relationship existed between Per-
sonalization and Perceived Credibility. Perhaps, this is because many ASNSs are still
exploring personalization techniques for different user groups. Therefore, future studies
could explore the relationship between Personalization and Perceived Credibility among
different user group contexts.

Next, Reduction did not have a significant influence on Perceived Credibility: Users
did not perceive thatwhen a technology breaks up complex tasks intomore easy subtasks,
then that technology is credible. An explanation could be that users of a technology
have different purposes for using the technology: When technology is designed to have
multiple functions, user perceptions that the technology supports their core tasks may be
unclear [36]. For instance, the purposes for using ASNSs can be diverse andmay include
collaboration, academic visibility and socialization. It is possible that existing ASNSs
cannot support all user activities, resulting in diverse user perceptions. It, therefore,
becomes important that researchers segregate the purposes of technology usage to draw
a valid relationship between the task users perform and users’ perceptions. For instance,
the core function of ASNSs is to facilitate research processes [37]. In line with this, an
analysis of responses from Faculty/Researchers indicated that Reduction has a positive
significant Influence on Perceived Credibility.

Also, the results from the general model indicated that Rehearsal does not determine
Perceived Credibility. This relationship was confirmed for the Non-Frequent Users’
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group but it was present in the Frequent Users’ group. This suggests that unlike the
Non-Frequent Users group, Frequent Users of ASNSs, perceived that they are able to
practice their activities and this affects their perception of ASNSs credibility. Indeed,
ASNSs allow users to rehearse their tasks. For instance, sites such as ResearchGate
aAcademia.edu allow users to search for articles and read answers to questions without
logging onto the site. However, these functionalities are not readily visible and may
be missed by Non-Frequent Users. Perhaps, this accounts for why Rehearsal was a
non-significant determinant of Perceived Credibility for the group.

Moreover, Simulation was found to be a non-determinant of Perceived Credibility.
Thus, although some studies have argued that Simulation increases persuasiveness [4],
they do not influence perceptions of credibility. This might be because Simulation is not
easily observed on many ASNSs. For example, neither Academia.edu nor ResearchGate
indicates the after-effects of using the sites. Therefore, users may not be preview to
the existence of the strategy on ASNSs. Thereby, Simulation cannot determine users’
perceptions of ASNSs credibility.

The study also found that Self-Monitoring is not a determining factor of Perceived
Credibility. This was similar in all the multigroup analysis cases. That is, users’ percep-
tion that technologies provide ways for them to monitor and assess their performance,
do not inform their credibility perceptions. Ideally, users’ confidence in ASNSs was
expected to increase since ASNSs advise users based on performance monitoring. Per-
haps, performance monitoring on ASNSs is less relevant to users and would prefer other
methods for providing advice.

Similarly, Tunneling did not have any significant effect on Perceived Credibility.
The result suggests that users’ perceptions of the extent to which ASNSs guide their
performance of tasks do not inform their perceptions of the credibility of ASNSs. This
is surprising because tunneling is known to improve user experience and helps them
to achieve their target behavior [38]. ASNSs employ wizards to guide users through a
predetermined sequence of actions or events.Whereas Guides such as wizards are meant
to reduce users’ cognitive burdens associated with task performance, they also reduce
the user’s choice of freedom [38]. Such coercion may negatively affect their experience
and perceptions. That is to conclude that the effect of tunneling as a persuasive strategy
needs further investigations.

As indicated earlier, this study is an extension of an earlier study with findings
that deepen our understanding of how perceptions of Primary Task Support strategies
affect users’ perception of credibility. It has demonstrated that not all Primary Task
Support strategies influence users’ perceptions of credibility. Rather, Tailoring is the only
significant predictor of Perceived Credibility. Therefore, for technology to be designed
to be credible, it must be tailored to suit the users.

The study also revealed thePersonalization reduces perceptions of credibility. That is,
although some studies have highlighted that personalization increases persuasiveness [4],
our findings suggest that higher perceptions of personalization rather decrease perceived
credibility. In this light, developers who seek to design for perceived credibility must
reduce the extent to which their designs are personalized.
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Furthermore, the findings suggest that Reduction, Rehearsal, Simulation, Tunneling
and self-Monitoring are not determinants of Perceived Credibility. Hence, these strate-
gies may have little influence when designing technologies that prioritize credibility.
However, designers may have to consider different user groups before incorporating
these strategies to improve perceptions of credibility. For instance, Reduction plays a
significant role in determining credibility among faculty and researchers whilst rehearsal
may have a higher impact on frequent users of a technology. Nonetheless, these find-
ings are measurements of user perceptions of Primary Task Support strategies and how
they relate to Perceived Credibility. Therefore, future research may investigate the rela-
tionship between manipulation of these Primary Task Support strategies and perceived
credibility or compliance and other behaviors that relate to credibility.

The studymakes twomain contributions. First, we extend the literature that discusses
Perceived Credibility and its determinants. Unlike, previous studies, this study provides
an alternative determinant of Perceived Credibility by specifying which Primary Task
Support strategy improves perceptions of credibility. Next, in contrast to suggestions
from some scholars [e.g., 31] that users view Personalization and Tailoring are closely
related and may not separate, the validity of items used to measure these strategies
in our study suggest that they are distinct and even produce different effects. These
contributions are highly relevant because to the best of our knowledge this is one of the
first studies in the domain of the persuasive systems that measure the direct effects of
Primary Task Support strategies on Perceived Credibility.

5 Conclusion

The findings presented in this research are highly beneficial as they guide designers who
seek to design technologies that are deemed as credible. Specifically, it broadens our
understanding of which Primary Task Support strategies influence Perceived Credibility.
The findings direct designers to focus on the Tailoring strategies when they seek to
design technologies that are perceived to be credible. However, the findings discourage
the incorporation of Personalization into technologies that prioritizes credibility.

Moreover, the findings also provide relevant revelations for researchers in the domain
of persuasive technologies. That is, given the belief that the Personalization and Tailoring
strategies are inseparable and must be combined, our study provides evidence that these
strategies are distinct. Researchers can however base on this study and analyze the effects
of Personalization and Tailoring strategies separately.

Finally, though this studywas conducted in the domain ofASNSs, the findings inform
the design of other technologies. Certainly, as Perceived Credibility remains a key factor
that affects users’ continuance intentions to use technology, the findings discussed in the
study guide developers to build technologies that are perceived as credible.
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Abstract. This study investigated user needs and expectations in relation to the 28
persuasive features of the Persuasive SystemsDesignmodel. It adopted theKano’s
model of customer needs and expectations to examine perceive user satisfaction or
dissatisfaction levels of the various system features on e-commerce websites. The
findings provide guidelines for designing e-commerce platforms and websites that
seek to employ persuasive strategies to enhance user experience. It was observed
that persuasive system features do not consistently affect user satisfaction and
dissatisfaction levels. Features relating to dialogue support had the highest influ-
ence on user satisfaction levels; followed respectively by credibility support and
primary task support. Social support features do not have a high influence on user
satisfaction. No persuasive system feature emerged as a “must-be” feature.

Keywords: Persuasive system features · User satisfaction · Interactive
e-commerce design · Kano model

1 Introduction

Research has demonstrated that although usability plays a key role in the success of
e-commerce websites, it is not the main factor for success [1]. A successful e-commerce
website needs to attract users, emphasize credibility to stimulate trust, enhance customer
interactions, present products and services in an inspirational and attractive manner, and
persuade customers (via application of persuasive features) to purchase from the website
[2]. It must ultimately result in an experience that produces ‘customer satisfaction’. As
the argument on which factors are more relevant on e-commerce websites and its related
ethical considerations continue to progress [3, 4], this study focuses its investigation on
persuasive features that influences user satisfaction on e-commerce websites. Although
persuasive features play a major role in e-commerce platforms [5], they have not been
adequately explored [6]. In particular, the ability to select effective persuasive features
to enhance persuasive experience remains unsolved.
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Persuasive features trigger activities that promote continuous interactions on web-
sites [7] and motivate consumers to use services or buy products from e-commerce
websites [8, 9]. It has been argued that e-commerce websites need to exhibit persua-
sive functionalities in addition to providing information on product and services [2].
Although influence strategies have always been part of commercial activities and thus
the need to incorporate them on e-commerce websites is not novel, the introduction of
persuasive technologies, and behavior change support systems, presents an opportunity
to e-commerce designers to enrich e-commerce websites. Persuasive systems design
is the use of technological artefacts and features to influence user cognition to a pre-
determined one [10, 11]. Existing research has demonstrated that persuasive systems
have been effective in areas such as health, education, environmental issues, and energy
conservation; yet studies that focus on the use of persuasive features in e-commerce is
lacking. In particular, the contextual value of specific types of persuasive features has not
been adequately explored. Limited studies have examined or evaluated the persuasive
power of website features and components in e-commerce [12]. However, this is vital,
considering that e-commerce websites must influence customers in addition to providing
brochures and catalogues of products and services. E-commerce website users may per-
ceive satisfaction based on their interactions and experiences of the websites they use.
Studies have shown that user satisfaction and persuasion are strongly correlated [13].
Accordingly, it is imperative to investigate persuasive features that promote customer
satisfaction on e-commerce websites [14].

This study, therefore, seeks to examine how different persuasive features of e-
commerce websites influence customers’ satisfaction levels. Specifically, the perception
of users concerning the 28 persuasive system features, proposed by Oinas-Kukkonen
and Harjumaa [15], was assessed using Kano’s model [16] to determine how customers
classify them in terms of relevance. The findings of this study provide relevant infor-
mation for further investigations on methods for selecting the most effective persuasive
features: an issue which is challenging to persuasive systems designers.

2 Related Literature

2.1 Customer Satisfaction

It is almost impossible to initiate and establish long-term relationships with customers if
their needs and expectations are not fully understood or met [17]. A good understanding
of customers’ needs and expectation is a necessary step to fulfil their satisfaction [18].
In interactive e-commerce websites, customer satisfaction is relevant [19] and thus sev-
eral organizations use customer satisfaction ratings as a key indicator of performance
[20]. Customer satisfaction is the assessment of the perceived difference between prior
expectations and the actual performance of the product or service [21], and is an indicator
of positive fulfilment of customer needs. Some researchers argue that customer needs
and satisfaction are the ultimate objectives of every organization [22]. Accordingly, the
need to meet their expectations cannot be overemphasized, particularly considering that
these needs evolve over time [16]. In contemporary interactive e-commerce websites,
customer satisfaction is considered as a key ingredient of success [19]. Thus, several
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theories, models, and frameworks have been proposed to extend knowledge and pro-
vide guidelines on how customer satisfaction can be achieved. Perhaps one of the most
dominant theories applied in customer satisfaction research is Herzberg’s motivation-
hygiene theory (i.e. the two-factor theory) [23]. The theory distinguishes concepts of
satisfaction and dissatisfaction as two distinct constructs. This notion is contrary to argu-
ments made by Zhan and Dran [8] that considers satisfaction as distinct values of one
dimension. Herzberg [24] argued that motivation and hygiene factors play an essential
role in customer satisfaction. Even though these factors continue to remain relevant in
contemporary investigations of customer satisfaction research, treating satisfaction and
dissatisfaction as mutually exclusive constructs is problematic.

Due to the limitation of Herzberg’s motivation-hygiene theory, some studies adopt
SERVQUAL [25] for investigating satisfaction. SERVQUAL is a multi-item scale for
measuring fivemain dimensions (i.e., Tangibles, Reliability, Responsiveness, Assurance
and Empathy) of customer needs and perceptions on quality performance. SERVQUAL
seeks tomeasure service quality, nonetheless, it has been adopted for accessing customer
satisfaction in several studies: with the assumption that there is a relationship between
service quality and customer satisfaction [26]. However, its use for measuring customer
satisfaction is contentious, since arguments on the relationship between service quality
and customer satisfaction are diverging [27–29]. It has been argued that the relationship
between service quality and customer satisfaction is non-linear [16]. So, SERVQUAL
is not suitable for assessing customer satisfaction, although it is useful for measuring
service quality. The Kano’s model [16] on the other hand addresses the limitations of
SERVQUAL. The model categorizes service quality features based on their effects on
customer satisfaction that support a business’s strategic and tactical decisions [30]. This is
a key step as it measures customers’ perception of service quality features and categories
them based on their influences on customer satisfaction. In this study, the Kano’s model
is used to measure customer satisfaction since it provides the relevant variables needed
for the study.

2.2 Kano’s Model of Customer Satisfaction

The Kano model distinguishes between four forms of customer expectations for product
and service quality. This includes i) must-be features, ii) one-dimensional features, iii)
attractive features and iv) indifferent features. Themodel has been applied inmany fields,
including service quality assessment [19], user experience assessment [8], and compen-
sation systems [31]. It argues that for businesses to excel, the first three forms must
be met. However, although the presence of “must-be” features is not noticeable by cus-
tomers, their absence or non-performance leads to total dissatisfaction. One-dimensional
features (i.e. performance or linear quality) are specific needs that are noticeable by cus-
tomers when present. Hence, the presence of one-dimensional features is always noted,
and the absence of one-dimensional features leads to customers dissatisfaction. Attrac-
tive or excitement features are attributes that are not expected by customers, yet their
presence will delight them and inspire loyalty. Attractive features increase satisfaction
levels, but their absence does not affect dissatisfaction. This is because attractive features
seek to address hidden and unarticulated needs and it is mostly a challenge to identify
them. Indifferent features do not influence customer satisfaction or dissatisfaction level
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and thus, they do not have an impact on customer satisfaction. The model provides a
logical extension of Herzberg’s motivation-hygiene theory [24] where Must-be features
are similar to hygiene features, Attractive features maps to motivational features and
One-dimensional features maps to bivalent features.

The KANO model: facilitates the identification of quality expectations and time
transition of these quality factors [8]; is versatile, and has been adapted for a range of
different purposes [32]; puts customer satisfaction first in design features of products
and services; and has been successfully applied to assess attributes of website quality
[8]. As such the KANO model is appropriate for assessing persuasive system features,
i.e. to categorize features based on the influence of features on customer satisfaction, in
order to provide a better understanding of customer requirement priority, and address
the nature of changing quality features.

2.3 Persuasive Systems Features and E-Commerce Websites

Persuasion is a communication process involving an individual (persuader) sending a
message to a recipient (persuadee), intending to influence the recipient’s attitude and/or
behavior; whilst leaving the recipient with the power of decision. Although this activity
is not new, advancement in computer technology has enhanced its ease of application.
Increasingly, systems and technologies are designed with the sole intention of altering
cognition. Accordingly, new theories and frameworks [10, 14, 26, 27] have been pro-
posed to facilitate the use of technological artefacts for influencing target user behav-
ior. The Persuasive Systems Design model [15] is arguably the most used framework
for designing and evaluating persuasive systems and has been used to assess persua-
sive experiences in several domains including enterprise resource management systems
[36], alcohol and smoking management systems [37], and knowledge sharing among
academics [38]. The Persuasive Systems Design model highlights seven postulates for
analyzing and designing persuasive systems. It further argues that there are twenty-
eight (28) persuasive features that can be categorized into four main areas: primary
tasks (Reduction, Tunneling, Tailoring, Personalization, Self-Monitoring, Simulations,
Rehearsal); dialogue support (Praise, Rewards, Reminders, Suggestion, Similarity, Lik-
ing, Social Role); Credibility support (Trustworthiness, Expertise, Surface credibility,
Real-world feel, Authority, Third-party endorsements, Verifiability) and Social support
(Social Learning, Social Comparison, Normative Influence, Social facilitation, Cooper-
ation, Competition, Recognition (see [15] for a more detailed definition of each feature).
These features have been used in a range of different domains to encourage certain target
behavor. Some studies have argued that they influence users’ purchase intentions [39] by
providing good navigational usability, eliminate trust and security doubts, and promote
smooth transactions.

3 Research Approach

An exploratory studywas designed to investigate user preferences of persuasive features,
i.e., how each persuasive feature influences user satisfaction levels with regard to e-
commerce. A questionnaire was used to identify and classify customer perception into
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four categories as suggested by Kano et al. [16]. The functional or dysfunctional form
of each of the 28 persuasive features was measured. As suggested by Xu et al. [40], the
functional formwas specified as ‘howwould you feel if this particular feature is presented
in a product/service’. The dysfunctional form was specified as ‘how would you feel if
this particular feature is not presented in the product/service’. It is expected that Kano’s
model will classify persuasive features based on their impact on user satisfaction. Based
on responses to the functional and dysfunctional forms of each question, customers’
requirements for each feature were classified into different categories using the Kano
Evaluation (see Table 2). The frequency distribution for each feature determined Kano’s
category classification [19]: with the highest response frequency being the dominant
class. However, in situations where the dominant class is absent or sensitive to change
in frequency, two additional measures are used to determine it (i.e. category strength
and total strength) [41]. The quality response is measured by calculating the Satisfaction
Coefficient (CoS) and the Dissatisfaction Coefficient (CoD) - as shown respectively
in Eqs. 1 and 2; where A is Attractive, O is One-dimensional, M is Must-be and I is
Indifferent (Table 1).

CoS = (A+ O)

A+ O+M+ I
(1)

and

CoD =
(

(M+ O)

A+ O+M+ I

)
× (−1) (2)

Table 1. Kano’s evaluation framework

Customer requirements Dysfunctional (negative) question

1 2 3 4 5

Functional (positive) question 1 Q A A A O

2 R I I I M

3 R I I I M

4 R I I I M

5 R R R R Q

A: Attractive, O: One-dimensional, M:Must-be, I: Indifferent, R: Reversal, Q: Questionable
1:I like it, 2:I expect it, 3:I’m neutral, 4:I can tolerate it, 5:I dislike it

Two independent sampleswere used for evaluating the same set of persuasive features
in relation to physical and digital products. The separation of the product sought to reduce
the length of the questionnaire and multiple evaluations. A pre-test was conducted using
6 participants and their recommendations were considered in the final version of the
questionnaire. The CVSCALE was used and the pre-test results showed high internal
reliability, with Cronbach’s α values above the 0.7.
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The questionnaire (see https://www.dropbox.com/s/dthnyjnviagpn0u/Questionaire.
pdf?dl=0) was administered online using ‘SmartSurvey.com’. The survey link was sent
through different media channels, including Facebook, Twitter, LinkedIn, Emails and
Amazon Mechanical Turk. A total of 500 links were sent. Amazon Mechanical Turk
was used to target a diverse range of responses. All in all, 250 responses were obtained
indicating a 50% response rate. A non-response bias analysis was conducted using
the first 50 responses, and the findings indicated that non-responses did not affect the
findings. Out of the 250 responses, 45 were excluded because 32 had no online shopping
experience, and although the remaining 13 had shopped online before they have never
browsed online shopping websites. The latter demonstrated a conflict in their responses
and thus were excluded from the study.

4 Results

4.1 Respondents’ Characteristics

A larger proportion of respondents were those who buy physical products. This was
almost three-quarters (76.5%) of the respondents (see Table 2). Out of the total of 157
respondents who buy physical products often, 56% were females and 44% were males.
Forty-nine per cent (49%) of respondents who buy physical product were between
25–34 years. Most respondents were either students (38.8%) or in full-time employ-
ment (36.3%). With respect to age, majority of respondents (49.8%) were between
25–34 years, and the remainder were 18–24 (23.9%), 35–54 (20.5%) and 5.8% for those
over 55 years old. In terms of the highest qualification, 44.4% of the respondents hold
a bachelor’s degree, 35.1% have master’s degree and 13.2% have a doctoral degree or
equivalent. The least educational qualification was high school degrees (5.4%). The dis-
tribution of those who tend to buy digital products is similar to those who buy physical
products except for gender, where male tend to buy digital products while female tend
to buy more physical products. All respondents had experienced online shopping and
bought an item online within the past six months. Respondents were from a range of
different nationality including theUK,USA, Saudi Arabia, India and Pakistan. See Table
2 for details of respondents’ characteristics.

4.2 Kano’s Categorization of Persuasive Features

TheKano’s categories for the 28 persuasive features were generated and the extent of sat-
isfaction and dissatisfaction were also calculated (see Table 3). Variations in satisfaction
and dissatisfaction levels were observed among the various persuasive features. Features
relating to primary task support (PT) (i.e., reduction, tunneling, tailoring, personaliza-
tion, self-monitoring, simulation and rehearsal) recorded coefficient of satisfaction (CoS)
values ranging from 0.30–0.45. Thus, they impact customer satisfaction between 30–
45%, whereas their absence may result in customers dissatisfaction (CoD) between 8
and 64% - see Table 3. The presence of personalization features in e-commerce websites
was observed to increase customer satisfaction by 31%, however, its absence does not
significantly affect customer dissatisfaction (8%). Tunneling and rehearsal increase cus-
tomer’s satisfaction (i.e., by 39% and 36% respectively) and their absence also impacts

https://www.dropbox.com/s/dthnyjnviagpn0u/Questionaire.pdf%3Fdl%3D0
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dissatisfaction levels (i.e., 47% and 46% respectively). Out of the seven primary task sup-
port features, one persuasive feature (i.e., self-monitoring) was found to be of significant
importance since it had total strength value above 60%. Thus, it is classified as a “one-
dimensional” feature (see Table 3). This indicates that the presence of self-monitoring
increases customer satisfaction by 45% and affect dissatisfaction by 64%.

Dialogue support (DS) features (i.e., praise, rewards, reminders, suggestion, similar-
ity, liking and social role) was observed to impact customer satisfaction levels between
23% and 63%; whilst their absence impacts dissatisfaction between 13% and 46% -
see Table 3. Reward significantly impacts satisfaction because it recorded 65.9% for
total strength value and was classified as being “attractive”, i.e., presence of reward
significantly improves customers satisfaction by 63%, yet its absence will not result in
customers dissatisfaction (i.e. 23%). Liking had a total strength value of 58.5%, while
customers extents of satisfaction and dissatisfaction were 45% and 46% respectively.

Table 2. Samples and total sample overview

Physical Digital Total sample

Age 18–24 22.3% 29.2% 23.9%

25–34 49% 52% 49.8%

35–54 22.3% 14.6% 20.5%

55+ 6.4% 4.2% 5.8%

Gender Male 44% 58.3% 47.3%

Female 56% 41.7% 52.7%

Level of education High school 5.7% 4.2% 5.4%

Bachelor’s degree 42.7% 50% 44.4%

Master’s degree 36.3% 31.2% 35.1%

Doctoral degree 12.7% 14.6% 13.2%

Other 2.5% 0% 1.9%

Current occupation Employed 49.7 49.9 49.7

unemployed 4.5% 0% 3.4%

Homemaker 4.5% 6.2% 4.9%

Retired 1.9% 2% 1.9%

Student 38.8% 41.7% 39.5%

Other 0.6% 0% 0.5%

Mean shopping experience in 6 months? 7 times 8 times 8 times

Browsing frequency Rarely 7.6% 6.3% 7.3%

Sometimes 27.4% 20.8% 25.8%

Often 49.7% 47.9% 49.3%

Always 15.3% 25% 17.6%
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Table 3. Results of Kano’s model analysis

Motivation Category based on
frequency

Category strength Total strength Category based on
strength

CoS CoD

Primary task
support

Reduction I 27.8 44.9 I 0.37 −0.32

Tunnelling I 12.7 53.7 I 0.39 −0.47

Tailoring I 34.6 42.9 I 0.30 −0.28

Personalisation I 30.7 24.9 I 0.31 − 0.08

Self-Monitoring O 8.3 65.9 O 0.45 − 0.64

Simulations I 40.5 38.0 I 0.31 − 0.22

Rehearsal I 16.1 53.7 I 0.32 − 0.46

24.39 46.29 0.35 − 0.35

Dialogue
support

Praise I 52.7 25.4 I 0.23 −0.13

Rewards A 13.7 65.9 A 0.63 −0.23

Reminders I 40.0 36.1 I 0.26 −0.30

Suggestion I 36.6 39.5 I 0.33 −0.28

Similarity I 13.2 55.6 I 0.43 −0.43

Liking I 8.8 58.5 I 0.45 −0.46

Social Role I 38.5 38.0 I 0.33 −0.22

29.07 45.57 0.38 −0.29

Credibility
support

Trustworthiness O 17.1 71.7 O 0.52 −0.66

Expertise O 9.3 68.8 O 0.43 −0.66

Surface
credibility

I 38.0 30.7 I 0.22 −0.28

Real-world feel O 12.2 69.3 O 0.49 −0.64

Authority I 31.2 45.4 I 0.30 −0.34

3rd party
endorsement

I 25.9 48.3 I 0.31 −0.37

Verifiability I 20.0 49.8 I 0.28 −0.46

21.96 54.86 0.36 −0.49

Social support Social Learning I 50.2 26.8 I 0.24 −0.14

Social
Comparison

I 43.4 33.7 I 0.26 −0.22

Normative
Influence

I 48.8 29.8 I 0.24 −0.22

Social facilitation I 49.8 31.7 I 0.22 −0.24

Cooperation I 42.9 37.6 I 0.25 −0.29

Competition I 62.9 20.5 I 0.13 −0.14

Recognition I 34.1 40.0 I 0.35 −0.23

47.44 31.44 0.24 −0.21

Credibility Support (CS) features (i.e., trustworthiness, expertise, surface credibil-
ity, real-world feel, authority, third-party endorsement and verifiability) were observed
to impact customers satisfaction between 22% and 52%, and dissatisfaction between
28 and 66% - see Table 3. Trustworthiness, real-world feel, and expertise had total
strength values of 71.7%, 69.3% and 68.8% respectively. These features fell into the
category of “one-dimensional”. Hence, their presence in e-commerce websites may
increase customer’s satisfaction by 52%, 49%, and 43% respectively and their omission
will negatively impact it by 66%, 64%, and 66%.
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Social support (SS) features (i.e., social learning, social comparison, normative influ-
ence, social facilitation, cooperation, competition and recognition) affects satisfaction
levels between 13% and 35%, and dissatisfaction levels between 14% and 29% - see
Table 3. This indicates a relatively weak form of influence on customer’s satisfaction
and dissatisfaction. All social support feature was observed to be in the “indifferent”
category.

5 Discussion and Implications

Although some existing studies have investigated the relationship and impact of per-
suasion or persuasive systems features on e-commerce websites, none have investigated
the phenomenon using the Kano model. Yet, the Kano model provides considerable
insight on how customers/users of e-commerce websites evaluate their satisfaction lev-
els. The findings and observations made from this study present several implications on
persuasive system design features and e-commerce website designs in particular.

5.1 Primary Task Support Features

Persuasive system features such as primary task support are expected to facilitate user
performance in accomplishing their objectives. Almost all primary task support fea-
tures were indifferent to users of e-commerce platforms (except self-monitoring). This
demonstrates that current e-commerce users do not pay much attention to activities that
enhance their primary task. It is worth noting that the omission of primary task support
as a persuasive feature is not the same as the omission of the primary task itself. That is,
without primary task support, users are still be capable of perform all relevant activities
on the websites, yet persuasive features, e.g. “one-click” purchase recommendations,
the provision of virtual fitting rooms, and “wish-list”, are expected to enhance the pri-
mary shopping experience. The classification of most primary task support features
as indifferent is further supported by the argument that features, such as personaliza-
tion, recommendation, and tailoring, do not play much of a role in how users perceive
e-commerce websites [12]. Mostly, e-commerce website users prefer to enter their per-
sonal data at checkout rather than making use of personalization services provided by
the sites.

This finding, however, contradicts much existing knowledge that argues that the
provision of features that seek to support users to locate their desired products with ease
is paramount in e-commerce websites. According to Chu et al. [12] users who have no
specific product in mind find primary task support features more useful since, as such
features make it easier to locate items. Also, first-time users expect websites to provide
themwith guides as to how they register or checkout during product purchase. It has also
been argued that personalization eases information processing and thus creates positive
emotional states in users [42]. Others [43] have argued that personalization is the epitome
of persuasion on e-commerce websites. Additionally, even though tailored content is
provided to support product selection, users consider such content as ordinary product
categorization and do not believe that the tailored content meets their needs; a claim has
also been validated by [12]. Other studies have demonstrated that the provision of search
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tools and clear layout of information are not paramount on e-commerce websites when
compared to education, medicine and financial websites [8].

Self-monitoring emerged as a “one-dimensional” feature. Self-monitoring features
provide e-commerce users with the tendency to monitor and adjust their activities or
purchase behavior to ensure that it is appropriate based on how it is perceived by others.
Findings from this study conform to studies that argue that the ability of users to monitor
one’s self is imperative in mobile shopping [44]. Self-monitoring plays a moderating
role in website use [45] and thus it impacts e-commerce customer satisfaction levels.
As a one-dimensional feature, it measures performance on a linear scale and thus it is
noticeable by customers when present. Accordingly, it is recommended that designers of
e-commerce website must ensure that they provide system support that facilitates users
to monitor their actions.

5.2 Dialogue Support

The provision of advance Dialogue support features has become rampant in recent
e-commerce platforms. For instance, features including ExpertClerk [46] have been
designed to support customers on e-commerce platforms to imitate sales clerks. Others
have advocated for the provision of search and choice support [47], yet findings from
this study suggest that dialogue support features do not play a key role in e-commerce
platform customer satisfaction. Six out of the seven persuasive dialogue support features
(Praise, Reminders, Suggestion, Similarity, Liking and Social Role) were observed to
be “Indifferent”. The exception was Rewards, which was classified as an “Attractive”.
It is intriguing to note that most dialogue support features were perceived as indifferent
in other studies [14], which also demonstrated that dialogue support features were the
most dominant e-commerce platform system features. Considering that majority of the
respondents were regular users of e-commerce websites, the findings corroborate with
studies that claim that dialogue support is significant to new customers when compared
to existing customer [48]. Dialogue support features facilitate buyer persuasion [49].
Accordingly, it can be inferred from this study that although the provision of dialogue
support features on e-commerce platforms facilitates persuasion, users of these platforms
do not perceive it as a contributor to their satisfaction levels. For instance, persuasive
features such as reminders become helpful when used to notify shoppers of important
issues but not when used as tools of product promotion.

Rewards emerged as the only attractive system feature. These findings agree with
existing studies [49–51], which confirms that buyers consider rewards as a key factor to
customer satisfaction level. Considering that rewards on e-commerce platforms provide
direct and observable benefits to users, it is not surprising that users perceive it as
an attractive feature. It is therefore suggested that designers of e-commerce websites
must ensure that they involve features that reward users. As explained earlier, attractive
features increase satisfaction levels. Considering that persuasive system designs intend
to make a user perform a predetermined activity, it is vital that they include attractive
features. It is however emphasized that rewards feature on e-commerce websites must
target all category of users, this will facilitate regular visits to these websites.
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5.3 Credibility Support

Credibility support features had the highest total strength (54.86%). Besides, it was
observed to be the only category of features that recorded three features to be one-
dimensional (i.e. Trustworthiness, Expertise and Real-world feel). This demonstrates
that credibility plays a crucial role in customer satisfaction levels. System credibility has
been demonstrated to be vital, as it contributes to users intention to use a system [38].
Perhaps, it can be considered to be the most important feature in persuasive systems
design. With respect to e-commerce platforms, website credibility is essential to both
users and customers.

The emergence of Trustworthiness, Expertise and Real-world feel as one-
dimensional features show that customers and users of e-commerce websites always
look out for these features as a measure of satisfaction and are dissatisfied when absent.
It has been confirmed that the use of enhanced methods to improve credibility yields
favorable customer responses on e-commerce platforms [52]. Some studies [14] have
explained that Trustworthiness and Expertise are among the most used system features
on e-commerce websites.

Surface credibility, Authority, Third Party Endorsement and Verifiability were all
observed to be indifferent. Surface credibility relates to the appearance of thewebsite, and
this result suggests that e-commerce users do not consider the aesthetics features of the
website as a key ingredient of their satisfaction levels. These findings support arguments
by [53], that stipulates that surface credibility has less influence on regular application
users. More importantly, further investigations need to be conducted to ascertain why
credibility features including Authority, Third Party Endorsement and Verifiability were
observed to be indifferent features.

5.4 Social Support

Although Social support features have been identified to promote e-commerce plat-
forms [54], users perceive these features as indifferent. All social support features were
observed to be indifferent and they also recorded the lowest total strength (i.e. 31.44%).
Thus, they have no impact on user satisfaction levels. Particularly, Competition was
observed to be perceived as the feature with the least impact on user satisfaction. It
recorded the lowest total strength value of 20.5. Yet, others [38] have explained that
perceive social support promotes user’s intention to continuous use.

Studies have argued that social supports in virtual environments mostly seek to
address user problems through the direct and indirect provision of information, expe-
rience, and advice [55]. Therefore, although such a feature may enhance trust among
customers and users of e-commerce platforms [56], it has no impact on how these users
perceive satisfaction. It is important to note that Social support features are the least
utilized system features on e-commerce websites [14].

However, considering that shopping is a social event [57], it is surprising to observe
that social support is not perceived to influence e-commerce website user satisfaction.
Thus, there is a need for further studies to investigate this phenomenon to understand
the drivers of such findings.
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6 Conclusions and Future Work

This study explored user perceptions of persuasive features on e-commerce websites that
influence their satisfaction or dissatisfaction levels using the Kano model. According
to the Kano model, user satisfaction evolves, and although there are possibilities that
perceptions of system features that influence user satisfaction levels on e-commerce
websites may change, current findings indicate that no persuasive feature is perceived to
be a “must-be” feature. This observation confirms that persuasive features are perceived
as add-ons and is not perceived by customers as critical to the ecommerce experience.
They enhance overall system qualities, create engagement and support decision-making
processes. In this sense, they complement e-commerce design and support user appeal
in a competitive environment. Hence, this study serves as a guide to understanding user
preferences and contributes to the development of practical guidelines for designing
persuasive e-commerce websites.

Three credibility support features (trustworthiness, Expertise and Real-world feel)
were observed to be perceived by customers to impact satisfaction. That is, their presence
is noticed by users and their absence results in dissatisfaction. Rewards emerged as the
only system feature that users perceive to be attractive. All social support features were
observed to be perceived by users as indifferent. Future work needs to investigate the
causal effects of these findings. In addition, further investigations may be conducted on
the impact of within-group cultural differences which might reveal differences on users’
preferences of persuasive feature that impacts their satisfaction and dissatisfaction levels.
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Abstract. This experimental study evaluates the suitability of a social robot for
inducing behavior change, where the robot serves as a behavior change coach.
Using a simulation of the social robot Haru developed by the Honda Research
Institute, this study measured the effect of the robot’s emotional expressions and
behaviors on behavior change and the perceived quality of the session.

The method for behavior change employed is the ‘Tiny Habits’ approach
developed by (Fogg 2019), which assumes that behavior can be changed if a) the
behavior to be changed is broken down into a tiny habit, b) this habit is anchored
in the person’s everyday life, and c) every success is celebrated. Based on these
principles, a scripted dialogue was created to coach participants in a session in
which they chose a behavior they wanted to change themselves.

The experiment proceeded with altogether 30 participants. In the experimen-
tal condition, the dialogue between participant and the robot simulator was inter-
spersed with emotional expression and behaviors such as dancing, bowing and
vocalizing. The control condition utilized the same setup with the robot simu-
lator and provided participants with the same guidance, but without emotional
expression.

Our results reveal a positive effect of emotional behavior on most of the
measured variables. Compared to the baseline, the participants in the emotional
condition had a higher motivation to change their behavior, felt more confident in
applying the behavior change method, confirmed that they would think differently
about behavior change and rated the quality of the lesson higher.

Keywords: Behavior change · Tiny Habit method · Persuasive technology

1 Introduction

In this paper, we want to find out whether a simulated robot can function as a persuasive
technology that effectively supports people in their attempt to acquire a new habit and
to what extent emotional expression by the robot facilitates the retention of the habit.
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1.1 Behavior Change – Tiny Habits Method

Individual habitual behavior is a frequently repeated, learned behavior with a high degree
of automaticity (Orbell and Verplanken 2010). It is also stably cued in context such that
there is a link between a certain context and certain response (Gardner, 2015). The Tiny
Habit method by BJ Fogg (2019) used for our behavior change coaching experiment,
builds on these principles. The core of the model consists of three elements: a) the tiny
habit itself, b) an anchor moment, and c) a celebration.

According to Fogg (2019), people often fail to change their behavior because they
overestimate the level of their motivation and willingness to change; while a high aspira-
tion or a final goal is essential, it is difficult to reach the final aspiration without regularly
repeating it –which, according to his experience, is often too demanding. Fogg’s response
to this potential issue is to break down the habit into a simplified version of the aspiration
(e.g. the aspiration to run every day can be broken down into taking on running shoes).
Individuals who would like to acquire a new behavior should create a habit which they
can perform every day, does not take longer than 30 s, and only requires little effort.

The second pillar of the TinyHabitmethod, the anchoring, helps to firmly incorporate
the tiny habit into everyday life. Another routine, already firm in an individual’s daily
routines, is employed to anchor the new tiny habit.

The third element is the celebration. By intentionally creating positive emotions,
participants are rewarding the completion of their small steps and thus strengthening the
position of tiny habits in the individuals’ everyday life.

This potential effect of emotional experience on behavior change and habit retention
was suggested also by Bargh and Morsella (2009). Moreover, in interactive storytelling,
the display of emotional expression has been found to be important element for memory
retention, and of the quality of the storytelling itself (Bavelas et al. 2002).

The current paper explores to what extent a one-time coaching session with the Tiny
Habits method using a simulated social robot may lead to behavior change and what role
emotional displays play in the retention of the new habit.

1.2 Robots as a Persuasive Technology

Previous work on robots as persuasive technologies is sparse, and none of the stud-
ies addressing persuasion target habit formation and longterm behavior change. For
instance, Andrist et al. (2013) and (2015) investigate the effects of different speaking
styles and find that robots that use persuasive speaking styles are more persuasive than
robots that don’t. Similarly, Fischer, Niebuhr et al. (2020) show that robots’ speech char-
acteristics influence the degree to which people follow their advice. Winkle et al. (2019)
studied the effects of certain persuasive messages and document several effects. Ham
et al. (2015) detect interaction effects on robot persuasiveness between robot speech and
accompanying gestures, and Fischer, Langedijk et al. (2020) show that the effectiveness
of persuasive messages by robots is influenced by mutual gaze. These studies confirm
that robots that use persuasive signals may actually serve as persuasive technologies.

Previous work on emotional expression in robots has mostly focused on identifying
the emotions expressed given the special robot morphologies and limited modalities
for emotional expression (Fischer, Jung et al. 2019). Jung (2017) argues that emotional
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expression is socially required in social interactions. However, in Fogg’s ‘Tiny Habit’
behavior changemethod, emotional expression plays a specific role, namely it is taken to
reinforce habit formation. This particular role of emotional expression has not previously
addressed in human-robot interaction research.

2 Case Study: Emotional Expression in Behavior Change Coaching

Our study aims to explore the effects of emotional expression in behavior change coach-
ing by a social robot, focusing on the perceived quality of the lesson. Furthermore, we
analyze the effects of the method on retention and motivation to change behavior by
means of a questionnaire administered at least 10 days after the session.

2.1 Method

To measure the effect of emotional expression on the quality of the lesson and residual
willingness to change behavior, two experimental conditions – experimental, i.e. emo-
tional, and control –were created. In both conditions, we used the same script, presenting
the Tiny Habit coaching session by the simulation of a social robot Haru from the Honda
Research Institute in Tokyo. In both scenarios, the robot uses the same synthesized voice;
however, in the experimental condition, the robot uses emotional expression, whereas
in control condition 2 it does not. In both conditions, the robot behavior was controlled
by a wizard operator (cf. Riek 2012).

2.2 Experimental Setup

The script that presents participants with the Tiny Habit method was created and divided
into five sections. The core of the script, consisting of 66 utterances, explains the basics of
the TinyHabitmethod and is used to guide participants through the session. Furthermore,
82 additional utterances were created to give the robot operator the possibility to react
to the most common questions, help participants to return to the core of the script and
move forward in the session. These utterances were created based on extensive pilot
testing and used in order to ensure a smooth interaction; however, on average only 3–4
of these specific utterances were used in each interaction, so that the interactions remain
largely comparable.

In the experimental condition, the robot’s behavior is enrichedwith emotional expres-
sion by means of behaviors other than speech, such as dancing, smiling, bowing or
vocalizing, which were used 34 times per interaction, thus prolonging the average time
to complete the core of the session from 15 to 17 min. In all other respects, the robot’s
behavior was identical across conditions.

The script itself was divided into five sections, reflecting the overall structure of the
method as outlined by BJ Fogg (2019):

a) In the short introduction, Haru presented the purpose of the session, introduced itself
and explained the structure of the session.

b) Participants were guided to define their aspirations.
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c) Participants were explained the importance of making their aspirations tiny and
helped to create a simplified version of their future habit.

d) The Tiny Habit formula was presented: After I *anchor moment, I will *tiny habit,
and celebrate.

e) At the end, participants learned about the importance of celebrating their success
and were given the chance to present their tiny habit.

The whole script was created in such a way that the robot was able to react to
participants’ most common questions – in addition, further clarifications of the concepts
were prepared and used if needed (Fig. 1).

Fig. 1. Experimental setup of the behavior coaching session

Procedure: Participants, who volunteered to participate in the experiment, were seated
in front of a screen with the robot simulation and presented with a paper that introduced
them to the Tiny Habit method, expected length of the session and the fact they would
be rewarded with chocolate. Part of this pre-session period was also an introduction to
the Haru simulator in front of them. The script started with a question: “Hi, what is your
name?” In case the participant did not reply, this was followed by the utterance “You can
talk to me!”, followed by the rest of the script. Participants were given a questionnaire
at the end of their session; another one was sent to them after 10–14 days.

Materials: As stated above, the Haru robot was run as a simulator on a 27-inch LCD
with a loudspeaker hidden behind the screen. The simulator itself runs on a laptop
equipped with a Gazebo simulator environment. The whole setup was made in such a
way that the robot could be teleoperated, using the Wizard-of-Oz method (Baxter et al.
2016). The operator was present in the same room, but out of the direct line of sight of
the participant. The same wizard controlled the robot through all 30 interactions.
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Participants: A total of 30 people with a mean age of 28.4, all residents of Southern
Denmark, participated in the experiment. The 18 women and 12 men were distributed
equally between the two conditions. Before the session, 39% of the participants had
only seen a robot on TV, 28% had seen one or a few robots in reality, 23% had played
or worked with one and 10% stated that they regularly work with robots. Most of the
participants were international students while 23% were of Danish nationality.

Questionnaire: Every participant received a questionnaire after finishing the session.
The first part of this questionnaire (q1–q5) focused on demographics such as age, nation-
ality, line of study, and robot experience. In the second part of the questionnaire (q6–q7),
participants rated their motivation to change their behavior before and after the session.
The next two blocks of questions (q8–q14) focused on the course content, quality of
the session and the learning outcomes. To measure the retention of the method, another
questionnaire focusing on the progress with participant’s behavior change was sent at
least 10 days after the session.

2.3 Results

Questionnaire data from the experimental condition with emotional behaviors (C1) and
control condition (C2) were compared, using a paired student t-test. Figure 2 presents the
questionnaire results concerning the evaluation of the session. Participants interacting
with the robot that uses emotional behaviors were significantly more willing to think
differently about the behavior change (p= 0.0394), andwe identified a positive statistical
trend in their rating of the overall quality of the session (p = 0.0680).

Fig. 2. Statistical analysis of the data in C1 and C2 from the post-session questionnaire

Furthermore, t-test comparisons of the other questions revealed statistical tendencies
towards more favorable ratings of the robot that used emotional behaviors.

Another statistical trend was identified in the post-experimental questionnaire focus-
ing on participants’ retention of the new habit. Those who had interacted with the robot
in the experimental condition were more likely to maintain the habit they created during
the session (p = 0.04). All the participants from the experimental condition carried out
their new habit at least once, while the majority (66%) practiced their behavior at least
twice (Fig. 3).
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Fig. 3. Habit retention from post-questionnaire send at least 10 days after the initial session.

3 Discussion

The study shows that the robot’s emotional behaviors have a significant effect on how
participants think about behavior change. Furthermore, the results reveal positive effects
on the perceived quality of the lesson and retention of the new habit. However, our
findings, possibly influenced by the small number of participants, did not reveal any sig-
nificant effects on other measured categories, such as the difference between motivation
before and after the session or on understanding the concepts presented.

To evaluate the effects of Haru’s emotional behaviors more precisely, the effect of
particular behaviors used during the session should be measured. After the sessions,
some of the participants mentioned that they disliked some particular behaviors, which
may have influenced the results. Also, the effect of non-human behaviors used in the
experimental condition (such as the visualization of a lotus flower, question mark or fire-
works) could be evaluated independently in the future. Therefore, we are now conducting
another study, measuring the effects of the habitual retention in another condition, which
uses the same script but presents the contents as a website.

4 Conclusion

To conclude, there is a significant effect of emotional behavior on the perceived quality
of the lesson and on the retention of the habit practiced. Therefore, a long-term effect
can be expected. We can thus conclude that emotional expression has a positive effect
on the quality of human-robot interactions in general and on behavior change coach-
ing in particular. In addition, we can conclude that robots may be effective persuasive
technologies, and that the Tiny Habits method is a suitable approach for robot-human
behavior change coaching.
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Abstract. Prior research have shown that, different features (such as,
color, neutral point, granularity etc.) of rating scales have significant roles
to play in shaping consumers’ rating behavior. While investigating the
impact of color, researchers have revealed significant conflicting patterns
of bias in users’ rating behavior, which indicate the inefficiency of the
one-size-fits-all approach taken by them to investigate bias. In this paper,
we address this gap by taking a personality and culture-based approach
to explore the diversity in users’ responses in relation to the influence
of the color of rating scales. We designed an online survey by adopt-
ing five different rating scales and collected 176 participants’ responses
on a demographic and a personality assessment questionnaire and their
ratings on different products. Our study shows that the use of colors in
rating scales influences the responses of participants who are extrovert
and from collectivist culture and provides the direction of score adjust-
ment due to the bias. Taking the key findings into consideration, we also
offer possible design guidelines to avoid potential rating bias.

Keywords: Rating behavior · Bias · Personality · Culture

1 Introduction

User-generated feedback has become an integral and influential part of different
domains in online platforms that provides insights on consumers overall satisfac-
tion and experience with a product or a service. However, users’ ratings do not
always represent the genuine feedback of their experience with products. They
can be subject to bias evoked by different features of rating scales [2,5]. While
rating bias caused by different scale features is widely explored by researchers,
earlier research works investigating the bias originating from the use of color
have some contradictory patterns. These contradictions mean that individuals
respond differently to the presence of colors in the design of the scales. Since per-
sonality and culture are viewed as the consistent representatives of a person’s
individuality [13,17], a personality and culture-based approach to investigate
rating bias can provide more insights on this. Besides, variance in the labels
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associated with colors of the rating scales may have distorted the sole impact of
colors, since the presence of labels alone can also exert influence on user response.
In this paper, we attempt to answer the research question: Do consumers with
different personality traits and culture utilize the same color-based rating scale
differently for the same product? To this aim, we conducted a study with 176
participants and analyzed the pattern in user response in coloured scales. Taking
insights from the study, we also suggested some design guidelines to avoid bias.

2 Related Work

Previous research works addressing the issue of bias induced by color-based
scales have revealed some contradictory patterns of bias in users’ rating behavior.
In [16], the authors found that, using a scale with two endpoints shaded with
different hues of two different colors can manipulate the users to perceive the
subjective distance of the endpoints of the scale as longer than usual. As a
consequence, users adjusted their score towards the higher end of the scale. On
the other hand, [3] claimed that scales designed with contrasting color schemes
can enhance the positive valence at the higher endpoint and vice versa at the
lower endpoint, which can persuade the users to adjust their score towards the
central area of the scale. The contradiction highlighted the limitation of not
taking users’ individuality into consideration. To address this issue, we took
a personality and culture-based approach to investigate users’ rating behavior
since they are two very stable representatives of a user’s individuality [13,17].

We leveraged the Big Five Model to categorize users into their personality
traits, since it is currently one of the most comprehensive and widely employed
models in psychology to predict personality types [9]. The five broad dimen-
sional traits are: openness to experience (represents the appreciation for new
experiences), conscientiousness (refers how individuals control and regulate their
impulses), extraversion (refers to one’s fondness for social engagement), agree-
ableness (refers to the tendency to maintain social harmony with others), and
neuroticism (represents individuals who are prone to negative emotions) [11].
To categorize participants into their personality traits, we adopted the Big Five
Inventory (BFI-44) where participants assess themselves by answering 44 ques-
tions using 5-point Likert scale [9].

Personality traits are correlated with their preference for colors [18]. For
example, emotionally stable (low neuroticism) individuals prefer dark green. On
the other hand, antagonistic (low agreeableness) people prefer dark blue. Every
color carries an emotional property [1]. But because of being preferred by an
individual, the color may play the role of a cognitive enhancer. However, users’
susceptibility to such cognitive impact may vary according to their personality.
For example, the magnitude of the impact could be higher for extroverts as they
are more assertive and lower for raters with high conscientiousness because they
are more cautious. Hence, the general approach taken by the existing works
might not work.
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To categorize users according to their culture, we adopted the individualism-
collectivism dimension of Hofstede’s framework. We decided to adopt this dimen-
sion since it best captures the variance in the global population [10]. Collectivists
tend to make decisions driven by the goal of community benefit whereas individ-
ualists make their decisions focusing more on their personal goal [8]. According
to [6], a country with a high individualism score will show an inclination towards
the individualistic culture, whereas, a country with a low score will show an incli-
nation towards the collectivist culture. The classification of the countries with
respect to their culture is obtained from [6].

In terms of design variations, collectivists and individualists have very dif-
ferent choices of aesthetic preferences. Collectivists prefer interfaces which are
colorful and visually appealing, whereas individualists do not exhibit any such
preference [12,15]. These preferences may enhance the positive emotional valence
which can influence the numerical interpretation of the scale. Therefore, the
interpretation of color-based scales will vary in different cultures.

3 Methodology

To answer the research question, we conducted a user study that was designed
to elicit participants’ biased responses to different color-coded scales and map
their rating behavior to their personality and culture.

3.1 Experimental Design

To collect the users’ true ratings, we adopted the most widely used yellow star-
based scale [4]. To represent the scales that may induce bias, we adopted star
and emoji scales with endpoints shaded with two different sets of contrasting
colors: red-yellow-green and red-yellow-blue combinations. We chose these two
sets of color since they are the closest representations of color-based scales most
commonly seen in different online platforms and the existing research works
[3,16]. Each scale adopted in this study had a 5-points granularity but no labels.
The study has four parts:

1. Completing the demographic survey on age, gender and home country.
2. Completing the Big Five personality assessment questionnaire.
3. Selecting and rating products using the yellow star-based scale (Fig. 1(a)).
4. Rating the products again using color-based scales (Fig. 1(b)).

3.2 Participants

The study was approved by the ethics board of the University of Saskatchewan.
Initially, a total of 192 subjects’ responses were collected. After assessing the
reliability of their Big Five responses, the final database included the complete
responses of 176 participants. The participants included 64 men, 110 women and
majority (56.8%) of them aged between 21 to 30 years. The participants were
from different countries including Bangladesh, Canada, China, etc.
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Fig. 1. (a) Yellow star-based scale (b) color-based scales (c)an example of rating col-
lection window (Color figure online)

4 Data Analysis and Results

We categorized the final dataset using two within-subject factors: personality and
culture. First, we investigated the existence of bias in the rating behavior of each
personality and cultural group using the Wilcoxon signed rank test [14]. Next,
for each group that exhibited biased behavior, we applied Apriori algorithm [7]
to identify the score that is being subject to bias and the direction of score
adjustment resulting from the bias.

4.1 Personality-Based Rating Behavior Analysis

The analysis revealed that the ratings provided by extroverts in red-yellow-green
star scale (Z = −4.092, p= 0.000) are statistically significantly different from
their ratings in the baseline (yellow star) scale, with a small effect size (r = 0.20).
Moreover, a statistically significant difference was also found between the ratings
in red-yellow-blue star and the baseline scale (Z = −4.242, p= 0.000), with a
small effect size (r = 0.20). However, no statistically significant difference was
found in the rating behavior of any other group of personality trait. The rules
generated from the Apriori algorithm reveal the direction of score adjustment
resulting from the bias of extroverts (Table 1). For each of the five scales, rat-
ing scores were categorized in three distinct forms of representations of a low, a
neutral and a high score as {1,2},{3} and {4,5} respectively, preceded by a rat-
ing scale X, where X={Y.Star, RYG.Star,RYB.Star, RYG.Emoji, RYB.Emoji}.
The rules shown in bold font state that extroverts changed their genuine neutral
score in color-based star scales and provided higher scores instead. However, the
influence of the colored star scales did not influence extroverts who intended to
give low or high scores. There was no difference in the rating behavior of extro-
verts using emoji scales from that using the baseline scale. Lastly, no significant
difference was found in the rating behavior of any other group of personality
traits.
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Table 1. Five notable association rules for extroverts.

LHS RHS Support Confidence Lift

{Y.Star = {4,5}, RYG.Emoji = {4,5},
RYB.Emoji = {4,5}}

{RYB.Star = {4,5}} 0.30 0.98 1.69

{Y.Star = {1,2}, RYG.Star = {1,2},
RYB.Emoji = {1,2}}

{RYG.Emoji = {1,2}} 0.10 0.92 4.53

{Y.Star = {3}, RYG.Star =
{4,5}}

{RYB.Star = {4,5}} 0.15 0.90 1.55

{Y.Star = {3}, RYB.Star =
{4,5}}

{RYG.Star = {4,5}} 0.15 0.84 1.43

{Y.Star = {3}, RYG.Emoji = {3}} {RYB.Emoji = {3}} 0.14 0.82 2.44

4.2 Culture-Based Rating Behavior Analysis

The analysis revealed a significant impact of the color-based scales on collec-
tivists. The ratings provided by collectivists using red-yellow-green star scale are
statistically significantly different from their corresponding ratings in the base-
line (Z = −3.824, p = 0.000) with a small effect size (r = 0.15). The ratings
assigned by them in red-yellow-blue star scale are also statistically significantly
different from the yellow star (Z = −4.186, p = 0.000), having a small effect size
r = 0.15. Furthermore, there is a significant difference between the baseline and
red-yellow-green emoji scales (Z = −2.016, p = 0.044), effect size r = 0.09 and
also between the yellow star and red-yellow-blue emoji scales (Z = −2.369, p =
0.018) with a small effect size (r = 0.10). There is no significant difference in
the rating behavior of the individualists across the color-based scales. The rules
generated from the Apriori algorithm reveal the direction of score adjustment
resulting from the bias of collectivists (Table 2). The highlighted rules state that,
while using a color-based star or emoji scale, collectivists adjusted their genuine
neutral score towards higher scores. However, in cases of an originally given low
or high score, color-coded scales had no influence on the ratings.

Table 2. Six notable association rules for collectivists.

LHS RHS Support Confidence Lift

{Y.Star = {4,5}, RYG.Emoji =
{4,5}, RYB.Emoji = {4,5}}

{RYB.Star = {4,5}} 0.42 0.99 1.72

{Y.Star = {1,2}, RYG.Star = {1,2},
RYG.Emoji = {1,2}}

{RYB.Star = {1,2}} 0.11 0.94 5.30

{Y.Star = {3}, RYB.Star =
{4,5}}

{RYG.Star = {4,5}} 0.07 0.83 1.44

{Y.Star = {3}, RYG.Emoji =
{4,5}}

{RYB.Emoji = {4,5}} 0.06 0.82 1.47

{Y.Star = {3}, RYG.Emoji =
{4,5}}

{RYB.Star = {4,5}} 0.06 0.79 1.38

{Y.Star = {3}, RYG.Star =
{4,5}, RYB.Emoji = {4,5}}

{RYG.Emoji = {4,5}} 0.05 0.79 1.45
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5 Discussion

The overall evaluation concludes that color-based star scales have a small but
significant effect on the rating behavior of extroverts, since the scales would
change their genuine neutral score to a high score in star scales under the influ-
ence of color. Extroverts are usually more assertive and enthusiastic, therefore,
they were more susceptible to the influence of color. Because of their familiarity
with star-based scales, participants might have been more spontaneous while
providing feedback. Hence, the familiarity was probably the reason why the bias
was only significant in star scales. No other possible rating bias was confirmed,
possibly because prior findings on users’ color preference in a general context
might not necessarily reflect their preference in the context of UI.

Collectivists’ preference for colorful and visually appealing decision-making
interface influenced their rating decisions and hence they provided biased scores
in scales with contrasting color schemes. Similar to extroverts, the colors have a
small but significant effect on the rating behavior of collectivists, and the change
was only evident from a neutral to a high score. On the other hand, the same
features did not exert any influence on individualists. This is probably because
of the lack of preference in individualists for a colorful interface.

In summary, consumers with different personality traits and culture will uti-
lize similar color-based scale differently for the same product. Only extroverts
and collectivists exhibit biased rating behavior. As a consequence of the bias,
the neutral scores are pushed towards the high endpoints of the colored scales.

6 Design Recommendations

The results of this study suggest that using color in the design of rating scales can
bias slightly positively the ratings of extrovert users and those from collectivist
culture. Designers need to be aware of this, since it can be a way of manipulating
user ratings. We recommend that to obtain truthful ratings, ratings systems need
to be adapted to the culture and personality of users. Alternatively, the use of
color and emoji in rating schemes should be avoided.

7 Conclusion

We investigated whether the presence of colors in rating scales can impact users’
responses differently depending on their personality and culture. To this aim,
we designed a user study integrated with the Big Five survey, a demographic
survey and a rating collection process. The analysis shed light on the existence
of bias in extroverts and collectivists in the presence of color-based scales. It
also showed that the bias manipulated them to adjust their true neutral scores
towards a higher score. In summary, we demonstrate that the color of a scale
can solely be responsible for instigating bias in users’ ratings. The limitation of
this study lies in the small sample size of respondents. A follow-up study can
be conducted in the future with a larger group of participants. Moreover, the
effectiveness of the proposed design implications can also be investigated.
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Abstract. Persuasive Technologies can cause behavior change for improving
child health care. However, for persuasive technology to be effective, users have to
accept it. We propose a model of determinants of users’ acceptance of persuasive
technologies that contains five constructs from the Unified Theory of Acceptance
andUse of Technology (UTAUT), whichwere used as latent variables determining
users’ acceptance to use a persuasive intervention for child healthcare. A struc-
tured questionnairewas validated and completed by 133 participants to assess their
perceptions. Results indicate that Perceived Usefulness, Content of Intervention
and Perceived Credibility can have a significant influence on Intention to Use the
Intervention. The result support our proposed model of determinants of accep-
tance of persuasive technology. The most important conclusion of this model is
that when users perceive an intervention as being credible and useful, they are
most motivated to accept and adopt it.

Keywords: Persuasive Technology Acceptance Model · Persuasive information
systems · Intervention · Perceptions · Child health

1 Introduction

Childhood illness remains an on-going challenge in low andmiddle-income countries for
both healthcare professionals and parents [1]. To address this challenge, theWorldHealth
Organization [2] introduced Integrated Management of Childhood Illness (IMCI) as a
simple algorithm-based strategy. IMCI-trained healthcare practitioners are more likely
to treat sick children in an effective and timely manner [3]. Surprisingly, IMCI strategy
has not resulted in desired/expected outcomes as childhood mortality rates remain high
despite its global acceptance and implementation [4].

Researchers highlight the importance of parents’ knowledge and skills in child
healthcare [5]. While healthcare professionals are primarily responsible for guiding
the parents with regard to IMCI-recommended practices, in the current research we
investigate whether parents’ knowledge and skills can be improved by reaching them
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directly through the use of Persuasive Technology (PT).The evident benefits of IMCI
for child healthcare have already been reported including cost effective interventions,
better case management, improved illness classification and enhancing skills to support
a sick child [1]. However, it is unfortunate that limited resources, continuous training
and even reluctance from some medical practitioners have resulted in lower acceptance
rate of IMCI [1]. We believe that the use of PT can help us reach a larger number of
target audience and help persuade them to learn and apply the IMCI-related skills in
order to improve child health.

Earlier research shows that patients, healthcare professionals and healthcare infor-
mation consumers can be reached through Information Systems [6]. We therefore argue
that providing parents with IMCI-recommended healthcare practices through persuasive
technologies can improve their knowledge and skills. Healthcare information and guid-
ance can be provided to the target audience through web- or mobile-based interventions,
social media and wearable sensor technologies.

Advances and acceptance of persuasive technologies open up new opportunities to
reach a larger healthcare audience [7]. Information Systems that use persuasive strategies
(e.g., argumentation) for behavior change are more commonly known as Persuasive
Technologies [8]. Research of IMCI and child healthcare has not focused the impact
of such technologies on improving child healthcare [9]. At the same time, there is a
call for an urgent solution for persistently high child mortality rates. We propose that
designing and delivering simple and effective interventions that could improve parents’
knowledge and skills to provide immediate care to sick children is highly desirable. One
way forward in this direction is the use of Persuasive Technology [8].

2 Persuasive Technologies and Information Systems

Persuasive Technologies [8] or Persuasive Information Systems is a vibrant and rela-
tively new area of research that is receiving researchers’ growing attention from across
the world. These technologies and systems are developed with an aim to support peo-
ple modify and/or improve their behaviors and lifestyles, for example, health-related
behaviors, eating habits, having an active lifestyle and general well-being [10–12]. [12]
proposed the Persuasive Systems Design Model (PSD model), which describes soft-
ware features in four categories: Primary Task Support, User-System Dialogue Support,
Credibility and Social Support [12].

Especially in low and middle-income countries, where child mortality is higher (see
e.g., [1]), acceptance of health information systems is far less when compared with the
USA, EU and UK [13]. Still, also in more affluent countries IMCI strategies are not
always followed and child health can be improved (see e.g., [4]). Therefore, this study
investigates (self-perceived) determinants of user acceptance of a persuasive interven-
tion for child healthcare that uses IMCI guidelines as its fundamental components. Our
research model draws components from the PSD Model [12] (including e.g., Perceived
Credibility) and theTechnologyAcceptanceModel (TAM) [14]. TheTechnologyAccep-
tance Model (TAM) focuses on the importance of perceived usefulness of a technology
and its likely influence on the intention to accept or use a given technology [14].
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3 Methods

Participants were recruited at Sur, Sultanate of Oman in June 2019. Ethical approval
was obtained prior to data collection. The ethical application form included details
about the purpose of the study, information about perspective participants, research plan,
sample of an informed consent form and other ethical aspects such as data integrity
and confidentiality. The study had no physical or psychological implications on the
participants. Informed consent was received prior to the collection of data. Participants
were advised that there was no monetary reward for participation and that they were
under no obligation to complete the questionnaires.

We developed a research framework of determinants we labelled the Persuasive
Technology Acceptance (PTA Model) model. Following predefined constructs were
used for developing the researchmodel: PerceivedUsefulness [14], PerceivedCredibility
[20], Content of Intervention [15], Perceived Persuasiveness [6] and Intention to Use
the Intervention [14]. The model was designed using a simplistic approach to identify
the likely impact of latent variables on the formative construct (Intention to Use the
Intervention).

A paper-based questionnaire was distributed among the residents of Sur, Sultanate
of Oman. Inclusion criteria for the study included 1) Regular use of mobile phone, 2)
Having one or more children under the age of 5, 3) Signing the Informed Consent and
4) Voluntary participation in the study. Data were collected over a period of 4 days. The
questionnaire included demographic questions and five-point Likert Scale items (ranging
fromStronglyAgree to StronglyDisagree).A total of 133 completed questionnaireswere
received without any missing values. Out of 133 participants (Response Rate 88.7%), a
high majority were females (84.9%). Therefore, the study sample primarily represents
educated females aged between 19 and 38. Participant characteristics are exhibited in
Table 1.

Table 1. Participants’ demographics.

The research model was analyzed using Smart Partial Least Square software version
3.2.5 (SmartPLS GmbH, Bönningstedt, Germany) [16]. We chose SmartPLS for data
analysis because it helps in developing a predictive model rather than verifying an
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existing model or theory. In addition, Smart PLS is widely being used to understand
human perception in a specific context [1]. For the analysis, we adopted a two-step
approach i.e., assessing the reliability, and validity of the research model [17]. The
constructs and their properties were examined through factor loadings, discriminant
validity and internal consistency. In such an analysis, factor loadings and variances are
examined to ensure convergent validity where factor loadings and internal consistency
values above 0.700 are acceptable [17]. Further, Cronbach’s alpha was used to verify
the internal consistency of the items for each construct. We also used Fornell-Larcker
criterion to determine discriminant validity between the constructs in the researchmodel.
There are some criticisms about employing Fornell-Larcker criterion; therefore, we also
applied the Heterotrait-Monotrait (HTMT) ratios for the correlations [18]. Figure 1
exhibits the research model.

Fig. 1. The Persuasive Technology Acceptance Model

4 Results

Figure 1 shows the relationships between the studied constructs in the research model.
Factor loadings and calculated variances for each item (per construct) were greater than
0.700 and 0.500 respectively. Findings confirm that all items in the research model
loaded well. The Average Variance Extracted (AVE) values were above 0.635. Table 2
shows the composite reliability of the studied constructs. The discriminant validity of all
correlations was below the desirable HTMT value of 0.90. Path coefficient analyses and
outer loadings indicate that Perceived Usefulness (p < 0.001), Content of Intervention
(p< 0.050), Perceived Credibility (p< 0.050) and Perceived Persuasiveness (p< 0.050)
can have a significant influence on Intention to Use the Intervention. Also, the cross-
loadings for all the items on their latent variables were larger than any other loading,
showing reliability and validity of the constructs and the research model.

A relatively complex interrelation was observed in the studied constructs. There was
a 75.5% and 61.9% variance in Perceived Credibility (PC) and Content of Intervention
(PI) respectively. Both Perceived Credibility and Content of Intervention contributed to
64.2% variance in Perceived Persuasiveness (PP) leading to 16.1% variance in Intention
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Table 2. Latent variables coefficients and correlations of the research model.

CR= Composite Reliability; CA = Cronbach’s Alpha; AVE = 
Average Variance Extracted; CoI = Content of Intervention; IUT 
= Intention to Use the Intervention; PC = Perceived Credibility; 

PP = Perceived Persuasiveness; PU = Perceived Usefulness

Studied 
Constructs

CR CA AVE Col IUT PC PP PU

COL 0.839 0.715 0.635 0.797
IUT 0.891 0.836 0.732 0.525 0.856
PC 0.936 0.898 0.831 0.724 0.595 0.912
PP 0.879 0.79 0.71 0.724 0.402 0.628 0.843
PU 0.943 0.909 0.846 0.787 0.675 0.87 0.499 0.92

to Use the Intervention (IUT). Perceived Credibility (PC) and Content of Intervention
(CoI) correlated strongly and contributed to higher Perceived Persuasiveness (PP). The
R2 values for the studied constructs were: 1) 93.8 for Content of Intervention, 2) 91.9 for
Perceived Credibility, 3) 45.6 for Perceived Persuasiveness and 5) 21.6 for Intention to
Use the Intervention.While the constructs revealed a relatively lowR2 value for Intention
to Use the Intervention, research indicates that low R2 values cannot be overlooked
[18], especially in research studies that aim to predict attitudes and intentions [19]. We
therefore argue that even a relatively low R2 value can be observed and noted as being
significant. Based on the statistical findings, the research model is supported.

5 Discussion

Overall, all studied constructs showed significant variance predicting Intention to Use
the Intervention: Users (parents) were more likely to use a persuasive intervention for
child healthcare when they perceived the intervention as credible and having mean-
ingful content (confirming earlier research, see [15]). Our findings add to the existing
knowledge about IMCI especially by introducing a novel concept of reaching out the
parents through persuasive information systems. Based on the statistical findings, it was
observed that Perceived Credibility (PC) and Content of Intervention (CoI) contribute
significantly to Perceived Persuasiveness (PP) of the intervention with a R2 value of
.642 which indicates the strength of the research model and a strong correlation between
PC, CoI and PC. We propose that carefully designed persuasive information systems
employed with simple software feature such as reminders [8] can help parents acquire
child health care knowledge and skills as per IMCI guidelines.

This research extends our understanding of the determinants of acceptance of Per-
suasive Technology. The Persuasive Technology Acceptance Model proposed by [20]
incorporates user-experience (UX) design attributes as determinants, and includes over-
lapping determinants (Perceived Usefulness, Perceived Credibility and Perceived Per-
suasiveness), additional determinants (Perceived Aesthetics and Perceived Usability)
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while not includingContent of Intervention. Likewise,Ghazali and colleagues [21] tested
a Persuasive Robots Acceptance Model in which comparable and additional determi-
nants were incorporated. [21] suggests that different types of Persuasive Technologies
(using different kinds of influencing strategies) might have different determinants of
acceptance (perhaps even for different people, see [22]). Future research can combine
these and other findings and extend the Persuasive Technology Acceptance Model.

The current research used a sample taken from a single educational institute, con-
sisting mainly of females with higher education, making it hard to generalize the results.
Also, although the statistical findings support the research model, there is a need for fur-
ther investigation to confirm these findings. Future research can build on and extend the
currentworkby assessingother formsof determinants and acceptance.That is, the current
research focused on self-perceived determinants as these can be crucial for acceptance.
Nonetheless, future research can investigate other types of determinants, such as deter-
minants that users are unaware of, or social and system-related determinants. Likewise,
current conclusions stem from a paper-based questionnaire, which might give insight
in self-perceived determinants and self-perceived acceptance. However, future research
can also investigate the role of these determinants (and others) for actual acceptance
behavior or even usage behavior.

6 Conclusions

This research assessed determinants of user acceptance of a persuasive systems-based
intervention for child healthcare.We proposed amodel of Persuasive TechnologyAccep-
tance presenting determinants that were based on the Unified Theory of Acceptance and
Use of Technology (UTAUT), testing it in an online study with 133 participants. Per-
ceived Credibility (PC) and Content of the Intervention (CoI) were key contributors
towards Perceived Persuasiveness (PP) leading to the action i.e., Intention to Use a child
healthcare persuasive intervention. Findings support our model and indicate that users
accept a persuasive intervention given that it is credible and has meaningful content.

When users accept an intervention as being credible and useful, it develops their
intention to use it in real life. Thereby, the current research increased our understanding
of the acceptance of persuasive technology – a crucial step for persuasive technology
before it will be used and can effectively influence human behavior. This research con-
tributes to the existing knowledge base in the health information systems research area
by introducing a new model that focuses solely on the Acceptance of Persuasive Tech-
nologies. In future, we plan to continue working on the model by adding additional
constructs to further strengthen the Persuasive technology Acceptance Model.

Acknowledgements. The authors would like to thank all participants for their valuable time and
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Abstract. E-commerce applications are among the most popular cate-
gory of applications in the market. Increasing popularity of these appli-
cations have raised many concerns of successful system design in this
domain. Persuasive strategies play a vital role in interface design, simi-
lar to many other category of applications, e-commerce applications have
also adapted to persuasive system design methods. This study focuses on
analyzing some existing e-commerce applications to identify the persua-
sive strategies used with a view to understanding their effectiveness in e-
commerce. Based on the analysis of 30 e-commerce applications, different
implementation methods of many persuasive strategies were identified,
where Social Learning and Personalization were the most implemented
strategies. No significant correlation could be found between the number
of strategies present and the ratings of the applications. Moreover, fur-
ther analysis on the most popular and highly rated applications among
the 30 applications surfaced some differences in the strategies applied
while emphasizing the importance of applying persuasive strategies that
are appropriate to the purpose of the application.

Keywords: Persuasive system design · E-commerce · Persuasive
strategies

1 Introduction

The term “e-commerce” refers to conducting business over the internet [11]. In
this technology-driven era, many tasks are now being done through the inter-
net unlike before, it is not a surprise that shopping for clothes, shoes or even
groceries are being carried out from home through some pressing of buttons.
E-commerce has allowed businesses to grow, providing a platform for multina-
tional operations and reaching out to people from around the world. It is not
just about selling more products, businesses can now observe a customer’s shop-
ping behavior, implement targeted marketing and build a community of loyal
customers all with the help of e-commerce.

Persuasive strategies are techniques that are employed in persuasive systems
to motivate desired behaviours [9]. Persuasive strategies are employed in appli-
cations to motivate the users’ towards a target behavior without coercion or
c© Springer Nature Switzerland AG 2021
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deception [5]. It is expected that e-commerce applications will use persuasive
techniques for better system design and to achieve their system goals. As men-
tioned by Fogg [5], for a behavior to occur the person must have some level of
motivation. The target behavior in e-commerce applications almost in all cases
is to sell products. These strategies have also been applied in other domains of
applications such as, mental health, diet, physical activity and fitness etc. [10]
Our study focuses on persuasion in e-commerce applications.

In this study, we analyzed 30 e-commerce applications using the Persuasive
Systems Design (PSD) model [8], which defines 28 persuasive strategies divided
into 4 groups based on the motivation behind the applied strategy e.g. to help
in the primary task of the system, to make use of social support etc. The aim of
this study can be narrowed down into these research questions:

– What are the most common persuasive strategies in e-commerce applications?
– How are different persuasive strategies implemented in such applications?
– To understand the effectiveness of persuasive strategies in e-commerce, is

there any relation between application’s rating and popularity (reviews), and
number of persuasive strategies used?

– What are the common strategies used in most successful e-commerce appli-
cations and how are they different from the others?

Our analysis showed that Personalization and Social Learning are the mostly
used strategies in e-commerce, being present in 2/3rd of the applications. We
also found that some strategies were implemented in a couple of different ways
in the applications, especially Tailoring strategy- which had four different imple-
mentations. We further analyzed the most popular and highly rated applications
among the 30 applications and found that Tailoring was the most implemented
strategy among them. Detailed analysis of these popular applications surfaced
that some strategies are more suitable for one purpose than the other, and appro-
priate implementation increases the effectiveness of the applied strategies.

2 Related Studies

Not many studies have been conducted in identifying the most effective and
commonly used persuasive strategies in e-commerce applications. Adaji et al. [3]
used Persuasive Systems Design (PSD) model to analyze persuasive strategies
used in 10 popular e-commerce websites including Amazon, Ebay, Netflix etc.
The most used persuasive feature that they found was Dialogue Support, which
was present in all of the websites. They also found that all of the websites used
Rewards, followed by Praise which was used in 90% of the websites. In paper [1],
a successful e-commerce website- Amazon, was extensively analyzed to identify
the applied persuasive strategies. Based on their findings, the perceived system
credibility of the website had no influence on the participants to use the website.
The study also stated that product reviews had the most impact on the perceived
credibility of the website, which can be incorporated with the persuasive strategy
“Social Learning”.
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The study conducted by Zhu et al. [13], provided two key elements on building
trust in e-commerce: ability to tackle potential attacks and malicious behavior,
and preservation of user privacy, which emphasize the implementation of System
Credibility Support persuasive strategies. Zhao et al. [12] introduced personal-
ising product information for better customer engagement. An experiment with
participants from Amazon Mechanical Turk on their developed website showed
significant increase in profit for sellers where the price of products were person-
alized to meet user’s “Willingness to Pay” factor.

Adaji et al. [2] conducted an online survey on 244 participants recruited
through Amazon’s Mechanical Turk to find if persuasive strategies had any influ-
ence on healthy food shopping habits in e-commerce. The researchers considered
Cialdini’s [4] six influence strategies and found no correlation between them and
building healthy food shopping habits. The researchers indicated that strategies
like Scarcity may be effective in influencing the consumers purchase of goods such
as, books, electronics etc. but they do not have any impact on encouraging the
purchase of healthy foods. Another study [6], found that using tangible rewards
(discounts, offers etc.) was more effective than intangible rewards (badges) in e-
commerce applications to increase customer engagement. But intangible rewards
offered more engagement than having no rewards.

In the study by Nkwo et al. [7], implementation of persuasive strategies from
the PSD model were analyzed in two e-commerce applications- Amazon and
Jumia. The researchers identified the presence of 17 strategies in their analysis.
Among the strategies, both applications applied all of the strategies under the
Dialogue Support category, which emphasises the importance of reminders, sug-
gestions, praise and social roles in e-commerce applications. There were some
differences too: strategies like simulation, social comparison, normative influ-
ence, and recognition were present in Amazon but not in Jumia. The researchers
recommended that Jumia could benefit from adding these strategies in the appli-
cation considering the success of Amazon in e-commerce domain.

There remains a need to analyze how different strategies are implemented in
a wide variety of e-commerce applications. Also, observing the strategies present
in popular applications in contrast with other applications is required to find
if the popular applications are following different methods which make them
successful. To achieve this, we extensively analyzed 30 e-commerce applications
that include a variety of categories i.e. marketplace, food & drink, lifestyle and
digital sales, and identified different implementation methods of the strategies.
We then further analyzed the top 7 most successful applications among the
30 applications to find design implications for the developers to effectively use
persuasive strategies in e-commerce.

3 Methodology

To answer the research questions stated in Sect. 1, some e-commerce applications
were selected to be analyzed. The implementation method of the strategies were
observed in order to understand how different applications aim to persuade the
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users. First, we selected 30 e-commerce applications for analysis. The selection
process of the applications is described below.

3.1 Selection of Applications

We focused on mobile e-commerce applications for this study and selected 30
applications for analysis. Initially, two researchers identified most popular e-
commerce applications. We browsed through different categories such as, shop-
ping, lifestyle etc. in the Google Playstore and selected applications based on
their popularity and rating. We collected information such as application’s rat-
ing, number of reviews, last update date etc. during this process. The rating and
number of reviews for each application was collected on April 12, 2020.

Table 1. Selected applications

Category Avg. rating
(Std. Dev.)

Avg. reviews (Std. Dev.) Applications

Marketplace 4.18 (0.49) 1697794.38 (3576844.84) Bestbuy, Kijiji,
AliExpress, Flipkart,
Newegg, eBay,
Pickaboo, Daraz,
Walmart, Amazon,
Alibaba, Etsy,
Canadian Tire, StockX,
Gumtree, Evaly

Digital Sales 4.50 (0.27) 449390.75 (494959.37) G2A, CeX: Tech,
Steam, Audible

Food & Drink 3.74 (0.75) 589894.20 (988051.25) Tim Hortons, Uber
Eats, Second Cup,
Starbucks, Skip The
Dishes

Lifestyle 4.54 (0.37) 112142.20 (163900.95) H& M, adidas, Wayfair,
Sephora, IKEA

The collected applications were divided into four categories- marketplace,
food & drinks, digital sales and lifestyle as shown in Table 1. The applications
in the marketplace category offer a platform where various retailers or users can
enlist their products for sale. The food & drink category has applications that
sell food items either for a specific company or serves as a delivery system for
restaurants. The applications in the digital sales category sell digital products
i.e. video games or audio-books. The lifestyle category includes applications that
are dedicated to selling one specific type of products such as clothes, cosmetics
or furniture, generally for a specific company.
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3.2 Coding Applications

To assess and identify the strategies, Persuasive System Design (PSD) model
[8] was used in this study which includes a total of 28 persuasive strategies
divided into four categories. The strategies and their categories will be discussed
in details in the Results sections. Two researchers were involved in the coding
process of the strategies. Initially, the selected applications were coded by the two
researchers independently by identifying the persuasive strategies employed in
the applications based on the definitions provided in the PSD model. After initial
coding, the identified strategies were discussed between the researchers until both
of the researchers reached an agreement on most of the coding. The remaining
disagreements were discussed with fellow researchers from our university lab to
correctly identify each of the strategies.

3.3 Analysis

To answer the research questions mentioned in Sect. 1, the coded strategies were
analyzed as follows:

– First, the persuasive strategies and their implementations were identified.
– Second, Pearson’s correlation analysis was performed to find any relation

between the applications’ effectiveness (ratings) and popularity (reviews),
and number of persuasive strategies used.

– Finally, the most successful applications (based on ratings and no. of reviews)
were further analyzed to identify the most effective strategies.

In the next section, we will discuss the results of our analysis.

4 Results

In this section the findings of our study will be discussed in detail. We will discuss
the strategies that were identified along with their implementation methods.

4.1 Common Persuasive Strategies in E-Commerce Applications

As mentioned earlier, the PSD model has been used as a basis for identifying
persuasive strategies in the applications for this study. Among the 28 strategies
of that model, we found 21 strategies present in the applications. These 21
strategies were applied a total of 218 times among the 30 applications. The
strategies identified and the number of applications they were applied in is shown
in Fig. 1. As seen in the figure, the mostly used strategies were Personalization
and Social Learning- being used in 20 out of the 30 applications. It is expected
from e-commerce applications, since most of these applications focus on showing
personalised contents to the user based on their search history or previous orders.
Social Learning strategy was used mostly to inform users about products through
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Fig. 1. Frequency of persuasive strategies in 30 e-commerce applications

other users’ reviews, helping potential customers to buy the right product and
bringing users together based on their common interests.

Many implementation methods of the strategies were identified during the
analysis as shown in Table 2, 3, 4 and 5. Following the PSD model’s four cate-
gories of strategies, we will describe our findings on the strategies identified and
their implementation methods in detail below.

Primary Task Support: According to the PSD model, the main purpose of
the strategies in this category is to assist the users in carrying out the main
tasks in an application- which in case of e-commerce applications is purchasing
products. The strategies identified from this category and their implementation
methods have been demonstrated in Table 2. Two popular strategies from our
analysis belong to this category- Personalization and Reduction. Personalization
helps the user to easily find products that they are interested in while Reduction
helps the user in going through the process of purchasing efficiently. Tailoring
has also been applied many times in the applications, mostly achieved through
supporting different languages. Rehearsal was an interesting strategy to find in
the applications (Sephora and Wayfair), which used advanced augmented reality
features to allow the users to try out products in real environments. Both of the
applications that used this strategy were from the Lifestyle category.

Dialogue Support: The strategies in this category provide users feedback on
their actions for an interactive experience with a view to helping them move
towards their target behavior. These strategies and their implementations are
shown in Table 3. Suggestion was among the mostly used strategies, unlike Per-
sonalization, these product suggestions are for all users in general, regardless of
their shopping behavior. Rewards in the applications was implemented in dif-
ferent ways, but all of them were targeted towards the same outcome- saving
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Table 2. Identified strategies in primary task support and their implementations

Persuasive strategy Implementation No. of
applications
used

Personalization 1. Product recommendations based on
user activity

19

2. Product recommendations based on
user location

4

Reduction 1. Buy products by directly going to
check-out

14

2. Quickly order previous orders 6

3. Find products by taking photo of an
item/scanning QR code

5

Tailoring 1. Supports various languages/currencies 15

2. View content based on user’s gender or
age

2

3. View content based on user’s culture
or taste

3

4. Content tailored for diet conscious
user’s i.e. showing calorie information,
vegan/Halal tags etc.

5

Rehearsal 1. See how products would look like in a
real environment through camera and
augmented reality

2

Self Monitoring 1. Shows information on how long a user
has used a product

2

2. Shows information on amount of
products sold over time

1 (StockX)

Tunneling 1. Provides step-by-step instruction on
how to use a product

1 (Sephora)

money. Praise was only used twice, one of the applications was Sephora- which
is expected in an application that sells cosmetics.

Social Support: The strategies in this category leverages the power of social
influence in motivating the users to perform a target behavior; their implemen-
tations have been shown in Table 4. Although not many strategies from this
category were identified, Social Learning was one of the most used strategies as
shown in Fig. 1, being used in 20 applications. This strategy provides a platform
for users to share their opinions on a product, enabling other interested users to
learn about it. Normative Influence was present in one application- eBay, where
the number of interested customers for a product is displayed. A major part of
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Table 3. Identified strategies in dialogue support and their implementations

Persuasive strategy Implementation No. of
applications
used

Suggestion 1. Popular/featured/similar product
recommendation

15

2. Recommendation on a combination of
products

3

Rewards 1. Get reward points/coins on product
purchase

9

2. Get discount on performing certain
actions i.e. pre-ordering products,
becoming a member, inviting friends to
join etc

6

3. User gets reward on his/her birthday 3

Reminders 1. Get notified on product sales, price
changes or stock availability

13

Praise 1. Greet the user with compliments 2

Table 4. Identified strategies in social support and their implementations

Persuasive strategy Implementation No. of
applications
used

Social Learning 1. Learn about a product from user
reviews

20

Social Facilitation 1. Show other users’ purchase behavior
e.g. others also bought, people also
ordered etc

7

Social Comparison 1. See how other people are using a
product

4

Normative Influence 1. Show the number of users that are
interested in a particular product

1 (eBay)

Recognition 1. Display membership level i.e.
gold/silver/bronze member

1 (AliExpress)

that application is bidding on products, thus, this strategy is very effective for
the functionality of the application.

System Credibility Support: The System Credibility Support strategies
increase the effectiveness of persuasion through making the applications seem
more credible. Credibility is crucial for e-commerce applications, Especially for
marketplace applications where various sellers are involved. Table 5 illustrates
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Table 5. Identified strategies in system credibility support and their implementations

Persuasive strategy Implementation No. of
applications
used

Verifiability 1. Provide contact information of the
store/manufacturer/product owner

17

Authority 1. Provide privacy policy and terms of
use mentioning compliance with
governing laws of a country

12

Trustworthiness 1. Provide assurance on purchases by
highlighting money back guarantee or
return policies

8

2. Detailed description of product’s
ingredients or product’s quality assurance

4

3. Provide explanation of application’s
claims such as, low price guarantee,
sustainable production etc

3

Expertise 1. Provide information of expert’s
involvement in application’s contents i.e.
beauty advisors, electronic technicians,
athletes etc

6

Real-world Feel 1. Contact information of people behind
the application

4

Third-party Endorsement 1. Show affiliation with British Red Cross
as charity partner

1 (H& M)

the strategies applied from this category and their implementations. As expected,
all of the marketplace applications applied at least one strategy from this cat-
egory, with Verifiability being applied in 17 applications. Expertise was mostly
found in applications from the Lifestyle category. The H&M application empha-
sizes their company’s sustainable production policies throughout the application,
for assurance they applied the Third-party Endorsement strategy which had a
significant positive impact on the credibility of the application.

4.2 Relation Between Application’s Popularity and Strategies Used

Measurement of popularity for the applications were considered based on the
number of reviews that they received in the Google Playstore. Figure 2 shows
a plot with number of reviews of an application and the number of strate-
gies it applied. There seems to be a gradual increase in the number of strate-
gies applied as the reviews increase, especially for applications with more than
100,000 reviews which might infer that popular applications tend to make use
of as many strategies as possible. Pearson analysis between the two variables
resulted in a coefficient, r = 0.499 and p value, p = 0.005. The low p value of
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less than 0.05 indicate a statistical significance of the correlation between the
number of strategies employed and popularity of applications. An outlier in the
graph is the application- Sephora, which is an application in the Lifestyle cate-
gory that sells cosmetics. Their user group is typically smaller due to its focus
on specific audience (with interest in cosmetic and beauty).

Fig. 2. No. of strategies applied and no. of application reviews

4.3 Relation Between Application’s Rating and Strategies Used

As a measure of effectiveness of the applied strategies in application, application
ratings were chosen since they reflect users’ opinion on an application. The rat-
ings were collected from Google Playstore. Pearson Correlation analysis between
the ratings and number of strategies applied by the applications resulted in a
coefficient, r = 0.211 and p value, p = 0.263. The low coefficient value proves
that there is no significant relation between the application ratings and number
of strategies applied. The p value also indicates that the correlation coefficient
is not statistically significant considering the probability being greater than the
conventional 5% (p > 0.05).

4.4 Detailed Analysis of the Top 7 Applications

To answer the last research question on finding common strategies among suc-
cessful e-commerce applications and identifying any differences from the others;
among the 30 applications we further analysed the most successful applications
based on their rating and number of reviews. For our selection of top applica-
tions, we chose the ones that had a minimum of 4.5 rating among the top 10 most
reviewed applications. This lead us to analyzing 7 applications. The strategies
used in these applications are shown in Fig. 3.
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Fig. 3. Persuasive strategies identified in top 7 applications

Flipkart was the most reviewed application (11,595,361) with a rating of
4.5 which indicates that it is a very successful application with 11 persuasive
strategies implemented, followed by Aliexpress with 9,563,727 reviews and 4.6
rating and 11 strategies used. These 2 applications have 9 strategies in com-
mon as shown in Fig. 3. Tailoring was found in 6/7 top applications, proving it’s
effectiveness in targeting users from different countries or cultures. Since these
applications are very popular, having multiple languages and currencies support
is crucial to their operation. Reduction, Verifiability, Suggestion, Reminder and
Rewards were found in 5 of the top 7 applications. Three of these strategies are
from Dialogue Support category, indicating the effectiveness of employing the
strategies in this category to increase the interactivity of e-commerce applica-
tions. Personalization, Social Learning and Trustworthiness were found in 4 of
the top applications. The other strategies were context specific for the applica-
tion’s purpose, i.e. normative influence in bidding feature of eBay, expertise on
sustainable garment production of H&M etc. which added significant value to the
purpose of these applications. Most used strategies among the 30 applications:
Personalization and Social Learning (Fig. 1) were not the most used ones among
the top applications, raising concerns about their effectiveness in e-commerce.
Personalized contents and product reviews have become a norm in e-commerce
applications, these aspects of e-commerce need to be further explored if they are
still effective in encouraging purchase behavior or users overlook such content.

5 Discussion

In this study, we aimed to find how various e-commerce applications are using
persuasive strategies to make more effective and usable applications. This section
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will discuss about the identified strategies and how they impact the design of
e-commerce applications.

5.1 Strengths and Weaknesses of the Applications

Most applications in the marketplace category had the same pattern with
an emphasise on personalized product suggestions throughout the interface.
Although these are presented to help users, such suggestions crowded the inter-
faces of popular marketplace applications such as AliExpress, Flipkart, Amazon
and Daraz which weakened their design. In contrary, Best Buy and Newegg
had very simplistic design, offering a good navigational experience among the
marketplace applications. Applications in the Lifestyle category had the most
pleasing interface designs. These applications focus on fashion and latest trends,
it was reflected in the unique and sophisticated design elements of their interfaces
which was one of their strong suits. The Food & Drinks applications lacked hav-
ing the option to review specific food items. However, these applications applied
most effective ways of Tailoring by targeting specific user groups based on their
dietary preferences rather than general country-based content tailoring seen in
other applications. Some features that stood out among all the applications were
the use of augmented reality in Sephora and Wayfair, and monitoring product
usage information in Steam and Audible. Among the applications, Sephora had
the most number of applied strategies (14), and it also stood out with unique fea-
tures such as, trying out cosmetics using the camera, getting tips from beauty
experts etc. It was also the highest rated application with a rating of 4.8/5.
This application should be further analysed for it’s success in applying so many
strategies effectively.

5.2 Design Recommendations

The in-depth analysis of the top 7 applications surfaced the most effective strate-
gies for e-commerce applications. Tailoring for different user groups plays a major
role in the popularity of the application by making the system more usable by a
variety of users. We suggest applications to include this strategy in their design,
and if possible provide more refined tailoring as achieved in Food & Drinks appli-
cations e.g. considering specific group of individuals through having Halal, vegan
options. Reduction was also a vital strategy in the top applications. Apart from
the regular “Buy Now” feature found in most applications, we suggest offering
more reduction techniques as AliExpress’s product search through photo cap-
turing feature. E-commerce applications should also employ Verifiability in their
design, especially in marketplace applications. Successful applications like AliEx-
press, Flipkart and Alibaba heavily emphasize on the verification of the sellers
in their systems and provide clear contact information of the sellers to the buy-
ers. Also, some strategies are more suitable for one purpose than another, and
should be employed in the applications accordingly e.g. provide experts’ opinion
if the system sells one specific type of product, get endorsements from relate par-
ties if the system focuses on a specific domain etc. Most successful applications
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had unique strategies applied that suited their purpose as show in Fig. 3, which
could be one of the reasons of their success. Overall, the strategies that were
applied in at least 4 out 7 top applications from Fig. 3 can serve as a guideline
for e-commerce application designers.

By considering the strengths and weaknesses of existing applications and
design recommendations stated above, e-commerce developers can build effective
and usable applications that will benefit both the users and companies.

6 Limitations

This study analyzed e-commerce applications to identify persuasive strategies
and their implementations using the PSD model, however, there are many other
models with different strategies that were not considered. Also, we did not order
any product during our analysis; there are many steps that are crucial to these
applications after the ordering process i.e. tracking products, cancelling orders
etc. Moreover, we did not use these applications for a longer period of time, many
systems adapt and change their interfaces based on user behavior which was not
possible to observe during the short period of our study. These limitations can
be addressed in future studies to further validate our findings and identify new
recommendations.

7 Conclusion

We conducted this study to analyze various e-commerce applications and how
persuasive strategies are being used in these applications. We found many inter-
esting results such as, finding the mostly used strategies (Personalization and
Social Learning) and finding no relation between application’s effectiveness and
number of strategies used but uncovering a correlation between their popularity
and number of strategies used. We also highlighted the strengths and weaknesses
of the applications and offered design recommendations by inspecting the most
successful applications that might benefit the designers of such applications.
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Abstract. Persuasive technology is an established field of research that is applied
in various domains. However, creative situations, collaborative, or knowledge-
intensive processes are still underrepresented. Numerous established approaches
exist for the design of persuasive technology. For this purpose, first applications
for inspiration cards are already described in the literature. These serve as a source
of inspiration in workshops and facilitate the communication between participants
and designers. In this study, inspiration cards were used to facilitate the design of
persuasive technology to improve creative situations. Applying a design science
research approach, this study developed inspiration cards and a canvas. This arti-
fact consists of 17 technology cards, 49 application cards, nine potentials cards
and a canvas to structure the design process. The artifact was evaluated in a work-
shop in which a persuasive technology to support creative behavior in a creative
situation was developed by the participants. The results advance the concept of
inspiration cards for the design of persuasive technology, provides tools to better
analyze a specific application context, that is, a creative situation, and may help
promote the use of persuasive technology in an underrepresented field.

Keywords: Inspiration cards · Persuasive design · Creative situation

1 Introduction

Workshops are a widely used format for conducting collaborative processes. They are
gainingmore andmore importance and are used by various organizations to carry out cre-
ative processes in groups. They are used, for example, to design new products, services,
or business models. These creative processes are influenced by different characteristics,
for example, cognitive abilities, knowledge, and intrinsic motivation on an individual
level or the composition of a group and the task on a group level [1]. All these factors
have an influence on creative behavior [1], which in turn, can be supported by per-
suasive technology [2]. Knowledge work and collaboration have been described as a
challenging field for persuasive technology [3], but there are only a few studies address-
ing the use of persuasive technology in collaborative settings. Examples include user
engagement in collaborative interaction [4], collaborative learning [5], and in virtual
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teams [6]. Furthermore, there are various approaches to design persuasive technology,
such as the eight-step design process [7] and persuasive system design [8, 9]. There
has been some research regarding inspiration card-based approaches to the design of
persuasive technology [10]. There are also preliminary works that have brought persua-
sive design principles into card format to be used in the technology design process [11].
These approaches address the design of persuasive technology in general. If one wants to
develop a technology for a creative process, special points have to be considered because
the use of a technology to support the participants is not yet widespread. Furthermore,
there are special challenges and behaviors in collaborative and creative situations that
should be considered when designing a technology [2]. For this purpose, the use of
inspiration cards is suitable on three levels: (1) to identify and describe the challenges,
(2) to select a suitable technology channel, and (3) to find generic application scenarios
as a basis for developing an adapted persuasive technology. The present paper answers
the following research question: How can inspiration cards be applied to enable the
design of persuasive technology to improve creative situations?

2 Background

This section describes related work and background on the use of inspection cards, the
design of persuasive technology, and the challenges presented in creative situations and
how they can be addressed.

2.1 Inspiration Cards

Inspiration cards are a concept introduced by Halskov and Dalsgård [12] for use in the
design process. Such a card contains an ID, a title, a description, an image, and some
space for comments. The authors distinguish between different types of inspiration cards:

• Technology cards describe technologies in general or applications of a technology
[12]

• Domain cards contain descriptions of the domain, for example, situations or people
[12]

The cards are created by designers either in collaboration with domain experts or
based on previous studies. They serve as inspiration in a workshop and facilitate com-
munication between participants and designers [12]. As a method of application, the
inspiration card workshop has been described as a means to develop new design con-
cepts based on preliminary work in technologies and domains [12, 13]. Furthermore, it
is possible to integrate other types of cards depending on the chosen concept [12].

The concept has been applied in several other studies; for example, in the form of 22
cards for communicating playful experiences. These can be used with two techniques:
for brainstorming or in a scenario with a supporting game board [14, 15]. There are also
preliminary works for the design of technologies, for example, with a set of 110 cards,
a book, and a game board for the conception of the internet of things applications [16].
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Existing research on persuasive technology has taken up the concept of inspiration
cards. Davis [10] described an inspiration card workshop to generate ideas for new
technologies to promote sustainable living. The technology cards were defined based
on existing applications of persuasive technology. To define the persuasive features of a
technology, Ren et al. [11] transformed the persuasive principles (cf. [8]) into cards for
use in technology design workshops.

2.2 Canvases

A canvas is often used in design workshops to structure the process. Canvases are espe-
cially common in collaborative business model development. In this context, the Busi-
ness Model Canvas is particularly well known. It is intended to facilitate understanding,
discussion, creativity and analysis of business models [17]. It thus offers a means of
visualization and can be seen as a tool that supports collaboration [18, 19]. A canvas can
also be seen as a boundary object [18, 20] that helps to create a common understanding
between different groups of people [21].

2.3 Designing Persuasive Technology

There are different approaches to designing technology; for example, classical software
development processes using the waterfall model or more agile software development
methods [22]. Also, research-oriented approaches like design science research [23] or
participatory design [10, 24] can be applied. If a persuasive technology is to be developed,
a special focusmust be placed on behavioral change, for example by drawing on behavior
theories [22].

A common approach in this context is the eight-step design process [7], which can be
seen as best practice for the design of a persuasive technology. Especially relevant for this
study are the following four steps: (3) find what prevents the target behavior, (4) choose
a familiar technology channel, (5) find relevant examples of persuasive technology, and
(6) imitate successful examples [7].

Research on behavior change support systems and persuasive system design puts
more emphasis on the persuasion context. An accurate analysis of the persuasion context
is important for successful behavior change, which can be analyzed in terms of intent,
event, and strategy [9, 25]. Furthermore, 28 persuasive design principles are described in
four categories to support the design and implementation of persuasive technology. The
four categories are: (1) primary task support, (2) dialogue support, (3) system credibility
support, and (4) social support [8, 9].

In addition to the approaches described above and the inspiration card workshop (cf.
Sect. 2.1), there are other approaches to designing persuasive technology; for example,
the integration of the persuasive system design model into a technology development
process. The resulting persuasive technology design canvas contains three blocks: (1)
analysis of the intention, (2) design of the content, and (3) design of the functionalities.
In a co-creative session, participants can jointly develop a persuasive technology [22].
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2.4 Challenges and Potentials in Creative Situations

The field of application for persuasive technology in this study were creative situations,
Woodman et al. [1] describe them as “the sum total of social and environmental (contex-
tual) influences on creative behavior” (p. 310). These influences consist of individual,
group, and organizational characteristics. The focus of this study was on individual and
group characteristics, in particular on cognitive abilities, intrinsic motivation, knowl-
edge, group composition, task, and teamwork [1]. A previous study analyzed creative
processes for potentials for persuasive technology and identified potentials on individual,
group, and process levels [2]. Table 1 summarizes these potentials, which can serve as
a starting point for designing a persuasive technology to support participants in creative
situations.

Table 1. Potentials for persuasive technology on three levels as identified by [2].

Individual level Potentials for persuasive technology

Ability • Make non-routine behavior more simple and reduce physical effort and
brain cycles

• Structure and simplify the process
• Sparks or facilitators as triggers
• Present examples of what results might look like

Knowledge • Increase knowledge about the tools used in the workshop
• Provide facilitating triggers, including examples, support and explanations

Motivation • Introduce a playful component or modern technologies
• Track the progress of a workshop and show previous sub-results
• Increase thematic interest

Group level Potentials for persuasive technology

Composition • Composition of the group as a success factor
• Conduct self-tests before dividing into groups

Task • Support the task by improving knowledge and ability
• Better structuring or design of the task

Teamwork • Capture the behavior of the group, e.g. discussions or passive participants,
intervene through triggers

• Increase involvement by supporting thematic interest
• Introduce playful components to activate passive participants

General level Potentials for persuasive technology

Time
management

• Support a clear time management
• Track speech times of participants

Task structuring • Simplification of the task and division into subtasks
• Guide through the task (tunneling)

Documentation • Technology-supported documentation of the results
• Influence on the outcome of a creative process during the process and in
the follow-up
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3 Research Design

To answer the research question, we followed the design science research methodology
[26] to develop an artifact as a contribution to the knowledge base [27]. Design science
research is popular in information systems research to create new and innovative artifacts
[28]. Of the various approaches, this study chose a problem-centered approach [26]
whose steps are described below.

Problem and Motivation. There is a lack of concrete approaches on how persuasive
technology can be used in and designed for a challenging field, i.e. knowledge work
and collaboration [3]. Previous research has provided approaches for how persuasive
technology can be designed in general, and there are also first implementations for
creative situations.However, there is no concrete approach to designing such a persuasive
technology to improve a creative situation.

Objective. The artifact aims to develop inspiration cards that can be used together in a
workshop to develop a persuasive technology to improve participant behavior in creative
situations.

Design and Development. Building on existing design knowledge and on established
approaches to the development of persuasive technology [7–9] and challenges in creative
situations, as well as previous work on application scenarios for persuasive technology
in design processes, 17 technology cards, 49 application cards, nine potentials cards,
and one canvas were developed.

Demonstration and Evaluation. To demonstrate the artifact, it was applied in an arti-
ficial ex ante setting (cf. [29]). Afterwards a workshop was conducted to evaluate the
artifact. Evaluation is a crucial part of a design science research approach and can be
carried out regarding utility, functionality, and efficacy [28]. Evaluation can be artificial
and naturalistic [30]. In this study, a naturalistic approach was chosen and the artifact
was tested ex post in a real-word setting (cf. [29]) with users who wanted to design a
persuasive technology (cf. Sect. 5).

Communication. The communication of the results is an important step in design sci-
ence research [26] and takes place via this scientific contribution and further presentations
at conferences.

4 Artifact Description: Inspiration Cards for Designing Persuasive
Technology to Improve Creative Situations

The artifact consists of different subcomponents. As suggested by Halskov and Dalsgård
[12], other types of inspiration cards were introduced. First, 17 technology cards were
developed that named and described common persuasive technology platforms. The 49
application cards are used to select possible application scenarios. The nine potentials
cards summarize common problems in creative situations that can be addressed by
persuasive technology. The workshop process for designing the technology is structured
via a canvas. The following sections describe the components.
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4.1 Technology Cards

Technology cards are used to define the technology channel (cf. [7–9]) in such a way
that it matches the participants of the creative situation. It should be chosen so that the
participants are familiar with the technology to be developed. The cards are based on
the extension of a previous study [31]. For this purpose, all papers of the PERSUASIVE
conference since 2006 were analyzed; 449 different applications of persuasive technol-
ogy were identified and then categorized into 17 technology platforms. Table 2 shows
the technologies that were considered for the cards.

Table 2. Overview of existing persuasive technology platforms, extended based on [31].

Technology platforms

Artificial intelligence & analytics Physical tags

Augmented & Virtual Reality Robotics

Collaboration Software Sensors

Display & Stationary Computer Smartphone & Mobile Device

Games Speech, Sound & Video

Internet of Things Wearables

Lights & Markers Website & Web-based

Online Social Network/Social Software Virtual Agent/Coach & Assistant

Persuasive Messages & Reminders

Each technology card contains an ID, a title, a description of the technology, and an
example of how it could be used. In addition, images are included to give an impression
of how the technology would look or how it could be applied. Fig. 1 shows an example
of a technology card.

4.2 Application Cards

Togetherwith the potentials cards, the application cards represent the application domain.
They are used to define possible implementations and should inspire the technology
designers and facilitate the definition of the required features. The cards, like the tech-
nology cards, are based on an advancement of the scenarios described in Jalowski et al.
[31]. Each card contains an ID, a title, and a description of how the scenario could be
implemented. Furthermore, possible persuasive design principles (cf. [8, 9]) are men-
tioned and images are included to give an impression of how the application could look.
Altogether there are 49 cards (IDs M1–M6, E1–E14, T1–T13, G1–G16), divided into
four categories; there are scenarios that (1) help to create tangible things, (2) facilitate
verbal communication, (3) encourage physical activity, and (4) support organizational
processes. Depending on the size and objectives of the planned workshop, only appro-
priate categories should be chosen to reduce the number of application cards to be used.
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Fig. 1. A technology card describing Wearables.

In this study, each scenario was tailored to one technology, but in the future, could also
be adapted for other technologies. The scenarios were designed to be as generic as pos-
sible and were based on sample implementations accessible via a QR code on the cards.
Figure 2 shows an application card that describes a scenario to support general aspects.
In a creative situation, technologies can be used to monitor progress and suggest further
actions to the participants.

Fig. 2. An application card showing a scenario, examples, and persuasive design principles.

4.3 Potentials Cards

The potentials cards serve to better describe the application and persuasion context.
There are nine potentials cards (IDs P1–P9) based on a study in which observations of
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workshops and interviews with workshop moderators and participants were conducted
[2]. The cards are divided into three categories: individual, group, and general. Each
category contains three components (see Table 1). Each card contains an ID, a title,
a description of the component, possible starting points that suggest how a persuasive
technology could be used, and an image to visualize the descriptions. The technology
designer should identify behavioral patterns of the participants in relation to the respec-
tive components in order to design a technology based on them. Figure 3 shows an
example of a potentials card.

Fig. 3. An example of a potentials card.

4.4 Canvas

To facilitate the use of the inspiration cards, a canvas was developed to structure the
design process. In a workshop for the design of a persuasive technology to improve a
creative situation, the canvas should be placed on a wall. The technology designers can
thus work together on planning the persuasive technology. The fields should be filled
with sticky notes and the inspiration cards. Figure 4 presents a preview of the canvas.

The underlying process in this study is based on established methods, especially
persuasive system design [8, 9] and the eight-step design process [7]. The design of the
canvas follows a similar structure as other well-established canvases (cf. Sect. 2.2). The
actual arrangement of the fields is based on the author’s experience from a number of
workshops structured by canvases. Furthermore, the designs were discussed with work-
shop facilitators and evaluated with participants (cf. Sect. 5). The following paragraphs
describe the individual fields of the canvas.

First, the goal and topic of theworkshop should be defined. Afterwards preconditions
should be identified and noted. This includes the intent, the context and the strategy. First
of all, the persuader should be identified; then, the intended outcome and change can be
designed (cf. [8, 9]). The potentials cards (cf. Sect. 4.3) should then be used to identify
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problems and potentials in the creative situation to be improved. This should facilitate
the definition of the use- and user-context (cf. [8, 9]). Based on this, the technology
cards (cf. Sect. 4.1) are used to select one or more technologies that the participants are
familiar with and that fit the defined context.

Once the preconditions have been set, the technology to be developed should be
defined more precisely. The application cards (cf. Sect. 4.2) provide inspiration for
possible implementations. By using the QR code to find examples, existing implemen-
tations can be imitated and adapted (cf. [7]). Based on selected application scenarios,
basic features should be noted in the corresponding field and appropriate persuasive
design principles should be chosen to better describe the persuasive component of the
technology. Here, a combination with the Perswedo cards [11] is possible.

Fig. 4. Preview of the evaluated and improved canvas.
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Finally, the roadmap should be defined and responsibilities determined: when will
the implementation start? How and when can the implementation be tested and adapted?
When could one start using the technology?

5 Demonstration and Evaluation

Demonstration and evaluation are important aspects of a design science research app-
roach [26, 28]. The demonstration shows the applicability of the artifact. Therefore, it is
applied to an existing persuasive technology. In a virtual setting, participants were asked
to collaboratively work on requirements and challenges for the development of AI-based
business models. They were supported by a persuasive technology that structured the
task and divided it into subtasks (reduction), led through the process (tunneling), and
provided messages with explanations and reminders (reminders). From a potentials card
point of view, the technology primarily addressed the individual level, that is, cards
P1–P3, the structure of the task (P8), and time management (P7). From a technology
card perspective, a website (Tec16), persuasive messages, reminders (Tec9), and color
markers (Tec7) were used. The following application scenarios were identified as the
basis: involve passive people, provide triggers and reminders (G8), collaboration by
supporting decision making and explaining or recommending actions (G12), show addi-
tional data or background information about certain items (G16), display the state of
different tasks to motivate and influence participation (E3), show short text messages or
explanatory sentences to start discussions (T3), supply triggers to motivate and remind
participants (M5). Figure 5 shows screenshots of the described technology and three of
the inspiration cards (P8, G8, G12).

Fig. 5. Screenshots of the technology and a selection of suitable inspiration cards.

After the applicability of the artifact could be shown in an artificial ex ante setting
[29], the artifact was applied in a real setting. An inspiration card workshop was held
with the cards and the canvas presented in Sect. 4. The goal of the workshop was to
design a persuasive technology that supports the development of an AI-based business
model. This technology should also be applicable in a virtual creative process. The focus
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is especially on the individual support of the participants, who are usually not experts in
business model development.

The inspiration card workshop was also conducted virtually, with participants taking
part in a video conference and working in parallel on a virtual collaboration board. All
potentials cards, all technology cards, and all general level application cardswere present
on the collaboration board. The participants were able to become familiar with the cards
and drag them directly onto the canvas. Furthermore, virtual sticky notes were available
to fill the fields of the canvas. Figure 6 shows a screenshot of the collaboration board.

Fig. 6. Screenshot of the collaboration board after the evaluation workshop. The collaboration
board and its built-in elements are under copyright of Conceptboard, conceptboard.com.

After the workshop, participants were asked whether the cards were helpful for
understanding and designing the persuasive technology. The application cards, which
provided clear examples of how persuasive technology could be used, were particularly
highlighted. These served as an inspiration for themore precise design of the technology.
Some of the participants were not experts in conducting workshops, and for these,
the potentials cards were also helpful. More experienced participants remarked that
the potentials were too generic and could not be used directly for the analysis of the
existing creative setting. Furthermore, the technology cards in particular contained too
few descriptions, which had to be adapted in a revised version (cf. Fig. 1). Based on
the feedback of the participants and the reviewers of this paper, the canvas was also
adapted slightly. Overall, the participants emphasized the applicability of the artifact,
which could help facilitate the design of persuasive technology to improve participant
behavior in creative situations.
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6 Discussion and Conclusion

The results of this study have several contributions. First, the concept of inspiration
cards is further elaborated in persuasive technology research and specialized and tai-
lored to a specific application domain. Previous studies have introduced the concept
and described first applications [10, 24] or supported a specific aspect of the persuasive
design principles [11]. The artifact presented here combines the cards with a specific
canvas to structure the technology design workshop. Furthermore, the findings offer
the potential to support an underexplored field (i.e., knowledge work and collaboration
[3]) and thus contribute to the development of new persuasive technology for this field.
Creative situations are often knowledge intensive and are conducted in groups, so col-
laboration between the participants plays a major role. Through the concrete approach
to technology development and the specific focus on the domain, the author hopes that
the concepts will be taken up and new persuasive technology will be developed for this
field, which can then provide a further contribution to research. From a design science
research perspective, the artifact is an exaptation (cf. [27]) where known solutions (i.e.,
inspiration cards for the design of technologies) are applied to a new application field
(i.e., creative situations).

Furthermore, the artifact builds on existing designmethods for persuasive technology
[7, 8, 22]. Thus, it contributes to the generation of new insights for these methods and
their further application in a new field. Furthermore, the cards and the canvas help
analyze the persuasion and the application context (cf. [8, 9]) more precisely and thus
develop a more suitable persuasive technology. In particular, the potentials cards and the
structure of the canvas come into account. The technology cards support the selection of
a suitable technology channel (cf. [7–9]). The application cards support the identification
and imitation of existing persuasive technology (cf. [7]).

Even though the concept described has a specific domain focus,many elements can be
used to design persuasive technology in general without further adaptation. For example,
the canvas and the technology cards would only need to be slightly adapted to increase
their general applicability. The entire concept would then have to be evaluated on a larger
scale. For practitioners, the artifact represents a good approach that is based on existing
design methods (cf. [12]) to facilitate the development of a persuasive technology.

This paper has presented a novel approach to the development of persuasive technol-
ogy for improving creative situations. The introduced artifacts consisted of 75 inspiration
cards in three categories and a canvas to structure an inspiration card workshop. First
applications show that, especially the application cards, support the technology design.
By following established concepts of persuasive technology research, the ideas presented
here can be combined with a variety of existing approaches as described above.

Limitations of the study primarily result from the low number of implementations
and the fact that the COVID-19 pandemic has so far allowed only virtual workshops.
However, the underlying concepts of the inspiration cards and the canvas have been
presented and published in several scientific formats and discussed with practitioners,
which underlines the relevance of the topic. Future work should focus on further imple-
mentations of the concepts in order to gain deeper insights for the design of persuasive
technology to improve creative situations.
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Abstract. Behavior change research usually takes a theory-driven or
application-specific approach. We took a user-centered view of real-world
user needs and conducted a survey with 53 participants to investigate
the overall behavior change goals and support preferences of everyday
users. Our survey revealed three key themes. First, individual users have
multiple behavior change goals, desired context types for behavior change
reminders, and desired activities for self-tracking. Second, users have
diverse and personalized desired actions, implementations, contexts, and
reminders for their behavior change goals, as well as diverse preferences
for behavior change support features and sensors. Third, users want to
set custom personalized goals, reminder contexts, reminder messages, and
even train custom machine learning models. Thus, users want multiple,
diverse, and personalized behavior change support in the real world. We
suggest a ‘convergence with connection and customization’ approach to
meet the diverse, multiple, and personalized behavior change needs of
everyday users.

Keywords: Persuasive technology · User survey · Need-finding ·
Self-tracking · Goals · Reminders · Sensors · Personalization

1 Introduction

Behavior change is a rich field of research and a burgeoning industry. While there
are multiple behavior change theories and technologies, we take a user-centered
view of real-world behavior change needs. In particular, our work investigates
two questions – what are the behavior change goals of people and what type of
behavior change support do people want?

While specific behavior change applications are common, real-world health
and well-being is interconnected, e.g., as evident by the co-morbidity of diseases
and the focus of lifestyle/preventive medicine on multiple health behavior change
[19]. Also, research shows that behavior change is a holistic process [21]. Thus,
we take the user as a unit and focus on the holistic needs of everyday users,
instead of targeting a specific behavior, support technique, or population group.
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We conducted a survey, N = 53 participants, to investigate the behavior
change goals and support preferences of everyday users. Our results show that
users have multiple, diverse, and personalized behavior change goals and support
preferences – Multiple: Users have multiple behavior change goals (Q1), want to
track multiple activities (Q10), and want support in multiple contexts (Q9);
Diverse: Users have diverse behavior change goals (Q1), target actions (Q2),
target implementations (Q3), target implementation contexts (Q4), and prefer-
ences for behavior change reminders (Q5) and sensors (Q8); Personalized: Users
want to set custom personalized goals, intervention contexts, and intervention
messages, and even train machine learning models on custom personalized data
(Q7).

Our survey highlights multiple, diverse, and personalization behavior change
needs of users. Self-guided change is the most common form of long-term main-
tained health behavior change [3] and we recommend a user-centered approach
to address the multiple, diverse, and personalization behavior change needs of
users to help translate behavior change research to the real world.

2 Related Work

There are several behavior change theories [6] and persuasive technologies that
employ different theories and strategies [14,17]. There are also several commer-
cial applications [15] and reviews of what users like in those applications [1].
While some technologies apply specific strategies, e.g., personal informatics [7]
and just-in-time interventions [13], others focus on specific domains, e.g., mental
health [2,11]. We take a user-centered approach to behavior change and focus on
identifying the behavior change goals and support preferences of users, not on
creating or evaluating different behavior change theories, systems, or techniques.

User-centered studies are common in behavior change, but are mostly focused
on specific application areas or behavior change techniques and there is not much
work on identifying the holistic everyday user needs. Some examples of user-
centered studies for specific behavior change applications include applications
areas like sustainable household recycling [4], self-monitoring at work [10], and
smoking cessation using digital communities [12]. Users’ contextual needs have
also been studied for specific behavior change applications, e.g., diabetes man-
agement [20] and physical activity [5]. Finally, there are investigations into user
preferences for different behavior change strategies, e.g., personalized goals set-
ting [8], self-experimentation [9], and habit-formation contexts [18]. While these
studies go into details of specific strategies or application domains, they do not
account for the holistic behavior change needs of everyday users.

We take a user-centered approach towards holistic, not application or theory
specific, user needs. The work we found closest to our work is Rapp et al.’s user
interviews about ‘how individuals live, account for, and manage life changes’
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[21]. Our survey takes a similar user-centered approach to holistic behavior
change, but we investigate what, when, and how the users would like to change,
along with their desired behavior change support preferences, e.g., context-aware
reminders, activities for self-tracking, sensors, personalization, and self-reflection
notes. Thus, while Rapp et al. focus on the nature of behavior change, our work
adds to their findings in terms of the behavior change support desired by users.

3 Survey Design

We identified three components of behavior change goals from previous behav-
ior change literature: what (e.g., footsteps), how (number of footsteps), and
when (e.g., after lunch). We also identified three types of support features: User
tracking (including self-reflection, self-report, goal-tracking, sensor-based track-
ing, and self-tracking visualizations), reminder contexts, and reminder messages
(including content and medium). Personalization is also a key theme in behavior
change [15]. Based on the three components of behavior change goals and three
types of behavior change support features, we designed a need-finding [16] survey
to identify the behavior change goals (Q1–4) and support preferences (Q5–10).

The questions are in Table 1. We used common themes in Persuasive
Technologies as the option categories [1,14,15,17]. Q1 Goal categories: fitness,
diet, productivity, personal growth, mindfulness, calm, focus, mental health,
sleep, meditation, healthy thought, healthy relationships, and other/add custom.
Q6 Overall support features: daily activity tracking, context-aware reminders,
machine learning support, self-reflection notes, and goal progress tracking. Q7
Customization for personalization: goals, reminder contexts, reminder messages,
and machine learning models. Q8 Sensing types: camera, microphone, heart rate,
motion, location. Q9 Reminder Contexts: specific times, enter/leaving locations,
indoor locations, specific daily activities, physiology/emotions, self-identified
thoughts, people/face, specific objects, and other/add custom. Q10: Activities
for self-tracking: diet, physical activity, heart rate, work, phone usage, computer
usage, self-reported thoughts, social interactions, sleep, other/add custom.

We shared our ‘behavior change survey’ via department email lists and social
media, without any exclusion or inclusion criteria or compensation. We received
53 responses (μ = 29.5 yrs, σ = 11.0 yrs; 21 males, 31 females, 1 unknown; 5
countries, including 3 USA states; 15 students, 24 professionals, 14 unknown).
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Table 1. Survey questions about desired behavior change goals and support preferences

# Questions Response type

1 Behavior change areas: 12 categories + custom/other Multiple select

- Select One Target Behavior Change (Q2-5)

2 What would you do? Open-Ended

3 How would you do it? Open-Ended

4 When would you do it? Open-Ended

5 How would you remind yourself? Open-Ended

6 Overall support features: 5 categories Yes/No/Maybe each

7 Customized and personalized features: 4 categories Yes/No/Maybe each

8 Sensors: 5 categories Yes/No/Maybe each

9 Contexts for reminders: 8 Categories + custom Multiple select

10 Activities for self-tracking: 9 Categories + custom Multiple select

4 Results

The results for each survey question are below and the figures are in Appendix.

Q1. Behavior Change Categories: Each participant selected multiple cate-
gories, an average of 5.5 categories (σ = 3.2) out of 13: Fitness (64%),
Diet (57%), Productivity (53%), Personal Growth (49%), Mindfulness (47%),
Calm (42%), Focus (40%), Mental Health (40%), Sleep (38%), Meditation
(38%), Healthy Thoughts (38%), Healthy Relationships (36%), and Other
(4%). See Fig. 1.
Q2. What would you do?: The responses varied from health-related actions
(e.g. weight loss, healthy eating, better sleep, and exercise) to learning-related
goals (e.g., learn a new spoken or coding language) to mindfulness goals (e.g.,
“be more mindful so that I’m not distracted by initial struggles and stick
to the self-development plan I’ve drawn out for myself”, “Bring unconscious
behaviors, patterns, thoughts to consciousness to be more aware in my rela-
tionships”) and even broad goals (“giving my best effort”). The responses
show that individual goals are diverse and personalized and even dynamic
and exploratory, e.g., to “Live a FULL life”. Figure 2 (left) shows the word
cloud for the responses.
Q3. How would you do it?: The responses were diverse and personalized.
For example, “practice mindfulness for a minute or two every few hours”,
“Meditate once every morning”, “Journaling, noticing thoughts or behaviors”,
“Do 7-minute workouts”, “Learning a few words a day”, “Lay out a bowl and
oatmeal”, “sleep half an hour earlier” “Keeping fruits or nuts in bag”, “Only
opening max 2 tabs”, etc. Even when users had similar goals (Q2), they had
different desired implementations (Q3). Figure 2 (right) shows the word cloud
for the responses.
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Q4. When would you do it?: People chose diverse and personalized con-
texts, e.g., working, eating, meditating, exercising, reaching home, waking up,
standing up, brushing teeth, doing my nails, sleeping, starting work, putting
on night pajamas, answering text message, getting anxious, ordering food,
reading messages, leaving home, etc. Figure 3 shows the word cloud for the
responses.
Q5. How would you remind yourself?: Participants chose reminders using
diverse mediums, with audio reminders (45%) being the most common one,
followed by text (25%) and ‘ambient’ notes (14%), and rest ‘none’. The par-
ticipants also included personalized reminder messages. 25% responses also
involved self-tracking goals and activities. Figure 3 shows the word cloud for
the responses.
Q6. Overall Support Features: At least 50% said ‘Yes’ (N = No, M = Maybe,
Y = Yes) to daily activity tracking (3N, 18M, 32Y), context-aware reminders
(2N, 16M, 35Y), machine learning support (4N, 20M, 29Y), self-reflection
notes (6N, 21M, 26Y), and goal-progress tracking (0N, 11M, 42Y). The pref-
erences were multiple and diverse. The results are in Fig. 4.
Q7. Customization for Personalized Support: Over 50% said ‘Yes’ (N = No,
M = Maybe, Y = Yes) to setting custom personalized goals (1N, 22M, 30Y),
reminder contexts (2N, 19M, 32Y), reminder messages (3N, 17M, 33Y), and
machine learning model training (4N, 21M, 28Y). The results are in Fig. 5.
Q8. Sensors: Over 50% said ‘Yes’ (N = No, M = Maybe, Y = Yes) to wanting
heart rate (6N, 9M, 38Y) and physical activity (9N, 11M, 33Y), but not
location (10N, 19M, 24Y), microphone (12N, 19M, 22Y), and camera (23N,
17M, 13Y). The preferences were diverse and personalized. The results are in
Fig. 6.
Q9. Reminder Contexts: Each participant selected multiple desired context
categories, an average of 2.5 categories (σ = 1.4) out of 9: specific times
(68%), enter/leaving locations (42%), indoor locations (38%), specific activ-
ities, e.g., eating, meditating, etc. (38%), physiology/emotion (21%), self-
reported thoughts (21%), people/face (15%), and specific objects, e.g., mug
(13%). See Fig. 7.
Q10. Activities for Self-tracking: Each participant selected multiple activity
categories, average of 5.4 categories (σ = 2.4) out of 10: Diet (73%), physical
activity (83%), heart rate (61%), work (58.8%), phone usage (64.7%), com-
puter usage (51%), self-reported thoughts (61%), social interactions (41%),
sleep (53%), and other - meditation (2%), alcohol/cigarettes (2%), social
(2%). See Fig. 8.

5 Discussion

We discuss the findings, recommendations, and limitations of our survey below.

5.1 Key Findings

Our survey showed that users want multiple, diverse, and personalized behavior
change support. Users have multiple behavior change goals (Q1), desired context
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types for behavior change reminders (Q9), and desired activities for self-tracking
(Q10). Also, users have diverse and personalized desired actions (Q2), implemen-
tations (Q3), contexts (Q4), and reminders (Q5) for their behavior change goals,
as well as diverse preferences for behavior change support features (Q6) and sen-
sors (Q8). Finally, users want to set personalized goals, reminder contexts, and
reminder messages, and even train custom machine learning models (Q7).

5.2 Key Recommendations

Our findings about the multiple, diverse, and personalized behavior change needs
of users raise three key questions: Multiplicity: Given the multiple behavior
change goals and support preferences for each user, how do the goals and strate-
gies interact with each other? Diversity: How do we support the diverse needs
and goals of each user?; iii. Personalization: How do we enable personalization?.
We have the following recommendations for the aforementioned questions.

Multiplicity: Research usually takes a reductionist perspective and considers dif-
ferent behavior change goals and strategies in isolation to measure their indepen-
dent impacts. However, it is important to take a holistic perspective and rigor-
ously understand the interplay of different behavior change goals and strategies
in the real world, especially since behavior change is a holistic and connected
process [21]. Data collection and processing would be helpful to track the inter-
actions between different behavioral goals and strategies over time.

Diversity: Both our survey and previous research shows that users prefer vari-
ety [1], and thus, we recommend diverse functionality in each behavior change
application. Given the diverse sensing, reminders, and activity tracking needs
of users, we suggest an open-source modular platform for behavior change with
diverse sensing, output, and machine learning capabilities. Different users, devel-
opers, and researchers can experiment with different elements of the platform,
add new elements to it, and report their results in a standardized manner.

Personalization: We recommend customizability of behavior change applications
to enable each user or researcher to select their desired behavior change sup-
port preferences. We also recommend the use of Artificial Intelligence to allow
machines to learn the best personalized strategies for each user in a transparent
and human-in-the-loop manner. Finally, we recommend n-of-1 testing to evaluate
the holistic experiences of different users with behavior change applications.

We jointly call the above recommendations ‘convergence with connection and
customization’ because building for diversity creates convergence of difference
techniques, whereas multiplicity enables connection and personalization enables
customization. We urge interdisciplinary researchers to consider the multiple,
diverse, and personalized behavior change needs of users, especially with the
above recommendations in mind, to meet the real-world user needs.

5.3 Key Limitations and Future Work

We note three key limitations of our survey and recommend related future work.
First, what users want is not necessarily best for them, and what users think
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they want may not be what they actually want. Thus, we recommend further
evaluating the efficacy and user experience of multiple, diverse, and personal-
ized behavior change support. Second, we also recommend longitudinal studies
to evaluate the efficacy and user experience of multiple, diverse, and personal-
ized behavior change support as user preferences and experiences change over
time, especially as users use the different behavior change support. Third, we
recommend evaluating the emergent trends and correlations in the longitudinal
studies of multiple, diverse, and personalized behavior change support to note if
different user preferences and experiences converge over time.

6 Conclusion

We took a user-centered approach towards behavior change and surveyed the
behavior change goals and support preferences of users. Our survey showed
that the behavior change needs and support preferences of users are diverse,
multiple, and personalized. In particular, users have multiple behavior change
goals and also, diverse and personalized target actions, implementations, con-
texts, and reminders preferences for their goals. Also, users want diverse and
personalized behavior change support, including for goal-setting, activity track-
ing, intervention contexts, sensors, and machine learning. Thus, in tandem with
the existing theory-driven and application-specific approaches, we recommend
a user-centered and holistic approach towards user’s diverse, multiple, and per-
sonalized behavior change support preferences to meet the real-world behavior
change needs of users.

Appendix: Survey Result Visualizations

We provide visualizations of the results of each of the questions.

Fig. 1. Q1: Behavior change goal categories (Multiple select, 12 + other categories)
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Fig. 2. Q2: What would you do? (Left); Q3: How would you do it? (Right)

Fig. 3. Q4: When would you do it? (Left); Q5: How would you remind yourself? (Right)

Fig. 4. Q6. Desired overall features for behavior change support
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Fig. 5. Q7. Desired customization for personalized support

Fig. 6. Q8. Desired sensors

Fig. 7. Q9. Desired contexts for reminders
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Fig. 8. Q10. Desired activities for self-tracking
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Abstract. Recently, the design and development of persuasive appli-
cations to support behaviour change in healthcare have gained inter-
est. However, achieving sustained behaviour change remains challeng-
ing. Shared decision making (SDM) is increasingly advocated for making
preference-sensitive decisions. In SDM, the patient and caregiver com-
bine the patient’s preferences, values, goals, and context with the med-
ical evidence and expert opinions to make an informed decision. The
link between shared decision making and behaviour change has not yet
been investigated thoroughly. Furthermore, there is little guidance on
designing applications providing SDM support. In this paper, we focus on
how SDM can help in achieving sustained behaviour change by present-
ing how SDM can bring in the caregiver perspective in the well-known,
patient-oriented Fogg Behaviour Model. We propose seven principles to
design a system aimed at supporting patients and caregivers during SDM
encounters when making decisions regarding behaviour change. We con-
clude with an illustration of how our proposed design principles have
been applied in two existing applications developed to support SDM for
behaviour change.

Keywords: Shared decision making · Behaviour change · Design
principles · Decision aids · Persuasion · eHealth

1 Introduction

Persuasive design focuses on attitude and behaviour change of users. As such,
it can be used to incite new behaviours, or to change or reinforce existing ones
[21]. Several theories and frameworks have been developed to inform the design of
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persuasive applications, including the Fogg Behaviour Model [7], the Persuasive
Systems Design Model [22], and the Behaviour Wizard Framework [8]. In the
context of healthcare, persuasive design is often applied to help people adopting
a healthier lifestyle. Examples include supporting people in smoking cessation,
increasing physical activity, or eating healthier. However, achieving long-term
health behaviour change remains challenging.

In chronic care, decisions often need to be taken on how to change the
patient’s lifestyle and habits. For example, when a person needs to lose weight,
there are multiple possible behaviour changes: moving more, eating healthier,
or a combination of both. When the patient decides to focus on moving more,
there are again different options available e.g. increasing the daily step count,
starting with a new sport, or joining a gym. It may not be feasible for a patient
to go to a gym weekly (because of money, time, or travel restrictions), but the
patient may want to start with a daily walk. For this type of situations, where
there are at least two valid alternative treatment options and a trade-off has to
be made by balancing pros and cons of each option, it is advocated that shared
decision making should be used [30]. Shared decision making (SDM) combines
the patient’s personal preferences, values, goals, and context with the clinical
evidence and expert opinions to make an informed decision [14,29]. A review on
the effects of SDM [12] demonstrated that interventions showing an improvement
in adherence, satisfaction, depression, and well-being all included treatment pro-
grams or contained multiple sessions. In all these interventions, patients had to
make longer-term decisions and/or had a chronic disease. Despite these oppor-
tunities for SDM, there is limited research on using SDM in multiple patient
and caregiver interactions [24] and the influence of SDM on behaviour change
has not yet been investigated thoroughly.

To support caregivers in initiating a SDM process and help patients in stat-
ing their preferences in an encounter, different initiatives have been taken. Deci-
sion aids are tools (paper or digital) that support patients in SDM by mak-
ing the decision explicit, offering information about the available options (and
their pros/cons), and assisting in clarifying congruence between personal pref-
erences/values and the decision. Numerous decision aids are being developed to
support patients and caregivers in SDM. Using them leads to increased involve-
ment in decision making, increased patient knowledge, and decreased decisional
conflict related to feeling uninformed [27]. According to Hess et al. [10], the best
moment to apply a decision aid depends on the nature of the decision to take.
Depending on the decision at hand, the patient might be given a decision aid to
review before the encounter, during the encounter, or at both time points. Using
a decision aid during the encounter improves patients’ knowledge and shows a
trend towards better acceptability and less decisional conflict [11].

The International Patient Decision Aids Standards (IPDAS) Collaboration
[6,13] defines a set of quality criteria for patient decision aids organized in ten
dimensions. The quality criteria are rather generic and focus extensively on what
information should be presented. The criteria can be used as a general guide for
the design and development of a decision aid, since there are several criteria
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related to the development process, such as including needs assessment, review,
and field testing with patients and caregivers. However, when looking at these
criteria from an Human-Computer Interaction (HCI) point of view, we do not
find any concrete guidelines on how to design patient decision aids. We can only
find some rather general advice such as a patient decision aid should provide step-
by-step decision making, support comparison of positive and negative features
of the options, and include tools like worksheets or lists of questions to use when
discussing the options. As a consequence, the criteria are too limited to be applied
directly to design decision aids supporting a SDM conversation. Furthermore,
the quality criteria focus on one-off decisions and do not explicitly take into
account follow-up, revision and reversal of decisions in multiple encounters. In
general, there has been little research from HCI point of view on how to design
interactive decision aids to support the conversation during a SDM encounter.
Given the growing number of decision aids being developed, there is an emerging
need for concrete guidelines on how to design and evaluate interactive decision
aids from an HCI point of view.

To address the aforementioned issues, we analyze existing frameworks and
models for behaviour change and shared decision making from medicine and HCI.
Based on our analysis, we argue that SDM can be used to achieve sustained
health behaviour change. Bringing in the caregiver’s perspective and striving
for SDM can make patients feel better informed, more empowered, and as a
result, more capable of achieving sustained behaviour change. The relationship
between SDM and behaviour change has not yet been investigated thoroughly.
We make this relationship more explicit and bring in the caregiver’s perspective
for behaviour change by mapping SDM on the well-known Fogg Behaviour Model
[7]. Furthermore, we introduce seven design principles for designing systems to
support SDM for behaviour change. Lastly, we illustrate the application of our
design principles in two existing tools to be used during SDM encounters.

2 Bringing Together Shared Decision Making
and Behaviour Change

In this section, we briefly describe some well-known frameworks and models for
shared decision making and behaviour change from medicine and HCI. Further-
more, we describe the relationship between SDM and behaviour change. Lastly,
we highlight the similarities between designing systems to support behaviour
change and designing systems to support SDM for behaviour change and empha-
size the added value of SDM.

2.1 Existing Models About Caregiver’s Role and the Dialog
Between Caregiver and Patient

The principles of SDM have been well-documented and described [18]. When
striving for SDM, a consultation would go as follows. Patients and caregivers



262 C. Bonneux et al.

start by defining and/or explaining the patient’s health problem that needs to
be addressed. Caregivers present the available options and discuss pros and cons
with the patient. Furthermore, caregivers elicit patient preferences and values
and use their knowledge to make recommendations. The ability and self-efficacy
of the patient are discussed to come up with a plan. During this process, both
caregivers and patients check understanding of the information and provide fur-
ther clarification when needed. Together, patients and caregivers select the best
option (or decide to defer the decision) and arrange follow-up [18].

Elwyn et al. [5] describe three key steps of SDM for clinical practice: choice
talk, option talk and decision talk. In the first step (i.e. choice talk) the caregiver
ensures that the patient knows that reasonable options are available. During
option talk, the caregiver focuses on explaining the available options in more
detail. The consultation is ended with decision talk in which the patient and
caregiver consider patient preferences and make the decision. Stiggelbout et al.
[28] propose to have four steps for SDM by splitting decision talk in two separate
steps (discussing patient preferences and making the decision), since it contains
two quite distinct processes. We prefer to follow this approach of four steps for
SDM as defined by Stiggelbout et al. since it makes the distinction between
elicitation of patient preferences and making the decision more apparent.

As described above, most SDM models focus on the patient-caregiver diad.
However, in the context of chronic care, it is important to recognize that often
different stakeholders are involved including the patient, the informal caregivers,
and different professional caregivers. For example, in the context of cardiac reha-
bilitation, there is a multidisciplinary team with dietitians, physiotherapists,
psychologists, and cardiologists next to the general practitioner supporting the
patient. Légaré et al. [16] defined the interprofessional SDM model (IP-SDM)
comprised of three levels: the individual (micro) level and two (meso and macro)
healthcare system levels. Their model was developed for primary care and as a
consequence, highly applicable for chronic diseases.

It has been shown that decision aids improve patients’ knowledge of the
options and make patients feel better informed about what matters most to
them [27]. However, there is often a mismatch between patients’ preferences and
caregivers’ perceptions [4]. Therefore, Légaré et al. [15] suggest to target patients
directly and not depend solely on caregivers’ perception of the applicability of
SDM. Furthermore, Elwyn et al. [5] propose to use decision aids during option
talk. Patients and their caregivers are more likely to talk about a decision when
using a decision aid [27]. Therefore, we focus in this paper on the design of digital,
interactive decision aids that can be used during an encounter to facilitate shared
decision making regarding health behaviour change. We refer to these interactive
decision aids to be used during the SDM encounter as “SDM tools for behaviour
change”.
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2.2 Existing Models About Designing for Behaviour Change

One of the most famous models for behaviour change is the Fogg Behaviour
Model (FBM) [7], depicted in Fig. 1A. Fogg defines three factors for behaviour
change to occur: (1) motivation, (2) ability, and (3) triggers. Assume a person
needs to be more physically active to lose weight. For this behaviour change to
take place, the person should have sufficient motivation, sufficient ability and
an effective trigger. The person should be motivated to start exercising, but the
person should also have the ability to do so. If the person does not have time
to do sports or does not have money to pay a gym membership, this limits the
person’s ability. A possible trigger can be a doctor that tells the person that by
being obese, he/she has an increased risk of cardiovascular disease. The FBM has
been used extensively to inform the design of persuasive applications. However,
the FBM focuses on the patient’s perspective and does not take into account
the caregiver’s role. To add the caregiver’s perspective and define the influence
of SDM on behaviour change, we map SDM on the FBM in Sect. 2.3.

Oinas-Kukkonen et al. [22] describe the process to design and develop per-
suasive systems. First, it is crucial to understand the fundamental issues behind
persuasive systems. Next, the designer analyzes the context for the persuasive
system by recognizing the intent, event, and strategies for the use of a persua-
sive system. Finally, he/she designs actual system qualities for the new system.
For this, the Persuasive System Design (PSD) Model suggests 28 design princi-
ples divided into four categories: primary task support, dialogue support, system
credibility support, and social support. Examples of principles include personal-
ization, simulation, self-monitoring, suggestion, and trustworthiness. The PSD
principles are often applied in applications supporting health behaviour change
and several of these principles are also applicable for the design of systems sup-
porting SDM. Furthermore, the process to design and develop a persuasive sys-
tem can be considered similar to the process to design a tool supporting SDM
for behaviour change. This is discussed in more detail in Sect. 2.3.

2.3 Shared Decision Making for Behaviour Change

In this section, we investigate the relationship between SDM and behaviour
change in more detail. The FBM [7] describes how to design systems to support
behaviour change from a patient perspective. The FBM is illustrated in Fig. 1A.
The patient icon indicates the elements that refer to the patient’s perspective.
In this paper, we expand the FBM with the caregiver’s role by showing how
SDM can be mapped on the FBM in Fig. 1B. The caregiver icon indicates
the elements that we added to the FBM to define the caregiver’s role.
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Fig. 1. A) The FBM that highlights the patient’s perspective on designing for
behaviour change. B) The relationship between shared decision making and behaviour
change. Addition of the caregiver’s perspective to the FBM. Based on the FBM [7].

As depicted in Fig. 1B, SDM leads to setting goals that are feasible and
achievable. As such, SDM can increase a person’s ability to perform the target
behaviour. This increase in ability by SDM is denoted in Fig. 1B by the horizontal
blue arrow. On the other side, SDM tends to increase motivation by making a
public commitment. Also, social norms and social pressure (originating from the
caregiver) can steer the patient’s motivation to a higher level. The increase in
motivation by SDM is denoted in Fig. 1B by the vertical blue arrow. Lastly,
SDM can provide the necessary triggers for behaviour change by having a clear
moment to reflect upon the behaviour change, state preferences, and make a
decision and public commitment to work on it. This is illustrated by the label
SDM next to triggers in Fig. 1B.

We illustrate this mapping of SDM on the FBM with an example. Assume a
patient has a SDM encounter with a tobaccologist to discuss smoking cessation.
The tobaccologist discusses with the patient the different options to quit smoking
(e.g. medication, nicotine replacement therapy, individual or group counselling).
Together with the tobaccologist, the patient decides to go for medication in
combination with individual counselling. They discuss the patient’s quit date
and arrange a follow-up appointment. In this example, the tobaccologist helped
the patient choosing a feasible quit date and a suitable combination of quit
support (increase in ability). The patient made a public commitment by decid-
ing together with the tobaccologist about smoking cessation and stating when
he/she will quit smoking (increase in motivation). By having the encounter with
the tobaccologist, the patient already set the first step in smoking cessation.
Thinking about smoking cessation together with the tobaccologist and deciding
on how to tackle it can initiate the patient’s behaviour change (triggers).

We argue that SDM can help in increasing all three core components of
the FBM. Nevertheless, we recognize that SDM does not solve all behaviour
change challenges. SDM can be used to increase ability, enhance motivation
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and/or provide triggers, but this will not always be enough to achieve sustained
behaviour change. We suggest that in those situations, a supporting, persuasive
application that the patient uses while being at home can provide the necessary
additional motivation, ability, and triggers.

The process to design a SDM tool for behaviour change is similar to the pro-
cess described by Oinas-Kukkonen et al. [22] to design a persuasive system. First,
the designer needs to understand the key aspects of shared decision making (e.g.
the steps for SDM, the role of decision aids, and the quality criteria for decision
aids). Next, the designer should analyze the SDM context. It is important to ana-
lyze the stakeholders in the decision-making process, the setting in which SDM
will take place, and how much time will be available. Furthermore, it needs to
be considered if the decision is a one-off decision or a decision about a long-term
condition with multiple encounters in which the decision will be revised (i.e.
chronic condition). Finally, the designer should define the actual system quali-
ties for the new system. For this last phase, we propose seven design principles
in Sect. 3.

3 Principles to Design SDM Tools for Behaviour Change

Based on our analysis of existing models, theories and frameworks and the rela-
tionship between SDM and behaviour change, we propose seven principles to
design systems supporting shared decision making for health behaviour change.
When reading these principles, imagine yourself designing a tool to support SDM
for behaviour change (increase physical activity, eat healthier, or both) aiming
at weight loss.

3.1 Give an Overview of the Current Status, the Target Situation,
and the Available Options

The first step in the goal-setting and action-planning practice framework of
Scobbie et al. [23] is goal negotiation. This step is devoted to showing where the
patient is now and where the patient would like to get to in the future. In the con-
text of behaviour change, two types of goals can be distinguished: 1) high-level,
non-actionable outcome goals, and 2) lower-level, actionable behaviour change
goals. When considering the example introduced above, the patient should lose
weight and achieve a Body Mass Index of lower than 25 (outcome goal). To
reduce weight, the patient can exercise, eat healthier, or can apply a combi-
nation of both (possible behaviour change goals). Assume the patient decides
during the SDM encounter to focus on exercising (behaviour change goal). To
achieve this, the patient can start a new sport, join a gym, or make a daily
walk. When looking at this example, we can identify two times a set of available
options: 1) possible behaviour change goals to achieve the outcome goal and 2)
possible strategies to achieve the behaviour change goal. Both of these should
be taken into account when designing a SDM tool for behaviour change.
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The first step for SDM is for the caregiver to make clear to the patient that
a decision has to be made, there are several options available, and the patient’s
opinion is important in choosing the best option [5,28]. When using a SDM tool
for behaviour change, the tool should support the caregiver in conveying the
current status, target situation, and available options to the patient. Therefore,
a SDM tool should give an overview of this information, highlight the differences
between the current status and target situation, and nudge the patient to reflect
on the discrepancy between these two.

3.2 Encourage Collaborative Goal-Setting

According to the goal-setting theory of Locke and Latham [17], a specific, difficult
goal leads to higher performance than urging people to do their best. The highest
level of effort is achieved for tasks that are moderately difficult. Tasks that are
very easy or very hard lead to the lowest effort. This is aligned with the reduction
and tunneling principles of the PSD model [22]. When goals are difficult (which
is often the case for behaviour change goals), commitment plays an important
role. Two main factors contributing to goal commitment are: (1) the importance
of goal attainment to the person, and (2) the belief that the person can attain
the goal (self-efficacy). One possibility to enhance importance of goal attainment
is by making a public commitment [17].

In the context of behaviour change, it is important to set specific, actionable
goals. However, the outcome and behaviour change goals that the patient sets
are often quite generic (e.g. losing weight until my Body Mass Index is below
25, eating healthier, or exercising more). When the patient sets such a goal, this
goal should be paired with related, actionable goals (e.g. exercise 30 min per day,
lower my daily calorie intake to 2000 kcal, or eat fish once a week) [19].

Shilts et al. [25] define 5 goal-setting types: self-set, assigned/prescribed,
participatory/collaborative, guided, and group-set. In the context of SDM, par-
ticipatory/collaborative and guided goal-setting are most interesting. In collab-
orative goal-setting, the goals are designed and chosen jointly by the caregiver
and the patient, whereas in guided goal-setting, the caregiver proposes multiple
goal choices and the patient chooses one of these. The effect of the goal source
is an important factor to take into account [17]. Take the example of exercising
more to reduce weight. When considering goal-setting, we could have collabo-
rative or guided goal-setting together with a fitness expert or with a medical
expert. Consolvo et al. [3] concluded that guided and collaborative goal-setting
with a fitness expert are attractive to people. People desire to meet the fitness
expert in person. They expect the expert to get to know their current abilities,
constraints and long-term objectives before setting the goal, to follow-up on
their progress, and adjust their goals over time. People not only find the options
with a fitness expert appealing because of the expert’s perceived knowledge and
experience, but also the ongoing relationship. On the other side, people do not
think of medical doctors to ask advice about physical activity. We can learn
from the work of Consolvo et al. that patients prefer to take a decision regard-
ing behaviour change together with a closer involved, specialized caregiver (e.g.
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physiotherapist, dietitian, or psychologist) rather than with a medical doctor.
A system should support the role of a medical doctor taking care of long-term
follow-up on the process and the role of closer involved caregivers taking care of
the daily activities, short-term feedback and follow-up.

Setting a goal collaboratively with a caregiver in a SDM encounter can help
in setting a goal that is personalized, feasible and achievable. In the context of
chronic diseases, the frequent encounters allow for follow-up and regular revisions
of goals. SDM with a caregiver can be considered as such a public commitment.
The patient feels social pressure to adhere to the goal. Furthermore, if there are
follow-up SDM encounters in which they check progress and revise goals, this
can provide extra motivation to adhere to the commitment since the patient will
sit together with the caregiver later and will need to talk about his/her progress.

We suggest that during a SDM encounter a SDM tool should support the
patient and caregiver in deciding first on a broader outcome or behaviour change
goal (e.g. eating healthy). Next, the tool should guide them in setting specific,
short-term goals that lead to achieving the behaviour change goal (e.g. eating 3
pieces of fruit daily). As such, a SDM tool for behaviour change should support
the collaborative goal-setting of these short- and long-term goals. The tool should
invite the patient and caregiver to discuss the patient’s goals from a clinical point
of view and assess how they match with the patient’s preferences. The SDM tool
should allow to record the mutually-agreed goals, so progress towards these goals
can be assessed at follow-up encounters.

3.3 Support Making an Action Plan

After setting a goal, it is important to make a plan on how the patient will achieve
the goal [23]. Planning is a mental simulation linking concrete responses to future
events. It has been shown that planning is a powerful self-regulatory tool that
can help to translate goals into behaviour. There are two types of planning:
action planning and coping planning. Action planning refers to planning details
of action implementation, whereas coping planning refers to defining detailed
strategies to cope with expected obstacles and difficulties. It is suggested to
include both these types of planning in interventions at different stages in health
behaviour change [26]. When the goal is to exercise more, the action plan can
be an exercise plan for next week. In the coping plans, the patient defines what
he/she will do in case it is not possible to follow the exercise plan due to expected
obstacles or difficulties. For example, when the patient planned to go for a run
today but it is raining, he/she will go to the gym instead.

Another important aspect is the patient’s self-efficacy, as it is an essential
element of goal-setting and SDM [18]. When setting goals, it is important to
assess the patient’s confidence in achieving that goal. When the patient reaches
the goal, this increases the patient’s self-confidence about his/her ability to suc-
cessfully achieve the target behaviour for this goal (or even a more difficult one)
in the future [1,19].

A SDM tool for behaviour change should support the patient and caregiver in
defining an action plan for the agreed behaviour change goal(s). The tool should
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provide support in constructing an action plan that is feasible for the patient and
towards which progress can be followed up. The action plan should be recorded
in the SDM tool, so the patient’s adherence to the action plan can be assessed
at follow-up encounters. Furthermore, importing the goals and action plans into
a self-monitoring application can allow patients to follow-up on their progress
and action plans between encounters.

3.4 Demonstrate the Effects of Behaviour Change

When looking at health behaviour change, people often know already what is
the link between the cause and the effect and what are the benefits of making
the behaviour change. For example, people know that you can improve your
physical condition (effect) by going for a daily walk (cause) and they know that
you will feel better (effect) by having a better physical fitness (cause). However,
it is important to make this relationship between cause and effect explicit to a
person from the start and to show you can succeed in achieving your targets.
Having some examples and allowing patients to increase their self-understanding
through small scale experiments is a key aspect of supporting positive behaviour
change. It helps them in building a better model of how different activities and
behaviours can contribute to their goal [19]. Simulation can be one approach
to show the effect of behaviour change. An example is showing before-and-after
pictures of people who have lost weight [22]. Allowing the patient to perform
small scale experiments can also be linked with feedforward, e.g. by showing the
effects of a specific action. An example can be showing how many calories will
be burned by swimming for one hour.

During a SDM consultation, a SDM tool should support caregivers in demon-
strating the effects of behaviour changes to their patients. The tool should let
them collaboratively explore the effects of different actions. As such, the patient
can improve his/her understanding of the different options and their effects. Hav-
ing some visual representation of the data (e.g. before-after pictures, graphs, or
pictographs) can help caregivers in conveying the information to the patient.
Furthermore, references to literature can be included to increase the authority
and credibility of the presented information.

3.5 Provide Suggestions or Tips

One of the key tasks of the caregiver in shared decision making is making rec-
ommendations for goals and how to achieve these to the patient, considering the
patient’s preferences and the clinical evidence [18]. In the PSD model, this can
be linked to the principles personalization and suggestion [22].

Providing suggestions or tips as part of the system can help the caregiver dur-
ing choice talk in making recommendations to the patient. Therefore, a SDM tool
should provide suggestions or tips on how the patient can achieve the mutually-
agreed goals by means of the action plans. The suggestions can be related to the
action plan (e.g. getting suggestions about sports activities when making an exer-
cise plan) or to the goals itself (e.g. recommended goals based on the patient’s
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self-monitored behaviour). Furthermore, these suggestions and tips can be inte-
grated into the demonstration of the effects of behaviour change. For example,
when making a meal plan, the tool can recommend some healthy alternatives
and show that these alternatives contain a lot less calories than the patient’s
current meals.

3.6 Enable Progress Follow-Up with Visual Elements

The last step in the goal-setting and action-planning practice framework of
Scobbie et al. [23] is appraisal and feedback. This step includes evaluating the
patient’s performance in relation to the action plan and progress in relation
to the goal. Self-monitoring apps are gaining interest to follow-up remotely on
patient behaviour. In the PSD model, self-monitoring is described as keeping
track of one’s own performance or status to support the patient in achieving
goals [22].

In the context of chronic care, the frequent encounters allow for progress
follow-up. However, the huge amounts of information collected by means of self-
monitoring applications can lead to information overload for caregivers. There-
fore, it is important that SDM tools combine the collected information from
self-monitoring applications in a meaningful way and present it in an appropri-
ate format for discussion. Clear language and visualization of information are
needed to support patients with varying levels of health literacy and digital liter-
acy in understanding the presented information. In addition, SDM tools should
provide a means to visualize the patients’ adherence to the agreed action plans
and their progress towards the mutually-agreed goals. Highlighting of important
events and deviations from action plans can support caregivers in discussing
progress and providing feedback. Showing the patient-collected data during the
encounter does not only support caregivers in discussing the patient’s progress,
but also supports patients in reflecting on their behaviour and progress.

3.7 Give Feedback on Performance

Giving feedback to the patient is equally important as showing progress [23].
Providing feedback on performance can be linked to the principles praise and
rewards from the PSD model [22]. To fulfill their role in SDM, caregivers should
provide patients feedback on their performance and use the information provided
by the system and by the patient to adjust the patient’s goals and action plans
accordingly. As such, it is a continuous process of refinement and updating of
goals according to patient preferences and abilities.

When having SDM in chronic care, there are frequent encounters that allow
for follow-up and feedback. During these SDM encounters, the SDM tool should
support the caregiver in providing feedback to the patient. Colors, graphs, and
icons can be used to give a concise and comprehensible overview of the infor-
mation. Important events, achievements, or deviations from the plan should be
highlighted to spark discussion.
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4 Application of Our Design Principles

In this section, we demonstrate the feasibility of our suggested principles to
design SDM tools for behaviour change through discussing some existing tools.
We illustrate how these applications apply our proposed design principles.

In the context of cardiovascular disease (CVD) prevention, a huge amount
of online CVD risk calculators are available [2]. Risk calculators can be used
by patients at home prior to an encounter or during a SDM encounter with a
healthcare professional to estimate a patient’s CVD risk. The “What’s your heart
age?” risk calculator of NHS [20] is one example of a CVD risk calculator (Fig. 2).
This risk calculator gives an overview of the patient’s current status, the target
situation, and the available options to achieve the target situation (Fig. 2A, C and
D). The tool leverages the principle demonstrate the effects of behaviour change
by allowing the patient to explore the effects of the possible behaviour changes
(Fig. 2B). Furthermore, the tool gives some suggestions on how to achieve the
goal in the form of simple steps to achieve the goal (Fig. 2C and D). These simple
steps can support making an action plan. However, it is not possible to record
the agreed goal(s) and associated action plan(s) in the tool. As a result, there is
no possibility to follow-up on progress or receive feedback on performance. Also,
there are no specific features or elements to encourage collaboration and spark
discussion. The absence of these features can be attributed to the fact that a
risk calculator is not designed specifically to be used during a SDM encounter.
However, using a risk calculator during an encounter could support patients and
caregivers in SDM.

Fig. 2. Screenshots of the “What is your heart age?” risk calculator of NHS [20].

HealthDecision has developed several decision aids including some for SDM
regarding behaviour change, such as their decision aid for hypertension [9] (Fig.
3). This decision aid gives an overview of the current status, the target situa-
tion and the available options (Fig. 3A, B and C). The tool allows the user to
demonstrate the effects of possible behaviour changes by selecting the behaviour
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changes that the patient wants to make (Fig. 3A). The icon array depicting
the patient’s risk of a cardiac event (Fig. 3C) and the patient’s estimated sys-
tolic blood pressure (Fig. 3B) are updated when different behaviour changes are
selected. The tool provides suggestions which behaviour changes are possible to
lower the patient’s blood pressure (Fig. 3A), but does not provide specific tips
on how to achieve the behaviour changes. Furthermore, there is also no support
in making an action plan. Despite the decision aid is developed for discussion
during a SDM encounter, there is no support for recording the mutually-agreed
goals, following up on progress, or giving feedback on performance. This could be
explained by the fact that it is an online, publicly available decision aid, which
brings in issues related to storing sensitive patient data and protecting data
privacy.

Our analysis of existing decision aids demonstrated how some of our proposed
principles can be applied in the design of a SDM tool for behaviour change. It
is not our intention to evaluate the chosen applications on their potential to
achieve their goals, but to use them as illustrations of how our design principles
can be applied. Both studied applications did not support recording of mutually-
agreed goals, enable progress follow-up with visual elements, or give feedback on
performance. This highlights possibilities for future research in these directions.
Furthermore, there are still opportunities for improvement in encouraging collab-
orative goal-setting and supporting to make action plans. In general, we suggest
to use all seven proposed design principles when relevant to guide the design and
development of tools supporting SDM for behaviour change.

Fig. 3. Screenshot of the hypertension decision aid of HealthDecision [9].
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5 Conclusion

Despite the increased attention for persuasive design and its application in
the design and development of applications, achieving sustained behaviour
change remains challenging. Shared decision making can be advocated as a
means to increase the chances of success when making decisions regarding
behaviour change. In this paper, we have made the relationship between SDM
and behaviour change more apparent by mapping SDM on the Fogg Behaviour
Model and adding the caregiver’s role to this model. Furthermore, we proposed
seven principles to design tools supporting SDM for behaviour change. Based on
our design principles, we illustrated how two existing applications support SDM
for behaviour change. There are still a lot of opportunities to enhance the sup-
port for discussion and collaboration during SDM. We hope that our proposed
design principles can provide applicable guidelines to researchers and developers
when designing SDM tools for behaviour change.
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Abstract. We explore the perceptions of the ethics of persuasive tech-
nology as applied to the design of user interfaces. We learn whether con-
sumers of software see persuasion through technology as ethical, whether
producers of software view the development of persuasive technology as
ethical, and whether these opinions can be reconciled. This research con-
sists of a review of relevant literature on the topic, a survey of software
consumers, interviews with software producers, and an analysis of the
data, resulting in conclusions intended to influence the responsible design
of user interfaces in the future.

We find that persuasive technology is effective, that software con-
sumers do not necessarily recognize persuasion when it is applied to
them, and that they do not generally wish to be persuaded, unless they
view the motivation of the persuader as being morally admirable. Soft-
ware developers, on the other hand, do not intentionally behave uneth-
ically, but are open to the development of persuasive technology, and
even deceptive technology, under some conditions.

Keywords: Ethics · Persuasive interfaces · Consumer perceptions ·
Software developer perceptions

1 Introduction

The study of user interface and user experience design is meant to help producers
improve the user experience of hardware and software, but the definition of
improved user experience is not always clear. In the case of persuasive technology,
the user may have the experience of being persuaded to behave in a particular
way, with the interface having been intentionally designed to obtain this result.
This includes benign persuasion, such as persuasion to guide users in the most
effective use of the technology, but also persuasion to influence users for the
persuader’s benefit.

Many software professionals design and implement interfaces that are per-
suasive or even deceptive for the persuader’s benefit, rather than, or in addition
to, the benefit of users. For example, persuasion can be used in web-based soft-
ware to convince users to click on ads or links. It can be used in social media
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software to increase the time people spend using the software. It can be used
in social networking software to encourage users to invite or engage with others
to attempt to increase the number of users. While the user may interpret the
experience as positive, the truth is that users may not be aware of the persuasion
having taken place. It is worthwhile to ask if persuasive design is an ethical use
of technology.

The answer may depend on whether the intentions of the producer are seen as
morally admirable, morally neutral, or morally questionable. Or it may depend
on people’s perception of having been deceived and their reaction to the decep-
tion, even if it was done in the service of a goal that is seen as morally admirable.

The perceptions of both consumers (users) of technology and producers (soft-
ware development professionals) are of interest here. The first contribution of
this research is to learn whether consumers see persuasion through technology
as ethical, and if so, under what circumstances they are comfortable with it
being applied. The second contribution is to learn whether software profession-
als view the development of persuasive technology as ethical, and if so, under
what circumstances they are comfortable with developing it. Finally, we attempt
to reconcile these opinions.

The remainder of this paper includes a brief assay of the background, a report
on a survey of consumers, and a report on interviews with software developers.

2 Background

Reviews of the literature have been conducted in [13] and [21], both calling
for more research into the ethics of persuasive technology. The more recent
review, [13], studies [1,3,6,7,10,12,18] among other important sources. These
date back to the 1999 introduction of the oft-cited Golden Rule of persuasive
technology design, as well as including the main textbook for the topic, [7], by
the coiner of “captology”, as well as its critique in [1], and sophisticated def-
initions of voluntary persuasion, such as that tendered by [18]. Relevant work
not covered in these reviews include [5] and [19] the latter advocating for lib-
ertarian paternalism in nudges or persuasive techniques to encourage people to
act in their own best interest as judged by choice architects. Some prior work
considers surveillance and persuasion. Leth Jespersen et al. in [15] believes the
intent of a persuader should be made clear to avoid being cast as manipulation.
Nagenborg [16] claims that persuasion is not unethical but sees potential ethical
challenges in the way that data collected by surveillance is used to influence
users. Barral et al. [2] go further, asserting that subliminal persuasion technol-
ogy is ethical if it is consistent with participants’ goals and intentions, although
they leave open how the producer could possibly know the participants’ goals
and intentions. By contrast, Timmer et al. [20] consider transparency to be of
critical importance, and propose methods such as value sensitive design and par-
ticipatory design to maintain it, approaches also advocated by [6]. Other work
such as [22] cast only a glance at ethics. A similarly brief discussion of ethics can
be found in [14], along with the exhortation that ethical analysis of designs from
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behavioral economics would be a fruitful and important area for future work in
HCI.

Kaptein and Eckles [11] explore the idea of persuasion profiles – adapting
persuasive technology to individual differences in the effectiveness of a particular
persuasion strategy. Tristan Harris [9] describes ways in which technology hijacks
users’ minds and persuades them to act in ways that benefit the technology
company.

The term dark patterns was first coined in a blog post by Harry Brignull [4],
and later defined in [8]. The dark patterns concept is closely related to the use
of persuasive technology in an unethical way, as explored in this paper.

3 Survey of Software Consumers

3.1 Methodology

A survey, given to faculty, students, and staff at a U.S. higher education institu-
tion, investigated whether computer software users (consumers) recognize per-
suasion in software, whether they consider persuasion to be ethical, and if so,
under what circumstances, and whether consumers are persuaded by interfaces
designed to do so.

The first question presents a mockup of a user interface, Figs. 1 and 2, which
differs among four conditions, selected randomly for each participant: a neutral
design; a persuasive design with a morally admirable goal; a persuasive design
with a neutral goal; and a persuasive design with a morally questionable goal.
The following research question is addressed by this survey question:

RQ1: Are consumers persuaded using technology when the goal is (1) for
their own benefit, (2) neutral, or (3) for the benefit of the producer?

The next two questions are intended to determine if consumers recognized
the attempt at persuasion, if any, in the initial UI mockup, and whether the
attempt was considered to be deceptive.

RQ2: Do consumers recognize persuasion using technology when the goal is
(1) for their own benefit, (2) neutral, or (3) for the benefit of the producer?

RQ3: Do consumers consider persuasion using technology to be deceptive?
The next two questions were randomly assigned to experimental conditions

B, C, or D. Each question is phrased to reveal the attempt at persuasion and
the producer’s motivation. Question X asks the participant to rate their view of
the motivation on a seven-point Likert scale from extremely morally admirable
to extremely morally questionable. Question Y asks the participant to rate their
reaction to the persuasion on a seven-point Likert scale ranging from extremely
positive to extremely negative.

RQ4: Do consumers consider persuasion using technology to be morally
admirable when the stated goal is (1) for their own benefit, (2) neutral, or (3)
for the producer’s benefit?

RQ5: Do consumers consider persuasion using technology to be ethical when
they consider it to be morally (1) admirable, (2) neutral, or (3) questionable?
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Several demographic questions were included to check for whether responses
differ based on age, gender, or education.

3.2 Results

We received 438 responses across the four variants the of the survey.

Fig. 1. Condition B (left) and Condition C (right)

To answer RQ1(1), we wanted to learn whether participants were persuaded
by the user interface presented in condition B, shown in Fig. 1(left). By promi-
nently displaying four items with photos as “Featured items,” the intention was
to persuade participants to choose one of these items rather than one of the less
prominently positioned, text-only “Additional choices.” Since the featured items
were all fruits or vegetables, expected to be viewed as healthy snacks, while the
additional choices included less healthy options, such as chocolate, baked goods
and potato chips, this condition represented an attempt at persuasion with a
motivation that would be considered morally admirable: to encourage healthy
snacking.

There were 74 valid responses to this question, and of these, 53 chose one
of the four featured items, while 21 chose one of the six additional choices. The
expected proportion, if participants had an equal chance of selecting any item,
would have been 29.6 and 44.4, respectively. A χ2 test, p < 0.001, indicates
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that participants were persuaded by the interface. (Note that in all cases, χ2 =
∑r

i=1

∑c
j=1 (Oi,j − Ei,j)

2
/Ei,j .)

Participants were also asked whether they felt they were persuaded by the
user interface, in order to address RQ2(1). In this case, the results were incon-
clusive, with 58 participants answering “Yes” and 43 answering “No,” p = 0.14.
We cannot determine whether participants were aware of having been persuaded
by the interface mockup.

To answer RQ1(2), we wanted to learn whether users were persuaded by the
user interface displayed in condition C, shown in Fig. 1 (right). Similarly to con-
dition B, by prominently displaying two items with photos as “Featured items,”
the intention was to persuade participants to choose one of these items rather
than one of the less prominently positioned, text-only “Additional choices.” The
difference in this condition was that all items in both the featured items and the
additional choices categories were fruits or vegetables, and thus considered to
be healthy choices, so the persuasion attempt here was intended to be morally
neutral – with no obvious motivation on the part of the producer. The results
here were that 44 participants chose one of the featured items, while 61 chose
one of the additional choices – almost exactly the expected proportion, p = 0.69,
and we cannot conclude that participants were persuaded by this mockup. The
associated question to determine whether participants recognized the attempt at
persuasion and address RQ2(2) was likewise inconclusive, with 54 participants
responding “Yes” and 58 responding “No,” p = 0.71.

Condition D was the final attempt at persuasion, an effort to answer RQ1(3)
using the interface mockup shown in Fig. 2(left). Here the “Featured items” cat-
egory contained exclusively items that would be considered less healthy alterna-
tives, while the healthier items were all listed under “Additional choices.” In this
case, there were 83 valid responses, with 43 participants choosing one of the four
featured items, while 40 selected one of the six additional choices. The χ2 test,
p = 0.028, indicates that participants were indeed persuaded by this mockup.

The question of whether participants recognized the persuasion, RQ2(3), is
yet again inconclusive, with 59 answering “Yes” and 51 answering “No,” p =
0.45.

Finally, condition A, shown in Fig. 2(right) was intended as a control con-
dition, in which there was no attempt at persuasion. The snack choices were
presented in alphabetical order, each with both a text label and a small photo
of the snack. Healthy items were alternated with less healthy choices, with the
expectation that users would choose the snack that they truly preferred, rather
than being influenced by the UI. In fact, the results suggest that this was indeed
the case. The χ2 test, p < 0.001, reflects only the unlikelihood that the results
would occur by chance.

In fact, on the question of whether participants felt persuaded by the inter-
face, a significant result was found, with 23 of the 109 valid responses being
“Yes” and 86 being “No,” p < 0.001, indicating that participants recognized,
correctly, that they were not being persuaded.



280 C. C. Branch et al.

Fig. 2. Condition D (left) and Condition A (right)

To summarize, when participants were presented with UI mockups intended
to persuade them to choose a featured snack for their own benefit (condition B)
or for the benefit of the UI producer (condition D), results suggest that the per-
suasion was effective. In the case of persuasion with a neutral motivation, we
could not conclude from the results whether participants were persuaded or not.
In all three experimental conditions, B, C, D, the question of whether partici-
pants recognized the persuasion was inconclusive. And in the control scenario,
condition A, results show that participants were not systematically persuaded in
any discernable way, and they correctly recognized the lack of persuasion in the
UI.

To answer RQ3, we asked participants whether or not they felt that the
persuasion attempted by the UI mockup was deceptive. Since only conditions B,
C, and D involved an attempt at persuasion, we consider only those responses,
of which there were 323. These results consisted of 156 “Yes” responses and 167
“No” responses, p = 0.54, so we cannot conclude whether participants found any
of these interface mockups to be deceptive. However, examining the results to this
question for the control scenario, condition A, we find that only 12 participants
answered “Yes” and 95 answered “No” to this question, p < 0.001, indicating
that participants overwhelmingly recognized that this interface mockup was not
intended to be deceptive. When contrasted with the inconclusive results in the
three experimental conditions, it seems likely that more participants than would
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be expected found the interfaces to be deceptive, even if not to a statistically
significant degree.

We turn next to the issue of whether participants considered the interfaces
designed for persuasion to be ethical, when the attempt at persuasion and its
motivation were revealed. For this we use the responses to questions previously
denoted X and Y , which asked participants how they viewed the motivation of
the producer and for their reaction to the attempt at persuasion, respectively.

For condition B, it was explained to participants that the motivation of the
producer was for the benefit of the software consumer, in an effort to encourage
the selection of healthy snacks. The answers to questions X and Y in this condi-
tion are used to address research questions RQ4(1) and RQ5(1), respectively. Of
the 101 responses to question X, we discard the responses of the 22 participants
who considered the producer’s motivation to be morally neutral. Of the remain-
ing 79 answers, 64 participants responded that the producer’s motivation was
extremely, moderately, or slightly morally admirable, while 19 responded that
the motivation was extremely, moderately, or slightly morally questionable. The
χ2 test, p < 0.001, indicates that most participants found the motivation to be
morally admirable. For question Y , there were 37 neutral responses, which we
discard. Of the remaining 63 responses, there were 44 participants who reported
their reaction to this attempt at persuasion to be extremely, moderately, or
slightly positive, while 19 had reactions that were extremely, moderately, or
slightly negative. The χ2 test, p < 0.001, indicates that participants reacted
positively to this attempt at influencing their choice.

For condition C, it was explained that the motivation of the producer was
neutral, with no particular intent. The answers to questions X and Y in this
condition are used to address RQ4(2) and RQ5(2), respectively. In this case, we
are interested in the number of participants who viewed the persuasion attempt
as morally neutral, as compared to those who found it to be morally admirable
or morally questionable. Of the 113 responses to this question, 55 found the
motivation to be morally neutral, while 58 participants chose one of the other
six options on the Likert scale. The χ2 test, p < 0.001, indicates that participants
generally considered the motivation to be morally neutral. Similarly, for question
Y , there were 49 participants whose reaction to the attempt at persuasion was
neither positive nor negative (neutral), while 64 participants chose one of the six
positive or negative responses, p < 0.001, indicating that participants in general
had neither a positive nor negative reaction to the attempt at persuasion.

For condition D, we explained that the motivation of the producer was to ben-
efit snack food manufacturers in an effort to sell snacks. The answers to questions
X and Y in this condition are used to address RQ4(3) and RQ5(3), respectively.
Of the 110 responses to question X, we discard the responses of the 31 partic-
ipants who considered the producer’s motivation to be morally neutral. Of the
remaining 79 answers, 6 participants responded that the producer’s motivation
was extremely, moderately, or slightly morally admirable, while 73 responded
that the motivation was extremely, moderately, or slightly morally questionable,
p < 0.001, indicating that a large majority of participants found the motiva-
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tion to be morally questionable. For question Y , we had 42 neutral responses,
which we discard. Of the remaining 68 responses, 10 participants reported their
reaction to this attempt at persuasion to be extremely, moderately, or slightly
positive, while 58 had reactions that were extremely, moderately, or slightly neg-
ative. The χ2 test, p < 0.001, indicates that most participants reacted negatively
to this attempt at influencing their choice.

To summarize, participants correctly recognize differing motivations as being
morally admirable, morally neutral, or morally questionable, and they reacted
positively to persuasive technology with a morally admirable motivation, nega-
tively to persuasive technology with a morally questionable motivation, and nei-
ther positively nor negatively to persuasive technology with a morally neutral
motivation.

4 Interviews with Software Producers

4.1 Methodology

The interview attempts to learn whether computer software professionals (pro-
ducers) consider the development of persuasive technology to be ethical, and if
so, under what circumstances. The design of this interview reflects this goal, in
the following ways:

The first four questions are intended to gather some background about the
participants, including the software development roles they have performed,
whether they ascribe to a particular moral framework, and, if so, which one,
and whether they adhere to a formal code of ethics.

The next two questions (5 and 6) are intended to determine whether produc-
ers find it necessary to consider the ethical implications of their work, and if so,
in what circumstances.

The next three questions (7 through 9) are intended to determine if producers
have been involved in the development of software that they consider to be
persuasive, and if not, whether they would consider doing so and why.

The final three questions (10 through 12) are intended to determine if pro-
ducers have been involved in the development of software that they consider to
be deceptive, and if not, whether they would consider doing so and why.

4.2 Results

Interviews were conducted with 12 participants, a convenience sample of the first
author’s professional contacts, who ranged in experience from 1.5 years up to
37 years in software development. All of the participants had performed multiple
roles in their careers, with the largest number having been developers (11),
followed by designers (6), and first line managers (6). Five participants had
been software architects or second line managers, four had been testers, and
three reported a role of junior/senior software engineer. The following roles were
reported by one participant each: UX designer, tech lead, team leader, product
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owner, embedded real time developer, web developer, salesperson, director, and
vice president.

Three participants answered “Yes” to indicate that they adhere to a formal
code of ethics such as the ACM Code of Ethics. Five answered “No,” and four
answers were less straightforward. The answers overall suggest that some par-
ticipants believed their behavior would be in agreement with a formal code of
ethics, but since they could not claim to have read and agreed to the code, they
could not be certain. For example, one participant answered “I think I do,” but
that “I can’t say that I’m familiar with the details.” Another responded “Not
formally,” and one pointed out that many companies have a formal code of ethics
that one must agree to follow as a condition of employment.

On the question of whether participants had found it necessary to consider
the ethical implications of their work, there was an even split, with six partici-
pants responding “Yes” and six responding “No.” Of those who answered “Yes,”
there was little commonality among the responses, with each answer being a
distinct situation.

The next several questions ask whether the participant has ever been involved
in the development of persuasive technology and, if not, whether they would
consider doing so, and why or why not. On the first question, six participants
responded “Yes” and six responded “No.” Most participants also expanded on
their answer with details of the occasions, including positive or negative reac-
tions. Of those who answered “Yes,” there was one negative comment, a par-
ticipant who “did not enjoy developing for a client that used such marketing
techniques on a public facing web site.”

The majority of the comments from those who answered “Yes” were positive,
with participants emphasizing the use of persuasion as a means of guiding the
user through the proper use of the software. One participant said that the goal
is “designing systems that are easy to use and intuitive.” Another expressed the
intent to develop “software that creates triggers for people to react to things,”
adding that “we want to be persuasive, and enable people to accomplish tasks by
providing triggers for them to do something in the software.” There are “certain
scenarios that we want people to accomplish,” said one participant, and another
claimed to be “trying to design software that persuades them through the proper
way of using it . . . we guide them through the use of the software.”

Some participants in this category also expressed the opinion that “every-
thing we do influences people,” stating that “the way we design software is
intended for the user to do something,” and that “the way we lay things out
is intended to influence the user’s behavior; that’s not done in a negative way.”
One participant concluded that “you can’t avoid doing it, because otherwise you
can’t create a product.” This echoes a statement from a user experience study
where the authors “acknowledge the persuasive intent underlying all of design
activity” [8].

One participant answered that “I don’t think influencing behavior is intrin-
sically bad,” and that “as long as the persuasiveness is in general beneficial to
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the user, is clearly spelled out, and can be configured, I don’t have a problem
with it,” referencing [19] in support.

Of the six participants who answered that they had not been involved in
the development of persuasive software, four said they would consider doing so,
while two said that they would not consider doing so. Of the six participants
who had previously been involved in the development of persuasive technology,
four of them nevertheless volunteered a response to this question, with three
of them saying “Yes,” they would consider doing this (again) and the fourth
answering “No.” Of the seven participants who answered “Yes” or “Maybe,”
many provided conditions for their agreement. Three of them argued that it’s
reasonable and expected to use persuasion to encourage sales of the product,
with one stating that “selling a product, I probably would,” because “marketing
products is a part of our culture.” Another participant said that “as long as the
behavior is ethical, it could be considered a type of sales,” and the third said
that “we want people to be engaged,” and “we want people using the software,”
because “you want to sell a product you’re making.” The fourth participant
expressed the opinion that “persuasive software is acceptable as long as it is
developed to influence the user toward positive ethical outcomes.”

Of the three participants who stated that they would not consider developing
persuasive technology, two provided explanations for their reasoning. One partic-
ipant referred to the use of loot boxes in video games, and expressed the opinion
that “a lot of that software moves toward the predatory,” further pointing out
that these “technologies are drawing a lot from slot machines and the gambling
industry,” and are “targeting people who are making impulsive decisions.” “We
all have moments of poor impulse control,” said this participant, and “I think
targeting those people is unethical.” Another participant implied that persua-
sion can be deceptive by its nature, stating that “as a customer I wouldn’t want
to be deceived in any way, so I do not want to contribute to that.”

To summarize, the majority of interview participants (nine out of twelve)
consider it acceptable to be involved in the development of persuasive technology,
at least under some conditions. The conditions varied among participants, and
fell into three categories: guiding the user in the most efficient and effective use
of the software itself, using persuasive technology as part of a sales or marketing
effort, and persuading the user to do something that the participant would not
find to be unethical.

The final three questions were intended to learn the opinions of software
professionals when it comes to deception in software. Of the 12 interview par-
ticipants, two said that they had been involved in the development of deceptive
software, while 10 responded that they had not. Of those 10, when asked if they
would consider doing so, six answered “No,” three answered “Yes” or “Maybe,”
and one offered no response. When asked why or why not, the two participants
who had been involved in the past both expressed that they would prefer not
to do so again, with one answering “I don’t enjoy building sites that market
products in a deceptive way,” and the other stating that “I wouldn’t want to use
software that’s deceptive. I want to understand and be able to trust what I’m
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working with, so I don’t want to build software that others don’t trust or can’t
rely on.”

Of the six who said that they would not consider it, three of them provided
their reasoning, with one saying “I would not like to do things to others that
I would not like others to do to me.” Another responded that “It feels like it’s
crossing a moral boundary,” and the third answered “I think by nature that’s
dishonest, and I think that would do harm.”

The three who answered “Yes” or “Maybe” explained their reasoning in sev-
eral ways—two of them mentioned the software itself as a deciding factor, with
one answering that “It depends on the nature of the intended software prod-
uct,” and another saying that “It would depend on the circumstance and the
ultimate goal of it. If the proverbial good versus evil can be achieved, my morals
would not prevent me from working on it if I believed it was for the greater
good.” Two of the three also mentioned personal circumstances, with one saying
that “given some (extreme) preconditions, I’d consider it.” The preconditions
mentioned included the need for health insurance for a spouse’s (but not the
participant’s own) serious condition. The other offered the opinion that “the
world isn’t black and white,” but said that “the bar would be set pretty high. I
don’t think I would ignore that and just do it because it’s a job.”

In summary, the majority of the interview participants (eight out of 12) do
not consider it acceptable to be involved in the development of deceptive software.
The minority who would consider it would do so only given certain conditions of
the software or of their personal situations.

5 Discussion

A major finding from the UI mockups presented in the survey was that in two
of the three conditions in which persuasion was present, it was, in fact, effective
at persuading the participants, regardless of whether the producer’s motivation
was intended to be positive or negative toward the participant. This finding is
confirmed by the control scenario, in which no persuasion was present, as partic-
ipants appeared to respond in accordance with their own natural preference, and
not as a reaction to any systematic influence from the UI design. Additionally,
although it was inconclusive whether participants recognized the attempts at
persuasion in the conditions where persuasion was present, the lack of persua-
sion in the control condition was clearly identified.

The finding that persuasive technology really works is to be expected, but
it’s significant here because the persuasion used in this study was rudimentary—
involving no more than prominent placement and the use of stock images for
items that users were persuaded to choose. Modern software used in mobile appli-
cations and websites—especially online shopping, social media and networking
applications—uses far more advanced approaches, including not only interactive
graphics and language, but constructions such as false or hidden affordance, and
sophisticated techniques such as providing the illusion of choice by presenting a
limited set of menu options, providing intermittent variable rewards to encourage
addiction, using norms of social approval and social obligation [9].
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This is the point at which the perceptions of persuasion by software con-
sumers and those of software producers have the potential to conflict. The major-
ity of interview participants considered the development of persuasive technology
to be acceptable under some conditions; in particular: when guiding the user in
the most efficient use of the software, as part of a sales or marketing effort, or
when the software producer does not consider the persuasion to be unethical.
But as shown by [17], it can be all too easy for software producers to determine
that their scenario falls into one of these categories. For example, much software
is developed as part of an effort to make money for the developers. If the use
of persuasion for sales and marketing is acceptable, then virtually anything the
producer chooses to do in service of that goal becomes acceptable.

Among the survey findings were that while software consumers consider per-
suasion in general to be ethical, they react negatively to attempts to persuade
them personally, particularly when the motivations of the producer are seen as
morally questionable. Since the explicitly stated motivation of the morally ques-
tionable UI mockup variant in the survey was an attempt by a manufacturer
to sell snacks, this appears to be in direct contradiction with the attitude of
software producers that it is acceptable to use persuasion in the service of sales.

6 Conclusion

This paper has explored the perceptions of the ethics of persuasive technology,
resulting in some significant findings:

Persuasive technology can work. Even the rudimentary attempts in the sur-
vey used in this study were shown to be effective.

Software consumers do not necessarily recognize persuasion, although they
correctly identify cases where it is not present.

Software consumers do not wish to be persuaded, unless they view the moti-
vation of the persuader as being morally admirable.

Software producers do not want to behave unethically, but they are largely
open to the development of persuasive technology, and a minority would also
not rule out the development of deceptive technology, as long as their personal
moral boundaries are not crossed.

The academic literature on ethics in the use of persuasive technology needs
expansion. Some significant work has been done to describe, analyze, and predict
many aspects of persuasive technology, but often the ethical considerations have
been given only secondary importance. In a few cases, authors have expressed
strong opinions about the ethics of designing and developing software.

An important limitation of this study is that the survey respondents (not
the interviewees) were all associated with a single higher education institution,
so the findings may be related to level of education, cultural background, or
economic class.
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Abstract. Digital addiction is becoming a prevalent societal concern and persua-
sive design techniques used in digital platforms might be accountable also for the
development and maintenance of such problematic behavior. This paper theoret-
ically analyses the relationship between persuasive system design principles and
digital addiction in light of theories on behavioral and substance-based addictions.
The findings suggest that some of the persuasive design principles, in specific con-
texts, may trigger and expedite digital addiction. The purpose of this paper is to
open a discussion around the potential effects of persuasive technology on digital
addiction and cater to this risk in the design processes and the persuasive design
itself.

Keywords: Digital addiction · Persuasive system design · Addiction theory

1 Introduction

Digital addiction (DA) has emerged as an important research topic over the past few
years due to its rising prevalence and public concern about the harmful consequences of
excessive use of digital devices and services [1]. While there is no agreed definition or
diagnostic criteria for digital addiction, different types of DA such as the internet, social
media, and gaming addiction have started to be used and approaches to treat them were
proposed [2, 3]. For example, Internet Gaming Disorder is stressed within the Statistical
Manual ofMental Disorders (DSM-5) for further research [4]. In 2018, theWorld Health
Organization recognized gaming disorder in its International Statistical Classification of
Diseases [5].

Despite the lack of a common framework, research suggesting similarities between
DA and behavioral and substance-based addictions [6–8] enabled articulating DA
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through four main conceptualizations. The first focused on time spent on the device
and/or platform and the usage style [9]. The second defined DA through DSM-V diag-
nostic criteria either within compulsive-impulsive spectrum or behavioral addiction [8,
10–12], which included symptoms like preoccupation, mood modification, conflict, tol-
erance, and withdrawal. The third defined DA through negative consequences brought
to the subject’s life [13] and the fourth defined DA as just a symptom of other more
profound psychiatric conditions [14]. While such conceptualizations provide a general
understanding of DA, the focus on symptoms in explaining DA limits the discussion to
the individuals. As addiction is an interwoven connection developed with an entity, the
nature of the entity also has an influence on the addictive behavior. This is especially
true for DA, as the interactive, intelligent, and personalized nature of digital media make
it more possible to attract attention and trigger and reinforce a problematic relationship
with it [15]. Hence, software design shall be also studied when studying DA.

In the last two decades, the world economy started to move from a materials econ-
omy to an attention economy establishing a market where individual attention is a valu-
able resource [16]. As human attention is limited, interactive online platforms started
to employ immersive and persuasive design techniques to engage users and increase
business profit [17]. The use of persuasive design techniques in such platforms raised
ethical concerns arguing whether software-mediated persuasion without user informed
consent is ethical [18]. Moreover, it is argued that persuasive design techniques intended
to increase user engagement or ease task completion for users may also be responsible
of excessive usage and in some instances DA [15, 19, 20].

Understanding the relationship between DA and persuasive design techniques
requires an investigation that goes beyond analyzing DA symptoms. That is, one needs
to look at the etiological factors that give rise to addictive symptoms in the first place to
see whether persuasive design techniques tap on similar mechanisms. Persuasive design
techniques are designed to prompt behavioral, cognitive, psycho-social, and other psy-
chological mechanisms to change a person’s attitudes and behavior and, while doing so,
they may trigger or expedite mechanisms related to addictive behavior. In this paper,
we provide a concise review of theories of addiction (Sect. 2) and persuasive design
principles [21] (Sect. 3) and the contribution of these principles, in certain contexts of
use, to hosting and expediting DA and adding to the underlying causes and symptoms
of it (Sect. 4). Finally, we discuss the findings and present directions for future work
(Sect. 5).

2 Theories of Addiction

Many theoretical approaches and models have been proposed to explain the develop-
ment, maintenance, and relapse of addiction. For a collection of reviews, see the work in
[22–25]. Each approach highlights different underlyingmechanisms in explaining addic-
tion, and there is no single explanation dominating the field [22].Moreover, the proposed
theories and models are not mutually exclusive such that underlying mechanisms high-
lighted in one can be interrelated with another [24]. This view then suggests that the
appearance and maintenance of addiction is a consequence of many integrated mech-
anisms, in which biological, personal, social, and environmental factors work together
[23].
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Since DA is argued to show similarities with behavioral and substance-based addic-
tions [6–8], determining the etiological factors of addictive behavior can provide a good
basis to compare between persuasive systems design principles and DA. Accordingly,
we searched the literature for theories in addiction and grouped them under different
categories. For the purpose of this paper, we grouped the theories according to eight
factors contributing to addiction: biological, predisposition, learning, decision-making,
motivation, self-regulation, psycho-social, and contextual. Due to space limitation, a
summary is provided for each theory group.

Biological Theories. These theories postulate that addiction is mainly a ‘brain disease’
which results from a disorder in dopamine reward circuit and other circuits involved with
conditioning,motivation, and executive functions [26]. It has been shown that drug inges-
tion activates similar reward circuits in the brain as natural rewards. The fast increase in
neurotransmitters caused by drug intake compared to natural rewards may impair reward
sensitivity to natural rewards and cause substance dependence [27]. While activation in
the reward circuit helps explain initial drug-taking, activation in neural circuits related to
motivation, memory, and executive functions help explain compulsion [28]. It has been
suggested that improper regulation of dopamine and other neurotransmitters in the neural
system reinforces learned associations, enhances the rewarding and motivational value
of the substance, and reduces inhibitory control and this, in turn, leads to compulsivity
and impulsivity [26].

PredispositionTheories. Individualsmay hold certain dispositionswhichmay increase
their probability of developing addiction [29]. For example, genetic vulnerability could
also arise from comorbid addictive disorders and psychiatric disorders [30] suggesting
common causation such that the risk factors that give rise to each disorder may be
related [31]. Certain personality traits such as approach-related traits that are associated
with sociability, sensation seeking, and impulsivity or avoidance-related traits associated
with neuroticism [29], stressful life experience [32], low life satisfaction [33], and socio-
demographic characteristics such as education level, occupation, income level [34] may
all have an influence on increasing the likelihood of developing addictive behavior.

LearningTheories. Addictionmay arise as a learnt behavior through associationsmade
between cues, reinforcements, and responses or through observing others. According
to classical conditioning [35], addiction can be explained as a learned response pro-
duced when two stimuli are associated together. Addiction develops when the positive-
reinforcing value of substance stimuli is implicitly associatedwith environmental stimuli
as it predicts drug ingestion. Operant conditioning, on the other hand, explains addic-
tion as a learned response produced when an association is made between a behavior
and its outcome [36]. In time continuous pairing of addictive behavior and the positive
outcome may cause the act to become automatic, hence once a goal-directed behavior
may turn into a habit, an unconscious response which is no longer linked to the value of
the outcome [37]. According to social learning theory, addiction is a learned response
produced by observing others [38]. Addiction develops when one associates with peers
that show addictive behavior, holds a positive definition of and a positive attitude towards
addictive behavior, anticipates positive outcomes as in physiological effects and reaction
from others, [39, 40].
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Decision-Making Theories. Theories on decision-making suggest that individuals
decide to engage in addictive behavior, and they base these decisions on cognitive pro-
cesses. According to the dual-process theory [41], two different types of processing
underlie decision-making: the intuitive which is the fast processing based on (heuristics)
mental shortcuts, and the rational which is the slow processing based on reflective and
deductive reasoning.While intuitive processing saves time and effort in decision-making,
its heavy reliance on heuristics and its unconscious nature makes it susceptible to biases.
From this perspective, addiction might arise from information-processing biases that
favor the addictive behavior [42]. For example, Field et al. [43] showed that participants
with high levels of cannabis craving were prone to attentional bias, that is, they were
showing elevated attention to cannabis cues. Rational decision-making on the other hand
is based on analytical processes where decision-makers come to a decision by calcu-
lating the cost and benefits of possible options and choose the one that is in their best
interest [44]. The term rational here does not imply rationality but suggests that higher-
order cognitive processes are involved in coming to that decision. From this perspective,
addiction might arise when individuals deliberately assign more value to events that are
closer in time while being fully aware of the consequences of the addictive activity in the
short and long terms [45]. They may also do that due to missing or incorrect information
[46], and when they rationalize their actions and beliefs in a way that favors addictive
activity [47].

Motivation Theories. Motivation theories state that addiction may arise due to sub-
stance dependence serving as amethod to fulfil differentmotives. Three differentmotives
dominate the literature, (i) achieving pleasure [48], (ii) a means of self-medication, relief
distress, meeting pre-existing psychological needs [49, 50], and (iii) fulfilling diverse
needs such as social identity [51].

Self-regulation Theories. Self-regulation theories state that actions are goal-directed
and feedback-controlled such that individuals exert self-control to override impulses and
manage their behaviors [52]. In this light, it is suggested that addiction arises from a
deficiency in self-control where sub-functions of self-control such as goal setting, self-
monitoring, and action planning are individually or collectively impaired [53, 54]. One
might be less likely to self-regulate against addiction if they hold conflicting goals (e.g.
I don’t want to be an addict versus I want to enjoy another drink), favor gratification
goals over self-relevant goals [53], if they cannot monitor their consumption level due to
internal distraction or external distractions [55], if they cannot translate their intention to
quit to proper action plan [56] and if they do not believe that they are capable of resisting
drinking [57].

Psycho-Social Theories. Psycho-social theories state that addiction may arise as a
result of social connection and social influence [58]. People try to conform to social
norms in order to secure social gains and avoid social losses [59] and two types of
social norms influence behavior. The first is descriptive norms, the perception of how
frequently the behavior is conducted by others and the second is injunctive norms, the
perception of approval or disapproval of the defined behavior by others [60]. In this
light, addiction may arise from the perception of a high frequency of addictive activities
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conducted by others and perceived approval of addictive activities within social settings
[61]. The concept of identity, a person’s sense of who they are could also be a facilitator
of addiction [51]. Individuals with unmet identity needs may try to construct a sense of
self by identifying with addictive activities due to its promise of belonging and respect.
Moreover, increased consumption serving to meet identity needs may in time facilitate
the individual to identify with the addict role [62].

Contextual Factors Theories. Theories on contextual factors state that vulnerability to
addiction can be amplified by broader social environmental factors [63]. These factors
could be grouped into three categories: micro-system and community factors, media
and advertising factors, and policy and legislation factors. Each factor’s influence on
the development of addiction may be direct or indirect and is mainly mediated by the
individual’s characteristics [64]. Moreover, the contextual factors may work on their
own or reinforce each other. For example, advertisements on alcohol could reinforce the
social norms of drinking.

3 The Persuasive System Design

It has been suggested that user behavior in digital environments can be guided by per-
suasive systems which are defined as “computerized software or information systems
designed to reinforce, change or shape attitudes or behaviors or both without using
coercion or deception” [21]. Systems can persuade users through both human-computer
interaction and computer-mediated communication in which persuasion occurs through
other people using the system. Within their persuasive system design (PSD) model,
Oinas-Kukkonen, Harjumaa [21] define four categories of design principle which enable
a system to be persuasive at an operational level. These include (i) primary task sup-
port, design principles that support and ease conducting activities such as reduction and
personalization, (ii) dialogue support, design principles that support the achievement of
goals while using the system such as praise, rewards and reminders, (iii) social support,
design principles that enable motivating certain action through social influence such as
social learning and competition and (iv) system credibility support, design principles
that make the system more trustworthy, thus more persuasive such as authority and
third-party endorsement.

4 Persuasion and Digital Addiction

In this section, we analyses the association between PSD principles and DA in light of
addiction theories discussed in Sect. 2. We define DA as relationships with technology
that meets the diagnostic criteria of behavior addiction (conflict, tolerance, withdrawal
symptoms, salience, and relapse) and associated with harm to the person’s life. Such
a relationship with technology may lead to a usage characterized by being obsessive,
impulsive and excessive under the effect of immersion and pressure. This relation can be
facilitated through the design and can be analyzed through the addiction theories. Here
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we have focused on the PSD principles and studied them in light of addiction literature
for their potential to facilitate such a relation whether directly or indirectly.

We made an argument about an association between DA and PSD when we found
literature to support it. Hence, we do not claim our pairing is comprehensive or that the
association we depict is a confirmatory evidence. Our purpose is to shed light on the
potential of PSD principles to facilitate DA in certain conditions related to users and their
context. In reporting the relationship between PSD principles and DA, we differentiated
between PSD principles that can be seen themselves as triggers for DA, on one hand,
and design principles that can act as facilitators through triggering other cyber behaviors
leading to DA. In addition, we considered both addictive actions, i.e. impulsive and hasty
cyber actions and addictive behavior in terms of attitudes and habits towards technology.
The findings are summarized in Table 1.

Table 1. PSD and DA relationship

PSD design principles Theories of addiction

Primary task support

Reduction BT, SRT, LT, DMT

Personalization SRT

Dialogue support

Praise LT, MT

Rewards BT, LT, DMT

Reminders SRT, LT, PST

Suggestions LT, DMT

Liking DMT

Social support

Social learning LT

Social comparison PST

Normative influences PST

Cooperation PST

Competition PST

Recognition PST

System credibility support

Authority PST

Third-party endorsements CFT

BT: Biological Theories. LT: Learning Theories.
DMT: Decision-making Theories. MT: Motivation
Theories. SRT: Self-regulation Theories. PST:
Psycho-social Theories. CFT: Contextual Factor
Theories.
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4.1 Primary Support

Reduction. A system that reduces effort that users expend with regard to performing
their target behavior may be more persuasive.

Biological Theories and Self-regulation Theories: Diminished Self-control. One way
the reduction principle could directly relate to DA is through the concept of self-control.
Neuroimaging studies showed that addicted individuals had significantly reduced activity
in brain regions involved in self-control on tasks that involve response inhibition [65].
Similarly, self-regulation theories explained addictive behavior through one’s inability to
override impulse [66]. Thus, reducing the steps needed to perform an action may worsen
an individual’s ability to restrain from performing the action. For example, the ability
to link one’s credit card to his Android account may reduce the hassle of payment for
content within freemium games to a single click. Such reduction principle can increase
the likelihood of failing to suppress automatic buy responses and result in large debts,
personal distress, and interpersonal conflict [67].

Learning Theories: Strengthened Cue-Outcome Association. Because reduction
reduces the steps between cue and outcome, the increased proximity between the two
can strengthen their association [68]. For example, the appearance of camera icon and
ease of access within social media platforms reduces the effort to post photos. Thus,
once a person is triggered by an external or internal cue, the ease in taking the action
can possibly strengthen the association between posting photos and earning reward in
the form of likes. The strengthened association in return can increase the likelihood of
repeating the behavior. This example is supported in [69] where the reward and speed
of reward play role in forming gambling addiction.

Decision-Making Theories: Biased Decision-Making. Reducing the steps in taking an
action may speed up the decision-making process. In such cases, individuals may rely
on intuitive processing as heuristics allow fast decision-making [41]. However, intuitive
processing may make individuals prone to cognitive biases [70]. Biases such as the
illusion of control (thinking one can influence the occurrence of an event) and gambler’s
fallacy (thinking one can predict the probability of an event) are found to be related to
excessive gambling [71].

Personalization. A system that offers personalized content or services has a greater
persuasive capability.

Self-regulation Theories: Diminished Self-control. Personalizationmay have an indirect
relation to DA through the concept of self-control. Optimizing feeds based on individ-
ual interests may encourage individuals to continuously scroll through content and the
spontaneous joy experienced while doing so may create a flow experience [72, 73]. The
authors in [74] demonstrated that people with low self-control are more likely to experi-
ence greater flow and more likely to be addicted to the internet, mobile phones and video
games. Since flow experience is associated with low self-control [74] providing a per-
sonalized content may then arguably tamper an individual’s ability to apply self-control
and this can, in turn, have an indirect effect on excessive usage.
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4.2 Dialogue Support

Praise. By offering praise, a system can make users more open to persuasion.

Learning Theories: Reinforcement. The praise principle which can be in the form of
word, image, symbols or sound may act like a positive reinforcement as it acknowledges
the progress that has been made [75]. While one cannot argue the use of praise will
directly lead to DA, sound and music used at online gambling and potentially gaming
platforms such as encouraging statements, cheers, and claps may contribute to positive
feelings about play and reinforce further rounds and hence loss of control over the play
[69].

Motivation Theories: Fulfilling a Heterogenous Need. Praise may also have a negative
effect on individuals who overuse digital platforms to promote their self-esteem [76]. For
example, authors in [77] suggested that excessive gameplaymay result from associations
made between self-worth and an avatar’s achievements. Thus, having the opportunity to
promote self-esteem through the praises on the avatar may act as self-medication and
prompt excessive play.

Rewards. Systems that reward target behaviors may have great persuasive powers.

Biological Theories: Dopamine Hit. Reward principle is believed to be one of the core
factors in the development and maintenance of DA. Reward principle is thought to act
directly on reward centers in the brain [78]. Each time a reward is received in the form
of likes, game points, digital coins, the dopamine circuits in the brain get stimulated
resulting in an increase in dopamine release along with other neurochemicals. In time
the circuits become habituated to the dopamine, producing a need for higher stimulation
which results in increased interaction with digital platforms [79]. This resembles the
tolerance symptom of substance based and behavioral addictions.

Learning Theories: Reinforcement. Digital platforms provide multiple rewards in dif-
ferent forms and the associationmade between use and the positive outcomemakes inter-
action with digital platforms more likely. For example, social approval attained within
virtual gaming platforms may act as a social reward further reinforcing the behavior
[77]. The reinforcing power of digital rewards increases if the rewards are delivered on
a variable ratio schedule which has been proven to be effective in the gambling industry
[80]. Rewards in digital platforms such as likes, mentions, game points represent an
example of variable-ratio reinforcement due to their unpredictable nature of occurrence.
The variable-ratio schedule of such rewards then promotes a high rate of usage as users
aim to receive more positive outcomes [81].

Decision-Making Theories: Cost-Benefit Analysis. According to reflective decision-
making theories, individuals apply cost-benefit analysis and select behaviors that are
aligned with their self-interest [45]. While doing such analysis it is believed that indi-
viduals do temporal discounting in which they assign greater value to events that are
closer in time and assign a lower value to future events. While such a tendency is gen-
erally not seen as irrational and problematic, problems may arise when the discounting
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curves get steeper which is typical in addiction [82]. Thus, the presence and the appeal
of rewards in digital platforms may contribute to individuals assigning greater value to
experiences they have in present, without focusing much on the negative effects in the
long run, e.g. reduced academic performance.

Reminders. If a system reminds users of their target behavior, the users will more likely
achieve their goals.

Self-regulation Theories: Diminished Self-control. Visual and/or audio alerts may act
as external triggers and disrupt individuals from their primary goals making it difficult
for them to disengage from digital platforms [83]. Notifications of friend requests, chat
messages or comments may hinder self-regulation and this, in turn, can result in loss of
control and preoccupation with digital platforms [84]. Preoccupation is one of the main
symptoms of behavioral addiction [85]. However, the relationship between notification
principle and DA is not as direct, as on the contrary notifications can also reduce preoc-
cupation and repeated checks to see whether one received a new message or alert from
the platform.

Learning Theories: Cue to Act and Reinforcement. The learned associations between
signals and behavior may lead to habit formation such that signals trigger automatic
responses without the awareness of the individual [86]. According to Fogg [87] one of
the three important ingredients to initiate behavior is trigger. Thus, in the context of
digital platforms, notifications may act as triggers that cue an action [88]. Notifications
may also act like rewards as they are delivered with variable-ratio reinforcement. Each
time a notification is received, a positive expectationmay be linked to it causing a “high”.
If the expectation is not met, this might cause a craving for more [81]. This mimics
the relationship between variable-ratio reinforcement on slot machines and excessive
gambling [80].

Psycho-Social Theories: Social Pressure. Messages and notifications may also be indi-
rectly linked to DA in cases where notifications are received from significant others. In
a time where constant connection has become a social norm [89], notification signaling
messages from others can make the receiver obliged to respond immediately so that
they are not seen in a bad light [90]. As a result, this social pressure might cause people
to be preoccupied with social media platforms and neglect their other priorities. The
ubiquity of networks that enables notifications to be received wherever and whenever
also has the potential to increase this pressure. While social media messaging features
such as delivery and read reports and the two ticks indicating that, may help reduce such
preoccupations, in some contexts they might worsen the situation e.g. when the sender
gets anxious if the receiver reads the message but does not reply [91, 92].

Suggestion. Systems offering fitting suggestions will have greater persuasive power.

Learning Theories: Cues for Act and Reinforcement. Just as notifications, suggestions
may act as cues for action. While reminders are more about predefined tasks, sugges-
tions aremore about exploration and new actions. Consequently, algorithmic suggestions
optimized by data characterizing individual interest may promote prolonged digital con-
sumptionwhere success in previous suggestions reinforces further user engagement [93].
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Moreover, in addition to the content, the timing and framing are significantly important
for the success of suggestions and can be highly optimized through the power of usage
data and AI [94].

Decision-Making Theories: BiasedDecision-Making. Artificial intelligence (AI) expla-
nations provided with system suggestions for the purpose of transparency may also indi-
rectly relate to DA. Presenting personalized explanations or explanations that use social
proof for content suggestions may trigger biases that favor the addictive behavior. For
example, explanations expressing why a video content is suggested (e.g. because your
friends viewed it or because your age group viewed it) may activate bandwagon bias
[95] which is a mental shortcut for acting in compliance with others and this can imply
the correctness of prolonged engagement.

Liking. A system that is visually attractive for its users is likely to be more persuasive.

Decision-making Theories: Biased Decision-making. According to Cialdini [96] liking
is one of the six persuasive strategies that can be used to influence and persuade people.
One way liking might persuade people is through activating the halo effect bias which
is a mental shortcut for judging a trait, e.g. look and attractiveness, in a good light [97].
Similar to the influence of attractive presentation of alcohol through advertisements and
product placements [98], visually attractive software, e.g. the online gambling prod-
ucts, may trigger such bias and motivate engagement [99]. In support of this argument,
Vaghefi et al. [100] stated that system design which is visually attractive is one of the
causes explaining prolonged use which suggests a potential indirect link between liking
principle and DA.

4.3 Social Support

Social Learning. A person will be more motivated to perform a target behavior if they
can use a system to observe others performing the same behavior.

Learning Theories: Social Learning Social learning principle may indirectly relate to
DA as being able to observe the relationship between other people’s actions and related
consequences may reinforce one to model similar behavior to acquire similar outcomes
[101]. The authors of [102] found that individuals with game addiction were friends with
people who also showed excessive gameplay and suggested that DA could be a result
of modelling deviant peers. For example, observing social media influencers getting
attention and affection from followers in the form of likes and shares may reinforce
others to imitate similar online activity for social reward and this learnt behavior may
transform into excessive social media use in time.

Social Comparison. System users will have a greater motivation to perform the target
behavior if they can compare their performance with the performance of others.

Psycho-Social Theories: Social Comparison: The use of social comparison principle
within digital platforms enable individuals to learn about other people’s abilities and
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performances. Such information may increase the likelihood of DA especially for indi-
viduals who are high on social comparison orientation (SCO) [103, 104]. Because digital
platforms are novel platforms with endless social comparison information, individuals
high on SCO who base their self-evaluation on comparisons with others may spend
longer hours in such platforms than intended in an attempt to decrease the uncertainty
they feel regarding their self-concept [103].

Normative Influence. A system can leverage normative influence or peer pressure to
increase the likelihood that a person will adopt a target behavior. Provides normative
information on the target behavior.

Psycho-Social Theories: Normative Influence: This principle may indirectly relate to
DA through descriptive norms and injunctive norms as people choose to behave in ways
that are common and seen appropriate [60]. For example, Netflix’s Top 10most-watched
video list within your country, updated regularly, can reinforce further usage as descrip-
tive norms and may be seen as implying correctness of the behavior of watching more
content. This influence could be coupled with social comparison, in which individual’s
asses themselves by how well their actions fit with others. In the Netflix example, this
could refer to how up to date the user feels compared to his/her peers in terms of knowing
the latest movies and documentaries. Another way normative influence principle may
have a moderate effect on DA is through injunctive norms which refers to the perception
of approved behaviors by others [105]. Injunctive norms act as building blocks of social
relationships [60] and because digital platforms enable people to observe and interact
with each other, injunctive norms could be easily formed and transferred in this medium.
For example, peer pressure on excessive internet usage and fast responses may reinforce
others to complywith the behavior. This is because not complyingwith expectationsmay
mean loss of connection with peers [106]. As a result, digital interactions can become a
salient part of the individual’s life and dominate their minds.

Cooperation. A system can motivate users to adopt a target attitude or behavior by
leveraging human beings’ natural drive to cooperate.

Psycho-Social Theories: The Need to Belong and Peer Pressure: Cooperation principle
introduced in some digital platforms may indirectly relate to DA as it generates user
commitment to others online. For example, in massively multiplayer online role-playing
games (MMORPG) cooperation with others is essential to progress as some missions
are designed to be accomplished by group work [107]. Thus, the feeling of responsibility
to the group and the peer pressure may reinforce gamers to play more and increase their
playtime [12, 108]. Such a feeling of responsibility may cause preoccupation with the
virtual world and increase individual’s likelihood of giving up offline activities. This is
supported by participant responses in [12] who felt committed to their friends and could
not leave them alone in accomplishing a game task.

Competition. A system can motivate users to adopt a target attitude or behavior by
leveraging human beings’ natural drive to compete.

Psycho-Social Theories: Normative Influence and Comparison: Competition is based
on self-progress in which individuals are driven by a unidirectional upward push to
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meet target performance and/or protect one’s authority against others [109]. Accord-
ingly, the presence of information on the number of likes, followers on social media
platforms, or points, and achievements through badges of leader boards in games may
trigger social comparison and encourage competition. Moreover, certain personality
traits such as extraversion, assertiveness [110] and narcissism [111] may make indi-
viduals prone to competition and increase their engagement with digital platforms. In
support, participants in [112] stated that they viewed competition as trigger for addiction.

Recognition. By offering public recognition for an individual or group, a system can
increase the likelihood that a person/group will adopt a target behavior.

Psycho-Social Theories: Identity: The use of the recognition principle at digital plat-
forms may indirectly relate to DA especially for individuals with low self-esteem. This
is because individuals with low self-esteem might be using digital platforms to promote
and enhance their self-concept which they find harder to do at offline settings [77, 113].
Thus, the respect and reputation that these people receive from social media and gaming
platforms in the form of likes, points, awards may help individuals to avoid negative
feelings and satisfy their self-esteem needs which in turn can explain their overuse.

4.4 System Credibility Support

Authority. A system that leverages roles of authority is more persuasive.

Psycho-Social Theories: Normative Influence. Influencers can be perceived as authority
figures of social media platforms and promotions run by these platforms (e.g. YouTube
Creator Awards) may encourage such perception. Technology companies can rely on
celebrities and influencers for promoting new features in the apps and games which
can act as a trigger for using them by users in a hasty style and without thinking of
consequences. For example, when live streaming is presented with a demo showing a
celebrity using the features, concerns like privacy and risks become lesser in comparison
to the normative influence that demo has created.

Third Party Endorsements. Third-party endorsements, especially fromwell-known and
respected sources, boost perceptions on system credibility.

Contextual Factor Theories: Advertisements. Marketing activities may reinforce vul-
nerability to DA as over-use of digital experiences may be portrayed in a favorable
way through advertisements and product placements. This influence may come about
in two ways, first advertisements may reinforce popular culture norms and second
advertisements may act as cues for addictive activity [98, 114].

5 Conclusion

The present paper is one of the first attempts to examine the relationship between per-
suasive design techniques and DA. From the discussion, we can hypothesize that certain
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PSD principles such as reduction, reward and social comparison may have a more direct
effect on DA and other principles such as personalization and liking may have a more
moderating effect. However, the differentiation made between direct and moderating
effect of PSD principles should be treated as hypotheses that need to be addressed in
future research. Overall, the purpose of this paper is not to argue causation but rather to
open a discussion around the potential effects of PSD principle on DA in certain con-
text and modality of usage. The paper does not discuss whether PSD principles trigger,
worsen or contribute to DA. It is also possible that the relationship between persuasive
design techniques and DA might also be explained by additional factors given that the
digital products hold unique characteristics in comparison to addictive substances, e.g.
their intelligent, interactive, personalized, and real-time nature. Nevertheless, analyzing
the potential role of persuasive design in triggering and/or expediting DA from the lens
of addiction theories is a start to discuss behavioral, cognitive, psycho-social, and other
psychological mechanisms that may be involved in the development and maintenance of
addictive behavior in the digital space. Identifying such mechanisms can also facilitate
developing frameworks to design for responsible addictive technology through proactive
(e.g. psychometric tests) and reactive measures (e.g. self-regulation tools).
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Abstract. Since the early recognition of Persuasive Technologies, the notion of
digital design with the intent to influence and change attitudes and behaviors has
evolved tremendously. Digital influence and behavior design is now recognize
in a variety of theoretical and methodological approaches, and behavior design
is continuously influencing more complex application domains. With the devel-
opment of the field emerges a need for clearer understanding of these different
design approaches, their possibilities and limitations, in order for designers to
identify and apply the best approach depending on the intent and context. In this
paper, we discuss some of the primary overlaps between Nudging and Persuasive
Design. Moreover, we point towards research in neuroscience in order to high-
light a potential need to reconsider central elements of persuasive design, such
as efficient praise and rewards. The aim of the paper is to contribute to the ongo-
ing discussion about the role of behavior design in digital media, and the ethical
considerations that emerge from this domain.

Keywords: Persuasion · Nudging · Behaviour design · Digital pollution · Ethics

1 Introduction

In this paper, a discussion of the similarities and differences between nudging and persua-
sive design, potential overlaps and diverse areas of application for these two approaches
to behaviour design direct the paper towards a discussion of ethical considerations and
the need the further development of the persuasive technology field.Whilst Nudging and
Persuasive Technology both emerge from similar theoretical foundations - in particular,
social psychology and digital design, this paper suggests that ethical, and methodologi-
cal differences, as well as diversity in the users’ realisation processes, constitute subtle
differences, which are important to consider if new solutions are to be efficient. In a
time where the vast majority of interactive technologies are designed to influence users,
understanding the possibilities and limitations of different approaches is essential to
designers who wish to provide affective technologies with respect for the intended use
contexts and overall intention of the technology itself.

When research and practice in persuasive technologies emerged in early 2000, the
notion that technologies were more than simple tools, was novel and ground breaking.
Since then, with the progression of social media, smart applications and complex orga-
nizational systems, the understanding that technologies are far beyond simple tools, is
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more generally accepted. As users, we appreciate that technologies make life easy for
us, and consequently we accept that the technologies (and as such the designers) make
decisions for us which we would previously have paid more attention to. For instance,
we embrace the help we can receive about spelling and grammar, and in return blindly
accept that our way of communicating potentially becomes more systematized and less
creative [1].

With the introduction of PersuasiveTechnologyFogg exposed a previously unnoticed
development in HCI, comprised by the transition of technologies functioning as tools,
to also being a facilitator of mediation and social interactions with the potential to
influence the user’s attitude and behaviour [2]. Since then, and in particularly during the
past decade, the world has witnessed a massive transformation both technological and
design wise, resulting in a much wider range of behaviour change systems.

In 2009 Thaler and Sunstein introduced Nudging [3], as a slightly similar approach
to behaviour change, but also in areas such as learning [4, 5] and mediation of cultural
heritage [6], digital solutions are being designed with clear intentions of influencing the
users’ attitudes or motivating them to change behaviour either momentarily or contin-
uously. Likewise, the majority of leisure technologies such as games and social media
are increasingly applying behaviour change principles in their designs. Designing with
the intent to change has become an ambition across a wide range of different application
contexts, yet persuasive technology and nudging distinguish themselves by not being
domain specific but rather applicable in a wide variety of different situations.

With this swift development in the way we design and apply technologies, under-
standing the subtle yet significant nuances of different approaches to behaviour design
is crucial not only to designers but also to end users. For designers, understanding the
variances between different approaches to behaviour change is fundamental for choos-
ing the right approach for a specific problem. For users, understanding different ways a
technology has the potential to influence them, ensures a transparency and enables the
users to stay in control of the technology. It is with this at mind, that we argue that ethics
remains essential to both research and practice in behaviour design, and that ethics is a
defining element of persuasive design.

In this paper, theories of nudging and persuasive design are outlined, in order to
discuss their theoretical relations as well as their potential and limitations in different
application domains. To further nuance the discussion, perspectives from neuroscience
with particular attention towards the impact of digital resources and the dangers of digital
disturbance are included. As such, these outlines also include ethical considerations
related to changing people’s behaviour. The aim of the paper is to contribute to the
ongoing theoretical discussion regarding the potential of persuasive technologies in
relation to other approaches to behaviour design.

This paper supports previous arguments, that ethics should be considered a defining
feature of persuasive design, not simply in theory but also in practice. In order to exem-
plify some of the fundamental distinctions of persuasion, nudging is presented as an
alternative approach to behaviour design, with different ethical implications, as well as
different potential concerning application domains. The neuroscientific perspective aims
to highlight practical implications of digital technologies provide recommendations for
future research and practical consideration within persuasive design.
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As the digital realm is increasingly influencing both private and professional prac-
tices, more and more things may be seen as a product of design, and design itself a
particular type of communication. Designs are created with a specific intention in mind,
and through e.g. shapes, colours and areas of application, the intended use is commu-
nicated to the user. It is with this in mind that neuroscience is identified as a relevant
perspective to the further development of the PT field. When PT was initially intro-
duced, much research focused on translating the principles of the physical world into
corresponding digital designs. However, recent studies in neuroscience indicate that
the impact of physical interaction does not correspond directly to efforts made through
technology. Consequently, design as a type of communication may potentially call for a
language of its own – particularly if communication is to be both affective and effective.

2 Nudging vs. Persuasion, a Few Distinctions

Fogg’s original research [7] on the potential of persuasive technologies comprised nov-
elty and foresight in several ways. Not only did it draw attention towards design features
and principles which when applied in a structured and considered manner had the poten-
tial to influence the users’, butmore importantly it very early on identified a new tendency
in the design of digital resources and in the application of interactive systems. Although
Fogg’s research in persuasive technology is acknowledged as a novel perspective on
the potential of interactive technologies, his work was soon followed by Thaler and
Sunstein’s introduction of another approach to behaviour change designs; Nudging [3].

Similar to persuasive design, nudging is based on years of research in social psy-
chology, and with the introduction of digital nudging [8], the distinctions between these
different approaches to behaviour design has become even more of a grey area. Nudging
is argued to facilitate behaviour change by organizing the context in a manner by which
some choices are made more obvious than others. The approach draws upon what Kah-
neman refers to as fast thinking [9] and which is described by Thaler and Sunstein as the
automatic system of information processing [3]. Kahneman’s theories are not distinctly
related to nudging, as they have also been discussed and related to persuasion e.g. in The
Elaboration Likelihood Model (ELM) [10]. However, it is the discussion about auto-
matic and reflective systems, which provide the first indication of a distinction between
persuasion and nudging.

Humans are argued to subject to irrational behaviour, which stems from two kinds
of thinking. In short, these two ways of processing information gives name to dual-
process theory that describes their modes of operation. Stanovich and West conceptual-
izes the two processes as systems, labelling them System 1 and System 2 - or in Thaler
and Sunstein’s terms: The Automatic System and The Reflective System, respectively.
Individuals utilise both systems when processing information and making decisions.
Whereas System 1 operates in an intuitive, automatic, fast, and largely unconscious and,
thus, effortless manner, System 2 process information consciously in a controlled, slow,
and effortful way. The automatic system operates in an intuitive, automatic and mostly
unconscious manner, without rational processing of the situation. Hence, nudges are
solely efficient within the context where they are applied, and do only motivate momen-
tary behaviour change. Nudging frames choices by organising the context in a specific
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way to make some decisions more appealing than others. This means making some
choice options seem more significant than others do. Nudging overcomes the bounded
rationality of an individual by designing an environment that intervenes in the percep-
tion as well as the decision-making. It manages to do so since a nudge always targets
and motivates automatic behaviour, but rarely encourages deliberate choices. - In short,
a nudge can only change behaviour momentarily since the effect only pertains to the
specific context of the nudge.

The distinction between automatic and reflective systems becomes relevant, as it also
relates to a particularly important difference between nudging and persuasion. Distinc-
tions that are subtle, yet important when aiming to choose the appropriate strategy in a
given behaviour design context.

As is the case in nudging, persuasion constitute an approach to design with the
intent to change the user’s behaviour. Throughout the past decade, the notion of per-
suasive technologies and persuasive design has been explored from the perspectives of
several well-established research fields, including computer science, social psychology
and classical rhetoric. Although persuasion as a concept lacks an unequivocal definition,
important distinctions have been suggested.

The point has been made that persuasion is a process rather than a momentary
influence [11, 12] that persuasion is a more transparent and reflective concept than the
rhetorical peithenanke [13] and that ideally the goal of persuasion is for the persuasive
initiative to become redundant [14]. In a critical review of Fogg’s original work [15],
Atkinson argued that in order for persuasive technologies to be ethical, some level
of transparency is required, in the sense that the users must be informed about the
persuasive intention of the technology. A point also supported by Berdichevsky and
Neuenschwander [16].

Considering the above, it may be argued that while nudging predominantly targets
the automatic system, persuasion contrarily targets the reflective system. Users are not to
be manipulated or led blindly into a particular behaviour. Rather they are to actively and
willingly engage in a behaviour change process. As such, persuasive design distinguishes
itself frommore behaviouristic approaches to behaviour design, by facilitating an already
agreed upon change. An agreement, which is also the foundation of achieving not only
behaviour change but also a change of attitude.

Pointing towards differences between nudging and persuasion does not intend to
promote one approach over the other. Rather, the goal of the above perspectives, as well
as the following, is to point towards distinctions that may be relevant when selecting the
appropriate approach to a behaviour design. For instance, itmaybe argued that persuasive
initiatives with the intent tomotivate users to sort their waste, have potentially little effect
compared to nudging if the persuasion context is a busy pedestrian street in a city, where
people pass by swiftly and without particular attention to their surroundings. In this
particular example, a simple nudge guiding the user to the correct bin is likely more
appropriate. Likewise, nudging may have limited potential if the intended behaviour
change is related to lifestyle, such as healthier eating habits or a more environmentally
friendly approach to waste management. In such cases, in order for the behaviour change
to become permanent, there is a likely need for both transparency and recognition that
change takes time.
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In consideration that attitudes and behaviours are now being influenced throughmost
types of technology design, a growing challenge for behaviour designers is to identify
and apply the right approach to ensure the most efficient result. Any type of behaviour
design entails knowledge about different methods and the implications theymay have. In
other words, designers should knowwhen and how to changewhat. Different approaches
to behaviour design (‘how’) excel at changing specific behaviours (‘what’) at specific
times and in specific contexts.

3 Ethics as a Defining Feature of Persuasion

In line with the argument that persuasion calls for transparency remains a distinct focus
on the ethical demand of persuasion, which may be further elaborated upon by reference
to the rhetorical understanding of persuasion, and the notion of Kairos.

Persuasion itself has been suggested to distinguish itself as a more ethical approach
than the more forceful or potentially deceptive and manipulative peithenanke [17]. Pei-
thenanke is not by definition unethical, but rather a recognition of influential strategies
that are not transparent, and which present the truth in a more decorative manner. Gram-
Hansen et.al. referred to Chocolate covered broccoli as a way of describing the approach,
which may for instantly appear in marketing strategies [13].

Another often-referenced rhetorical concept is Kairos, which comprises the oppor-
tune moment for a persuasive initiative to take place. Kairos is most often referred to as
timing; however, the concept combines the appropriate time with considerations regard-
ing the appropriate place and manner of the action. As is the case with the rhetorical
appeals; logos, pathos and ethos, the three dimensions are inseparable and must all be
considered and balanced in accordance with the persuasive intention [18, 19]. With a
distinct focus on appropriateness, Kairos not only facilitates reflections regarding the
intended use context and e.g. timing and location specifics within the persuasive sys-
tems. It also provides important indications regarding the ethical and methodological
perspectives related to persuasive design.

The notion of appropriateness itself underlines the importance of ethical reflections,
as thatwhich is appropriate in one situationmaynot be in another. In relation to persuasive
design, this leads to the understanding that persuasive initiatives that are efficient in one
context may not be so in another. Persuasive initiativesmust be designed in consideration
of the intended use context and in the appropriate manner as perceived by the user.
A potential implication of this is that participatory design or similar approaches to
user-centered design, may be a requisite to persuasive design, due to the element of
appropriate manner. Whilst designers may be able to determine the appropriate time and
place for a persuasive initiative to take place, the appropriate manner is based on the
user’s understanding of the context. As a result, users must be considered throughout
the design process, and acknowledged as experts equally to the designers [12].

In comparison, nudging [20], does not disregard ethics, however, it does not share
the perspectives on transparency as opposed to coercion. As the approach targets the
previously mentioned automatic system, there can be little expectation towards the user
making reflective decisions. Consequently, ethics is very often brought into considera-
tion, simply by ensuring that users are not forced into only one possible action.While the
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desired behaviour may be the most obvious choice, there will always be a way around,
or a chance to opt out.

Subtle as these differences may be, they are essential when considering the appro-
priate method for a design, as it indicates that while nudging may be highly appropriate
in situations, which call for very little cognitive action by the user, it does not necessarily
support long-term changes. E.g., Nudging may be the by far most appropriate solution in
a busy shopping centre, where users pass by with little though about their surroundings,
but less appropriate for a smart installation in an office or home, where the technology
is meant to facilitate long-term change.

4 Mapping Out the Differences?

The new range in behaviour design approaches as well as new application domains, call
for a far stronger awareness regarding the previously mentioned questions about what to
influence, how to do at when to do it. Acknowledging that while for instance Persuasive
technology and Nudging share some common background, they do also have important
differences which make them either more or less suitable as a method, depending on the
intention and on the application context. While persuasion and nudging are currently
be the dominant approaches, it is likely that the future will give reason to also include
other techniques with similar yet subtle differences. For instance, digital learning has
the potential to influence both the attitudes and behaviours of the learners, however with
equally delicate differences both in theory and in practice [21]. Learning designs have
the potential to change attitude and behaviour; however, it is also quite possible to learn
something but not change either one. Moreover, learning does not necessarily provide
the same level of voluntariness as argued to be essential in persuasion. Students may be
motivated by different learning designs, but the process of getting the students to engage
in a learning process may not be force-free but simply mandatory [12]. While learning
may have previously been considered somewhat domain specific, developments in both
the traditional educational system as well as e.g. work place education, gives reason to
consider digital learning as one of the potential future contributors to behaviour design
both theoretically and methodologically.

Establishing an overview of different approaches to behaviour design has to some
extent, already previously been approached by Fogg, in terms of a behaviour grid map-
ping out 15 different ways for behaviour change to take place [22]. The Behavior grid
was initially subject to much critique, as it also suggested that persuasive principles
could be mapped to the different types of behaviour change, thus easing the process of
identifying which persuasive initiatives would be efficient to a given intention. In spite
of this critique, the mapping of different types of behaviour change does hold potential
as a tool for reflecting upon the intention of a design, and subsequently the choice of
appropriate method. As such, the grid may be used to facilitate the dialogue about e.g.
nudging vs persuasive design as well as areas where the two approaches may benefit
from being applied in combination.

As visualized in Fig. 1, Fogg’s Behavior Grid does provide designers with a frame-
work for reflections regarding different approaches to behaviour design, based on the
intended outcome. Extending the previous sections overview of nudging and persuasion,
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Nudging

Persuasion

Fig. 1. Fogg’s behaviour grid with indications of persuasion and nudging

nudging is identified as what Fogg refers to as Dot behaviour, while persuasion with its
distinct focus on continuous behaviour change is identified as Path behaviour. Moreover,
what Fogg refers to as a Span behaviour may potentially comprise designs that target
the grey area where nudges are no longer sufficient, yet the need is not for a continuous
behaviour change. Such would for instance be the case for some patients recovering
from injury, and find themselves in a strict rehabilitation regime for a shorter or longer
period.

If extending the framework, the behaviour grid would benefit greatly from including
other approaches to behaviour design (e.g. learning) andmore importantly an overviewof
the ethical implications of the different behaviour design methods. As previously stated,
ethics appears to be a distinguishing concept between at least nudging and persuasion,
and in some areas, also digital learning.

Most importantly however, a further development of the framework would provide
behaviour designers with a much-needed overview of the possibilities and limitations
of different approaches to behaviour design. While the rhetorical notion of Karis may
indicate that persuasion calls for User centered and possibly participatory approaches
to the design process, Nudging may comprise a more expert driven approach. Maslow
argued that “if all you have is a hammer, then everything appears to be a nail” [23].
With the development in digital resources and the recognition of different approaches
to behaviour design applied, it appears timely to move beyond the hammer and identify
these as different tools in a larger behaviour design toolbox.

5 Considering the Nature of the Mind

While the introduction of persuasive technologies focused on transforming physical
experience and solutions into digital counterparts, recent studies strongly indicate that
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the future of persuasive technologies calls for more than digitalization of the physi-
cal realm. As we learn more about the influence of digital resources, it becomes evi-
dent that efficient persuasive technologies of the future may require reconsideration of
fundamental persuasive principles.

Adding not only to the ethical discussions regarding behaviour design but also to the
distinctions between persuasion and nudging, Rashid and Kenner approaches behaviour
change technology from a biological and neuroscientific perspective, pointing towards
the influence technology has on our hormone levels and consequently our ability to act
rationally in a digital age [24].

Pointing towards resent and ongoing studies, Rashid and Kenner argue that the
rapid digital development is showing consequences for the human brain, for instance
concerning production of dopamine molecules. Dopamine is generally described as a
neurotransmitter, a hormone that influences our desires, motivation and attention, which
is released in response to different inputs and influences our emotions. The human mind
strives for pleasure and dopamine is released on the expectation of rewards.While unfor-
tunate implications of dopamine influence include addiction, the release of dopamine
also influences more general senses of joy, such receiving a compliment, being acknowl-
edged at work, or winning a game. Unfortunately, one of the observations made when
exploring digital influence from a biological perspective indicates that the dopamine
release becomes less if the joyful interaction takes place online, compared to real life
interactions. Praise given face to face by far exceeds the pleasure of receiving a friendly
text message [24].

A second important observation addressed by Rashid, relates to the previously men-
tioned automatic and reflective systems [9], and more distinctly towards the balance
between them. Rashid argues that the automatic system is by far the most dominant
– potentially being applied for as much as 90% of the time, leaving as little as 10% for
reflective thoughts. The automatic system is not a challenge in itself – it is rather bene-
ficial that we do not need to think much about breathing. What is however, a challenge
is the potential of digital resources enabling the automatic system to take up even more
of our time, such as the case appears to be with the mobile phone.

In 2007, Fogg argued that themobile phone had the potential to be themost important
platform for behaviour design, not only due to the technological potential, but also due
to our emotional connection to our mobile phones [25]. The perspectives presented by
Fogg were once again early indications of new tendencies, and have in more recent
studies been elaborated upon by Jane Vincent, who argues on the unique emotional
relation between users and their mobile phones [26]. We bring our phones everywhere,
personalize them and share our most precious content with them, and in return, they
comprise the one technology that enables us to almost anything, including finding our
way, shopping and finding information for both work and entertainment. When Fogg
initially addressed mobile persuasion, the world was only witnessing the early days of
smartphones. A decade down the way, the smartphone has become a natural companion
for both children and adults in most areas of the world. Moreover, personalization has
shifted from being a manner of expressing oneself to the world through covers and select
ringtones, to something far more personal and private, were the mobile phone contains
all things near and dear to us, such as pictures of our loved ones.
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The challenge in this development however, remains that the vast majority of actions
taken via the mobile phone is done automatically, rather than reflective. Playing games
and surfing social media is with the mind set to auto pilot [24]. Rashid refers to this
as digital pollution and argues that users of digital media must become more aware of
the way they are being influenced by technologies. Particularly to ensure that they have
the ability to identify digital influence and actively decided whether it is desired or not.
Rather than arguing that all technology is evil, he recommends a stronger awareness
amongst users, so that they remain in power of the technology and in control of when to
apply it and when to switch it of or simply go offline.

6 So What Does This Mean for Behaviour Design?

The observations presented byRashid are relevant not onlywith regards to distinguishing
different approaches to behaviour design from each other, but also in relation to a fur-
ther development of the persuasive technology field and the development of persuasive
systems.

Previous research within the persuasive technology community has included studies
on areas such as praise and rewards. Providing the user with positive feedback and
rewards for completing or engaging in specific tasks is a recognized way of sparking
motivation both in games and in behaviour design systems in general. As mentioned,
the release of dopamine hormones motivate humans to enjoy acknowledgement and
strive for pleasure. If recognizing that the dopamine levels differ between physical and
digital interaction, future research may need to include exploring new ways of providing
praise and rewards through digital media. Potentially to the extent where computer
mediated communication is recognized as an entirely different way of communicating,
compared to those in the physical realm. The need to consider computation a fourth
language in line with spoken, written and mathematic languages is already suggested
within computational thinking, and as a result, researchers are suggesting a stronger need
for computational empowerment amongst children and young adults. Where previous
divides have been identified between users of technology and non-users, this perspective
is no longer relevant. Rather, the divide is seen between those who are users and those
who are able to apply technologies critically and constructively [27].

This challenge becomes even more apparent when also considering the notion of
digital pollution and the very limited time during which we are reflective. In a future
where digital pollution is unlikely to become less, designers appear to face a significant
challenge praise and rewards that do not simply drown in the noise, but rather stand out
and trigger the desired production of dopamine.

Also in a wider scale, the implications of fast and slow thinking or automatic and
reflective systems is important to consider when choosing the right approach for influ-
encing a given behaviour. As mentioned, previous research has suggested that while
nudging targets the automatic system, persuasion aims at influencing the user through
the reflective system. With transparency and ethics continuously mentioned as funda-
mental features of persuasion, persuasive systems must to some extent aim to ensure
these very features. However, in a digitally polluted reality, it is not sufficient that the
designer provides information regarding the system and the intended outcomes reflective
user engagement is a necessity for transparency to be implemented in practice.
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7 Future Research

In this paper, I have sought to highlight some of the subtle differences between persua-
sive technology and nudging, and based on this, point towards some of the challenges
designers face in current state of digital behaviour design. Very few answers have been
provided and even fewer solutions. Rather, this paper has aimed at contributing to the
ongoing discussion of the possibilities and limitations of persuasive technologies. That
being said, the main points to take away should include the following:

1. Similar to most other approaches to behaviour design, Persuasive Design and Nudg-
ing represent individual approaches to behaviour design, with multiple overlaps but
alsowith clear and important distinctions. In order for design practitioners to identify
the appropriate design approach, a nuanced understanding of the intended type of
influence, and its correspondence with the intended context is necessary.

2. Users are different and contexts change – there is no such thing as a “one fits all”
solution. Direct transition cannot be made from the physical to the digital context,
and within the digital realm, solution from one domain cannot be transferred directly
to another.

3. Ethical considerations remain a defining concept of persuasive design, comprising
not only a strength to this behaviour change approach, but also some limitations.
While design solutionsmay be transferrable, theymay not be ethical in a new context,
and consequently, ethical reflections must remain at the core of persuasive design
theory as well as in practice.

4. The majority of language are living and constantly developing. In order for persua-
sive technologies to remain efficient, keeping up with this development in theory as
well as in practice, is essential. Neuroscience indicates that the digital realm may
call for a language of its own. If recognising design as a particular type of commu-
nication, research in Persuasive technology must remain focused on identifying and
developing affective principles in areas such as digital social support.

As mentioned, during the past decade, the world has witnessed a transition in the
way in which technologies are designed, which make it continuously harder to identify
different approaches to behaviour design and to tell them apart. Where Fogg was early to
identify these new tendencies, the development in digital media during the past decade
have led to the dawn of many other approaches to design, which all hold the potential to
intentionally influence the users. In an age where UX designers ensure easy navigation
for even very young users, and where interactive technologies are continuously being
applied in new domains, it becomes increasingly more difficult to navigate through the
digital realm.

This challenge is relevant not only to the designers who strive to create systems
that are efficient and engaging, but also the end users who potentially loose autonomy
because of digital pollution and lack of transparency.

Persuasive technologies has often been related to classic and digital rhetoric. At
its core, rhetoric is the art of winning over ones audience by beautiful and affective
argumentation [28]. However, even the most affective arguments fail their purpose if
they drown in a digitally polluted world. In consideration of the studies presented by



318 S. B. Gram-Hansen

Rashid and Kenner, in particularly the suggestion that the automatic system is taking
up increasingly more space in the human brain, behaviour designers and in particular
persuasive designers appear to be facing new challenges in terms of simply catching the
user’s attention at a reflective level. This challenge becomes even more essential when
also considering the argument that users do not have the same hormonal reactions to
digital influence as they do to physical interaction.

In order tomeet these newchallenges, designersmust become equipped to navigate in
a growing toolbox of behaviour designmethods and frameworks. Entangled the different
approachesmay appear, they do also have distinctionswhichmay help indicate situations
where they are particularly relevant to apply or particularly likely to fail. Picking the
right method for the job should be a first step for designers who wish to make themselves
heard above the digital pollution.

Moreover, by reference to the already ongoing discussions in Computational Think-
ing, future research in persuasive technology and persuasive design may benefit from
considering design a 4th language, and more thoroughly explore what implications this
may have. Much has already been learned from classical rhetoric, and much can yet be
derived from this field. However, in consideration that future generations will be compu-
tationally empowered, there may be a need to expand the range of persuasive principles
and our understanding of multimodality.
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Abstract. Ensuring that users can successfully perform their primary tasks and
achieve their behavioral goals is critical for the success of persuasive system. Are
user manuals needed to achieve this goal? In this paper, we sought to understand
the role of end-user documentation for persuasive systems. 50 persuasive apps
from the Google Play Store were analysed to determine the importance of user
manuals or guides for persuasive health apps. Although based on a small data set,
our results show that in most cases persuasive systems need user documentation
and hence we encourage developers of such systems to allocate resources for
creating quality documentation for their users.

Keywords: User documentation · User manual · Persuasive systems design ·
Persuasive systems · Self-explanatory user interface

1 Introduction

User documentation such as user manuals, instruction sheets, quick reference guides,
and troubleshooting keys are types of documentation aimed at helping users to use an
information system [1]. They are used to provide information on what, when, and how
to do something with a given system [2]. There exist a variety of user documentation
genres including online forums, feature guides, Frequently Asked Questions (FAQ), and
web-based tutorials [3]. User documentation as communication tool can enhance the
value of an application to the user which in turn may improve user satisfaction [4].
Explanations provided to support the use of interactive systems have yielded benefits
such as increased task completion rate [5], a reduction of computer usage anxiety [6], an
increase in user satisfaction with the system [7], and better usability [8]. Despite these
benefits of user documentation, often little effort, time and budget are devoted to it [9].

While the purpose of user manuals (whether in print, online, within software, on
external device) is to enable people achieve their goals when using information systems,
they often fail to do so. Research has shown that many end-users do not like to read user
manuals [10] and this is attributed to the fact that users may often be overwhelmed by
the amount of information they need to read and assimilate before using the software
system [11, 12]. As a result, they skip over to sections that deals with the task they
want to accomplish, skip over-explanations, prematurely ignore actions that they deem
irrelevant to the tasks they want to achieve, forgo the user manual entirely and rely on
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from previous experience with other software systems instead of reading the provided
manual. These user attitudes result in gaps in knowledge and skills required to attain the
desired goal with the software [11, 12]. In addition, users are challenged with the need
to ‘multi-task’ (i.e., read, follow the detailed instructions, and perform the tasks with
the software). This type of multi-tasking requires the user to shift their gaze periodically
from themanual to the software and vice versa. Thismay create a discontinuity that could
lead to errors which hinders the user from achieving the intended results and may leave
them perplexed about their results, and what to do next [11]. The task of developing user
manuals can be daunting because the quality of the user documentation matters. Quality
concerns the worth of the information content delivered to users and its aesthetics as
described by [13] as well as the resources allocated to it.

The advances in the computer technology hasmade it possible to design apps to influ-
ence and motivate people adopt new behaviour such as exercising. Persuasive systems
(PS) are “computerized software or information systems designed to reinforce, change
or shape attitudes or behaviors or both without using coercion or deception” [14]. It may
be easily assumed and perhaps even taken for granted that systems such as these do not
need any user guides as they are so engaging per se.

In this paper, we seek to investigate the relevance of end-user documentation for
persuasive systems and how they can be made feasible to support users. The paper
is structured as follows. Sections 2 addresses the dual connection between end-user
documentation and persuasive systems.We analyze the need for end-user documentation
for persuasive systems and vice versa. Section 3 presents the study setting and results
are presented in Sect. 4. Finally, Sect. 5 discusses the results and conclusion.

2 Dual Connectivity Between End-User Documentation
and Persuasive Technologies

End-User Documentation for Persuasive Technologies. End-user documentation are
often dismissed as irrelevant because of two popular clichés; a “well designed software
needs no documentation” [15] and users do not read user manuals [16]. To counter these,
firstly, it is important to note that bad software designs do exist in the real world and that
people will refer to manuals if there is the need to [17]. Also, the complex and inter-
active features in persuasive systems necessitate the need for user manuals to improve
their usability [9]. People conduct internet-based searches to obtain help with using a
software. A quick google search (on 28.10.2020) produced 73,100,000 search results in
0.67 s for the phrase, “how to use fitbit”, a leading persuasive system for physical activ-
ity self-monitoring (See Fig. 1). This backs the claim that persuasive systems, among
other software systems, require user manuals to support users achieve their goals. Help
resources such as webpages, images and video tutorials among others were retrieved and
were produced by the Fitbit company and other third-party entities such as bloggers and
social media influencers. Figure 2 shows an of example user documentation available
online to help users achieve their goals and the genuine need for them.

User-developed manuals differ from the vendor-developed manuals because they are
more action-oriented, customized to the specific tasks, user roles, and are often shorter
than those produced by the vendors according to a study by [18]. While this study was
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inconclusive on which of these manual types is better, it highlights the difference in user
support needs and hence these findings can inform the design of end-user documentation
resources.

Fig. 1. Example of the need for user documentation for persuasive systems.

Fig. 2. Fitbit’s official help functionality.

Although user documentation is a useful source of support to the user, their scope
may be limited due to not being dynamic or contextual enough to answer some of
the questions users may have [19]. In recent years, there has been a move towards
embedding instructions in the user interface also known as self-explanatory user interface
(SEUI) or instructional user interface to improve user experience [5, 20, 21]. Embedding
instructions in the UI possess the capability to guide an end-user to interact with the
system by providing information regarding the rational of the UI (e.g. the purpose of
a menu item, its current state and how the state can be changed) [22] while the user is
interacting with it. The goal of SEUI is to generate dynamic help systems (e.g., help
message, prompts) to guide the user to perform tasks. Often these dynamic help systems
are not only aware of the context of use but also the user’s current task, the structure
of the UI and how the UI is presented to the user [22]. They may possess the ability to
reason on the application state and generate useful and valuable explanations to support
the user fulfil their task.

User documentation (e.g. interactive tutorials) is used for onboarding users to an
application and hence are needed for first time users to discover, learn, and engage
with system functionalities, as well as to help them to achieve their goals in a timely
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manner [23]. This helps users to form a mental model of the application and informs
their decision to use or ignore it. Also, a user documentation is an important marketing
tool [24]. [25] recommends evaluating the quality of it before purchasing the software
product to determine the true value of the app. It can be considered a part of the software
package and its presence demonstrates professionalism and orientation of the software
towards users. As a marketing tool, it can also be used to stimulate the interest of users
[26].

Persuasive Technologies for End-User Documentation. End-user support documen-
tation is key to the successful implementation and realization of the benefits of informa-
tion systems [18]. Although user documentation is an auxiliary for persuasive technolo-
gies, it has to be feasible to the user in order to support the user accomplish the tasks that
ultimately influence their habits, behaviours, or attitudes. To make user documentation
more feasible, there is a need to determine when a persuasive system needs an end-user
documentation.

3 Research Setting

Research Question. Persuasive technology includes a wide variety of technologies
(e.g., web apps and mobile apps) which are available on platforms such as Android, and
iOS. In this paper, we investigate and analyse persuasive apps that run on the Android
platform to determine if such systems need a user manual or not. We assume here that
the apps designed for a certain purpose, used by a certain group of people, produced by
a company of a certain size, with certain a complexity/size of the app can mandate the
need for a user documentation. The following questions guided this research:

1. Do persuasive apps published on the Google Play Store require developers to upload
an end-user documentation?

2. Does the purpose/category/ user type (e.g., patients) of a PS mandate an end-user
documentation?

3. Does the size of producers and resources available for a PS mandate a user
documentation?

4. Does the complexity and size of a PS call for an end-user documentation?

Inclusion Criteria and Data Extraction. Apps included in the analysis had to be pub-
lished in English and available on the Android platform for free. Each app was installed
on an Honor 8, an android phone that runs Android 7 operating system. Data collected
included the rank of the app, total ratings, average ratings, name of the app, purpose of
app, type(s) of user documentation, nature of user interface, location of the user doc-
umentation, website of the app, size of the company that produced the app, which is
measured by the number of employees, the install size of the app as an indicator of the
size/complexity of the app, and the category of the app (i.e., Health and fitness/Medical).

Data Source. A total of 50 apps were included in the study from the health and fitness
andmedical categories on Play Store.We initially collected 500 health and fitnessmobile
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apps on the 26.11.2020 fromanAndroid app rankingwebsitewhich uses the total number
of app reviews as a criteria to grade apps [27]. Out of this, we selected the top 20 and
bottom 15 apps to provide a broad overview of the apps within the category (most rated
vs least rated). Concerning the medical category, we retrieved 15 mHealth applications
listed on databases for European digital app because the apps categorized as medical by
[27] were not appropriate for this review. Ten of the 15 apps were selected from the “my
Health apps” repository [28] while the other five (5/10) apps from the “mHealth hub”
repository [29, 30].

4 Results

Characteristics of Studies. 45/50were listed as health and fitness apps and the remain-
ing (5/50) as medical apps. The apps were developed for self-management of health con-
dition (13/50), fitness tracking (10/50), weight tracking (5/50), period (i.e., menstrual
cycle) tracking (4/50), sleep monitoring (3/50), drinking water tracking (2/50), med-
ication adherence (2/50), disease monitoring (1/50) and elderly care (1/50) purposes.
The type of user documentation varied. User documentation was available for 39/50
apps which were located in the app (30/50), on the company’s website (20/50), or some
online resource (1/50). The companies behind these apps were classified as micro, small,
medium or large using the Organization for Economic Co-operation and Development
classification system for companies with a slight modification to the boundaries cor-
responding to less than 10 employees, between 11 and 49, 50–200 and 201 or more
respectively [31]. The size of company was not available for 13 out of 50 apps. The
size of the apps ranged from 3.8 to 483 megabytes. The total and average ratings were
available for (49/50) which indicates the perceived quality of the app [32].

When a User Documentation is Needed. We found that apps uploaded on the app
store are required to include descriptions of the app. These descriptions tells the user
what the app is for and qualify as a minimum level of user documentation (compare
[1, 2]). However, the amount of information in the app descriptions varied and hence
may not be enough to provide the needed support. We identified other forms of user
documentation such as FAQs. All the apps evaluated had user interfaces that are self-
explanatory or intuitive. Also, the apps that were listed in the medical category had user
documentation(s) other than the descriptions on the Google Play store. It is important
to note that apps declared ‘medical’ on the app store does not necessarily mean that
they are ‘medical apps’ according to the Medical Device Regulation definitions [33] or
used by patients. As such, we cannot conclude if a user documentation is needed for
medical apps or not. Some apps (11/50) in the health and fitness category did not have
any additional documentation. These includes four (4/11) fitness apps, two (2/11) sleep
monitoring apps, two (2/11) weight tracking apps, one (1/11) activity tracking app, one
(1/11) period tracking and one (1/11) self-management of health condition apps did not
have any other documentation apart from the descriptions on the app store.

Different types of user manuals were produced by companies of varying sizes and
available for users in the app, website, and online resources. The size of the company
is associated with the amount of resources (e.g. finance and human) available and that
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can be allocated for creating a user documentation [34]. Our analysis shows that all
the companies of small (n = 5) and large (n = 5) sizes produced other forms of user
documentation apart from the descriptions on the Play Store. Majority of the micro-
sized (n = 12/15) and medium sized (n = 6/15) companies also provided other forms
of user documentation in addition to descriptions on the Play Store. The ability of
micro-sized companies to provide additional documentation is indeed promising if we
consider the amount of resources (i.e., <10 employees) that may be available for a user
documentation.

We found that both the smallest (3.8 megabytes) and biggest app (483 megabytes)
sizes had other forms of user documentation in addition to the minimum level of user
documentation (i.e., descriptions on the Play Store). This finding gives an indication
that the size of the app does not excuse the need for a user documentation. As such
the availability of these end-user documentations is indeed commendable. Also, we
identified that some apps (9/50) that possessed high average ratings (i.e., >4 <5) did
not have any other documentation apart from the minimum level of user documenta-
tion (i.e. app descriptions on Play Store) which suggests that there is no correlation
between user documentation and user ratings. This finding is contrary to the research
by [35] who investigated troubleshooting comments embedded in user reviews of apps
listed on the Play Store. They found out that when developers responded and supported
users to solve the problems users faced, user ratings of the app improved subsequently.
Such troubleshooting activities reveal the need for apps to have troubleshooting con-
tent embedded in its user documentation or a separate troubleshooting user guide. This
need further validates the importance of a user documentation. We believe that a user
documentation that contains guides for troubleshooting is a proactive way to support
multiple users to use an app instead of the passive approach via user reviews which
calls for one-to-one troubleshooting activities. Providing a user documentation with the
necessary information shows professionalism. In the absence of an official user manual
to support users, third-party manuals made available by other app users, bloggers, or
social media influencers can serve as an alternative source of user documentation for
PSs especially those that are popular with many users (See Fitbit example in Sect. 2).

5 Conclusion and Discussion

In this paper, we discussed the need and relevance of end-user documentation for persua-
sive systems.We analyzed 50 persuasive mobile apps. Our results give an indication that
a user documentation(s) is relevant for persuasive systems.Although user documentation
can be challenging to create due to limited resources, some micro and small companies
identified in this study provided user documentation(s), which shows that it is possible
to create a user manual regardless of the size of the company. The cliché that users do
not read user manuals does not excuse the need to create one because users will consult
it when they are stuck. As a PS developer, you want your users to be able to perform
tasks that lead to behaviour change and not quit because they are unable to use the app
due to poor-quality documentation or the lack thereof. Also, they can take advantage of
the Play Store app descriptions (i.e., 80 and 4000 characters for short and full descrip-
tions respectively) to document how their apps can be used. These descriptions can be



326 E. E. Y. F. Agyei and H. Oinas-Kukkonen

considered as the minimum level of user documentation and together with intuitive user
interfaces may provide enough support to the user. This research is a first and small
step towards investigating whether user documentation is needed for persuasive systems
or not. We call for more research into this topic. Future studies should investigate the
impact of the type and quality of a user manual may have on task completion rates, app
ratings, and perceived quality of the app. We encourage persuasive system developers
to create suitable level of user documentation to support its users.
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