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Abstract. The Model-Driven Architecture has been launched in 2001 by the
OMG. Since then, model-driven engineering has been embraced by the research
community but less than hoped for by practitioners. To ensure the relevance of
a research agenda, we need a good understanding of practitioners’ problems, in
particular with modelling. We therefore performed a literature review on the state
of practice in the use of modelling languages for software engineering in the last
5 years according to Kitchenham’s guidelines. This paper serves as orientation
within the research field and as a basis for further research. It contributes to litera-
ture by focusing on papers discussing practical use of modelling languages and the
benefits and problems perceived by practitioners. The main finding presented in
this paper is that while practitioners experience benefits of modelling for analysis
and design, requirements engineering, quality management, implementation and
deployment, they still strugglewith external tool integration/model transformation
and export, cognitive fit, visual expressiveness, high effort required in acquiring
skills, automated analysis and high effort required in using tools. Other findings
are that modelling is mostly used for documentation and requirements elicitation,
the most used modelling language is UML.

Keywords: Model-driven engineering · Modelling in practice · Systematic
literature review · UML · BPMN

1 Introduction

The Model-Driven Architecture has been launched in 2001 by the OMG. In Model-
Driven Engineering, software systems are modelled platform-independent [1]. Platform
dependent models can then be obtained through transformations. Since then, modelling
has been embraced by the research community but less than hoped for by practitioners.
In [2], the authors discuss the need to ‘pull’ from the needs of practitioners instead
of ‘pushing’ solutions from research to the industry. This is an important motivation
for researchers to conduct surveys on practitioners in order to identify research paths
that will solve problems the industry faces. Several surveys of practitioners’ problems
have been performed in the past and they all report different results. The differences
may (for example) be due to the papers focusing on different aspects, having different
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demographics, having been performed at a different time or because of analyzing the
results through a different lens. For example, [3] is a survey that discusses the evolution
of modelling in software design over a decade, whereas [4] focusses on the use of UML
in open source projects. These differences will be discussed throughout this literature
review. While this conveniently allows a researcher to cherry-pick a survey that best
demonstrates a specific gap, the main drawback is that knowledge about the state of
practice remains scattered. In order to address practitioners’ problems in an adequate
way, a good understanding of their problems is needed, and in order to set priorities, it
is interesting to know what problems surface consistently across surveys.

The goal of this research is performing a meta-review in order to obtain a general
overview of the needs of practitioners. Therefore, the research questions addressed will
be of a general nature in order to capture all relevant information from the last five years.
The timespan is set to five years since the industry is rapidly expanding and therefore the
use of modelling languages can be drastically different now compared to five or more
years ago.

In the next section, we first discuss the related research. Then, the methodology will
be discussed. In Sect. 4, the results of the literature review are reported. In Sect. 5, the
findings from the results are discussed.

2 Related Research

In order to find existing meta-reviews related to modelling in practice, we executed a
general query on Web of Science and Scopus. The query returned 15 papers closely
related to this topic. From these 15 papers, two papers have the same focus as our meta-
review and are discussed below. The other 13 papers have a too narrow focus e.g.: aspects
of a language or a specific domain such as cyber-physical systems, or focus on academic
research instead of practitioners.

In [5], the authors performed a literature review investigating “themismatch between
the research field of modelling language quality evaluation and the actual MDE practice
in industry”. They identified seven challenges that the industry faced and that were not
addressed by the research. While language quality and the identified challenges are
pertinent, we aim for a broader scope.

In [6], the authors performed a systematic literature review on the “applications
of ontologies in requirements engineering” selecting papers from 2007 to 2013, thus
addressing a different time-frame than we aim for. Some of their conclusions are that
OWL was used by the most studies as an ontology-related language to support require-
ments engineering and that the three main benefits of ontologies in the RE process are
that they “reduce ambiguity, inconsistency or/and incompleteness”, they “aid require-
ments management” and they improve “domain knowledge representation for guiding
requirements elicitation”.

3 Methodology

This paper follows the guidelines for a systematic literature review by Kitchenham [7].
First, the research questions are defined. Then, we discuss the search strategy for finding
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relevant papers. In Sects. 3.3 and 3.4 we explain the inclusion and exclusion criteria and
the selection procedure respectively. In the final section, the quality criteria are explained
and discussed.

3.1 Defining Research Questions

The first step in a systematic literature review is to identify the research questions. Archi-
tecting systems requires dealing with a variety of concerns (also named viewpoints) and
many tasks related to phases of a development lifecycle and/or goals of the requirements
engineering process. This raises the following question:

RQ1 - For which aspects (type of activities) of software development do practitioners
use modelling languages?

Two often named modelling languages are UML and BPMN. As a general-purpose
language, UML can be used for a wide range of goals. The use of BPMN is constrained
to the domain of Business Process Management. As the popularity of these languages is
growing, an interesting question is to what extent these two languages are dominating
the field. This leads to the second research question:

RQ2 - Which other modelling languages are in use next to BPMN and UML and
how often are they used?

The first two research questions discuss how modelling languages are currently
used. The final two research questions identify the negative and positive experiences
that practitioners have of modelling languages.

RQ 3 - Which problems/difficulties/requirements do practitioners experience with
model-driven engineering?

RQ 4 -What are the benefits of model-driven engineering according to practitioners?

3.2 Search Strategy for Finding Relevant Papers

Prior to identifying the search query, we selected a set of 5 papers as a golden standard.
These are surveys that would ideally be included in the literature review. The goal of this
golden standard is to check whether the query finds all these surveys: [2, 3, 8–10]. The
query was executed on Web of Science & Scopus. We choose these databases because
they cover a wide selection of publishers including Springer, Elsevier, IEEE and ACM.
The initial query executed on both databases was:

topic = [(conceptual modelling OR UML OR BPMN) AND (practice* OR use
OR practitioner* OR professional*) AND (review OR survey OR summary OR
summarize*)] AND LANGUAGE = English.

This resulted in 766 papers onWeb of Science and 320 papers on Scopus. In order to
filter more thoroughly, we restricted the document type to “Review”. This resulted in 66
papers on Web of Science and 92 papers on Scopus. There were still many results that
were related to different fields. Therefore, the results were additionally filtered on the
categories that seemed irrelevant. Checking the filtering confirmed that only irrelevant
papers were left out through this additional filtering.
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The initial query was executed again with exclusion of papers with publication date
before 2015 or in the irrelevant categories. This resulted in 221 papers onWeb of Science
and 102 papers on Scopus. This selection included all 4 of the 5 golden standard papers
published after 2014. Removing the duplicate papers that appear in both databases led
to a final query result of 277 papers.

3.3 Inclusion and Exclusion Criteria

The inclusion and exclusion criteria determine which papers will be discussed in the
review. A paper is included if (1) it is an empirical study with practitioners or a liter-
ature review of empirical studies with practitioners, (2) it addresses at least one of the
research questions and (3) its topic is information systems modelling, not statistical or
mathematical modelling or simulation. A paper is excluded if (1) it is an empirical study
with only students or academics as participants or (2) it is a theoretical paper.

3.4 Study Selection Procedure

The study selection procedure consists of three iterations. In the first iteration, two
researchers assessed each paper against the inclusion and exclusion criteria using the
title and abstract. When there was doubt or disagreement, the papers were included in
the next iteration. 42 papers were selected in this iteration. In the second iteration, one
researcher read the full papers and reassessed the inclusion and exclusion criteria. Final
decision was taken jointly by the two researchers. This second iteration resulted in a set
of 20 papers. In the final iteration, we analyzed the authors of the papers and the data
used in the papers, and discarded two more papers to eliminate duplicate reporting on
the same data.

The final selection of 18 papers is [2–4, 10–24]. Since the focus of this literature
review is the experience of practitioners, the majority of the selected papers are surveys.
Table 1 provides an overview of the demographic information of all the surveys included
in this literature review. Papers [11–13] and [18] are not surveys but they are included
because they focus on the perspective of practitioners. Paper [11] is an analysis of mod-
elling tools and how they comply with a set of requirements. Paper [12] is a literature
review that focusses on primary studies. Paper [13] is an analysis of architectural lan-
guages and how they comply with a set of requirements and paper [18] is a literature
review of empirical studies on BPMN.

3.5 Quality Criteria

The quality criteria were not used for the selection of the papers, but are useful to indicate
the overall quality of the papers. For each type of paper, we defined a set of criteria.
For systematic literature reviews, the quality criteria are (1) the paper has a clear search
strategy based on the guidelines byKitchenham [7] and (2) the paper has a clear selection
strategy based on the guidelines by Kitchenham [7]. For systematic mapping studies,
the quality criterion is (3) the paper reports the protocol used. Furthermore, surveys
should comply with (4) the survey design is reported in the paper, (5) detailed survey



Model-Driven Engineering: A State of Affairs and Research Agenda 339

results are included in the paper and (6) the demographics of the survey participants are
discussed. Finally, all types of papers should comply with (7) a discussion of the threats
to validity is included. Most papers fulfilled the quality criteria. One survey [16] did not
fulfill criterion 6. The two literature reviews [12] and [18] and one survey [21] did not
fulfill criteria 7.

Table 1. Summary of demographic information of the surveys.
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[10] March ‘18-June ‘18 109 34 countries; USA is the top-popular country, 
followed by India, France, UK, and Turkey. 

USA

[2] Oct ‘16-March ‘17 108 33% 20% 8% 5% 2%
[14] June-Dec 2016 115 28 countries

[15] Oct 2013 113 unknown

[3] unknown 228 10,3
%

70,5
%

19,2
%

USA/Canada 70%

[4] July 2016 485 91 countries.

[16] unknown 50 unknown

[17] unknown 52 5,8% 15,40
%

55,80
%

0% 23,1
%

Asia/Pacific 55.80%

[19] Jan 2016 to
June 2016.

66 Worldwide USA 37%
Unknown 39%

[20] Apr.-May 2015 627 66% 14% 19% 1% Europe 66%

[21] unknown 222 Brazil
[22] Sept 2014 - April 

2016
96 67% 8% 4% Germany 40%

[23] Feb - April 2013 178 86,5
%

8,90
%

3,40
%

0,60
%

0,60
%

Europe 86,5% (Italy 
61,8%)

[24] unknown 17 unknown

4 Results

The selected papers use a variety of methods of data collection. Therefore, summarizing
this data is not straight forward. In order to make meaningful summaries of the data
for each research question, we often discuss the papers in separate groups depending
on how the results are reported. For each research question, the summary approach is
clearly indicated.
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4.1 RQ1 - For Which Aspects (Type of Activities) of Software Development Do
Practitioners Use Modelling Languages?

Two surveys [3, 22] asked their participants to answer using a 5-point Likert scale. In
order to be able to combine the results of these papers with the results of the other surveys
that do not use a Likert scale, the 5-points Likert scale data needed to be transformed to
binary data. The general approach used in this paper is to identify the questions of the
survey that correspond to the research question and sum the percentages for the points
of the Likert Scale that indicate an agreement. For example, in the survey of paper [22]
a Likert scale is used to investigate to what extent participants use models for a set of
suggested activities in software development (never & rarely – sometimes – often &
always). In this case, only one column clearly indicates agreement with the suggested
activities (often & always). Regarding the activity ‘discuss with colleagues’, 79% of
participants indicated ‘often & always’ and therefore consider this as an activity for
which they use models. These percentages can now be compared to the results of the
surveys not using Likert scale data [2, 4, 10, 13, 15, 18, 20].

The surveys addressing the first research question use a variety of frameworks to base
their survey questions on. A first framework are the software architecture viewpoints by
Rozanski andWoods [25]: the Context, Functional, Information, Concurrency, Develop-
ment, Deployment and Operational viewpoints. Paper [10] reports that the Information
and Functional viewpoints are modelled by the highest number of participants (99% and
96% respectively). Other viewpoints that were modelled by many participants are the
Deployment, Concurrency and Development viewpoints (75%, 66% and 64% respec-
tively). The Operational viewpoint was only modelled by 29% of the participants. Paper
[13] presents an evaluation of 113 architectural languages. This paper confirms that the
Logical and Information viewpoints are supported by the majority of the architectural
languages (91% and 78% respectively). The concurrency viewpoint is supported by 45%
of the languages, but the Development, Deployment and Operational viewpoint are sup-
ported by a relatively few architectural languages (26%, 15% and 10% respectively).
Two additional viewpoints discussed in this paper are the behavioral viewpoint which
is supported by 46% of the architectural languages and the Physical viewpoint which
is supported by 15% of the architectural languages. The viewpoints that are supported
by the most languages according to paper [13] are also the viewpoints that are the most
modeled by practitioners according to paper [10].

Two papers designed their survey according to phases in the development lifecycle.
While not referring explicitly to the Rational Unified Process (RUP) framework, we
used it to unify the results of two papers. The RUP framework [26] contains 6 engineer-
ing disciplines (Business modelling, Requirements Engineering, Analysis and Design,
Implementation, Testing, Deployment) and three supporting disciplines (Configuration
and change management, Project management, Environment). Paper [4] is a survey of
open source software developers. In 68% of the projects that use UML for design, the
UML models were implemented completely or with minor changes. Paper [20] is a
survey in the embedded systems industry. The disciplines where modelling was used
the most are Analysis and Design (89.5%), Implementation (74.4%) and Requirements
Engineering (64.1%).
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Table 2. Software development activities grouped by the dimension of the RE framework.

RE
dimension

pa
pe

r What are models used for? % using models  
frequently for this 
activity

HIGH frequency of use
negotiation [22] discuss with colleagues 0,790
documentation [20] Documentation generation 0,768

[22] visualize an idea or concept 0,750
[4] Documentation (e.g.: reverse engineered) 0,712

elicitation [4] Design/architecture for (existing/new) systems parts 0,705
[22] help me think, sketch a thought 0,700
[20] Understanding a problem 0,670

- [20] Code generation 0,762
[15] Simulation 0,681
[15] Code generation 0,664

MEDIUM frequency of use
negotiation [22] communicate with clients 0,440

[20] Communication 0,405
documentation [20] Documenting designs 0,578

[15] Information/documentation 0,531
[3] transcribing a design into digital format 0,517
[22] document a system or code 0,450

elicitation [22] capture domain knowledge 0,570
[3] developing a design 0,551
[22] design systems or code 0,550
[22] capture technical requirements 0,430
[22] capture client requirements 0,470
[3] brainstorming possible designs 0,448

LOW frequency of use
negotiation [22] negotiate consensus 0,260

[22] define contract (model is part of contract) 0,180
documentation [22] reconstruct knowledge from source code etc. 0,200
- [15] Test case generation 0,398

[20] Test-case generation 0,384
[15] Structural consistency checks 0,381
[20] Model-to-Model (M2M) transformation 0,373
[22] generate prototype code 0,350
[3] generating code (code editable) 0,344
[15] Traceability 0,336
[15] Behavioral consistency checks 0,336
[3] prototyping a design 0,322
[3] generating all code 0,310
[15] Timing analysis 0,283
[22] generate production code 0,280
[22] create a DSL 0,260

(continued)
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Table 2. (continued)

[15] Safety compliance checks 0,230
[15] Formal verification 0,221
[22] look up product details 0,200
[4] Verification 0,178
[20] Model simulation 0,151
[15] Reliability analysis 0,142
[4] Refactoring 0,141
[4] Code generation 0,129
[4] Models are test data 0,060

Finally, some surveys asked questions that were not based on a framework. To be
able to compare the answers from this group, we grouped the topics from surveys [3, 4,
15, 20, 22] according to the “Dimensions of RE” framework [27] as shown in Table 2.
Table 2 lists the topics with high (≥70%), medium (<70% and ≥40%) and low (<40%)
frequency of use separately. Papers [15] and [20] focus on software engineering for
embedded systems and report that the main purposes are code generation and documen-
tation. The activities for which more than 70% of participants indicate that models are
frequently used, lead to the conclusion that the main purposes are documentation and
elicitation of requirements and being used for negotiation to a lesser extent. The survey
in [2] is discussed separately since it is the only survey where participants chose on aver-
age just one purpose for their models. Therefore, we cannot compare the percentages
reported in paper [2] to the other surveys. The activities in paper [2] were coded into six
purposes. We mapped the first five onto the RE dimensions. The sixth coded purpose
was Requirements Engineering. Similar to the other surveys, the majority of participants
chose an elicitation activity: 42.6% participants selected an elicitation activity, 28.7% of
participants selected a documentation activity, 26.9% selected a negotiation activity and
11.1% of participants selected an activity that the authors classified under the general
category “Requirements Engineering”.

Paper [18] is a systematic literature review on BPMN that concludes that documen-
tation is the main activity that BPMN is used for. A final observation is that the purposes
that fall outside the three “Dimensions of RE” score low (Code generation, creating a
DSL, prototyping design, reconstruct knowledge from source code…).

4.2 RQ2 - Which Other Modelling Languages Are in Use Next to BPMN
and UML and How Often Are They Used?

For this research question, we only considered general papers that do not focus on a
specific language: surveys [2, 3, 14–16, 20, 22]. In 6 of the 7 papers, UML is reported
as the most used modelling language, with at least 41.6% of the participants in each of
the surveys using it. Paper [3] shows slightly different results. Here, ERD is the most
popular modelling language with 40% of participants using it very often, followed by
structured design models which were used very often by 38% of the participants. The
use of UML is split into three categories in this survey. 34% of the participants use UML
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2.* very often, 33% of the participants use any version of UML very often and 27%
of the participants use UML 1.* very often. Paper [3] is the only paper with American
authors and it reports that 70% of the participants are from the USA or Canada as shown
in Table 1.

In papers [10, 14, 20, 23], participants were also asked about the UML diagram types
they use the most. Across all papers alike, class diagrams are among the top 2 most used
diagram types.

According to papers [3, 14, 15, 20, 22] a secondary group of languages are Domain
Specific Languages. The percentage of use varies from 8% [15] to 36% [14].

BPMN is mentioned by 2 papers that report contradicting results. Paper [2] reports
34,6% of the 108 participants using BPMN and paper [21] reports only 12 of the 96
participants (12,5%) using BPMN. A notable difference is that in paper [22] 40% of
the respondents are from Germany while the population surveyed in paper [2] is more
diverse. Another difference is that paper [22] specifically targets Industrial Software
Development. In five surveys [2, 14, 15, 20, 22], 5% to 21.2% of the participants use
SysML and in two surveys [14, 20], 16.9% to 19% of the participants use UML profiles.

4.3 RQ3 - Which Problems/Difficulties/Requirements Do Practitioners Have
with Model-Driven Engineering?

Out of the 18 selected papers, 14 discuss this topic. Ten of these are surveys and
asked about the requirements that practitioners have for modelling languages, short-
comings in model-driven engineering, disadvantages of modelling languages and tools
and inhibitors for successful adoption of model-driven engineering. Six surveys [2, 3,
15, 19–21] asked their participants to answer using a 5-point Likert scale. The approach
described in RQ1 is applied. For example, in the survey of paper [20], regarding the prob-
lem ‘difficulties with model-level debugging’, 6% of participants indicated ‘strongly
agree’ and 68% of the participants indicated ‘agree’. Therefore, we summarize this as
74% of participants considering ‘difficulties with model-level debugging’ a problem of
MDE environments or tools.

These percentages can now be compared to the results of the surveys not using Likert
scale data [14, 16, 17, 24]. For these 10 surveys, the problems thatwere identified bymore
than 60% of the participants were consolidated. The next step is to code the different
responses in order to summarize them. This was done by mapping the responses onto
one of two complementing frameworks: the Physics of Notations framework [28] and
Lago’s framework [29]. The Physics of Notations framework refers to characteristics of
a Notation in terms of its ease of understanding, while Lago’s framework provides an
overview of practical requirements for architectural languages based on a survey with
practitioners. The remaining problems that could not be mapped to one of these two
frameworks were sorted in categories under ‘Other’ in Table 3.

The problems can be summarized in Table 3. The 5 problems that were identified by
three or four separate surveys are highlighted in the table.
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Table 3. Practitioners’ issues with model-driven engineering.

Issues [2] [14] [15] [3] [16] [17] [19] [20] [21] [24]
To-
tal

Lago 3 5 1 2 3 14
(Lago) automated analysis 1 2 3
(Lago) extensibility and customization 3 3
(Lago) large-view management 1 1 2
(Lago) programming framework 1 1
(Lago) support for collaboration 1 1 2
(Lago) support for software architec-
ture-centric design 1 1
(Lago) support for versioning 1 1
(Lago) support to specify nonfunc-
tional properties/(Lago) automated 
analysis 1 1

Other 1 9 7 8 2 1 28
- 1 1 2
cost 1 1
cultural/social/management inhibitors 4 4
customer support by tool manufacturer 1 1
external tool integration/model 
transformation & export 5 1 1 7
high effort in acquiring MBSE skills 1 1 1 3 6
high effort in using tool 2 2 1 5
synchronization between model and 
code 2 2

PoN 9 1 9 1 3 23
(PoN) cognitive fit 1 1 1 2 5
(PoN) cognitive fit/(PoN) cognitive in-
tegration 1 1
(PoN) cognitive integration 1 1 2
(PoN) complexity management 1 1 2
(PoN) dual coding 1 1 2
(PoN) graphical economy 1 1 2
(PoN) perceptual discriminability 1 1 2
(PoN) semantic transparency 1 1 2
(PoN) semiotic clarity 1 1 2
(PoN) visual expressiveness 1 1 1 3

Finally, there are four papers addressing this research question that don’t include a
survey [11–13, 18]. In paper [11] the authors provide a list of requirements for tools that
practitioners find important. Paper [12] is a systematic literature review that list quality
criteria used in primary studies and their frequency of appearance. Paper [13] lists the
requirements for modelling languages that are part of Lago’s framework. Paper [18]
is a systematic literature review on BPMN that reports two common disadvantages of
BPMN: “Less than 20% of the BPMN vocabulary is common used” and “Utilization in
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specific domain can be difficult”. The problems mentioned by these four papers can be
mapped to the above mentioned problems, whereby each problem is mentioned at most
once or twice.

Table 4. Areas of benefits of model-driven engineering according to practitioners

Area of benefits [14] [15] [3] [4] [19] [20] [22] Total
RUP discipline - Analysis and Design 1 2 4 5 5 1 1 19
Quality management 7 2 3 1 13
RUP discipline - Implementation 4 4 1 3 12
RUP discipline - Requirements Engineering 2 1 4 1 1 9
RUP discipline - Deployment 2 1 2 1 6
General 1 2 2 5
RUP supporting discipline - Project management 1 2 3
Cost savings 1 1 2
RUP discipline - Testing 2 2
RUP discipline - Business modelling 1 1
Accessibility/support 1 1
RUP discipline - Implementation & Testing 1 1

4.4 RQ4 - What Are the Benefits of Model-Driven Engineering According
to Practitioners?

Nine of the 18 selected papers discuss this topic, out of which 8 are surveys: [3, 4, 14–16,
19, 20, 22]. Again, the data collection approaches are quite varied. From each survey, we
selected the benefits that were confirmed by at least 60% of the participants. For surveys
using a Likert scale, the same approach was used as in RQ3. We collected all these
benefits and mapped them onto a discipline of the Rational Unified Process framework
presented. Someof the benefits could not be placed in a discipline. Theywere put in oneof
the following categories: Quality management, General benefits, Accessibility/support
and Cost savings. Most of the benefits fell under these five categories:

• RUP discipline – Analysis and Design (e.g.: making complex design decisions,
brainstorming & collaboration, understanding & explaining a system’s behavior etc.)

• RUP discipline – Requirements Engineering (requirements analysis, traceability of
requirements, etc.)

• Quality management (integrity, reliability, etc.)
• RUP discipline – Implementation (code generation, reusability, shorter development
time, etc.)

• RUP discipline – Deployment (maintainability, modifications, etc.)

Paper [18] is the only paper without a survey. Three of the six benefits of BPMN that
were identified in this paper can be categorized under ‘accessibility/support’. The others
fall under ‘RUP discipline – Analysis and Design’, ‘RUP discipline – Implementation’
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and ‘RUP discipline – Business modelling’. Table 4 presents the results in descending
order of number of mentioned benefits.

5 Discussion

In general, there is a lack of unified terminology used in the papers to describe the
issues that practitioners face when they use modelling languages. Many papers also do
not provide enough details about the demographics of the survey’s sample, or do not
provide the details about the questionnaire used. All these elements make it hard to
compare and summarize results across different surveys.

For RQ1, we noticed that the modelling purpose ’Documentation (e.g.: reverse engi-
neered)’ scores high in paper [4], but the similar purpose ‘reconstruct knowledge from
source code etc.’ in paper [22] scores low. This could be due to differences in the pop-
ulations of the surveys. Paper [4] is a survey with 485 respondents across 91 different
countries, and paper [22] is a survey with 96 participants of which 40% are from Ger-
many. Similarly, ForRQ2, the reported results in the papers varied.Also these differences
in results could be due to differences in the population or a different focus/domain of
expertise of the respondents.

When contrasting the results of RQ1 and RQ4, we see that in RQ1 we concluded
that modelling is mostly used for the ‘Analysis and Design’, ‘Implementation’ and
‘Requirements Engineering’ discipline of the RUP framework [26]. These disciplines
were also considered among the five main benefits of modelling in RQ4.

When contrasting the results of RQ1 and RQ3, the results for RQ1 reveal that besides
the information and functional viewpoint, modelling is frequently used for the other
viewpoints as well, and -considering the lifecycle phases- not only for the early phases
of analysis and design and requirements engineering, but also for implementation. Given
the high frequency of goals in the range of communication, the fact that of all 65 reported
problems in Table 4, 23 (35%) are PoN -related problems, is a significant issue.

When contrasting the results of RQ3 and RQ4, we see that while some of the main
benefits of modelling are collaboration and understanding and explaining the system’s
behavior according to the results of RQ4, RQ3 indicates that there are still many prac-
titioners that experience understandability issues related to the PoN framework. This
contradiction could be due to the varying levels of experience and fields of exper-
tise of the participants of the surveys. It is therefore important to keep improving the
understandability of modelling languages to account for the diversity in users.

Due to the diversity in scope, perspective and reporting in the papers selected for
this review, it is not possible to draw conclusions about the evolution of Model-Driven
Engineering in the last five years. When contrasting the results of this literature review
with the related research, we find that in paper [5], which was published in 2015, the
authors identify the complexity of modelling tools as one of the seven main issues of
the model-driven engineering field. In particular, they discuss the lack of usability of
the tools and the problems with tool interoperability. Based on the results of RQ3 these
are still big issues that practitioners face. A second problem identified in paper [5] that
practitioners still have is the lack of automated analysis of the quality of the models. This
problem also surfaced in the results of RQ3. One of the results reported in paper [6] is
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that OWL is the most used ontology related language, with very few papers discussing
UML. In our results for RQ2, we see that UML is the most used modelling language
in practice. The main benefits of ontologies in paper [6] are related to improvements in
quality and requirements management. This corresponds to the benefits found in RQ4.

The results presented in this paper are also subject to some validity threats. The first
threat to the validity of this paper is the limitation of the search. While we followed
Kitchenham’s guidelines and used two databases containing millions of papers, it is
nevertheless possible that some papers were missed by the query. We nevertheless con-
sider the current set sufficiently large to allow for an acceptable level of confidence in
the results. Assuming that all surveys have been issued to disjoint populations, in total
a population of around 2500 practitioners is reported on in this meta-survey.

A second threat to validity is the publication lag. The survey that was conducted
most recently is from 2018, but often the surveys are older or the period wherein the
survey was conducted is not reported. While we were aiming for reviewing the period
of 2015–2020, in practice, the data itself relates to the period of 2013–2018.

A Final threat to validity is that the surveys were based on different frameworks and
often incomplete in the reporting of the demographic information and in the explanation
of their questions and answer options. While we attempted to be as careful as possi-
ble when matching results, we nevertheless were sometimes required to make certain
interpretations in order to summarize the results.

6 Conclusion

This meta-review of survey and review papers published in the last 5 years provides an
overview of how practitioners use modelling languages and what they perceive to be
the benefits and issues of Model-Driven Engineering. We found that modelling is very
highly used in the functional and information viewpoint, during the design phase of the
software development lifecycle and for documentation and elicitation of requirements.
Themost frequently usedmodelling language isUMLand themost frequently usedUML
diagram types are class diagrams. While practitioners experience benefits of modelling
for analysis & design, requirements engineering, quality management, implementation
and deployment, they still struggle with a number of significant issues. In particular,
the most common reported problems are external tool integration/model transformation
& export, cognitive fit, visual expressiveness, high effort required in acquiring skills,
automated analysis and high effort required in using tools.

The issues identified in this review may serve for the identification of a research
agenda. In particular, a first point would be to identify possible improvements for usabil-
ity of the tools. A second closely related issue to address is the interaction, integration
or interoperability of different tools. Finally, a third issue we want to investigate further
is how the understandability of models can be enhanced, either by improving current
languages or by providing additional help for non-proficient users.
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