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Preface

The CAiSE Forum is a place within the International Conference on Advanced Infor-
mation Systems Engineering (CAiSE) for presenting and discussing new ideas and tools
related to information systems engineering. Intended to serve as an interactive platform,
the Forum aims at the presentation of emerging new topics and controversial positions, as
well as demonstration of innovative systems, tools, and applications. The Forum sessions
at CAiSE facilitate the interaction, discussion, and exchange of ideas among presenters
and participants.

Two types of submissions are invited to the Forum:

(1) Visionary papers that present innovative research projects, which are still at a rel-
atively early stage and do not necessarily include a full-scale validation. Visionary
papers are usually presented as posters.

(2) Demo papers describing innovative tools and prototypes that implement the results
of research efforts. The tools and prototypes are presented as demos at the Forum.

This year, the CAiSE conference, originally planned to be held in Melbourne,
Australia, took a virtual form due to the COVID-19 pandemic.

Contributions to the CAiSE 2021 Forum addressed many of the CAiSE 2021
conference topics and in particular this year’s theme: Intelligent Information Systems.

The 18 papers presented in this volume were carefully reviewed and selected. The
management of paper submission and reviews was supported by the EasyChair confer-
ence system in a double loop. Selecting the papers to be accepted has been a worthwhile
effort.

The CAiSE Program Board recommended 14 visionary papers, submitted as short
papers to the main conference, which were among the top 30% of the submissions
to CAiSE 2021 in terms quality and innovation. The four demo papers were directly
submitted to the CAiSE forum and were accepted for their high potential. All papers
received three reviews from the members of the forum Program Committee and the
Program Board, and were presented in the cyber space of CAiSE 2021 during the forum
session.

As the CAISE 2021 Forum chairs, we would like to express again our gratitude to
the Forum Program Committee and also to the CAiSE Program Board for their efforts in
providing very thorough evaluations of the submitted papers. We also wish to thank all
authors who submitted papers to the CAISE 2021 Forum for having shared their work
with us.

Last but not least, we thank the organizers of CAiSE 2021 for their help with the
organization of the event, particularly adjusting to the changing circumstances during
the global COVID-19 crisis and facilitating the transformation to a virtual event. We
would have liked to meet in person in the lovely city of Melbourne. We wish to thank
the CAiSE 2021 Program Committee Chairs and the Organisation Committee for their
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support. We also thank Springer, and in particular Ralf Gerstner and Christine Reiss, for
their assistance during the production of the proceedings.

May 2021 Selmin Nurcan
Axel Korthaus
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Evolution of an Adaptive Information
System for Precision Medicine

Ana León(B) , Alberto Garćıa S. , Mireia Costa, Andrea Vañó Ribelles,
and Oscar Pastor

PROS Research Center, Universitat Politècnica de València,
Camı́ de Vera, s/n, 46022 València, Spain
{aleon,algarsi3,opastor}@pros.upv.es,

{micossan,anvari}@etsii.upv.es

Abstract. Precision Medicine has emerged as a computational app-
roach to provide a personalized diagnosis, based on the individual vari-
ability in genes, environment, and lifestyle. Success in such aim requires
extensible, adaptive, and ontologically well-grounded Information Sys-
tems to store, manage, and analyze the large amounts of data gener-
ated by the scientific community. Using an existing adaptive informa-
tion system (Delfos platform) supported by a conceptual schema and
an AI algorithm, the contribution of this work is to describe how the
system has been improved to address specific challenges regarding the
clinical significance of DNA variants. To do so, the following topics are
addressed: i) provide an ontologically-consistent representation of the
problem domain; ii) improve the management of clinical significance
conflicts; iii) ease the addition of new data sources; and iv) provide a
scalable environment more aligned with the data analysis requirements
in a clinical context. The aim of the work has been achieved by using a
Model-Driven Engineering approach.

Keywords: MDE · Conceptual modeling · Information Systems ·
Precision Medicine

1 Introduction

Precision Medicine (PM) has emerged as a computational approach to interpret
omics (e.g., proteomics, genomics, and metabolomics), facilitating their appli-
cation to healthcare provision [2]. One of the pillars of the PM approach is the
genetic diagnosis, that is based on determining the practical importance of each
DNA variant according to its role in the development of disease (known as clinical
significance). There are different public databases that provide interpretations
of the clinical significance of variants (i.e. variant interpretations) such as Clin-
Var (www.ncbi.nlm.nih.gov/clinvar/), Ensembl (www.ensembl.org/index.html),
ClinGen (www.clinicalgenome.org) and CIViC (www.civicdb.org/home).

Even though the mentioned databases are an excellent source of information,
the interpretation of the clinical significance that they provide is a challenging
c© Springer Nature Switzerland AG 2021
S. Nurcan and A. Korthaus (Eds.): CAiSE Forum 2021, LNBIP 424, pp. 3–10, 2021.
https://doi.org/10.1007/978-3-030-79108-7_1
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process that may significantly affect diagnosis and clinical care recommendations
[4]. Our experience with these repositories has allowed us to identify two main
problems: i) lack of a clear representation of the clinical significance at phenotype
level; and ii) a generic and sometimes not very precise identification of conflicts
between interpretations. The consequence of these problems are explained in
detail in Sect. 2.

Adaptive Information Systems (AIS) are key to overcome these challenges,
by extending and adapting their functionality to the dynamism of the domain,
presenting the available evidence with a well-grounded ontological basis, and pro-
viding automated algorithms to properly handle conflicts. The contribution of
this work is to describe how using a Model Driven Engineering (MDE) approach,
the above mentioned problems can be solved to improve an existing genomic
platform, Delfos platform, to: i) consistently represent what a variant interpre-
tation is; ii) allow the efficient management of conflicts between interpretations;
and iii) provide a consistent environment for the precise evaluation of the clin-
ical significance of DNA variants in the context of an efficient genomic data
management.

To this aim, the work is organized as follows: Sect. 2, describes in detail
the problem and the consequences from an information Systems Engineering
perspective. Section 3 presents our proposed solution. Finally, Sect. 4 concludes
and discusses future research directions.

2 Clinical Significance and Conflict Management

2.1 The Clinical Significance

The clinical significance is the practical importance of a variant effect (e.g.,
benign, pathogenic, or uncertain significance). The clinical significance of each
variant is interpreted by experts, after the review and evaluation of the available
evidence that supports the association of the variant with a phenotype (trait or
disease). Different public and nonpublic databases provide interpretations of the
clinical significance of variants, as introduced in Sect. 1.

A DNA variant can be interpreted multiple times by different experts and for
different phenotypes. To help experts assess the clinical interest of a variant, an
aggregate clinical significance is usually provided by these databases, which is
useful to determine if the different interpretations are concordant or discordant.
For example, the variant c.986A > C has been interpreted in ClinVar by 13
experts for different phenotypes (e.g. glycogen storage disease, GBE1-Related
disorders, and polyglucosan body disease) [1]. As all the experts consider the
variant as pathogenic in all the interpretations, and for all the phenotypes, the
aggregate clinical significance is pathogenic.

Nevertheless, the complexity of human disease implies that the effect of a
variant may be different for different phenotypes. In such cases, the databases
do not compute a precise aggregate, and the user must review and analyse each
of the experts’ interpretations to identify the correct role of the variant for
each phenotype. This frequently conforms a tedious, manual, and prone-to-error
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working process that diminishes the added value of Information Systems for the
development of an efficient PM. Nevertheless, the higher impact of this approach
occurs when conflicts between interpretations are analyzed.

2.2 Conflicting Interpretations

The conflicts between interpretations arise when experts disagree about the role
of a variant in the development of disease. In general, interpretations have a
high degree of concordance [7]. However, as knowledge about the mechanisms of
disease evolves, the existence of conflicts in the interpretation of variants over
time is not uncommon [6].

As mentioned, the different interpretations of a variant are typically aggre-
gated into a “global” clinical significance. As a consequence, a variant that has
been interpreted as disease causing for a given phenotype, and as not disease
causing or uncertain for another, could be considered as having conflicting inter-
pretations. These variants are more likely to be discarded from genetic diagnosis
since they are considered as conflicting, although their exclusion could lead to
missing important information.

Thus, the precise analysis and treatment of the conflicts is a key feature of
any information system that integrates data from different sources.

3 Extending an AIS by Adding the Clinical Actionability

In the PROS Research Center (http://www.pros.webs.upv.es/), we have devel-
oped an AIS, called the Delfos platform, ontologically supported by the Concep-
tual Schema of the Human Genome (CSHG). [3,5] and a deterministic classifi-
cation AI algorithm.

The aim of Delfos is to ease the management of the genetic data with clin-
ical purposes. Thanks to the ontological support of the CSHG, Delfos can be
extended to include new functionality, and consequently can be adapted to any
change in the domain.

Initially, the CSHG modeled variants so that they can be associated with mul-
tiple clinical interpretations (see Fig. 1). Each variant (Variation class) may have
multiple clinical interpretations provided by the scientific community (Signifi-
cance class) for each Phenotype. Interpretations are described by the “Clinical-
Significance” and the “levelOfCertainty” attributes. The “ClinicalSignificance”
determines the practical importance of the variant. The “levelOfCertainty” rep-
resents the relevance of the evidence used by each expert to assess that impor-
tance.

Nevertheless, in the context of an advanced genomic management platform,
the aggregate clinical significance approach, followed by most of the genomic
sources, is not useful because of the problems and uncertainties mentioned in
Sect. 2. This led to the need of providing a better solution.

To this aim, we have followed a MDE approach with the following steps: i) an
ontological characterization of the main concepts, ii) an extension of the CSHG

http://www.pros.webs.upv.es/
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Fig. 1. Clinical Significance in the CSHG

to represent the new knowledge, and iii) an application of changes to make a
new version of the Delfos platform. MDE promotes the systematic use of models
in order to raise the level of abstraction at which software is specified, increasing
the level of automation in software development, what we consider to be the
most appropriate approach according to the context and aim of this work.

3.1 Ontological Characterization

As mentioned in Sect. 2.1, the clinical significance is the practical importance of a
variant effect, commonly associated with a phenotype. The impact of this effect
is characterized according to terms such as Pathogenic (variants that cause a
disorder), Protective (variants that decrease the risk of a disorder) and Uncertain
significance (variants with insufficient or conflicting evidence about their role in
disease).

To help assess the degree of concordance between interpretations, databases
compute an aggregate clinical significance, but without specifying which one
corresponds to each phenotype. This means that the treatment of conflicts are
reduced to a limited number of terms, excluding potentially relevant combina-
tions.

3.2 Evolution of the Conceptual Schema

The different types of clinical significances can be grouped according to their
likelihood of being the cause of a potentially damaging phenotype, or provid-
ing protection against one. Clinical significances related to drug or treatment
responses are special cases since their definition does not specify if the effect is
positive or negative.

Using this approach as basis, we propose to create an aggregate value for each
phenotype associated to a variant, by grouping the different interpretations into
a new conceptual entity that we have called “clinical actionability”. Therefore,
instead of having a general term for each variant (an approach whose limitations
have been stated in Sect. 2), the information system would provide a set of
terms that allows a more precise assessment of a variant effect, according to
the different phenotypes that have been studied. This approach is more aligned
with the data analysis requirements in the context of a clinical practice. To
represent this new knowledge, and provide the Delfos platform with the new
functionality, the conceptual schema on which the information system is based
must be modified.
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Fig. 2. Conceptual schema to represent the clinical actionability

Figure 2 represents the new Actionability class, associated with the Vari-
ation, Phenotype, and Significance classes. The clinicalActionability attribute
(Actionability class) represents the practical importance of the variant effect.
For each phenotype of a variant (Phenotype class), the clinical actionability
is calculated as an aggregate of the different clinical significances (Significance
class) provided by experts. Only one clinical actionability is allowed for each
Variation-Phenotype pair (represented as a constraint to ensure data integrity).

Fig. 3. Distribution of the different clinical significance types according to their likeli-
hood of being the cause of a potentially damaging phenoytpe.

Once the conceptual schema is defined, the next step is to specify how the
clinical actionability is calculated. Using the likelihood distribution shown in
Fig. 3, we have defined the following terms to describe the different clinical
actionability types:
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– Disorder causing or risk factor: The variant is the cause of the phenotype, or
increases the likelihood of presenting it. This group includes the interpreta-
tions whose clinical significance is pathogenic, likely pathogenic, affects, risk
factor, or association.

– Not disorder causing or protective effect: The variant is not the cause of the
phenotype, or provides a protective effect against it. This group includes the
interpretations whose clinical significance is benign, likely benign, association
not found, or protective.

– Affects drugs or treatment response: The variant affects the sensitivity or
response to the specified drug or treatment. This group includes the interpre-
tations whose clinical significance is drug response or confers sensitivity.

– Uncertain role: The role of the variant in the development of the phenotype is
not clear. This group includes the interpretations whose clinical significance is
uncertain significance, or when conflicts between interpretations are present.

– Not provided: The variant does not have interpretations and as a consequence
the clinical significance is unknown.

Conflicts between interpretations occur when there is less than 75% of agree-
ment in the role of the variant, regarding the development of the associated
phenotype. This decision has been taken to avoid situations where an old or not
reliable interpretation contradicts the major agreement of the scientific commu-
nity. Conflicts occur in the following situations:

– Presence of interpretations whose clinical significance belongs to the disorder
causing or risk factor group, and to the not disorder causing or protective
effect group.

– Presence of interpretations whose clinical significance belongs to the disorder
causing or risk factor group, and to the uncertain role group.

– Presence of interpretations whose clinical significance belongs to the not dis-
order causing or protective effect group, and to the uncertain role group.

Interpretations with no clinical significance provided are not considered for
the identification of conflicts. For example, if there are three interpretations for
the same phenotype - one of them pathogenic, another one benign, and the third
one without the clinical significance specified - only the pathogenic and benign
interpretations will be considered, resulting in the presence of conflicts. As a
consequence, in this example, the clinical actionability of the variant will belong
to the uncertain role group.

Despite the low impact of the changes at the conceptual-model level, the
implications for the analytical capabilities of the information system are rele-
vant. The impact of these changes are: i) Abstraction of the different variant
effects according to their likelihood of being disease causing or protective, ii)
Possibility of evaluating the clinical impact of variants for each associated phe-
notype, and iii) Decrease of the effort required to add new data sources that
use different terms to classify the clinical significance. These changes in the con-
ceptual schema, have been translated into changes in the implementation of the
information system that supports the Delfos platform.
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3.3 New Delfos Version

The AIS that constitutes the core of the Delfos platform has three main modules:

1. The extraction and transformation module connects to the databases that
provide the input data to the system.

2. The identification module is based on an deterministic AI classification algo-
rithm that evaluates the input data, and uses the relationships between the
concepts of the CSHG to identify clinically relevant variants.

3. The visualization and exploitation module provides the Graphic User Inter-
face required to query and visualize the knowledge stored in the database
that serves as internal data storage.

The main changes affect the AI algorithm, and the way the new knowledge
is visualized and accessed by the final user. The rules used to define the differ-
ent clinical actionability groups, and the criteria required to identify conflicts
between interpretations, have been added to the AI algorithm. These changes
improve its capability of identifying relevant variants. The internal data storage
has been modified to store this new knowledge, according to the specifications
of the conceptual schema. Finally, the visualization and exploitation layer has
been adapted to provide the required usability.

Thanks to the above mentioned changes, the Delfos platform has been
improved to correctly address the problems mentioned in Sect. 2. Using the app-
roach presented in this work, the Delfos platform is able to identify which phe-
notypes have real conflicts between interpretations, and considers that the effect
of the variants could be relevant in other cases. If this information were missing
in a genetic analysis, the diagnosis and treatment of patients would be severely
affected.

4 Conclusion and Future Work

AIS are key to provide the technological support required to developing correct
and accurate genetic diagnosis in the dynamic context of PM. In this work,
we have identified two main challenges that led to the need of improving an
existing information system (the Delfos platform). The first challenge was the
lack of a clear characterization of the variant’s clinical significance interpretation
at phenotype level; and the second challenge was a generic and sometimes not
very precise identification of conflicts between interpretations.

Since Delfos is an AIS supported by a conceptual model and an AI algorithm,
we have improved the system by using a MDE approach to: i) consistently rep-
resent what a variant interpretation is; ii) allow the efficient management of con-
flicts between interpretations; iii) ease the integration of interpretations coming
from different data sources; and iv) provide a consistent environment aligned
with the data analysis requirements in the context of a clinical practice.

Genomics knowledge is under constant evolution. Therefore, the Delfos plat-
form must be frequently updated to adapt to the dynamism of the domain. The
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main advantage of using and AIS platform is that its extension can be done by
reusing what has already been developed, focusing on evolving only the parts
that have changed, and reducing the development effort required.

Acknowledgements. This work was supported by the Spanish State Research
Agency [grant number TIN2016-80811-P]; and the Generalitat Valenciana [grant num-
ber PROMETEO/2018/176] co-financed with European Regional Development Fund
(ERDF).
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Institute of Computer Science, University of Tartu, Tartu, Estonia
{amefon.affia,rma}@ut.ee

Abstract. Autonomous vehicles (AV) are intelligent information sys-
tems that perceive, collect, generate and disseminate information to
improve knowledge to act autonomously and provide its required ser-
vices of mobility, safety, and comfort to humans. This paper combines
the security risk management (ISSRM) and operationally critical threat,
asset, and vulnerability evaluation (OCTAVE allegro) methods to define
and assess the AV protected assets, security risks, and countermeasures.
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1 Introduction

Information systems (IS) involve in the gathering, processing, storing, and
distributing information to perform specific tasks and make decisions [14].
Autonomous vehicles (AV), a.k.a., self-driving cars, infer as the intelligent infor-
mation systems (IIS) because they perceive, collect, generate and disseminate
sensitive information to improve knowledge to act autonomously and provide
its required services of mobility, safety, and comfort to humans. Therefore, it is
necessary to secure data and information against malicious use and its resulting
security risks. But the current studies focus on the automotive aspect of the AVs
and do not consider the AV as an information system. This shortcoming leads
stakeholders to miss vital security-related knowledge of the AV information col-
lection, manipulation and actuation activities to make well-informed decisions
regarding security investment in AV systems.

In this study, we analyse how autonomous vehicles as intelligent information
systems can be protected against security risks? Specifically, we focus on vehicles
that have achieved autonomy as defined in the SAE J3016 [28] standard – which
is level 4 (semi-AVs that autonomously perform all driving functions under cer-
tain conditions, e.g. on a specific type of road or at certain times) and level 5 (full
AVs that perform all driving functions under all conditions autonomously). We
combine the domain model for IS security risk management (ISSRM) [11] with
the operationally critical threat, asset and vulnerability evaluation (OCTAVE
c© The Author(s) 2021
S. Nurcan and A. Korthaus (Eds.): CAiSE Forum 2021, LNBIP 424, pp. 11–19, 2021.
https://doi.org/10.1007/978-3-030-79108-7_2
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allegro) [5] to explore the security risks in AVs through the literature study and
case analysis.

2 Research Method

There exist different methods aimed at security risk management, relevant for
use in AVs: for example, EVITA [13], ETSI Threat, Vulnerability and imple-
mentation Risk Analysis (TVRA) standard [12], HEAVENS security model [21],
Security-aware hazard and risk analysis method (SAHARA) [17]. These methods
provide guidelines when considering AV security; however, they lack a consis-
tent approach for identifying vulnerabilities, threats/attacks, risk assessment,
risk estimation, and risk treatment. Consequently, we did not find a standard or
method in the literature that apply to AV security, given its complex capabilities
and its overlap across multiple information domains.

In this study, we combine the ISSRM domain model [11] and the OCTAVE [5]
method. OCTAVE guides the assessment of information security risks; it contains
templates to document risk management activities and guide data collection for
probability and security risk impact estimation. But OCTAVE does not support
an explicit risk analysis process. The ISSRM domain model guides elicitation of
assets, attack methods, vulnerabilities, threats, risks, and solutions to mitigate
risks. Initially developed for IS risk management, the ISSRM domain model is
also applicable in the AV systems as these systems gather, manipulate, interpret
and disseminate information for the stakeholders. A combination of OCTAVE
and ISSRM strengthens the analysis (i) with the ISSRM guidance for the security
risk definition and (ii) with the OCTAVE templates for security risk estimation.

3 Literature Study

Assets. Following [2], the AV system can be decomposed to perception, net-
work and application layers, as illustrated in Fig. 1. The business assets are
defined as data and information that are valuable in the system with its security
needs to be estimated using the security criteria (i.e., confidentiality, integrity
and availability). The perception layer includes the system components respon-
sible for collecting video, location and travel, surrounding environment and other
data [24,27,28]. The collected data is transmitted to the application layers using
the network layer. The application layer uses the collected data to perform tasks,
i.e., calculate routes. An actuation module uses these calculations to perform
autonomous functions.

Security Risks. In the literature, we have identified security risks (see Table 1,
columns 1–3). Eleven risks (R1–R9, R16) are identified at the perception layer,
seven (R10–R11, R19–R23) – at the application layer, and four (R12–R15) at
the network layer. R17 can be found at all layers, and R18 is identified at the
network and application layers. Details of security risks could also be found
in [26]. We do not consider the risks in Table 1 as exhaustive but aim to raise
awareness of the AVs’ risks.
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Fig. 1. Literature study: AV system assets (adapted from [26])

Table 1. Literature study: Security risks and countermeasures

Risk ID Literature Risk name Countermeasure Literature

R1 [19,27,28] Jamming ultrasonic sensors Noise detection and rejection; Multiple sensors for redundancy check [28]

R2 [19,27,28] Spoofing ultrasound sensors Noise detection and rejection; Multiple sensors for redundancy check [28]

R3 [19,23,28] Acoustic quieting on ultrasound sensors Multiple sensors for redundancy check [28]

R4 [19,23,27,28] Jamming radar Noise detection and rejection; Multiple sensors for redundancy check [28]

R5 [19,23,27,28] Spoofing radar Noise detection and rejection; Multiple sensors for redundancy check [28]

R6 [19,24,28] Blinding cameras Multiple cameras; Filter to remove harmful light [24,28]

R7 [24] Confusing controls using camera inputs Multiple cameras; Filter to remove harmful light [24,28]

R8 [19,24] Relay attack on LiDAR Multiple LiDAR inputs; Random probing; Shorten pulse period [24,28]

R9 [19,24,27] Spoofing LiDAR Multiple LiDAR inputs; Random probing; Shorten pulse period [24,28]

R10 [27] Code modification Device authentication; Anti-Malware; Isolation [25,27]

R11 [27] Code injection Device authentication; Anti-Malware; Isolation [25,27]

R12 [25,27] Packet sniffing Encryption; Device and user authentication [25,27]

R13 [19,25,27] Packet fuzsing Encryption; Device and user authentication [25,27]

R14 [23] Inject CAN messages Encryption; Device and user authentication [25,27]

R15 [19,23] Eavesdropping CAN messages Encryption; Device and user authentication [25,27]

R16 [19,22,23] GPS: Jamming and spoofing Nullification, Monitoring signals and identification nodes [20,27]

R17 [23] EMP attack Isolation [25,27]

R18 [23] Malware injection Firewall; Anti-Malware; Isolation [27]

R19 [19,23] Manipulate map data User authentication; Device authentication; Isolation [25,27]

R20 [19] Extract map data User authentication; Device authentication; Isolation [25,27]

R21 [19] Delete map data User authentication; Device authentication; Isolation [25,27]

R22 [19] Disable actuation module Isolation; Access control [25,27]

R23 [19] Induce bad analysis Isolation; Access control; Input validation [25,27]

Countermeasures identified in the literature are presented in Table 1 (see
columns 4 and 5). Some key countermeasures at the perception layer are noise
detection, rejection, and the use of multiple input sources [24,28]. At the net-
work layer, countermeasures are encryption, special devices and user authen-
tication techniques [25,27]. At the application layer, countermeasures include
anti-malware software, firewalls, access control and user authentication.
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4 Case Analysis

We have combined the ISSRM and OCTAVE methods to assess the Lexus
RX450h AV system in the laboratory environment1. The car’s architecture is
presented in Fig. 2; it is adapted from our literature study (see Fig. 1). The
figure also illustrates how risks are associated. Table 2 shows an example of one
risk – R6. Here, an attacker with some expertise and tools sends malicious optical
inputs targeting the AV cameras(system assets) because the cameras are vul-
nerable to blinding attacks. If the event happens, it negates the integrity of video
and picture data leading to unreliable data sensed by the cameras that could

Fig. 2. Case analysis: AV assets and associated security risks (adapted from [26])

1 https://www.cs.ut.ee/en/autonomous-driving-lab.

https://www.cs.ut.ee/en/autonomous-driving-lab
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provoke wrong decisions when the car is driving/steering. In [26], all considered
security risks are explicitly defined using the ISSRM domain model.

Countermeasures are suggested at all three AV layers – perception, network,
and application – to mitigate the security risks. We also elicit the relative coun-
termeasure costs. For example, to reduce risk R6, two controls are suggested:
(i) multiple sensors for redundancy check estimated with a low cost and (ii)
filter to remove harmful light with a high cost. The complete risk management
documentation of the Lexus RX450h AV system can be accessed in [26].2,3

Limitations of Case Analysis. The case study AV is still in the early develop-
ment phase (i.e., laboratory settings), so we could not consider the system and
business assets throughout its life-cycle management; thus, the risk estimations
could change. Additionally, we apply security risks found in the literature in our
case study. Although we have discovered added risks, our security risk analysis
and estimation is limited by those we identified in the literature.

Table 2. Risk estimation using OCTAVE (R6: Blinding cameras)

5 Concluding Remarks

AVs, as IIS, provide a unique perspective on how security risks should be handled
while considering the autonomy of data gathering, manipulating, disseminating
and actuating functions. In this section, we conclude the paper with the lessons
learnt and an overview of the related studies.
2 Full risk management documentation for R6 https://git.io/JkCBf.
3 Full risk management documentation for other security risks https://git.io/JkCBY.

https://git.io/JkCBf
https://git.io/JkCBY
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5.1 Lessons Learnt

Asset-Related Concepts. We have identified the business assets in the per-
ception, network, and application layers. The study results in the systematic
examination of the security risks and helps identify countermeasures. For exam-
ple, the inclusion of multiple sensors could monitor and analyse data from robust
and redundant data sources in AVs, which help develop protection strategies that
could identify anomalous inputs and behaviour produced by cyber attacks. How-
ever, stakeholders must ensure the presence and trust boundary of the sensors
as data sources.

Risk-Related Concepts. The assets, alongside attack methods and threat
agents, are dynamic. Thus, our estimated scores in the case analysis would
change over periods. The dynamic nature of assets, threat likelihood due to evolv-
ing attack tools/ methods, and an evolving environment indicate that security
risk management must be an iterative activity involving dynamic and real-time
risk impact estimations as proposed in [16].

We discovered other attacks on the AV not discussed in the literature. One
example is carrying out the blinding attack using mirrors to reflect sunlight which
could make the likelihood of R7 (see Footnote 3), high. Another is spoofing the
LiDAR – R9 (see Footnote 3) with smoke, which increases the likelihood of a
spoofing event as it is a low effort attack. Lastly, capability to tamper with the
AV code functions used by the ECU in the code repository. Efforts must be made
to continually improve sensors (i.e. auto-exposure settings for R7), algorithms
(i.e., improving obstacle detection algorithms for R9) and integrity checks for
all code used by the ECU.

Risk Treatment-Related Concepts. Outlining risk estimations enables treat-
ment prioritisation and return on security on investment analysis in AVs. Using
OCTAVE, we can deduce the risk scores based on the relative scores of the impact
on the affected assets and threat likelihood while providing a documented risk
overview.

Thus, the combination of the ISSRM and OCTAVE methods has filled in the
gaps posed by either method’s single-use. The ISSRM method refined the secu-
rity risk management concepts applied in OCTAVE. At the same time, OCTAVE
helped provide formal documentation and risk estimation through risk scores
based on the relative scores of the affected assets’ impact and threat likelihood.
The combination provided a useful output to support the AV stakeholders. In [3],
Bailey combines the NIST risk assessment process [1] with a probabilistic method
and applies the optimisation techniques to recommend the best solutions. Sim-
ilarly, we have used the countermeasure cost estimation, but we transform the
estimates to the qualitative values. This approach allows us to reduce the amount
of collected data, but it still supports countermeasure selection decisions.

5.2 Related Work

Related studies analyse security risks in some parts or the whole AV. However,
these studies do not consider AVs as information systems. In Table 3, we present
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Table 3. Comparing related work

Related work Risk management Autonomous
focus

Security
focusThreat Risk Solution Estimation

Chattopadhyay et al. [6] ✓ LD ✓ ✗ ✓ ✓

Parkinson et al. [22] ✓ LD ✓ ✓ ✓ ✓

Malik and Sun [18] ✓ LD ✗ ✗ ✓ ✓

Boudguiga et al. [4] ✓ ✓ ✗ ✓ LD SS

Cui et al. [7] ✓ LD ✓ ✗ ✓ SS

Dibaei et al. [9] ✓ LD ✓ ✗ ✓ ✓

De La Torre et al. [8] ✓ LD ✓ ✗ ✓ ✓

Dominic et al. [10] ✓ ✓ ✓ LD LD ✓

Kong et al. [15] ✓ ✓ ✗ ✗ ✓ ✓

This study ✓ ✓ ✓ ✓ ✓ ✓

✓ - Detailed Discussion of concept; LD - Limited Discussion of concept;
✗ - No Discussion of concept; SS - Discusses security and safety.

a comparison illustrating the focus on AV security risk management. It indicates
that Dominic et al. [10], and Parkinson et al. [22] cover the security risk estima-
tion and management in AVs; however, they provide little details on AV system
assessment’s impact. Other related studies [6–9,15,18] address security risk man-
agement, some [4,7] focus on safety and security engineering in AVs. But these
studies do not discuss estimations needed for AV stakeholder security investment
decisions. In [4], Boudguiga et al. TVRA and EVITA methods are combined, but
they did not include the cost of countermeasures to assess the severity of the
security risks in supporting business decisions. Our study provides a security-
focused risk estimation and management analysis on the AV information system,
covering the security assets, threats, resulting risks, proposed countermeasures
and risk impact estimations based on the mentioned security metrics. We have
documented these concepts within the AV case analysis, providing the rationale
for making business decisions on securing AVs.

Acknowledgement. This paper is supported in part by EU Horizon 2020 research
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Abstract. Business process management has focused on discrete pro-
cesses so far, i.e., processes with identifiable distinct outcomes (e.g., in
manufacturing). By contrast, processes known from process and control
engineering, e.g., chemical synthesis, have not been fully considered yet.
Such processes can be discrete or continuous, i.e., require real-time con-
trol systems with constant inlet and outlet flows as well as temporally
stable conditions. This paper models continuous processes with existing
and standardized means, i.e., BPMN, and provides an exact definition
of the parameters and loop conditions. The capabilities of BPMN for
modeling continuous processes are analyzed and necessary extensions
are provided. The concepts are applied to several real-world use cases
from process and control engineering.

Keywords: Process and control engineering · Continuous processes ·
Process modeling and execution · BPMN extensions

1 Introduction

In process engineering, the design of control systems focuses on the formal
description of processes that deal with measuring and controlling complex sys-
tems, such as chemical reactors [4] or heat exchangers [5], which are typically
applied in mining, production, electricity, gas and water supply as well as waste
management. While closed-loop systems take a measured value into considera-
tion for the next control operation (e.g. thermostat), open-loop systems ignore
the effect of their output on the system (e.g. temperature control knob on a
radiator) [12].

Open-loop systems can be represented as discrete processes, closed-loop
systems as continuous processes. Brewing beer, for example, can be operated
as a discrete process, in which a reactor is filled with the ingredients, then started,
and at some point in time the next batch of beer is ready. For the continuous
operation of the reactor ingredients are continuously added on one side, while
c© Springer Nature Switzerland AG 2021
S. Nurcan and A. Korthaus (Eds.): CAiSE Forum 2021, LNBIP 424, pp. 20–28, 2021.
https://doi.org/10.1007/978-3-030-79108-7_3
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beer continuously comes out on the other side. The reactor can run forever, its
inside is in certain defined states, but it is not possible to track the contents of
a glass of water that is added on one side, while it becomes beer.

With ongoing efforts to introduce semantically rich modeling notations such
as BPMN1 into domains like manufacturing [8], it becomes apparent that for
reducing the complexity of a system, it is beneficial to model all of its behav-
ior in a single notation, instead of having a collection of modeling and plan-
ning artefacts. BPMN is a widely applied standard for modeling business pro-
cesses and therefore proves to be the right medium to communicate complex
processes across industries. Manufacturing processes have already been modeled
and orchestrated using BPMN in the Cloud Process Execution Engine (CPEE)2

[8], enabling dynamic models of complex processes and respective flow descrip-
tion. By contrast, continuous processes still lack such a digital representation
despite its advantages for interoperability and for creating digital twins in pro-
cess engineering; the latter constitutes a research topic which has strongly gained
interest in the last years [2,9]. Based on a set of requirements derived from real-
world scenarios, the following artefacts are elaborated and evaluated based on
real-world use cases: 1) A BPMN extension to simplify the modeling of contin-
uous processes, while increasing their understandability through custom gate-
ways and events. 2) A set of examples that cover the commonly used control
engineering patterns, in order to exemplify the expressiveness of our approach.
The remainder is structured as follows. Section 2 introduces a set of examples as
an evaluation baseline. In Sect. 3 requirements for modeling continuous processes
are described. Section 4 introduces BPMN extensions to realize the requirements.
In Sect. 5 the solution is evaluated. The paper closes related work in Sect. 6, and
conclusion in Sect. 7.

2 Scenario Analysis

To provide a clear understanding of the approach, it is important to analyse
how the terms discrete and continuous are used in the fields that specialize on
continuous processes, i.e., process and control engineering.

Discrete and Continuous Processes in Process Engineering: In terms
of process engineering, processes are divided into two groups, i.e., batch and
continuous processes. According to [4], continuous processes are characterized
by constant inlet and outlet flows as well as temporally stable conditions. This
steady state approach implies a constant progression of the process variables,
which can only be achieved after the start-up phase. In contrast, batch or discrete
processes present themselves as a one-time input of the materials to be processed.
The process steps to be performed mostly run sequentially or are least limited
in time by a certain condition or state.

1 BPMN: Business Process Modeling and Notation, www.bpmn-standard.org.
2 cpee.org.

www.bpmn-standard.org
http://cpee.org/
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Discrete and Continuous Processes in Control Engineering: According
to [12] continuous systems are characterized by parameters which may take any
value in a defined boundary. Further [12] conclude that the frequency in which
data access and control tasks are performed determines a discontinuous behav-
ior which needs to be counteracted by finding a fitting control strategy. Due to
hardware performance constraints truly continuous behavior may not be real-
ized as physical sensors can only provide data in short time intervals. Among
others, control engineering mainly deals with the following three frequently used
patterns explained using sample processes.

Feedback and Feedforward Control - Heat Exchanger: As described in [5] there
are different options for the implementation of the control system for a heat
exchanger. A simple feedback controller such as a PID controller measures the
system output, compares the value to the set point and reacts accordingly. Feed-
forward control is another option for controlling a heat exchanger and reacts to
disturbances before they influence the system. A coupled feedback controller
compensates the remaining errors [5]. The process model in BPMN is shown in
Fig. 1.

Fig. 1. BPMN model of a feedforward control system for a heat exchanger [5].

Cascade Control - Position Control in Machine Tool: For the position control of
drives in machine tools, the cascade control method is usually used. The control
model consists of control loops that are nested within each other [11]. The output
variable of one control loop is the input variable of the following control loop.
Therefore, a direct time dependency between the individual control loops is
evident and must be displayed in the workflow. The BPMN workflow model of
the control procedure is shown in Fig. 2.

3 Modeling Requirements

Modeling languages and implementation environments must support the realistic
representation of continuous processes. Based on the application scenarios pre-
sented in Sect. 2, the following modeling requirements for continuous processes
are derived that serve as basis for assessing existing modeling languages:
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Fig. 2. BPMN model of a cascade control system for position control [11].

Req.1 - Continuity. Continuity needs to be presented in form of a loop. The
process model shall imply a continuous flow without having to set a limited
number of repetitions or a time limit from the beginning. BPMN supports loop
characteristics for tasks and sub-processes [1]. However, this modeling option is
confined to individual tasks and sub-processes and thus may lead to complex,
multi-level process flows.

Req.2 - Break Conditions. Break conditions can be applied to tasks and sub-
processes with loop characteristics [1]. For defining the termination handling of a
continuous process and allowing the option to define clean up sequences, Cancel
Events can be used. However, for Intermediate Cancelling Events only Boundary
Interrupting Events are defined.

Req.3 - Real-Time Process. Due to the critical impact of time regarding
continuous processes the role of time needs to be clearly defined. According to
[12], a real-time system reacts to simultaneously occurring process signals in
time with a corresponding output. BPMN supports Timer Events which need
to be applied correctly and comprehensibly in order to understand the implied
constraints and display them correctly.

Req.4 - Parallelism. Parallel processing of tasks and task sequences needs to
be supported by the chosen modeling environment. Parallelism can be modeled
in a way similar to loops in form of attributes for tasks and sub-processes [1]. The
orientation of the attribute marker indicates whether the multiple sequences are
processed in parallel or sequentially. Again, increasing complexity of the process
leads to an incomprehensible model.

Req.5 - Exception Handling. Mechanisms for exception handling have to be
available as assurance for real-time processing and determinism. For exception
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handling BPMN already implies the usage of Intermediate Events [1]. Timer
events can be applied to deal with time restrictions which are fundamental for
continuous processes.

Req.6 - Limited Complexity. If all necessary details of a continuous process
are included in the model, the level of complexity must not exceed to a point at
which users no longer understand the process behind the model. To prevent this
drawback, modeling conventions need to compensate complex relations, but still
lead to a detailed and comprehensible process models.

4 BPMN Extensions for Modeling Continuous Processes

The newly defined symbols are based on common BPMN symbols which have
been used to depict similar process models as introduced in Sect. 2. Achiev-
ing a completely consistent representation of real control logic for continuous
processes is difficult to depict at a reasonable level of complexity. In addition,
the requirements set out in Sect. 3 have to be met. Using the standard modeling
capabilities in BPMN might result in a complex sequence behind a single control
task as demonstrated by the example in Fig. 2.

Closed-Loop Sub-System Gateway: The Closed-Loop Sub-System is a com-
bined version of an Inclusive and an Event-Based Gateway. A Closed-Loop Sub-
System combines the advantages of the described gateways and the attributes of
loop and multiple-instance characteristics defined in [1]. The symbol and basic
definitions of a Closed-Loop Sub-System is introduced in Table 1. Event-based
Gateways do not allow Cancel triggers for Intermediate events used in branches
after the gateways. Closed-Loop Sub-Systems let tokens traverse each branch
which allows processing multiple parallel branches simultaneously (Req. 4). Each
branch starts with newly introduced Intermediate Event markers – Measuring,
Control and Cancel. Measuring and Control are Intermediate Timer Events indi-
cating an execution interval for each branch as well as individual sections of a
sequence to illustrate gradually changing intervals and also dependencies (Req.
3). Cancel is an Intermediate Catching Event which includes conditions for end-
ing the loop (Req. 2). Similar to features of Inclusive and Event-Based Gateways,
the Closed-Loop Sub-System is passed through in cycles, which is indicated by
an arrow leading back from the converging marker after the branches have been
traversed to the first diverging marker (Req. 1). A return to the first marker is
only allowed as long as no Cancel Catching Intermediate Event is triggered (Req.
5). The Gateway Direction of a Closed-Loop Sub-System is diverging. It MUST
have at least two outgoing Sequence Flows, one starting with a Measuring Inter-
mediate Catching Event and one starting with a Cancel Intermediate Catching
Event. It MAY further have multiple outgoing Sequence Flows but MUST have
no more than one incoming Sequence Flow. The Closed-Loop Sub-System allows
to model continuous processes in a simple structure with necessary attributes,
but clearly arranged at one level (Req. 6). Further modeling conventions are
described in Table 1.
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Table 1. Closed-Loop Sub-System Attributes and Model Associations

Intermediate Catching Event Types: To indicate which tasks are executed
in one of the parallel branches under the Closed-Loop Sub-System Gateway,
three new symbols based on Intermediate Catching Events are proposed in this
work. The symbols are shown and described in Table 1.

5 Application

In addition to standard functionalities for modeling with BPMN and support for
common workflow patterns the suggested extensions to BPMN are implemented
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in the CPEE. In order to show the advantages of the proposed extensions in
modeling and understanding processes, the process examples identified by the
literature study from Sect. 2 were implemented. In the following, some examples
are presented. The model of a heat exchanger with a combination of feedback
and feedforward control in CPEE is shown in Fig. 3 on the left. The Closed-
Loop Sub-System is implemented with the cancel attribute set. The control
system cancels the execution of every branch in which the tasks are not finished
in the given time interval. A position control system with cascade controller
is shown in Fig. 3 on the right. The model is implemented in CPEE with the
cancel attribute set in order to guarantee real-time behavior. Multiple control
tasks with different execution frequencies are modeled sequentially to show the
order for the execution of the controller elements. Regarding Fig. 2 the effort
involved in changing the model can lead to errors in the model and thus the
intended semantics of the real process. The modeling convention depicted in
Fig. 3 allows the user to modify the model much easier (insert into one branch
vs. insert into a combination of loop and parallel as well as inserting additional
events and connections).

Fig. 3. Feedforward (left) and cascade control (right) - process model with extensions
in CPEE.
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6 Related Work

Tools for process and control engineering include Aspen Plus [7] and Mat-
lab/Simulink [13]. In general, a common practice is the separation of model-
ing and execution environment. The linkage between both environments is real-
ized via a code generating solution as presented in [3]. Process patterns provide
(partly complex) constructs for describing process flows such as time [6] and
resource patterns [10]. Based on the features described in Sect. 3 the usability
of the patterns has been assessed. Overall, the most limited support is provided
for Req.3 on modeling real-time processes and Req.6 on limited complexity.

7 Conclusion

Process and control engineering constitutes a major industry including mining,
gas and water supply, but the continuous processes in this field have not been con-
sidered from a business process management perspective yet. This work explains
and distinguishes the characteristics of discrete and continuous processes. BPMN
is analyzed for representing continuous processes based on set of requirements
derived from real-world scenarios. The challenge is to express continuity with
break conditions, real-time processing, parallelism, and exception handling in
balance with taming the complexity of the resulting models. BPMN extensions
in terms of symbols are proposed. The executability in CPEE allows the use of
the models also as non-proprietary digital twins.
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Austrian Research Promotion Agency (FFG) via the Austrian Competence Center for
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References

1. Business Process Model and Notation (BPMN), Version 2.0, p. 538
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Abstract. One target of process analysis, monitoring, and prediction is
the process outcome, e.g., the quality of a produced part. The process
outcome is affected by process execution data, including (external) sensor
data streams, e.g., indicating an overheating machine. Challenges are to
select the “right” sensors –possibly a multitude of sensors is available–
and to specify how the sensor data streams are aggregated and used
to calculate the impact on the outcome. This paper introduces process
task annotations to specify the selected sensors, their aggregation, and
initial impact functions. The initial impact functions are then refined,
e.g., threshold values and the impact of sensor data streams are deter-
mined. The approach is prototypically implemented. Its applicability is
demonstrated based on a real-world manufacturing scenario.

Keywords: Sensor data streams · Process outcome · Process impact
analysis

1 Introduction

Companies want to execute processes efficiently by exploiting all available possi-
bilities to avoid undesired outcomes. However, data from sensors and machines
being used in the process is often not taken into account, for example, when it
does not directly contribute to the control flow of a process. Nonetheless, such
data might determine the outcome of tasks or the process itself. This leads to
a situation where experienced process operators can anticipate the progression
and (final or intermediate) results of a process because they know (1) what they
should pay attention to and (2) which behaviour signalises which outcomes.
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To formalise the knowledge of experienced process operators and make it
available at run-time for outcome prediction, we introduce the concept of Impact
Factors. Impact factors can be derived from process data and external data, e.g.,
sensor data. The latter is implicitly connected to process tasks and can hold the
key to predict the process outcome (see Fig. 1). In most cases, sensor data occurs
in the form of a series of data points because machines and sensors measure
continuously [7].

Fig. 1. Deduction of impact factors from sensor data

Determining impact factors based on sensor data raises several challenges.
At first, in realistic settings, one has to possibly choose relevant sensors from a
multitude of sensors. Secondly, the accessibility of the information, especially at
the presence of many sensor streams is crucial. Third, the first and second point
require to compare the impact of single sensors vs. the impact of a combination
of sensors. Fourth, run-time deviations in sensor information might occur.

These challenges lead to the following research questions. (RQ1) How to
annotate process models with data sources that are relevant in the context of
process task execution? (RQ2) How to aggregate and contextualise sensor data
for arbitrary process tasks at run-time? (RQ3) How to deduce impact factor
predictions from the aggregated sensor data?

To tackle RQ1–RQ3, this paper provides a method for the structured col-
lection, classification, and correlation of sensor-based impact factors to compare
process instances and track their progression. The proposed method works along
the following steps: (1) Annotating process tasks to define the extraction of series
of data points from data streams (e.g., from sensors) that occur during the exe-
cution of those tasks. (2) Annotating process tasks to enable aggregation of the
extracted data series. (3) The semi-automatic extraction of impact factors from
the collected data. Steps (1)–(3) are implemented in a manufacturing scenario
and evaluated based on the corresponding data set. The manufacturing process
includes a comprehensible quality assurance as last step, thus allowing for the
assessment of the quality of the approach presented in this paper.
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The structure is as follows: Section 2 annotates sensors to process tasks and
identifies impact factors. Section 3 evaluates the approach. Section 4 discusses
the results and Sect. 5 related work. The paper is concluded in Sect. 6.

2 Approach

Manufacturing Scenario: The case presented in this paper is a manufactur-
ing process carried out in the “Pilot Factory Industry 4.0” (http://pilotfabrik.
tuwien.ac.at/en/). The steps of the manufacturing process are enacted by a num-
ber of machines, humans, and software systems. The orchestration of the steps
is defined in a BPMN process model which is executed by a workflow engine. In
addition to process data, (sensor-)data is collected. Considering both allows for
a deeper analysis of the process along with the possibility for improvements. The
manufacturing process used for this paper consists of the following steps on a
high abstraction level: (1) Manufacturing with a turning machine. (2) Automated
optical quality control measurement directly after part production - fast (∼20 s)
but imprecise measurement. (3) Automated final quality control measurement -
precise but slow (∼480 s) measurement.
The Solution Design aims at annotating process tasks with sensor data.

Sensors define what is extracted from associated data streams and how. As
machine and sensor data is often not represented in processes, it must be col-
lected inside the tasks themselves. Therefore, defining how to handle these data
streams is necessary, e.g., split data from one machine (like temperature and
noise level) or merge data from different sensors (like partial temperature read-
ings).

Aggregators describe how to aggregate the extracted data for analysis. This is
necessary because it has to be taken into account that sensors measure differently
and therefore different characteristics of a measurement need to be used. For
example, measuring a part might result in a massive point-cloud, describing a
set of different properties that a part has. An aggregator might (a) throw some
data away, and (b) group data so that it becomes accessible for later analysis.

Impact Functions operate on aggregated data, and define how to calculate
the deviation between current data and expected data. Expected data leads
to the desired outcome, current data might not. An impact function consists
of two parts: (1) an expected target value or data pattern, and (2) a function
that describes how much a deviation affects the overall process. For example for
measurements there may be a certain tolerance until which a part is accepted
but when the tolerance is exceeded, the part is considered faulty.

These three types of annotations can be used to derive an impact value
(IV) by using an aggregation (A) for a particular sensor (S). Based on one
or more impact values together with an impact function (IFU) it can be
defined how the impact value(s) are combined to retrieve an impact factor
(IF):

IV = (S,A) and IF = (IV +, IFU)

http://pilotfabrik.tuwien.ac.at/en/
http://pilotfabrik.tuwien.ac.at/en/
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One or more impact factors can then be used to build impact profiles, either
for individual tasks (TIP) or for the whole process (PIP). The combination
of the impact factors into impact profiles is facilitated by an impact profile
function (IPF), which works similar to the IFU introduced above.

TIP = (IF+, IPF ) and PIP = ((IF,A)+, IPF )

While impact profiles of tasks (TIP) only use IFs of one task, impact profiles
of a process (PIP) use IFs from multiple tasks. PIPs therefore need to handle
the aggregation of impact factors differently, because an impact factor can be
encountered more than once (e.g., in a loop).

When trying to find relevant impact factors for specific outcomes, several
pieces of information need to be provided by a human. Firstly, the sensors and
data handling have to be specified. E.g., as multiple sensors might be contained
in one stream, it has to be split into different data series. This holds for the
real-world data set used in this paper, as the turning machine delivers a total of
27 sensors in one data stream. Secondly, one or more aggregation methods that
define how the extracted data is interpreted (e.g., is only a specific segment of
the measurement important, is only the average of all values important, ...) need
to be specified. Lastly, the general impact function (telling how the aggregation
of sensor data behaves compared to one where a desired result is achieved) needs
to be defined by the user. However, the first interaction of an impact function is
seldom the optimum. Thus the impact function is typically refined after enough
instances of a process are executed. Furthermore, the actual influence of an
impact factor on an outcome is not given, as it is also unknown at design time.
The presented approach tries to determine these two missing values based on
executed process traces.

Process Outcome: Impact factors have to be refined by determining the optimal
impact function parameters as well as the influence of a specific impact factor
on the outcome. This refinement requires the following steps: (1) Describe the
characteristics of different sensors, i.e., how to aggregate individual values and
initial impact functions. (2) Based on executed process traces calculate for each
sensor for a specific outcome (a) the ROC curve and AUC value and (b) the
impact function parameters to achieve the maximum accuracy. (3) Calculate
the influence of individual impact factors on an outcome by using (a) the AUC
value or (b) the accuracy achieved with the optimal impact function parameters.
(4) Based on the refined impact factors, traces can now be assigned a value
showing the severity of dissatisfied impact factors. This value makes it possible
to distinguish between different results of the analysed outcome.

The impact of individual factors on the outcome can be determined by higher
AUC or accuracy values. Using the share of the majority class for the accuracy or
a diagonal ROC curve for the AUC value as a baseline (i.e., minimum expectation
for the influence of an impact factor) rewards influential factors and penalises
bad ones, thus compensating classes with a high share compared to other classes.
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3 Evaluation

The log traces of two batches, referred to as batch 141 (38 parts) and 152 (41
parts), are used for the evaluation. Both batches contain a valve lifter for a gas
turbine (Fig. 2a), produced in a real-world factory setting. The part is produced
in a turning machine and taken out by a robot (Fig. 2b). Then the diameter of
the part’s silhouette is measured by a Keyence measuring machine3. Based on
semantic knowledge, different segments of the measurement time-series can be
identified (Fig. 2c). Finally, a slow but more precise measurement is performed.

Fig. 2. Relationship between physical parts and optical measurement

We use data from a measuring machine yielding the diameter of the part’s
silhouette and a measuring machine yielding multiple time-series: the workload
of the drive (aaLoad) in percent and the axis speed (aaVactB) in millimeters per
minute for X, Y, and Z axis alongside the actual speed of the spindle (actSpeed)
in turns per minute and the workload of the spindle (driveLoad) in percent. Five
aggregation methods are used: min, max, avg, wgtdAvg and wgtdAvgSeg4. To
handle different measurement intervals, weighted average (wgtdAvg) assumes
that a value is valid until a new one is measured. “Segment 4” (wgtdAvgSeg4,
see Fig. 2c) uses only values occurring 5200 to 9600 ms after the first data point.
All five aggregation methods are used for analysing the optical measurement and
the weighted average is used for the eight sensors observed during machining. A
threshold which defines a boundary between different outcome classes is used as
method for detecting violations of aggregated sensor data.

The evaluation examines (1) the occurrence of chips (only batch 15) and (2)
the result of the “Zylinder Ø4,5-B – Durchmesser” quality control test.

Chip Prediction. Using minimum, average, weighted average, and weighted
average of “Segment 4” of the faster but less precise “Keyence” measurement
leads to results with a high sensitivity and specificity while the maximum has
less impact (Fig. 3a). It can be seen that using the weighted average of machining
data (Fig. 3b) does not show if there is a chip.
1 http://cpee.org/∼demo/DaSH/batch14.zip [Online; accessed 02-April-2021].
2 http://cpee.org/∼demo/DaSH/batch15.zip [Online; accessed 02-April-2021].
3 https://www.keyence.com/products/measure/micrometer/ls-9000/ [Online; acces-

sed 02-April-2021].

http://cpee.org/~demo/DaSH/batch14.zip
http://cpee.org/~demo/DaSH/batch15.zip
https://www.keyence.com/products/measure/micrometer/ls-9000/
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Fig. 3. ROC curves for predicting chip occurrence for batch 15

Quality Control Test Prediction. When ignoring parts with chips, the
weighted average of “Segment 4” has the highest impact (see Fig. 4a). For
machining data (see Fig. 4b), actSpeed is the most promising impact factor.
Using batch 14 leads to the results shown in Fig. 4c again highlighting actSpeed.
“Keyence” measurements are not used because there is no possibility to exclude
parts with chips which leads to bad optical measurements.
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Fig. 4. ROC curves for predicting quality control test

Using Impact Factors for Outcome Anticipation. The result of calculating
the overall impact with the available sensor data is shown in Figs. 5a and 5b for
batch 14 and 15. Furthermore, Fig. 5c shows batch 14 results using a training
set (75%/27 parts) and test set (25%/9 parts). Due to the low number of parts,
data is only split to validate the results achieved and not for all analysis steps.

The results show the overall dissatisfied impact factors (DIF) using different
methods (see Sect. 2). The weighted average in segment 4 of the “Keyence”
measurement and the weighted average of the machining data are used as impact
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factors. Although not perfectly separated, higher overall sums of dissatisfied
impact factors are calculated for parts being not ok (regarding the quality control
test). The effect of using a baseline can be seen in Fig. 5. It has a stronger effect
on batch 15 (nearly two-thirds of the part belong to one class) than on batch
14 (classes are evenly distributed). Identifying and combining impact factors as
discussed above, is the basis for creating impact profile functions as defined in
Sect. 2. The source-code used for the evaluation is available at gitlab4.
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Fig. 5. Dissatisfied Impact Factors (DIF) for quality control test

4 Discussion

Overall, the presented approach uses sensor data collected during process exe-
cution to identify impact factors influencing certain process outcomes. Only the
impact of individual sensors on outcomes is examined, a next step would be
to consider interdependent impact factors. Also the combination of impact fac-
tors to anticipate the outcome should be further examined as only one method
(assigning weights representing the influence on the outcome) is exemplary used.

This paper focuses on manufacturing processes. However, transferring the
approach to other domains would be interesting. The goal of the approach is to
predict the outcome of a process by using sensor data collected throughout the
process. A similar use case is the medical domain: the results of examinations or
the dosing of administered medication can be collected as data while the health
condition of the patient or the costs of the overall therapy process represent
outcomes. Another application domain is logistics where sensors measuring tem-
perature, speed, or concussion e.g., in vehicles can be used to find out how long
the delivery of a product will take and in which condition it will arrive.

4 https://gitlab.com/me33551/impact-factor-determination [Online; accessed 02-
April-2021].

https://gitlab.com/me33551/impact-factor-determination
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5 Related Work

Process mining mainly focuses on the control-flow perspective [1]. Some
approaches examine further perspectives, also referred to as multi-perspective
process mining [4], for example, process data [6]. The analysis of time sequence
data for explaining concept drifts during run-time is tackled in [6,7]. By con-
trast, the presented approach aims at including data stream information into
the process model to make it usable. [8] compares different outcome-oriented
predictive process monitoring techniques. However, the real-life event logs used
in [8] do not contain detailed sensor data meaning there is no need to annotate
process tasks.

The presented approach can also be positioned in the context of IoT and
BPM based on the challenges provided in [3]. The annotation of process tasks
with sensor data contributes to C3 (Connection of analytical processes with IoT).
Furthermore, C1 (Placing sensors in a process-aware way) is addressed because
only explicitly represented sensors allow sensor-aware placement of new ones.

Building on the ideas of [5], this paper focuses on data collection in the con-
text of the enacted process. Earlier work in this field includes [2] which analyses
the log files of manufacturing processes containing contextualised data. This
paper goes beyond this by explicitly representing data streams in the process
model and analysing them with respect to different outcomes of the overall pro-
cess.

6 Conclusion

This paper presents a way to annotate process tasks for contextualised data col-
lection using (1) “Sensors” defining which data is collected and how this is done,
(2) “Aggregators” describing how to aggregate it, and (3) “Impact Functions”
allowing to detect the violation from expected sensor behaviour. This provides a
basis for finding impact factors. Furthermore, different aggregation methods are
evaluated and the conclusion that generic methods like minimum, maximum, or
average can already reveal some characteristics is reached. However, advanced
aggregations adjusted to the domain and specific case can yield in-depth analysis
results. Finally, different methods to determine the impact of aggregated sen-
sor data utilising accuracy and AUC value are presented. After classifying the
aggregated data based on a threshold, the overall number of dissatisfied impact
factors can then be obtained by combining them based on their influence on the
outcome. The evaluation, based on a real-world data set, shows that deducing
impact factors allows the prediction of quality variations. Supporting users in
defining impact factors depends on domain knowledge, further automating this
to improve prediction quality will be the subject of future work.
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Abstract. Blockchain has been one of Gartner’s Top 10 Strategic Tech-
nology Trends for several consecutive years. The technology has evolved
from a platform allowing transactions of cryptocurrency between peers
(e.g. Bitcoin) to a platform allowing the design of Decentralized Applica-
tions (DApps). Despite their growing popularity, little attention has been
paid to the Software Engineering aspect of DApps. In this work, we aim
to start bridging this gap by addressing the Requirements Engineering
of DApps. We collect, analyze and integrate DApp user reviews in order
to propose a first list of user requirements for DApps. The results can
have practical implications for both practitioners and researchers. The
former can use the results to guide them in the design of DApps, while
the latter can see this paper as a first result to build upon to advance
the software engineering field of blockchain-based applications.

Keywords: Blockchain · Requirements engineering · Requirements
elicitation · Opinion mining · DApps

1 Introduction

Blockchain can be defined as [31]: “A blockchain is a distributed ledger that
is structured into a linked list of blocks. Each block contains an ordered set of
transactions. Typical solutions use cryptographic hashes to secure the link from a
block to its predecessor.” Ethereum [3] was launched in 2015, and it has become
the world’s leading programmable blockchain. Drawing on Bitcoin, Ethereum
has offered a platform for anyone to write Smart Contracts and Decentralized
Applications (DApps). A Dapp is “At a minimum, it is a smart contract and
a web user interface. A DApp is a web application that is built on top of open,
decentralized, peer-to-peer infrastructure services”1. This concept has appealed
to early adopters and has since been gaining popularity2.
1 https://ethereum.org/en/glossary/.
2 There are more than 3000 DApps on Ethereum (www.stateofthedapps.com) and the

number of transactions a day has been around the 1 million mark since August 2020
(www.etherchain.org).
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Despite this growing popularity, little attention has been paid to the Soft-
ware Engineering (SE) aspect of DApps. Therefore, the goal and corresponding
contribution of this work is to propose a preliminary list of Ethereum DApp
Requirements. We aim to:

1. G.1. Elicit recurring user requirements of applications running on blockchain
platforms.

2. G.2. Propose an early classification of these requirements.

To address these questions, we first extract various types of data from DApps
running on Ethereum (we chose Ethereum because it is one of the leading pro-
grammable blockchain platforms). The types of data we extract are: (i) the cat-
egory of DApp, and (ii) the user reviews for the DApp (App reviews and opin-
ion mining have been recognized as useful in Requirements Engineering (RE)
tasks, since they can support Requirements Elicitation and Requirements Pri-
oritization [6]). Next, we analyze each review, identifying the positive and nega-
tive feedback communicated by the user. Finally, we organize this feedback into
Functional Requirements, Non-Functional Requirements (NFR), and Properties.

The rest of the paper is structured as follows. Section 2 presents a background
on blockchain, DApps as well as the related work on RE for the blockchain area.
Section 3 introduces the data collection method and describes the sample, while
Sect. 4 presents our requirements. Finally Sects. 5 and 6 discusses the results and
concludes this paper respectively.

2 Related Work

2.1 Background

In 2008, Satoshi Nakamoto proposed Bitcoin, a decentralized cryptocurrency.
Using the Bitcoin network, peers can transfer any amount of Bitcoins (BTC) in
a transaction without the need for a trusted or central authority. Blockchain,
the underlying technology of Bitcoin, is the “decentralized transparent (public)
ledger with the transaction records” [29]. A blockchain offers multiple benefits,
namely decentralization, transparency, immutability, security and privacy [23].

Building on the Bitcoin innovation, Ethereum [3] offers a platform which
anyone can use to write Smart Contracts and DApps. Smart Contracts can be
defined as “programs deployed and run on a blockchain system. Smart con-
tracts can express triggers, conditions, and business logic to enable complex
programmable transactions.” DApps are a collection of Smart Contracts. Users
have access to the code of the DApps - they are typically open-source - express-
ing the fact that users do not have to trust any single party. Instead, they can
simply examine the code made available to them [31].

2.2 RE for DApps

Firstly, software engineering specific to blockchain has been recognized as
a potential research field. Its (potential) importance has been emphasized
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by [7,8,21,25]. For instance, Destefanis et al. [7] advocate the need for a
Blockchain-Oriented Software Engineering (BOSE) discipline. The work points
to three areas that need to be addressed by BOSE: (i) best practices and develop-
ment methodology, (ii) design patterns, (iii) testing. Secondly, when dealing with
BOSE, most existing works focus on the technical aspects of DApps development.
The early requirements are not analyzed in depth [20,21,30]. Other examples
are [1,26] which cover many aspects of DApps but does not really address the
problem of the early requirements. Thirdly, several works address the develop-
ment of a blockchain platform for a specific domain [2,9,11,13,16,17,19,24,32],
while in this paper, we are interested in the development of blockchain-enabled
applications. Moreover, none of these works explicitly address the RE part of
such a system. Indeed, they either briefly list the requirements using a very
generic RE methodology or jump to the architecture and implementation of the
system, the requirements staying implicit.

To conclude, we can claim that the investigation of RE for DApps is a valid
field of research. It has been recognized by the literature as a challenge in the
blockchain domain. We can also claim that there is a gap that we aim to fill,
namely the issue of the early requirements for blockchain-enabled applications.

3 Data Collection

3.1 Data Collection Methodology and Data Summary

Collecting and analyzing requirements from a large group of users or future
users has been a topic of interest in the literature [14,15,18,22,27,28]. One way
to conduct requirements elicitation from the crowd is to use the app reviews.
Indeed, they are a source of user opinions and opinion mining can be valuable
in at least 3 scenarios: (i) Validation by users, (ii) Requirements elicitation, and
(iii) Requirements prioritization [6].

For this work, we extracted the Top 501 Ethereum DApps3. We did not
extract more DApps, because after the top 500, barely any reviews were available.
Nevertheless, we believe that with 501 DApps, we can still have an accurate
view of the DApps market on Ethereum. As indicated on the website, the rank
is based on multiple criteria including the number of active users, the volume
of transactions on the DApp, the activity of the development team and user
recommendation.

For each DApp, we recorded: (i) the name of the DApp, (ii) the category of
the DApp, and (iii) the reviews - if any - of the DApp. Table 1 summarizes our
sample. From the Table, we can see that many DApps belong to the Finance,
Games and Exchanges categories; and that most reviews were written for DApps
belonging to these categories as well. Also, we should notice that many DApps
(440) were not reviewed at all; which means that the 127 reviews are linked to
61 DApps.

3 We used www.stateofthedapps.com, which offers rankings of DApps running on var-
ious platforms.

www.stateofthedapps.com
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Table 1. Data distribution.

Category DApps Reviews Category DApps Reviews Category DApps Reviews

Development 43 1 Health 4 0 Property 13 6

Energy 3 0 High risk 2 0 Security 6 0

Exchanges 62 17 Identity 8 2 Social 40 13

Finance 113 28 Insurance 1 0 Storage 6 0

Gambling 4 0 Marketplaces 42 15 Wallet 26 2

Games 83 33 Media 27 6

Governance 17 3 Music 1 1

3.2 Data Annotation

The manual annotation method was based on feature extraction and sentiment
analysis. Specifically, given the reviews collected in the previous step, we labeled
each review with features and their associated sentiments. For instance, we
recorded terms (e.g. “Easy set-up”) or statements (e.g. “Not many cryptocur-
rencies. I’d like such a system to work for other cryptocurrencies too and not
just ETH”). Afterwards, we grouped these terms and statements into more tra-
ditional requirements and properties. Then, we classified these requirements into
functional requirements, non-functional requirements, as well as DApp proper-
ties. Finally, for each requirement, we designated whether it was bound to a
particular category of DApps or if it was category-agnostic.

4 Results

Tables 2, 3 and 4 summarize the results. For each type of requirements, we pro-
vide three elements: (i) the requirements we identified, (ii) (iii) the applicability
of the requirements, i.e. is it specific to a category of DApp or is it general to all
DApps, and (iii) examples of feedback we used to derive the requirements. Some
examples of feedback were negative, and allowed us to elicit the corresponding
positive requirement important for users. For instance, “Lack of novelty” was
identified as a drawback for a given DApp, therefore, we derived the requirement
“Concept of the DApp” as important for the user.

Table 2 displays the NFR. Many definitions for NFR have been proposed in
the literature, but there is not necessarily a consensus on a single definition [12].
Nevertheless, it is commonly accepted that NFR describe how the future system
should do something while functional requirements refer to what the system
should do [10]. NFR are often referred to as “-ilities” or “-ities” - alluding to the
end of the words - yet there are many NFR that do not fit this pattern [5]. In
Table 2, when possible, we used the terms proposed by [4] to describe and group
the NFR.
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Table 2. Non-functional requirements.

Requirements Category Examples of feedback

Communication General “No public information on upcoming plans”

Community General “Slack Community”

Cost General “Fee too high”

Documented General “No links to documentation or github or social media”

Enjoyable General “Fun”

Global presence General “Globally accessible”

Inter-operability General “Compatible with my Ether Wallet”

Interface General “Clear design”

Mobile app General “Should make the mobile platform more responsive”

Response time General “Slow transactions”

Scalability General “Scalable”

Security General “Smart contracts that are secure”

Stability General “Stability”

Support General “Chat support in discord id very good”

User experience General “Excellent experience for both roles (buyers and
sellers)”

User-friendliness General “Easy-to-use”

Table 3. Some functional requirements.

Requirements Category Examples of feedback

Chat feature General “Private message feature”

Incentive mechanism General “Creativity is rewarded”

Multiple payment methods General “Supports an impressive selection of payment
methods in fiat currencies”

No third-party General “No middle man”

Use of standards General “Use of ERC-20”

Switch between roles General “Easy way to switch back and forth from Recruiter
to Candidate modes”

Control over the feed Media “Can’t control the kinds of articles I want to see in
my feed”

Tag articles Media “Every article carries tags, which will make it easy
to locate”

Visible number of followers Media “Number of followers not clear”

Active game play Games “Idle game that requires very little active game play”

Battle replay Games “Battle replay is unique”

Complex combat system Games “More complex combat system than other blockchain
games”

No minimal order limit Finance “Minimal order limit may restrict micro trader to
use the IDEX exchange”
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Table 4. DApp Properties.

Properties Category Examples of feedback

Concept of the DApp General “Great idea”, “Lack of novelty”

Transparent General “Publicly available smart contracts”

5 Discussion

The results show that the NFR are similar to the ones relevant for central-
ized applications. We can note that DApp users seem to prioritize NFR such as
User-friendliness, Documented, and User experience. Also, the functional
requirements are distributed into requirements specific to the blockchain realm
(e.g. “support various cryptocurrencies”), while others can be found in central-
ized applications as well (e.g. “tag articles”). Finally, we identified two DApp
properties, namely the DApp should: (i) embody an interesting idea/concept,
and (ii) be transparent. The former is relevant for all types of applications. The
latter is a property of the blockchain technology.

The practical implications are twofold. Firstly, the results can guide DApp
designers in identifying the relevant requirements: the NFR can be used as a
checklist, and the functional requirements can serve as examples and guide the
designers, particularly to help them prioritize the elicited requirements. Secondly,
this requirements structure can be a stepping stone to advances in BOSE.

This work suffers from three main limitations. Firstly, we focused on require-
ments elicitation based on the user opinions. This results in requirements from a
user perspective. However, in order to provide a more comprehensive require-
ments framework, other sources of data are of interest, including: social media
and the DApp whitepapers. The former would enable us to enhance and validate
the preliminary results here; while the latter would provide us with a better view
on features such as dependability and security, which are of the utmost impor-
tance with blockchain projects. Thus, while we purposefully focused on users’
review, we are aware that other sources for requirements elicitation should be
considered. Incidentally, this will be addressed in future work. Secondly, despite
considering 501 DApps, we were able to extract only a small amount of reviews.
This leads to results that are less robust than we would have liked. It might be
due to the fact that DApps are still relatively new compared to more “regular”
apps4. Finally, we deliberately restricted our analysis to Ethereum. While we
believe that the results will not change dramatically when expanding the anal-
ysis to other platforms, it would be interesting to examine if our intuition is
validated or not.

4 According to Statista (https://www.statista.com), in 2020, there were +3 millions
and +2 millions apps on Google Play and on the Apple app store respectively.

https://www.statista.com
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6 Conclusion

Given the immutability property of the blockchain - and by extension of DApps
- the process of SE needs to be carried out carefully. Consequently, this work
aims to be one of the first steps in that direction by addressing the Require-
ments Elicitation of DApps. We elicited recurring user requirements using user
reviews (G.1.) and we organized them into: (i) NFR (Table 2), (ii) Functional
requirements (Table 3) and (iii) DApp properties (Table 4) (G.2.). Future work
will consist in addressing the limitations mentioned in Sect. 5.
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Abstract. Understanding the Human Genome is one of the most rele-
vant challenges under current investigation. The ongoing genomics rev-
olution promises to change the diagnosis, treatment, and prevention of
disease, providing long-term benefits and a transformative impact on
personal health. It also has wealth and productivity implications. How-
ever, genomics is one of the most complex and data-intensive domains.
Fuzzy definitions, data diversity, data heterogeneity, and continuous evo-
lution of knowledge are responsible for an inadequate and inaccurate
understanding of the domain, which hinders the unleashing of its full
potential. A sound conceptual modeling-practice is essential in achieving
the required shared understanding of the domain. This paper presents
ISGE, which is a conceptual model-based method to improve genomic
data management from two perspectives: first, by performing a sound,
new characterization of genomic data; and second, by providing a frame-
work that encourages applying CM techniques and reusing their gener-
ated artifacts in order to take advantage of all of the previously accumu-
lated knowledge. Better abstraction capabilities and efficient reuse are
intended to facilitate the work of domain experts.

Keywords: Conceptual modeling · Conceptual model-based method ·
Genomics · ISGE

1 Introduction

Understanding the vast number of processes that drive life as we know it is one
of the most challenging goals of the century. Obtaining the needed, well-defined
understanding of its associated genomic domain becomes a huge challenge [4].
Genomic data have a high degree of heterogeneity, dispersion, and lack of inter-
connection. This situation is known as “genomic data chaos” [3]. Besides, there is
not an explicit distinction between the problem space and the solution space con-
cepts in genomic data. On the one hand, the problem space concepts are related
to purely biological data (e.g., a variation in the genome [5]). On the other hand,
solution space concepts refer to non-biological, technologically-related data (e.g.,
the quality of the identification process of a variation [2]). This context prevent
c© Springer Nature Switzerland AG 2021
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domain users from having the required set of precise definitions of genome con-
cepts needed to extract knowledge efficiently.

In this context, conceptual modeling (CM) techniques should play a crucial
role in providing a strong, shared understanding of the domain; but they are
little used. Existing attempts to apply CM techniques have succeeded in deter-
mining relevant information more precisely, but without differentiating between
the problem space and the solution space concepts. Two strategies have been
identified to better manage genomic data. The first one is to define a new char-
acterization of genomic data by explicitly separating problem space concepts
from solution space concepts, which improves understanding of the domain. The
second one is to increase the level of reuse of the artifacts generated when apply-
ing CM techniques.

This paper presents a conceptual model-based method called ISGE, which
refers to the phases that make it up (Identify, Select, and GEnerate). ISGE
implements the two strategies mentioned above, providing a means to enhance
the management of genomic data. When ISGE is applied, conceptual schemes
that are specific to solution space concepts are generated. These schemes can be
assembled, like puzzle pieces, to generate use-case specific conceptual schemes.
Domain experts will benefit from this by having an increased level of abstraction
and means for managing data.

To achieve these objectives, the paper is organized as follows: Sect. 2 studies
and classifies the issues that arise when genomic data is poorly managed. Section
3 details ISGE, which is the main contribution of this work. Our final remarks
are presented in Sect. 5.

2 Genome Data Issue Identification

The genomic domain is particularly vast and complex. The consequences of
this complexity must be identified to provide valid and valuable solutions. This
section determines the impact and consequences of poorly managing genomic
data. These consequences have been grouped into three categories, namely,
“ontological”, “operational”, and “knowledge extraction” issues.

First, ontological issues are related to an insufficient understanding of core
concepts or a lack of clarity of domain definitions. The available domain knowl-
edge is ever-changing, core concepts are not entirely understood, and their defini-
tions often include plenty of implicit information. Too frequently, these concepts
have diverse context-dependent interpretations, and domain experts must infer
which one to use or how to interpret crucial aspects of a definition: domain under-
standing is insufficient and too imprecise. Obtaining a shared understanding of
the domain is then a problem that needs to be solved better. The consequences of
ontological issues include the existence of fuzzy definitions with implicit informa-
tion, inadequate and inaccurate communication, or an ontological commitment
that is difficult to obtain.

Second, operational issues arise when dealing with a large variety of hetero-
geneous information from multiple sources, and without any ontological com-
mitment regarding their content or structure. Batini et al. [1] define three levels
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of heterogeneity: technological, schema, and instance. In most cases, they are a
consequence of relying too much on solution space-generated data, ignoring those
definitions that belong to the problem space. Technological heterogeneity arises
from the large number of existing data sources, file formats, and tools. Schema
heterogeneity is a consequence of technological heterogeneity. The existence of
different representation models requires an intermediate step to transform the
data into a common schema before integrating it. Instance heterogeneity is trig-
gered by schema heterogeneity and other reasons like obsolete data sources or
technical failures when generating data. It is not rare to detect redundant or
duplicated data as a consequence of the instance heterogeneity. Data quality is
a key aspect to avoid inaccurate, unnecessary, or redundant data. The conse-
quences of operational issues include the existence of low-quality data, including
inaccurate, unnecessary, or redundant data and integration processes that are
too complex and error-prone. The main consequence of knowledge extraction
issues is that extracting knowledge is time-consuming and intricate.

Third, Knowledge extraction issues have a direct impact on the quality of
the research processes and on the amount of invested time that is needed to per-
form them. These issues are a direct consequence of ontological and operational
issues. Extracting knowledge is a hard task when there is not a solid, ontological
background and genomic data has low quality.

The reported issues justify the need to implement the two characteristics
defined above. On the one hand, having an explicit separation between the data
from the problem space and the data from the solution space can facilitate the
understanding of the domain. Solution space data does provide domain experts
with contextual and data-quality information, but not having a real separation
between them distorts how problem space concepts are studied, discussed, and
represented. It is a cross-cutting problem that reduces domain clarity by pol-
luting the problem space (ontological issues), complicates any attempt of data
integration by increasing domain heterogeneity (operational issues), and slows
knowledge extraction (knowledge extraction). On the other hand, increasing the
level of reuse can help to obtain a clearly defined single point of truth to reduce
ontological issues and reduce schema heterogeneity, helping to solve many oper-
ational and knowledge extraction issues.

3 Method Definition

The correct and efficient management of genomic data that we want to achieve
is strongly dependent on the specification of a clear, single point of truth. The
use of CM techniques can serve as a basis for a sound integration layer. The
aim of our work is to provide a solution to this problem. We have identified
two strategies to address this situation: i) to explicitly separate problem space
concepts from solution space concepts, and ii) to increase the level of reuse of the
artifacts generated when applying CM techniques. The method that we present
faces the challenge of effectively implementing these strategies.

The first strategy is achieved with the definition of the two elements that sup-
port ISGE. The first one is a CS, called the Conceptual Schema of the Genome
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(CSG), which conceptualizes biological concepts (i.e., the problem space). Spe-
cific conceptual views (with a subset of CSG concepts) can be instantiated to
adapt to the particularities of the use cases of the working domain.

The second strategy is a catalog of solution space-specific conceptual schemes.
These conceptual schemes include, but are not limited to, technologies, software,
file formats, or defined standards. These elements provides a means to have an
explicit separation between the problem space and the solution space.

ISGE is divided into three phases. Phase 1 identifies the essential components
of the use case. Phase 2 selects the set of conceptual schemes of the catalog. Phase
3 generates the final CS. The generation is divided into two activities.

Method Elements
ISGE is supported by two elements. The first element is the CSG, which concep-
tualize biological concepts (i.e., the problem space concepts). The second element
is the catalog of conceptual schemes of technological aspects (i.e., the solution
space).

The CSG provides a well-grounded ontological basis that describes an exten-
sive set of domain definitions and how they are related. To deal with the great
variety of use cases in the genomic domain, ISGE allows the instantiation of
conceptual views of the CSG in order to adapt to their particularities.

The catalog of conceptual schemes of technological aspects contains
a set of conceptual schemes, each of which models a technological aspect. The
SAM file-format specification, the Variant Call Format, or the UniProt database
are examples of these technological aspects.

Each CS of the catalog includes a set of rules that indicates its relation-
ships with the other conceptual schemes of the method, including the CSG and
other conceptual schemes of the catalog. There are two types of rules. The first
type is the “chain rule”, which indicates that two classes of different conceptual
schemes are somehow related and are connected when represented together. The
second type is the “equality rule”, which indicates that two classes of different
conceptual schemes refer to the same concept and are merged when represented
together.

The catalog allows additional technological aspects to be conceptualized,
thereby enriching the method. By executing ISGE, the most suitable CS for a
specific use case is obtained by merging a generated view from the CSG and a set
of relevant conceptual schemes of the technological aspects used. The resulting
CS takes into account the specific particularities of the use case under study
while keeping the holistic perspective of the CSG.

Method Phases
The method is applied through a three-phase workflow that is composed of six
activities Phase 1 consists of studying the particularities of the case under study.
Phase 2 consists of selecting the elements of the method that are required for
the use case. Phase 3 consists of merging the identified conceptual schemes in
order to obtain the final CS.
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Phase 1 – Identify the Essential Components of the Use Case
Phase 1 consists of obtaining the knowledge that is needed to generate a CS that
is specifically adapted to the working use case. The process is carried out in a
series of meetings with domain experts, and it is divided into two activities:

1. Identification of Relevant Concepts activity, where the CSG is used to identify
the basic building units required to develop an appropriate conceptual view.
The CSG is the graphical representation of the ontological framework that
provides a common, shared understanding to facilitate the interaction with
the domain experts. The CSG is discussed on a per-view basis with domain
experts to identify those concepts that play a determinant role in their use
case. The result of this activity is the list of classes of the CSG that make up
the conceptual view that will be generated in Phase 3.

2. Identification of Technological Aspects Used activity, where the technological
aspects (file formats, standards, processes, data sources, etc.) that are used to
manage data in the case under study are identified. The result of this activity
is the set of technological aspects used. The conceptual schemes of the catalog
that model the technological aspects will be selected in Phase 2.

Phase 2 – Select Conceptual Schemes of the Catalog
Phase 2 consists of selecting the relevant conceptual schemes of the catalog that
represent the identified technological aspects. These conceptual schemes will be
assembled in Phase 3 to generate the final CS. This phase is divided into two
activities:

1. Conceptualization of missing technological aspects activity, where those tech-
nological aspects that are missing in the catalog are conceptualized and
included in it. The conceptualization exercise includes creating the corre-
sponding CS, the chain rules, and the equality rules. The number of solution
space elements that ISGE covers is increased each time a new item is included
in the catalog.

2. Selection of the Conceptual Schemes of the Catalog activity, where the cor-
responding conceptual schemes of the technological aspects identified as used
in Phase 1 are selected.

Phase 3 – Generate the Final CS
Phase 3 consists of generating the final CS. Two activities make up this phase,
which are supported by the outputs of Phases 1 and 2.

1. Generation of the Biological View activity, where a biological view is instan-
tiated from the CSG based on the list of classes identified in Phase 1. This
view is discussed with the domain experts, who validate it.

2. Merging of the conceptual schemes activity, where the selected conceptual
schemes of the catalog are merged to the biological view generated in the
previous activity. This process is driven by the chain and equality rules.
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4 Application of the Method

In this Section, an example of how IGSE has been applied in a real-world use
case is presented. The use case under study pertains to the agri-food field, and
its objective is twofold: i) to provide more efficient and valuable citrus crops by
identifying genotype-phenotype relationships regarding specific traits of interest,
like sweetness or drought resistance; and ii) to establish phylogenetic relation-
ships between citrus species to determine their origin and closeness. These goals
are achieved through comparison exercises involving hundreds of whole-genome
sequences of citrus varieties.

In Phase 1, we started by interviewing eight domain experts in a series of
ten meetings to perform the first phase of the method, which allowed us to
identify the unique particularities of their use case. The CSG was discussed
in the identification of relevant concepts activity to identify relevant concepts
that play a key role in their comparison exercises. 17 concepts out of the 62
defined in the CSG will make up the biological view. Our approach allowed us
to narrow down the number of elements to work with and focus on the relevant
concepts from a more general, holistic starting point. Consequently, conceptual
schemes that are adapted to the unique particularities of the various use cases of
the genomic domain are generated without renouncing the much needed holistic
perspective. At this point, the identification of technological aspects used activity
begins, in which four technological aspects have been identified as used:

– Scaffolding technology: to store DNA sequences of chromosomes.
– Gene Ontology data source: to characterize biological processes and how

they relate to genes.
– Variant Call Format (VCF) file format: to store identified variations.
– SnpEff variant annotation software: to annotate identified variations

with additional information regarding the effect they cause at a molecular
level.

In Phase 2, we gathered the required conceptual schemes of the catalog that
conceptualize those technological aspects that are used. For the sake of brevity,
we assume that there are no missing concepts in the catalog. Therefore, the
conceptualization of missing technological concepts activity was not triggered.
The technology identification activity in Phase 1 identified four technological
aspects, and the conceptual schemes corresponding to them were selected from
the catalog in the selection of the conceptual schemes of the catalog activity.

In Phase 3, we generated the final CS. In the generation of the biological
view activity, we generated the biological view adapted to the particularities of
the working use case. Figure 1 shows the classes of the biological view with a
white background. Its content focuses on establishing the consequences of genetic
variations in every step of the protein-coding process. This includes analyzing
changes and their implications at the DNA level in genes, at the RNA level in
primary transcripts and mRNA, at the amino acid level in proteins and enzymes,
and at the metabolic level in pathways. The view also allows studying citrus
lineage by performing evolutionary studies that analyze ortholog groups.
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Fig. 1. Generated CS after applying ISGE
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In the merging of the conceptual schemes activity, we merged the set of con-
ceptual schemes of the catalog selected in Phase 2 with the biological view gen-
erated in the previous activity. Figure 1 shows the selected conceptual schemes
of the catalog shaded in light gray in a dark gray background. This process was
driven by the defined rules of the conceptual schemes. As can be observed, only
one technological aspect, the VCF file format, has chain rules, but every aspect
has equality rules defined.

5 Conclusions

We have identified a series of issues that demonstrate that genomic data is
poorly managed. Thus, two strategies have been proposed to better manage
genomic data. The first strategy is to define a new characterization of genomic
data by explicitly separating the problem space concepts from the solution space
concepts. The second strategy is to increase the level of reuse of the artifacts
generated when applying CM techniques. We have presented a conceptual model-
based method, called ISGE, that effectively implements the two identified strate-
gies, providing a means to enhance genomic data management. Future work is
oriented to providing more efficient data integration processes by developing
model-based algorithms to provide automated, on-demand data integration.
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Abstract. Process mining is widely used to diagnose processes and uncover per-
formance and compliance problems. It is also possible to see relations between
different behavioral aspects, e.g., cases that deviate more at the beginning of the
process tend to get delayed in the later part of the process. However, correlations
do not necessarily reveal causalities. Moreover, standard process mining diagnos-
tics do not indicate how to improve the process. This is the reason we advocate the
use of structural equation models and counterfactual reasoning. We use results
from causal inference and adapt these to be able to reason over event logs and
process interventions. We have implemented the approach as a ProM plug-in and
have evaluated it on several data sets.

Keywords: Process mining · Counterfactual statement · Structural equation
model

1 Introduction

Humans tend to learn from the past (their experiences) by analyzing possible alterna-
tives of what happened in the reality and reflecting on their findings aiming for better
results in future similar cases (e.g., not doing the same mistakes). Thinking about pos-
sible alternatives to what happened in the past is called counterfactual thinking.

The information systems of companies save data about the process instances (cases)
in their event logs. Process mining extracts knowledge from the event logs for discov-
ering the process model, monitoring process KPIs, and improving processes. Process
improvement requires a deep comprehension of the process behavior and its cases.
In this paper, we tailor the concept of counterfactual thinking to process mining and
explain why a specific situation has a special outcome. Given an instance with an unde-
sirable outcome, we aim at providing a set of counterfactual statements (we call them
explanations) to explain such an outcome.

Companies can boost customer satisfaction and build trust by providing explana-
tions for their specific cases without putting other people’s rights and privacy in danger
[7]. Case level explanation can be used to explain why a customer has received a partic-
ular result, was it fair, or how to approach to get a better result. Moreover, the process
manager can benefit from this method as it can be used to explain why something hap-
pens in a specific case and how to act differently to get different results in the future.
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Two important aspects of an explanation are accuracy and applicability. Both of
them can be amended by distinguishing between correlation and causation among the
process features, which prevents misleading explanations that recommend altering fea-
tures with non-causal relationships with the result. For this matter, we propose using the
structural equation model (SEM) of the features in the procedure of generating expla-
nations.

Case level explanations are case dependent, which means, an explanation that is
useful for a customer may not be favored by another customer with the same unde-
sirable outcome. To overcome this issue, in the proposed method, we present a set of
diverse explanations (i.e. explanations that differ from the given instance in different
features) to the user such that the user can decide which one to apply. Moreover, as the
explanations are meant to be used by the human, the readability and understandability
of the explanations are important. Therefore those explanations with a smaller number
of features with different values from the given instance, are preferred [10].

The rest of the paper is organized as follows. In Sect. 2, a brief overview of the
related work is presented. In Sect. 3, the method is presented. The experimental results
are presented in Sect. 4. Finally, in Sect. 5 the conclusion is presented.

2 Related Work

There are already several approaches in the domain of process mining that deal with
root cause analysis using the findings of a classification techniques [2,9]. The draw-
back of these methods is that the classification techniques are based on correlation and
not causal relationships. Also, there are several works considering causal relationships
among different process features at the process level [3,4,6]. Moreover, in [1] a method
for generating case-level recommendations of treatments that maximize the probability
of a given outcome is proposed. In this method a subset of candidate treatments that are
most correlated with the outcome is extracted by applying an association rule mining
technique. Then the subgroups with causal relation between treatment and outcome are
identified using uplift tree. Finally, the subgroups are sorted by the ratio of the score
associated to them by the uplift trees and their cost.

It is worth noting that counterfactual reasoning for explainability has been studied
extensively in the field of data mining and machine learning (e.g., [8,10]).

3 Method

The general overview of the proposed method is presented in Fig. 1. First, we enrich the
event log. Then, several random counterfactual instances similar to the current instance
are generated. Among them, those that have a desirable outcome regarding a given
threshold are selected and optimization techniques are used to make them as close as
possible to the current instance. The resulting desirable counterfactual instances are
ordered according to their distance with the current instance, and finally, converted into
a set of explanations and presented to the people involved.

In the following, we first explain how we extract the data from the event log and
then we describe the explanation generation method.
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Fig. 1. The general overview of the proposed method.

3.1 Situation Feature Table Extraction

Here, we mention how to extract features from the event logs of processes. An event log
is a collection of traces where each trace is a collection of events. Each event indicates
that specific activity has happened at a specific time for a specific case. A trace is a
sequence of chronologically ordered events that belong to a specific case. Both traces
and events may have several attributes. Here we assume the uniqueness of the events in
the event log. We define an event log as follows:

Definition 1 (Event Log). An event log is a set of traces where each trace is com-
posed of a chronologically ordered sequence of events and trace attributes (if applies).
Moreover, each event refers to a case, an activity, a timestamp, and event attributes (if
applicable).

Fig. 2. The process of the repair company.

Through this paper, we consider a company that repairs a specific product as the
running example. The Petri-net model of this repair company is shown in Fig. 2. Each
trace in the event log is corresponding to the process of repairing one product. In the
“inspection” activity, several tests are done to determine the defects of a product. Then
it is repaired, and afterward “final check” is done. We know that the newer products are
more complicated and harder to deal with. In this example, “model” is a trace level
attribute where newer products have higher model numbers. “team size” is another
trace-level attribute that indicates the number of resources involved in repairing the
product. “num test” is an event-level attribute indicating the number of tests that have
been done in the “inspection” activity. A snapshot of an event log is shown in Table 1.
The manager of the repair company believes that in the trace with “case id” = c1 the
“repair” activity (event e2) was too long and should have taken at most 500 h. He/She
needs to know if it was the case, and if so, how they could had prevented it.

When we are interested in features not existing in the event log, we need to enrich
the event log by adding new derived features from the event log or possibly other
sources to its traces and events. For example, we can enrich the repair company event
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log by adding an attribute named “duration” to its events indicating the duration of that
event in hours. In the repair company example, the value of the “duration” attribute can
be computed by subtracting the timestamp of two consecutive events in each trace.

With respect to the time precedence of the cause and effect, we consider just the
features that have been extracted from that part of a trace that has been recorded before
a specific feature as possible causes of it. For example, in the repair company, extracting
the data from the “final check” activity is meaningless when we want to find the features
that causally influence the “duration” of the “repair” activity. So we need to extract the
data from a proper prefix of a trace, which we call a situation. Also, we define the
situation set of an event log as the set of all situations generated using its traces. Some
of the subsets of the situation set of a given event log are more meaningful. For example
the set of all the situations that end with an event with a specific activity name or the
set of all traces. In the repair company example, we can have a subset of situations
that end with an event whose activity name is “repair”. In this case, the situation subset
would include all the prefixes of traces which include the events with the activity name
“inspection” and “repair”. The situation extracted from the first trace would include the
two events with “event id” e1 and e2. Let’s call this situation s1.

An event log may have both event and trace level attributes. Moreover, it is possible
to have the same attribute name in both levels. To concretely determine the attributes
that we are interested in their values, we use situation feature notion. A situation feature
refers to an attribute and an activity name (or possibly “trace”). For example in the
repair company, sf teamsize and sf model are two situation features indicating “team size”
and “model” attributes in the trace level. While, sf inspDuration and sf inspNumTest are the
situation features referring to the “duration” and “num test” in the “inspection” activity.
Also, sf repairDuration refers to the “duration” of the “repair” activity. The situation feature
value extraction mechanism from a given situation is as follows:

– If the situation feature refers to an attribute name and “trace”, then the value of that
attribute in the trace-level is assigned to the situation feature.

– If the situation feature refers to an attribute name and an activity name, then the
value of that attribute from an event with the given activity name, with the maximum
timestamp is assigned to the situation feature.

For example, for the situation s1, the value assigned to sf inspDuration is 71 (computed
using timestamps) and the value assigned to sf model is 7.

To generate explanations, we need to know the situation feature that identifies the
problem (we call it target situation feature) and a set of descriptive situation features
that are those features that may have causal effect on the problem. We call the set
including the descriptive situation features and the target situation feature a situation
feature extraction plan and denote it by SF. We can look at the SF as the schema in
a tabular data. For example in the repair company, as the manager believes that the
duration of “repair” activity for some cases should have been shorter, the target situa-
tion feature is sf repairDuration. Also he has considered sf model, sf teamsize, sf inspNumTest, and
sf inspDuration as descriptive situation features. So, in this example we have SFrepair =

{sf model, sf teamsize, sf inspNumTest, sf inspDuration, sf repairDuration}.
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Table 1. A snapshot of the event log of the repair company.

Event id Case id Activity name Timestamp Team size Num test Model

e1 c1 Inspection 01-04-2020T08:00:00 2 42 7

e2 c1 Repair 04-04-2020T07:00:00 2 42 7

e3 c1 Final test 28-04-2020T08:00:00 2 42 7

e4 c2 Inspection 01-05-2020T08:00:00 3 26 5

e5 c2 Repair 03-05-2020T11:00:00 3 26 5

e6 c2 Final test 19-05-2020T20:00:00 3 26 5
...

...
...

...
...

...
...

Given a situation feature extraction plan, SF we can map each situation to
a data point by simply extracting the values of situation features in SF using
the proper mechanism. We call such a data point an instance. Moreover, we can
define a target-dependent tabular data, called situation feature table, extracted from
a given situation subset, as the bag of the instances extracted from the situa-
tions in a given situation subset. As an example, using SFrepair instance irepair =
{(sf model, 7), (sf teamsize, 2), (sf inspNumTest, 42), (sf inspDuration, 71), (sf repairDuration, 577)} is
generated from s1.

3.2 Explanation Generation Method

Consider an instance i in the situation feature table with an undesirable target situation
feature value regarding a threshold t. For example, in the repair company the threshold
is 500. W.l.o.g., in this paper, we always assume that the values lower than the given
threshold are desirable. Explanations are diverse instances which are close to i and
have a desirable target situation feature value. As it is vain to investigate the effect of
intervention on those situation features that their value can not be altered by the user,
we study the effect of changing the value of those situation features that are modifiable
by the user. We call the set of modifiable situation features actionable situation features
and denote it with ASF. We define a set of counterfactual explanations for a given
instances as follows.

Definition 2 (A Set of Counterfactual Explanation). Let i be an instance for which
the target situation feature value is undesirable. A set of explanations for i is a set of
diverse instances that are close to i and yet differ from i in a subset of ASF and have a
desirable result for the target situation feature.

To generate the set of counterfactual explanations, we take the following three steps:

1. Generating candidates.We generate several candidates for the values that could
had been assigned to the actionable situation features. Each candidate is a value
assignment to a subset of situation features in ASF. We generate candidates such
that for half of them the situation feature values are selected from their distribution
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in the situation feature table and for the other half, they are selected randomly from
their domain.
2. Predicting the value of the target situation feature. In the second step, we com-
pute the effect of replacing the values of the situation features in the given instance
with those in the generated candidates on the value of target situation feature using
the SEM of the situation features. The SEM of the situation features of a situa-
tion feature table can be provided by a customer who possesses the process domain
knowledge or can be inferred in a data-driven manner using several methods that
already exist in the literature (e.g., [4,6]). Loosely speaking, a SEM is a set of equa-
tions that determine how to generate the observational and interventional distribu-
tions. More formally:

Definition 3 (Structural Equation Model (SEM)). Let SF be a situation feature
extraction plan, the SEM of SF is defined as EQ ∈ SF → Expr(SF) where for each
sf ∈ S F, Expr(SF) is an expression over the situation features in SF and possibly some
noise Nsf . Moreover, the noise distributions of Nsf for all sf ∈ SF have to be mutually
independent.

We assume that SF includes all relevant situation features and there is no common
hidden confounder for the situation features in SF. Also, we assume that the SEM does
not include any loop. In Table 2, a possible SEM for the repair company is presented.

Table 2. A possible SEM for the repair company.

sf model = Nsfmodel Nsfmodel ∼ Uni f orm(1, 10)

sf teamsize = Nsf teamsize
Nsf teamsize

∼ Uni f orm(1, 3)

sf repairDuration = 10sf model + Nsf repairDuration Nsf repairDuration ∼ Uni f orm(−2, 4)
sf inspNumTest = 5sf model + 3sf teamsize + Nsf inspNumTest Nsf inspNumTest ∼ Uni f orm(−1, 2)
sf repairDuration = 50sf model + 5sf inspNumTest + Nsf repairDuration Nsf repairDuration ∼ Uni f orm(10, 20)

Using SEM EQ, prediction of the class situation feature value for each candidate
involves three steps abduction, action, and prediction [5]. We explain these steps using
the repair company example.

– Abduction. First we need to incorporate the observed data, instance i, into the
model, EQ, and generate a counterfactual SEM that explains the conditions and the
behavior of the system and the environment when i was happening. A counterfac-
tual SEM, EQ′, is obtained by replacing the distribution of noise terms in EQ with
the corresponding noise distributions condition on SF = i. Considering the SEM in
Table 2 and irepair, the equations of the counterfactual SEM EQ′repair are: sf model = 7,
sf inspNumTest = 2, sf inspDuration = 10sf model+1, sf inspNumTest = 5sf model+3sf teamS ize+1,
and sf repairDuration = 50sf model + 5sf inspNumTest + 17.

– Action. The second step is taking action toward enforcing changes in the counter-
factual SEM EQ′, regarding candidate c. The result is a SEM EQ′′ where sf = csf
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where csf is the value assigned to sf by c if sf ∈ dom(c) and sf = EQ′(sf ) where sf
is not in the domain of c. As an example, suppose that we are interested in predict-
ing the value of sf repairDuration for the candidate {(sf teamS ize, 3)}. Intervention on the
counterfactual SEM EQ′repair, results in replacing sf teamS ize = 2 with sf teamS ize = 3.

– Prediction. The third step involves using the modified SEM to predict the
counterfactual value of the target situation feature by simply computing the
value of targer situation feature (or its distribution) in the counterfactual SEM
under the intervention. In this step, we remove those situation features from
the domain of c that do not affect the target situation feature value. In
the above example, computing the values of the situation features we have:
{((sf model,⊥), 7), (sf teamS ize, 3), (sf inspNumTest, 45), (sf inspDuration, 71), (sf repairDuration,
592)}. We call such an instance a counterfactual instance.

3. Selecting a subset of candidates. We want explanations to be a set of diverse
candidates with a small domain and a desirable predicted target situation feature
value. Also we want them to be close to the given instance. To compute the dis-
tance between instances, we use L1 metric on the normalized situation features. As
mentioned in [10], using L1 metric, more sparse explanations would be generated.
For the diversity, we partition candidates with desirable predicted outcome based on
their domain and then sort them in each partition according to their distance from
the given instance. A set of these candidates are selected one by one from different
partitions, with the priority of those partitions that have a smaller domain.

Fig. 3. The result of applying the implemented method on the synthetic event logs. (Color figure
online)

4 Experimental Results

The implemented plugin is available in ProM nightly build under the name counterfac-
tual explanation. In the implemented plugin, we can apply several classifiers (includ-
ing Regression Tree (RT), Locally Weighted Learning (LWL), Multi-layer perceptron
(NN)), as well as SEM, to predict the target situation feature value of candidates.

We applied the implemented plugin on a synthetic event log to see how different
might be the explanations generated by the SEM and by a machine learning technique
with the highest accuracy in terms of predicted target situation feature values and the
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number of situation features with different values in the given instance and the explana-
tions. So, we did not use optimization on the selected desirable counterfactual instances.

For the synthetic event log, we have used the repair company example and irepair as
the instance with the undesirable target situation feature. Also, the values lower than the
given threshold 500 were desirable. We considered all the descriptive situation features
as actionable. We have generated 1000 traces such that the SEM of its situation feature
values is the one in Table 2. Then, we generate a set of 8 explanations by generating
several candidates and using the SEM in Tabble 2 to evaluate them.

We have used the classifier with the highest accuracy for predicting the value of
sf rapairDuration on the selected candidates in the previous step. The accuracy of RT,
LWL, and NN on the data were 0.818, 0.990, and 0.984, respectively. But their accuracy
reduced on the counterfactual instances to 0.74, 0.77, and 0.76, respectively.

The results of applying the proposed method using SEM and three mentioned
machine learning techniques are presented in Fig. 3. In left part of Fig. 3, the predicted
sf rapairDuration of the selected desirable candidates using SEM (red line), RT (blue line),
LWL (green line), and NN (light green line) are presented. In the right side of Fig. 3,
the size of the domain of the selected candidates is demonstrated.

Discussion. As demonstrated in Fig. 3, there is a gap between the values predicted by
the machine learning techniques and by SEM. Also, the accuracy of the classifiers pre-
dicting the value of the counterfactual instances drops dramatically. This phenomenon
can be explained by the difference in their mechanism of predicting counterfactual val-
ues. Using a machine learning technique, neither the behavior of the environment nor
the effect of an intervention is considered; but, the generated instance is regarded as a
new instance, which may result in wrong predictions.

The difference in the number of effective situation features with different values
between the given and explanations comes from the fact that machine learning tech-
niques do not distinguish among the situation features with causal and mere correlation
relationship with the target situation feature. On the other hand, using SEM the changes
in the values of the situation features that have no causal relationships with the target
situation feature in the counterfactual instances are simply ignored.

5 Conclusion

We have presented a method that can be used by companies to explain to their cus-
tomers why they have received a specific outcome in a case-specific manner and help
them to prevent the same outcome in the future. As a result, the interpretability and
accountability of the companies would be boosted.

The results of the evaluations have shown that ignoring the causal relationships
among the situation features may end up in explanations that suggest changing situ-
ation features with no causal effect on the class situation feature. Moreover, using a
machine learning technique, regardless of its accuracy, for predicting the value of the
target situation feature may result in wrong explanations or missing some of the good
explanations.
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Abstract. Predictive process analytics focuses on predicting the future
states of running instances of a business process. While advanced
machine learning techniques have been used to increase the accuracy of
predictions, the resulting predictive models lack transparency. Explain-
able machine learning methods can be used to interpret black-box mod-
els. However, it is unclear how fit for purpose these methods are in
explaining process predictive models. In this paper, we aim to inves-
tigate the capabilities of two explainable methods, LIME and SHAP,
in reproducing the decision-making processes of black-box process pre-
dictive models. We focus on fidelity metrics and propose a method to
evaluate the faithfulness of LIME and SHAP when explaining process
predictive models built on a Gradient Boosting Machine classifier. We
conduct the evaluation using three real-life event logs and analyze the
fidelity evaluation results to derive insights. The research contributes
to evaluating the trustworthiness of explainable methods for predictive
process analytics as a fundamental and key step towards human user-
oriented evaluation.

Keywords: Predictive process analytics · Explainable AI · Evaluation
metrics · Explanation fidelity

1 Introduction

Predictive process analytics focuses on applying predictive analytics to forecast
future states of business process executions [10]. While advanced machine learn-
ing techniques have been used to increase accuracy of process predictions, the
resulting predictive models become ‘black-box’ models. Methods and techniques
have been proposed in machine learning to explain black-box models, forming a
new research theme known as explainable AI (XAI) [3]. Several recent studies in
predictive process analytics (e.g., [2,9]) have attempted to apply existing XAI
methods to interpret black-box process predictive models. However, there have
been few studies on evaluating how well available XAI techniques interpret pro-
cess predictions. One key measure of explanation fitness is fidelity, which aims
to determine how faithful the explanation is to the black-box predictive model,
i.e., how well the explanation method can mimic the black-box model [3].
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In this paper, we identify and draw on fidelity evaluation studies in XAI, and
propose a method for evaluating explanation fidelity for process predictions. We
apply the proposed method to evaluate the performance of LIME and SHAP
in interpreting process predictive models built on XGBoost, which has been
shown to be most accurate in process outcome predictions [10], and analyse
the evaluation results to derive insights. The research contributes to evaluating
the trustworthiness of explainable methods for predictive process analytics as a
fundamental and key step towards human user-oriented evaluation.

2 Background and Related Work

2.1 Explainable AI

While more complex algorithms often produce more accurate results, it is harder
for a human to understand their internal workings, thus becoming a ‘black box’
and requiring interpretation [3]. Post-hoc interpretation refers to the interpreta-
tion of a predictive model, a data neighbourhood or a prediction created after
the model has been generated, typically by an interpretation mechanism exter-
nal to the predictive model [3]. Two popular black-box-model-agnostic, local
explanation methods in literature are LIME and SHAP. LIME determines the
importance of all features in an input by perturbing the dataset to create a
surrogate linear model that captures the black-box model’s behaviour at a spe-
cific neighbourhood [8]. SHAP uses a game theoretic approach to assign a value,
known as SHAP value, to each feature at the instance level, describing its con-
tribution to the final output—the prediction [5].

2.2 Fidelity of Explanations

While post-hoc explanation methods can be used to interpret complex models,
because the explanation method is distinct from the prediction method, it is pos-
sible that the explanation generated is not always faithful to the decision-making
of the original black box. Hence, it is important to understand the fidelity of the
explanation method. Two ways of measuring fidelity are defined in [6]: external
and internal fidelity. External fidelity measures the similarity of decisions made
by a surrogate model or interpretation of a black box and the black box itself, but
this does not measure the similarity of their decision-making processes – defined
as internal fidelity [6]. A common method of evaluating the fidelity of post-hoc
approaches is to remove or change features identified by the interpreter and com-
paring the changes in prediction probability of the black box [1,4], though this
is typically applied to image or text data.

2.3 Problem Statement

Explainable predictive process analytics has emerged as a new research topic, and
current studies have attempted to use existing explainable methods in XAI [2,9].
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However, it is as yet unclear how fit for purpose these methods are for explaining
process predictions, given the relatively complex multidimensional structure of
event log data. As such, it is important to understand how well explainable meth-
ods can mimic the decision-making of process prediction black boxes. However,
methods of assessing internal explanation fidelity for tabular data like event logs
remain unexplored. In literature, internal fidelity evaluation methods often apply
ablation, in which the most influential features are removed from the input [1].
However, this is typically applied to text or image data, where the “removal”
of features is relatively simple, and would not be appropriate for tabular data.
This has motivated us to draw on existing work to build a method to assess the
fidelity of post-hoc methods used in explainable predictive process analytics.

3 Fidelity Evaluation Method

We evaluate the internal fidelity of explanations as we are interested in the
fidelity of the interpreter’s decision-making processes, not the decision (i.e., pre-
diction) itself. An ablation approach to measuring internal fidelity will not hold
for tabular data like event logs, particularly when using XGBoost which auto-
matically imputes missing data. As such, a perturbation strategy was judged to
be more effective. For the prediction of each instance, ten explanations were
generated—to mitigate the effects of explanation instability—and the top 10%
of features that were most common in the explanations were identified. For each
feature, LIME presents the feature value or feature value distribution which
affected the black box’s prediction. For example, an explanation including “1 <
Activity A < 3” indicates that the occurrence of “Activity A” more than once,
but fewer than three times was influential. As SHAP presents only the feature’s
influence on the end result, feature value distributions were generated based on
the SHAP value for a specific feature, for a specific instance (i.e., what feature
values would produce similar SHAP values in the entire test dataset). For exam-
ple, if “Activity A” has a SHAP value between 0.5 and 0.6 only when the feature
value is between 1 and 3, this would be the distribution attributed to a SHAP
value of 0.54. Using these distributions, for each instance:

1. A prediction using input vector x was generated, along with the prediction
probability for the predicted class Y (x)

2. For each feature to be perturbed, a new, uniform distribution outside of the
existing distribution was created to draw new feature values from

3. For each feature to be perturbed, a new value was randomly sampled from
the new distribution to replace the original value for that feature, creating
the perturbed feature vector x′

4. The prediction probability for the originally predicted class was determined
for input x′ resulting Y (x′), and the difference between Y (x) and Y (x′) was
computed

Each instance was perturbed ten times, and the differences in prediction prob-
ability were used to calculate the mean absolute percentage error (MAPE) of
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the differences as the fidelity score for each instance (see Eq. 1). We chose to
perturb the feature vectors, instead of the event logs used to derive the feature
vectors, as the input for both the black box and the explanation methods were
the derived features, and not the original event log.

It is important to note that the definition of the measure in Eq. 1 focuses on
the (local) explanations at the process instance level. The overall evaluation of
such a measure over the entire event log can be calculated as the average of the
scores for all instances in the event log. Error functions have previously been
applied to quantify internal fidelity, averaged out over the size of a dataset [1].
As such, MAPE is used to measure the fidelity of explanations, and we calculate
the fidelity (F) of an explanation for a single process instance in an event log as
follows:

F =

∑|X′|
1

|Y (x)−Y (x′)|
Y (x)

|X ′| (1)

where:
– x = original feature vector for the process instance
– X ′ = Set of perturbations for x and x′ ∈ X ′

– Y (x) = Prediction probability given input x
– Y (x′) = Prediction probability given input x′

Note that this measure is naturally bounded by the fact that prediction proba-
bilities fall between 0 and 1.

4 Evaluation and Analysis

4.1 Design of Experiments

The prediction target is process instance outcomes, as outcome classification is
one of the most common process prediction problems. Since XGBoost is generally
the most accurate algorithm for outcome prediction [10], it was used to create the
underlying black-box models. The XGBoost classifiers were trained on different
data encoding and bucketing methods. The following combinations of bucketing
and encoding methods were used:

– Aggregate encoding for dynamic attributes with prefix-length bucketing
– Index-based encoding for dynamic attributes with prefix-length bucketing
– Aggregate encoding for dynamic attributes with no bucketing

In the “no bucketing” method, all data is compiled as one bucket and a single
classifier is trained on this bucket. When prefix-length bucketing is used, data is
grouped (bucketed) based on shared prefix length (the number of activities that
have already been completed in a process instance), and a classifier is trained for
each bucket. For example, in a dataset with process traces ranging from prefix
length of 1 to 40, forty classifiers will be trained. Aggregate encoding, as the name
implies, aggregates the details of the entire case into a summary, while index-
based encoding attempts to preserve the temporal details of the case as much as
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possible. As such, combining aggregate encoding with single bucketing preserves
the characteristics within the original event log the least, while combining index-
based encoding with prefix-length bucketing preserves the most.

SHAP and LIME, two popular post-hoc interpretation methods, were chosen
for evaluation due to their prevalence in explainable predictive analytics [2,9].

4.2 Datasets

We use three open-source, real-life event logs, all varying in the amount of cases
recorded, types of attributes present and context (see Table 1). We follow the
preprocessing, bucketing and encoding methods used in [10].

Table 1. A summary of statistics of three event log datasets

Event log Productiona Sepsis casesb BPIC2012c

Description A manufacturing

process

Hospital event log

showing sepsis

cases

Loan application

process

No. of cases (before encoding) 220 782 4,685

Proportion of positive cases 55.0% 16.0% 53.4%

Maximum prefix length 23 29 40

Prefix lengths used 1–20 1–25 1–25

Feature

vector

shape

Single bucket &

aggregate encoding

162 274 134

Prefix-length buckets

& aggregate encoding

Min: 137 Max: 156 Min: 153 Max: 218 Min: 43 Max: 134

Prefix-length buckets

& index-based

encoding

Min: 100 Max: 844 Min: 147 Max: 535 Min: 11 Max: 1654

a https://doi.org/10.4121/uuid:68726926-5ac5-4fab-b873-ee76ea412399
b https://doi.org/10.4121/uuid:915d2bfb-7e84-49ad-a286-dc35f063a460
c https://doi.org/10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f

The Production dataset has the fewest cases and a substantial number of
static and dynamic attributes (though more dynamic than static), and around
55% of the cases were completed with a positive outcome. The Sepsis Cases
dataset is highly unbalanced with only 16% positive cases. It also contains con-
siderably more static than dynamic attributes, which will result in comparatively
longer feature vector lengths when using aggregate encoding, but comparatively
shorter feature vector lengths at higher prefix lengths when using index-based
encoding. The training dataset was balanced through downsampling, but the
testing data remains unbalanced. The BPIC2012 event log contains one (numer-
ical) static attribute and a number of dynamic attributes, most of which are
categorical, resulting in comparatively smaller feature vectors when using aggre-
gate encoding, but the feature vector size will increase considerably as prefix
length increases when using index-based encoding.

https://doi.org/10.4121/uuid:68726926-5ac5-4fab-b873-ee76ea412399
https://doi.org/10.4121/uuid:915d2bfb-7e84-49ad-a286-dc35f063a460
https://doi.org/10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f
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4.3 Results and Analysis

The source code implementing the proposed evaluation method in Sect. 3 and
the design of experiments in Sect. 4.1 as well as the associated experiment results
are available at: https://git.io/JIYtH.

Evaluation Results. Overall, fidelity scores were low-to-moderate for both
explainable methods (see Table 2). SHAP is the better performer, though gen-
erally by small margins. Both explanation methods were generally least faithful
when single bucketing and aggregate encoding are used, whereas the best com-
bination of bucketing and encoding that produced better results varied across
datasets.

Table 2. Overall fidelity results for each of the three datasets

Production Sepsis cases BPIC 2012

Single bucket aggregate encoding LIME 0.26 0.36 0.37

SHAP 0.27 0.46 0.41

Prefix-length buckets aggregate encoding LIME 0.47 0.37 0.38

SHAP 0.51 0.49 0.42

Prefix-length buckets index-based encoding LIME 0.36 0.51 0.32

SHAP 0.51 0.56 0.4

LIME and SHAP are almost comparable when evaluating fidelity. In many
cases, such as with SHAP for the BPIC2012 dataset (see Fig. 1), the faithfulness
of explanations varies across instances in an almost uniform distribution. This
suggests that only some explanations are faithful, but there appears to be no
pattern or trend of faithfulness with regards to prefix length, encoding method,
bucketing method or the initial prediction probability.

There is generally no link between prefix length and fidelity, except with
BPIC2012 (most noticeable in LIME), where a higher prefix length generally
results in a more faithful explanation. The large size of the BPIC2012 dataset
(at least in comparison to the other two) has resulted in more reasonable black-
box accuracy at the higher prefix lengths (see Fig. 2), which in turn appears to
have ensured that LIME’s surrogate models better fit the data.

Analysis and Findings. At first glance, these low scores seem to suggest
that LIME and SHAP cannot accurately mimic process prediction black boxes.
However, a further analysis indicates that the reasons for poor fidelity results
may lie in the following aspects.

Firstly, event logs are inherently complex due to their multidimensional
nature and variety of event attributes, and it is possible that the processing
of the event log to a simpler, algorithm-readable feature vector could have led

https://git.io/JIYtH
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Fig. 1. Fidelity results over original prediction probability and prefix length of LIME
and SHAP for the BPIC2012 dataset.

(a) Single Bucket,
Aggregate Encoding

(b) Prefix-length Bucket,
Aggregate Encoding

(c) Prefix-length Bucket,
Index-based Encoding

Fig. 2. Accuracy of predictive models at each prefix length for the BPIC2012 dataset

to the poor fidelity results. As noted, perturbation of the input was conducted
using the feature vector, not the underlying event log, and potential dependen-
cies between the features (such as events and their attributes) could also have
contributed to these poor results. If this is true, it is possible that the combi-
nation of single bucketing with aggregate encoding produced the least faithful
explanations as it preserves the complexity of event logs the least.

Secondly, the poor fidelity results may also be due to some internal mech-
anisms of the explanation methods. In particular, sampling methods used by
LIME to produce surrogate models are known to often produce poor results [7].
It is possible that the underlying mechanisms of LIME and SHAP cannot appro-
priately recreate the complex dependencies between the features that can be
derived from event logs.

Thirdly, it is likely that the characteristics of the underlying black box also
affected the fidelity results. This is most noticeable in the BPIC2012 dataset,
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when fidelity increased as the accuracy of the black-box model increased at higher
prefix lengths. This phenomenon of increased accuracy closer to the completion
of a running instance is expected in predictive process monitoring [10]. It is
possible that the poor performance of the black-box models at smaller prefix
lengths led to overall low fidelity and a poorly-fit surrogate model. Also, in
predictive process analytics, an accurate prediction as early as possible during
the process is valuable. Accordingly, any corresponding explanations will also
perform better if they are faithful at an earlier stage during process prediction.

Insights for Future Work. Based on the above findings, we propose that a
number of considerations should be made when assessing the fidelity of process
prediction explanations. Firstly, a closer investigation needs to be made of the
perturbation method used, with consideration of whether perturbation of the
event log would be more appropriate than perturbation of the features extracted
from it. Secondly, it would also be useful to consider the assumptions made
when developing the proposed evaluation method, including the assumption that
the boundaries derived from the explanation are absolute. Thirdly, to better
understand whether the poor results stem from the use of event logs as datasets,
the proposed method should be applied with more standard, less complex tabular
datasets. Furthermore, evaluations should also be conducted with other types
of black-box models, to understand how the underlying black box, including
accuracy, contribute to the faithfulness of explanations.

5 Conclusion

As black-box models are often applied in predictive process analytics, explain-
ability becomes necessary to help understand why certain predictions are made
by the underlying predictive models. To determine the quality of explanations,
we have proposed a method to assess explanations of process predictive models.
The application of this proposed method to three event log datasets using a
variety of bucketing and encoding techniques has provided observations regard-
ing the faithfulness of process prediction explanations. Insights derived from the
observations can be used to guide future refinement of the proposed method and
evaluations as well as understanding of process prediction explainability.
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Abstract. To achieve operational excellence, a clear understanding of
the core processes of a company is vital. Process mining enables com-
panies to achieve this by distilling historical process knowledge based
on recorded historical event data. Few techniques focus on the predic-
tion of process performance after process redesign. This paper proposes
a foundational framework for a data-driven business process redesign
approach, allowing the user to investigate the impact of changes in the
process, w.r.t. the overall process performance. The framework supports
the prediction of future performance based on anticipated activity-level
performance changes and control-flow changes. We have applied our app-
roach to several real event logs, confirming our approach’s applicability.

Keywords: Process mining · Process improvement · Process redesign

1 Introduction

Information systems, e.g., Enterprise Resource Planning (ERP), support the
execution of a company’s core processes. These systems capture at what point
in time an activity was performed for an instance of the process. Process mining
techniques turn such event data into actionable knowledge [1]. For example,
various process discovery techniques exist that transform the event data into
a process model describing the process behavior as captured in the data [2].
Similarly, conformance checking techniques quantify whether the process behaves
as recorded in the event data w.r.t. a given reference model [3].

The overarching aim of process mining techniques is to improve the process,
e.g., decreasing the process duration while maintaining the same quality level.
Yet, a relatively small amount of work focuses on data-driven techniques to sup-
port decision-makers in effectively improving the process. For example, in [4],
the authors propose to discover simulation models on the basis of recorded event
data, which can be used to simulate the process under different “What if” sce-
narios. In [5], a similar approach is proposed, explicitly focusing on macro-level
c© Springer Nature Switzerland AG 2021
S. Nurcan and A. Korthaus (Eds.): CAiSE Forum 2021, LNBIP 424, pp. 73–81, 2021.
https://doi.org/10.1007/978-3-030-79108-7_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-79108-7_9&domain=pdf
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Fig. 1. Overview of our proposed framework. The current process performance is quan-
tified in the context of a (given) process model. Anticipated performance changes are
injected to compute possible future performance.

aspects of the process, e.g., average case duration. The work presented in this
paper acts in the middle of the two spectra covered by the work mentioned.
Similar to [4], we measure performance on the activity-level. However, we do
not learn a complete simulation model. Instead, we explain the historical behav-
ior captured in the event log in the context of a model specifying the process
behavior. We use the annotated model for the prediction of future behavior.

In Fig. 1, we depict the proposed framework. An event log and a process
model act as the input artifacts. We compute timed partial order alignments,
which we use to quantify the process’s historical performance in the context of
the given model. Our framework supports the assessment of changes in the time-
performance of activities (either waiting or service time), and it supports stacking
multiple anticipated improvements of the process. Since our framework takes an
arbitrary process tree as an input, it is possible to extend it to calculate the
effect of control-flow changes. We have evaluated a prototypical implementation
of our framework using several collections of real event logs. Our experiments
confirm that our framework allows us to identify the main bottlenecks of the
process. Furthermore, we observe that, in some cases, the process model used as
an input influences the measured performance of the bottlenecks identified.

The remainder of this paper is organized as follows. Section 2 discusses related
work. In Sect. 3, we present background notions. In Sect. 4, we present our
framework, which we evaluate in Sect. 5. Section 6 concludes this paper.

2 Related Work

We refer to [1] for an overview of process mining. Most papers on prediction,
focus on intra-case prediction, e.g., see [6]. Early work, e.g., [7], learns and uses
annotated transition systems to predict possible future states of running pro-
cesses. In [8], LSTM neural networks for predicting the next activity/remaining
time for a process instance are studied. Data-driven global performance measure-
ment and prediction are studied less intensively. In [9], the authors structure the
field and identify the lack of relevant work in this space. Arguably the first work
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in this domain, i.e., [10], proposes to learn simulation models. In [11], a generic
framework describing the integration of data-driven simulation models in pro-
cess improvement/redesign is presented. More recently, the application of system
dynamics modeling in the context of process mining has been studied [5].

Case-id Instance-id Activity name Starting time Finishing time ...
...

...
...

...
... . . .

7 35 Register(a) 2020-01-02 12:23 2020-01-02 12:25 . . .
7 36 Analyze Defect(b) 2020-01-02 12:30 2020-01-02 12:40 . . .
7 37 Inform User(g) 2020-01-02 12:45 2020-01-02 12:47 . . .
7 38 Repair(Simple)(c) 2020-01-02 12:45 2020-01-02 13:00 . . .
8 39 Register(a) 2020-01-02 12:23 2020-01-02 13:15 . . .
7 40 Test Repair(e) 2020-01-02 13:05 2020-01-02 13:20 . . .
7 41 Archive Repair(h) 2020-01-02 13:21 2020-01-02 13:22 . . .
8 42 Analyze Defect(b) 2020-01-02 12:30 2020-01-02 13:30 . . .
...

...
...

...
... . . .

(a) Example event log.

a

[0, 2]

b

[7, 17]

c [22, 37]

g

[22, 24]

e

[42, 57]

h

[58, 59]

(b) POC of Case 7 of Fig. 2a.

Fig. 2. Example event log (Fig. 2a) and Partially-Ordered Case (POC) (Fig. 2b).

3 Background

Event Data. Information systems store the historical execution of processes in
event logs. In Fig. 2a, we depict an example event log. Each row refers to an activ-
ity instance describing an executed activity. Activity instances describe several
data attributes, e.g., the activity name, timestamps, resource, etc. The first row
of Fig. 2a describes an instance with id 35, describing activity Register, executed
on January 2nd 2020, from 12:23 until 12:25, in the context of a process instance
with identifier 7. Activity instances referring to the same process instance com-
pose a case, e.g., in the context of case-id 7: Register(a), Analyze Defect(b),
Inform User(g), Repair(Simple)(c), Test Repair(e), Archive Repair(h). Hence, a
case describes a collection of activity instances. Since activity instances record
a start and an end time, they may overlap in time, e.g., consider instance 37
(Inform User) and instance 38 (Repair (Simple)). We assume a strict partial
ordering (an irreflexive, anti-symmetric and transitive relation) of the activity
instances that belong to a case. In Fig. 2b, we depict a Partially Ordered Case
(POC) representation for Case 7. An event log is a collection of cases.

Process Trees. We use process trees as a process modeling formalism, i.e., rooted
trees in which the internal vertices represent control-flow constructs and the
leaves represent activities. In Fig. 3a, we depict an example process tree. The
sequence operator (→) specifies sequential behavior, i.e., first its left-most child is
executed, then its second left-most child, etc. The exclusive choice operator (×)
specifies an exclusive choice between its children. Parallel behavior is represented
by the parallel operator (∧), i.e., all children are executed simultaneously/in any
order. Repetition is represented by the loop operator (�). The →, ×, and ∧-
operator can have an arbitrary number of children. The �-operator has exactly
two children. Its left child is always executed, i.e., at least once. When executing
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→
v0

a

v1.1

b

v1.2

∧
v1.3

�
v2.1

→
v3.1

×
v4.1

c

v5.1

d

v5.2

e

v4.2

f

v3.2

g

v2.2

h

v1.4

(a) Example process tree
Q1. Leaf vertices describe
activity labels, internal ver-
tices describe control-flow
operators.

v1.1

a

v1.2

b

v5.1c

v2.2

g

v4.2

e

v1.4

h

(b) Labeled Partial Order
(LPO) that is in the lan-
guage of Q1.

a
v1.1

[0, 2]

b
v1.2

[7, 17]

c
v5.1 [22, 37]

g
v2.2

[22, 24]

e
v4.2

[42, 57]

h
v1.4

[58, 59]

(c) Partially-Ordered Align-
ment (POA) of the POC
in Fig. 2b and the LPO in
Fig. 3b.

Fig. 3. Example process tree (Fig. a) and a member of its language (Fig. b).

its right child, we again execute its left-most child to finish the operator. We
assume that a process tree describes a set of strict partial orders as its language,
e.g., in Fig. 3b we depict one Q1. Due to the loop operator (v2.1), the process
tree in Fig. 3a describes an infinite amount of LPO’s.

Partially-Ordered Alignments. Alignments [3, Chapters 7–9] quantify the behav-
ior captured in an event log in terms of a reference process model. We consider
Partially-Ordered Alignments (POAs) [12]. POAs align a POC with a partial
order in a process model’s language. The elements of alignments are called moves.
An observed activity for a case that is also described by the process model is
referred to as a synchronous move, e.g., for the POC in Fig. 2b the first activity
instance describes activity a, which is in line with any partial order described
by Q1. We record a synchronization as a tuple (a, v1.1) aligning the observed
activity instance with label a, with the execution of vertex v1.1. If an activity
occurred that is not described by the model, we write (a,�), i.e., referred to
as a log move. If the model describes behavior that is not observed, written as
(�, v) (here v is some leaf node), we refer to a model move. The ordering among
the moves is extracted from both the POC and the model. In Fig. 3c, we depict
a POA of the POC in Fig. 2b and the partial order in Fig. 3b, i.e., only describ-
ing synchronous moves. The double-headed arrows represent ordering relations
that are both described by the process model and the POC. The single-headed
dashed arrow represents an order relation that is only present in the POC.

4 POA-Based Performance Measurement and Prediction

Here, we present our framework for data-driven process performance measure-
ment and prediction. We focus on time-based performance, i.e., waiting, service,
idle and cycle time. These metrics are schematically visualized in Fig. 4.
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Fig. 4. Overview of the performance metrics considered.

In the remainder, we describe the steps of the approach: 1.) Performance
Quantification and 2.) Performance Change Injection (cf. Fig. 1).

4.1 Performance Quantification

To measure time performance, i.e., as recorded in an event log and conditional to
a given process model, we use the notion of Timed Partially-Ordered Alignments
(TPOA). In a TPOA, the moves of a POA are associated with timestamps
derived from the event log. For synchronous and log moves, the time range is
copied from the event log. Model moves are interpreted as point-intervals, i.e.,
having a zero-duration (this design decision is easily changed, e.g., by taking
the log-based average duration of the activity described by the model move).
To compute a point-interval for a model move, we obtain the maximum interval
value x of any of its predecessors in the POA, i.e., according to the model’s
ordering-relations, which is used as a point-interval of the form [x, x] or [0, 0] if
the move has no predecessors.

In the remainder of this section, we describe and exemplify the computation
of the three core metrics considered for an arbitrary subtree of a process tree
and a given trace, i.e., based on timed moves.

Service Time. The service time of a (sub)tree comprises all intervals at which it
is active, i.e., work has been performed. In Fig. 4, the service time of the root
operator, i.e., �, consists of three time ranges, i.e., s1, s2 and s3. The service time
range s2 consists of the service times observed for Q2 and Q3. In the running
example (Fig. 3c), the service time of v3.1 comprises the service times of moves
(c, v5.1) and (e, v4.2), i.e., ranges {[22, 37], [42, 57]}. The service time of v1.3 is
the same, i.e., (g, v2.2) is executed concurrently with (c, v5.1).

Waiting Time. The waiting time of a (sub)tree, i.e., w in Fig. 4, is the time
between the tree’s enabling until the first activity observed in any of its chil-
dren. Given a subtree Q′ of a process tree Q, its waiting time is computed by
subtracting the minimum starting time of any of the model/synchronous move
related to Q′, from the maximum finishing time of any synchronous/model move
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preceding any move related to Q′. Consider move (e, v4.2) in Fig. 3c. The move
starts at time 42. The maximum finishing time of any move preceding the move
is 37 recorded by (c, v5.1). Hence, the waiting time of the move is captured by
the range [37, 42]. We ignore the finishing time of move (g, v2.2), since v2.2 does
not precede v4.2, i.e., their common ancestor is v1.3 (parallel operator).

Idle Time. Idle time comprises all time ranges in which we observe no activity, yet
the process tree has been active before and has not finished yet. For example, the
waiting time of (e, v4.2), i.e., [37, 42] represents the idle time of the subtree formed
by v3.1. We obtain the idle time of an arbitrary subtree by taking the union of all
active times of the moves that are part of it, i.e., according to the POA’s timed
moves. Subsequently, we intersect the complement of the aforementioned set of
ranges with the range formed by the first start-time and maximum end-time of
any of the subtree’s moves.

Cycle Time. Each observed instance of a subtree Q′ of some process tree Q,
generates a singleton waiting time interval as well as a set of service and idle times
respectively. Hence, the cycle times of a subtree are calculated by computing the
union of the related sets of waiting, service and idle time.

4.2 Performance Change Injection

Fig. 5. Computation of the new start
point of a move (m′′). Before shifting,
move m′ directly precedes m′′, after
shifting, it precedes m′′.

We assume that the process owner cal-
culates the effect of changing the pro-
cess’s time-performance at the activity
level, e.g., assessing the impact of a wait-
ing time reduction of 20% of an activity
of the process. Given an expected change
(either positive or negative), we assume
that all other events behave the same.
Adopting such a scenario for performance
prediction translates to shifting the time
range of the timed moves, according to the
desired improvement. Consider improv-
ing the performance of activity c in the
running example (Fig. 2b and Fig. 3c)
by 20%. This results in a new service
time range of [22, 34] (0.8·(37 − 22)=12).
We shift the range of moves (e, v4.2) and
(h, v1.4) by 3, i.e., to [39, 54] and [55, 56]
respectively. Hence, the reduction on activity c, yields a ∼5% reduction in the
overall flow-time ( 3

59 ).
We use a move shift function, describing how to shift a timed move based

on a proposed change. The core idea is to maintain a shift value on both the
start and end time of a move of a TPOA. The shift function allows us to derive
the (new) interval boundaries described by the timed move. Given some move
m with time interval [a, b] and a corresponding shift function value x for the



Data-Driven Process Performance Measurement and Prediction 79

Table 1. Experimental results. Measured performance is in hours (rounded). The
impact of the bottleneck reductions is relative to the original cycle time.

Event Log Discovery
Threshold

Detected
Bottleneck

Avg. Bottleneck
Sojourn Time

Abg. Overall
Cycle Time

Rel. Cycle Time Red.
(1% Bott. Red.)

Rel. Cycle Time Red.
(2.5% Bott. Red.)

BPI 2017 [14] 10% O Cancelled 479 397.6 0.57355% 1.43387%

60% O Cancelled 479 397.6 0.57355% 1.43387%

BPI 2020 Domestic Declarations [15] 10% Declaration APP... 107 304.8 0.27794% 0.69486%

30% Declaration APP.. 107 304.8 0.27794% 0.69486%

BPI 2020 International Declarations [15] 10% Start trip 500.7 1244.8 0.40223% 1.00558%

20% Start trip 500.7 1244.8 0.39700% 0.99251%

BPI 2020 Request Payment [15] 10% Payment Handled 102.3 315.7 0.32398% 0.80995%

20% Payment Handled 102.3 315.7 0.32398% 0.80995%

BPI 2020 Travel Permit [15] 10% Send Reminder 1249.4 1331 0.19091% 0.47728%

20% Send Reminder 1349 1331 0.16858% 0.42145%

Road Traffic [16] 10% Send for Credit... 11704.8 6976.8 0.66604% 1.66510%

20% Send for Credit... 11704.8 6976.8 0.66604% 1.66510%

Hospital Billing [17] 10% FIN 560.2 556.7 0.65105% 1.62763%

20% FIN 560.2 556.7 0.65105% 1.62763%

start and y for the end time of m. The new time interval for m, is equal to
the interval [a + x, b + y] (shift forward in time: x<0 and y<0). Moves that
have no predecessors in the TPOA are not shifted or shifted on their start/end
time according to the performance change, e.g., a 5% reduction of service time
on (a, v1.1) in Fig. 3c, yields a shift on its end time of 2 − 0.95·2=0.1. For a
move m that does have predecessor moves, first, a new time range for all its
predecessors is computed, i.e., by applying (accumulated) shifting on top of
the initially recorded time annotation of the TPOA. The initial shift values of
move m are the difference between the maximum end point of its predecessors
excluding any shift (i.e., based on the original time ranges of the predecessors)
and the maximum ending point of its predecessors including any shift (i.e., based
on the new time ranges of the predecessors). If a move relates to an activity with
an anticipated performance change, the change is computed on top of the initially
computed shift values. Figure 5 shows an exemplification of the computation.

5 Evaluation

In this section we evaluate our approach. We conducted our experiments using
a publicly available implementation of our framework (https://github.com/
luisfsts/KPIAlgebras). We use seven publicly available event logs. For each log,
we discover two process trees by using different noise threshold values in the
discovery algorithm [13] (starting with threshold 10% and increasing with steps
of 10% until we discover a different process tree). To reduce time consumption,
we sampled 1000 cases per event log.

The results of the experiment are presented in Table 1. In all cases, as
expected, we observe that using a 2.5% reduction on the bottleneck yields a
better improvement on the overall cycle time of the process, i.e., roughly 2.5
times the 1% reduction. Only in the BPI 2020 Travel Permit data [15], the
model impacts the measured cycle time of the identified major bottleneck in the
process. Upon inspection, this is the case because the 10%-model incorporates
more synchronizations of the bottleneck activity, and hence, more performance

https://github.com/luisfsts/KPIAlgebras
https://github.com/luisfsts/KPIAlgebras
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measurements, leading to a slightly lower measured activity sojourn time. Fur-
thermore, the aforementioned event log and the BPI 2020 International Decla-
rations [15] event log are the only two event logs in which the process model has
an influence on the global performance reduction.

6 Conclusion

In this paper, we presented a foundational framework that allows us to mea-
sure the time-based performance of a process, based on historically logged event
data. The framework exploits partially ordered alignments (POAs), which are
annotated with time-based performance information derived from the data. The
use of POAs supports the use of data that records both start and end times
of events. The effect of anticipated changes of activity-level performance can be
injected into the framework. In our evaluation, we highlight the applicability of
our tool using real event data.
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Abstract. Existing access control mechanisms are not sufficient for data
protection. They are only preventive and cannot guarantee that data is
accessed for the intended purpose. This paper proposes a novel approach
for multi-perspective conformance checking which considers the control-
flow, data and privacy perspectives of a business process simultaneously
to find the context in which data is processed. In addition to detect-
ing deviations in each perspective, the approach is able to detect hidden
deviations where non-conformity relates to either a combination of two
or all three aspects of a business process. The approach has been imple-
mented in the open source ProM framework and was evaluated through
controlled experiments using synthetic logs of a simulated real-life pro-
cess.

Keywords: Process mining · Multi-layer alignment · Data privacy ·
Conformance checking · Multi-perspective analysis

1 Introduction

In recent years, data privacy issues are of increasing concern to organisations
and governments. Organisations often define sets of rules as privacy policies for
protecting sensitive data of their processes. However, regulations like GDPR
(https://gdpr-info.eu) impose more strict privacy requirements. New privacy
rules which denotes“who can access data for which purpose” relate to multi-
ple perspectives of a business process, as they are closely related to the tasks
being executed (control-flow perspective), the flow and processing of information
(data perspective) and legitimate role allocation (resource or privacy perspec-
tive). Employees should follow these policies while performing activities within
business processes. However, it is well documented in the literature that real
process behavior often deviates from the expected process which often opens the
way to the fraudulent behaviour or performance issues [5,13]. Unfortunately,
standard preventative access control, which regulates who may carry out which
data operations in a system is not sufficient for data protection as access is inde-
pendent of context since it is not checked for which purpose data are processed
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Table 1. Data model of treatment process. R: Read, C: Create

Activity Data operations

Identify patient (ip) R(ID)

Admission (ad) R(ID,PatientID,Name)

C(AdmissionID)

Visit (vi) R(AdmissionID,PatientID,MedicalHistoryID)

C(VisitID,PrescriptionID)

Lab appointment (la) R(AdmissionID,PatientID

C(LabAppointment)

Basic lab test (bt) R(AdmissionID,PatientID,PrescriptionID)

C(BLabPID)

Advanced tests (at) R(AdmissionID,PatientID,PrescriptionID)

C(ALabPID)

Evaluate (ev) R(AdmissionID,PrescriptionID,

BLabPID,ALabPID)

C(TestResultID)

Consult request (co) R(AdmissionID,PatientID)

C(ConsAppointment)

Inter-colleague R(AdmissionID,PatientID,VisitID,

consultation (in) PrescriptionID,TestResultID,MedicalHistoryID)

C(VisitID,CPrescriptionID)

Treatment R(AdmissionID,VisitID,MedicalHistoryID)

prescription (tr) C(TreatmentPlan)

Discharge (di) R(AdmissionID,PatientID)

C(Confirmation)

Billing (bi) R(AdmissionID,PatientID,PaymentID)

C(PaymentReceipt)

after access to data has been granted [10]. In this paper, we address this issue
by proposing a novel approach for multi-perspective conformance checking. By
considering all control-flow, data, and privacy perspectives of a business pro-
cess simultaneously, our approach brings two main contributions: a) we detect
spurious data access and identify privacy infringements where data have been
processed for unclear or secondary purposes by an authorised role; and b) we
detect important deviations in each perspective such as unexpected activities,
missing data operations or illegitimate role allocations. As a proof of concept,
we implemented and tested our approach over synthetic logs generated from
simulation of a real-life process.

This paper is organized as follows. Section 2 introduces a running example
along with some scenarios as the motivation of this work. Section 3 illustrates
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Fig. 1. An example of healthcare treatment process in Petri net notation (adapted
from [3])

our approach. Section 4 presents experimental results. Section 5 discusses related
work. Section 6 concludes the paper and provides directions for future works.

2 Motivating Example

As a running example, consider a healthcare treatment process derived from
Alizadeh et al. [3]. Figure 1 shows the process as a Petri net. The process
starts with the patient identification and admission by the receptionist. Next,
the patient is visited by a doctor. The doctor might request a basic lab test and
advanced tests such as MRI scans, for which the secretary makes an appointment.
After a lab expert and a lab specialist perform the tests, a lab director evalu-
ates the results. Based on the evaluation, the doctor may request inter-colleague
consultation ((co) followed by (in)), request more lab tests, or prescribe a treat-
ment plan. Finally, the patient is discharged and a bill is sent to the patient’s
insurance company by an accountant. In this process, certain data operations on
specific data fields are required to be performed during each activity. Table 1,
presents these data operations.

An example of an execution of this process is depicted in Fig. 2. This figure
shows observed behavior from three perspectives which can be extracted from
the recorded behavior in the process and data logs. For each activity, a start
event and a complete event are expected. Whenever they both occur and are
performed by the same resource, they are linked as a yellow rectangle as shown
in Fig. 2(a). The sequence of yellow triangles in Fig. 2(b) shows a data trace
consisting of twenty data events. The events in the process trace and data trace
record information regarding the process instance or case, the corresponding
activity and data operation, the time of the execution, and the actor who exe-
cuted the activity or data operation, separately. Each hexagon presents the role
of the actor under whose name the event is registered in the system.

Below, we present some scenarios to motivate the need for investigating the
data, privacy and control-flow conformance to detect the hidden deviations:
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Fig. 2. An executed process instance of the healthcare process depicted in Fig. 1.

Scenario 1: According to the presented process and data models, several roles
like doctors and lab experts are allowed to access sensitive data of patients. A
curious actor may exploit this privilege to access patient information for personal
or financial gain. For instance, a doctor who has access to patient information
for providing medical treatment, can use this information to conduct a clinical
trial (ct) which does not contribute to the fulfilment of the treatment process.

Scenario 2: A nurse, instead of a lab expert, takes a blood sample from the
patient. Based on both data and control-flow perspectives, the occurrence of this
activity and related data operations are allowed but from the privacy perspective
they are not. This is a case where all three layers of process, data and privacy
should be considered together to detect the hidden deviation.

Scenario 3 [3]: During each visit, doctors are expected to add a prescription or
treatment plan to the patient’s medical history. A doctor may negligently forget
to update it. This missing data operation may cause other doctors to prescribe an
incompatible drug to the patient. In this case, from a control-flow perspective
there is no violation while from the data perspective there is a missing data
operation.

3 Proposed Multi-layer Alignment Approach

In this section, we propose our approach for multi-perspective conformance
checking. The main goal of this approach is to align process, data and pri-
vacy policy layers to find hidden deviations between these three perspectives of
a business process in addition to detecting the deviations in each layer.

Figure 3 shows an overview of our approach together with its inputs and
outputs. A Process log (❶) records process executions and a data log (❷) con-
tains data operations showing which user accessed which data. These two inputs
indicate observed behaviors.

To represent the modeled behaviors the approach considers a process model
(❹), a data model (❺) and an organisational model (❸). A process model
describes the activities to be performed in a specific order to reach a certain
business goal. The data model relates the process logic to the data layer by
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Fig. 3. An overview of the proposed approach

indicating which data operations must be executed in order to complete a given
activity. The organisational model links users to their roles. The role of actors
in the process log and data log can be retrieved from this model. As discussed
before, using only an organisational model for access control is not sufficient
to check data privacy. Therefore, in order to find the context of data access,
first we integrate the activities with their corresponding roles in the process
model to unify the two perspectives of process and privacy into a single model.
Second, using the data model, we enrich the aforementioned process model with
expected data operations in a pre-processing step, shown as “PM+DO” in Fig. 3.
In another pre-processing step, we enrich the events of the process log with the
expected data operations using the data model (“PE+EDO” in Fig. 3).

The combination of the process model with role information, the process
event log showing the start and complete of activities performed by specific
resources and the data log showing who accessed what at which time is trans-
lated into a large synchronous product model. Such synchronous product is the
foundational model for conformance checking and techniques exist [1] to find the
optimal execution given a cost function that penalizes specific deviations.

In this synchronous product, totally synchronous moves represent expected
behavior. We further distinguish six kinds of deviations:

– A move on data log happens when a not-allowed data operation was executed.
– A move on process log happens when an unexpected activity was performed.
– A move on model happens when there is a missing activity in the process log.
– A partially synchronous move with correct role happens when there is a miss-

ing data operation in the data log. In this case, the expected activity was
performed by a legitimate role.

– A partially synchronous move with wrong role, as the previous, but performed
by a not-allowed role.

– A totally synchronous move with wrong role happens when an expected activ-
ity and data operation were done by a not-allowed role.
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Fig. 4. Multi-perspective alignment between modeled and observed behavior

A cost function in our approach assigns a cost equal to 4 for move on data
log, move on process log and move on model. It assigns a cost equal to 2 to
partially synchronous moves and cost 0 to totally synchronous moves. Finally, it
adds the penalty cost 1 if the actor plays a not-allowed role. This cost function
is a parameter of the approach and can be changed per use-case, but it is an
essential parameter to compute the optimal alignment.

The optimal alignment we get from the synchronous product model is trans-
lated back into a multi-perspective alignment as shown in Fig. 4. Returning to
the running example in Sect. 2, by using our technique for multi-perspective
alignment we can identify the three scenarios of Sect. 2 as shown in Fig. 4.

4 Evaluation

We implemented the approach illustrated in Fig. 3 as a package named Mul-
tiLayerAlignment in the ProM framework (https://www.promtools.org/). The
output is a csv file including the alignment results that can be used by other
applications for visualization or further analysis. In order to conduct controlled
experiments, we simulated the process model depicted in Fig. 1 using CPN tools
(http://cpntools.org) to generate process and data logs with real-life complex-
ity(e.g. loops or considerable trace length). Table 2 summarizes the differences
of conducted experiments in terms of the type of deviations and the perspec-
tives in which the deviations happened. The numbers in parentheses show the
percentage of inserted noise and the filled cells in each row represent the type
of deviations that were included in the experiment. For instance, E0 is the fully
fitting base line and experiments E1 to E3 are the simulation of the three sce-
narios described in Sect. 2. We inserted all kinds of deviations at the level of
traces in the E7 and at the level of the entire log in E8.

https://www.promtools.org/
http://cpntools.org
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Table 2. The result of experiments

Deviation
happened
in

All three
layers

Process
layer

Data layer Data layer Data layer &
Privacy layer

Privacy layer

Legal Move Move on model Move on
process log

Move on
data log

Partially
sync.
move

Partially sync.
move with
penalty cost

Totally sync.
move with
penalty cost

Totally
sync. move

P-R-F1 P- R- F1 P- R- F1 P- R- F1 P- R- F1 P- R- F1 P- R- F1

E0 (0 %) 1.00-1.00-1.00

E1 (5 %) 1.00-1.00-1:00 1:00-1:00-1:00

E2 (5 %) 1.00-1.00-1.00

E3 (5 %) 1.00-1:00-1:00

E4 (5 %) 1.00-1.00-1.00

E5 (5 %) 1.00-1.00-1.00

E6 (5 %) 1.00-1.00-1.00

E7 (5 %) 1.00-1.00-1.00 1.00-1.00-1.00 1.00-1.00-1.00 1.00-1.00-1.00 1.00-1.00-1.00 1.00-1.00-1.00

E8 (26 %) 1.00-1.00-1.00 1.00-1.00-1.00 1.00-1.00-1.00 1.00-1.00-1.00 1.00-1.00-1.00 1.00-1.00-1.00

To assess the approach’s capability of detecting different kinds of deviations
and the accuracy of obtained results, we computed the precision, recall, and F1-
measure [9]. Precision is computed as the fraction of detected deviations that are
actual deviations, whereas recall is the fraction of the inserted deviations that
are detected. The F1-measure is the harmonic mean of precision and recall. In
each experiment, the ground truth was known since deviations were introduced
artificially.

As shown in Table 2, overall, our results show high precision and recall.
Considering all experiments, we conclude that the approach is able to detect
all deviations that happened in one, two, or all three combinations of process
perspectives (control-flow, data and privacy policy).

5 Related Work

Process mining is a set of techniques that aim at analyzing business process
execution data recorded in event logs. We limit related work to the research
approaches most related to our contribution to the field of conformance checking.

Besides the control-flow, there are also other perspectives like data or
resources that are often crucial for conformance analysis. Few approaches have
investigated how to include these perspectives in the conformance analysis: De
Leoni et al. [4] extend the alignment approach to bring other perspectives’ impact
in the identification of non-conformity. This approach considers data, resource,
and time as data attributes of process events. Thus, control-flow is aligned first,
and then data are considered. Mannhardt et al. [6] extend the work in [4] to
propose a more balanced approach using data-aware Petri net as the prescribed
model and check executed behaviors in the process log with respect to the val-
ues of the variables in the guards in addition to control-flow conformance. Both
approaches are unable to consider the three perspectives separately since these
methods give priority to the control-flow. Accordingly, some important viola-
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tions such as missing data operations or not allowed data access can be missed
in the alignment results.

Alizadeh et al. [3] proposed an approach for linking data and process perspec-
tives for conformance analysis. Similarly to [4] and [6] they extend the alignment
approach to handle the data perspective in which control-flow is aligned first and
then data are considered. In contrast to the proposed approaches in [4] and [6],
Alizadeh et al. [3] aligned data and process perspectives independently. They
applied a CRUD matrix that relates process activities to data operations and
defined two criteria functions to link data operations in the data traces and
events in the process traces.

We have extended the work in [3] and added privacy perspective in addition
to process and data perspectives. To this end, we integrate the activities with
corresponding roles in the process model in addition to using organisational
model. Therefore, our approach can provide more comprehensive diagnostics
than [3]. Similar to [3], we use a data model that relates process activities to
data operations. However, we employed the data model in a completely different
way to bring data perspective into conformance analysis. In [3], the approach
applies a data model along with two criteria functions to link data operations
in data traces with events in process traces. They performed this step in post-
processing (after alignment computation) locally for each event in the alignment
trace to find the deviations related to the data layer. This is the reason why
their approach is not able to identify all the deviations correctly. For instance,
in the presence of concurrent process events, a data operation can be linked to
different process events with the same activity name. We solved this problem
globally by allowing the alignment algorithm to find the best match. In contrast
to [3], we use the data model in the pre-processing step to enrich the process
model with related data operations in order to model prescribed behavior from
all three perspectives. By constructing it, our approach is able to link data and
process layer in a more robust way.

A large body of literature is related to privacy-preserving process/data min-
ing i.e. [2,7,8,11,12] . They are not compared here since they consider privacy
issue at design time to minimise privacy risks while maximising data utility for
analysis. However, they do not consider the run-time perspective of business
process management.

To the best of our knowledge, the work in this paper is the first work that
proposes a novel technique for computing alignment by considering all control-
flow, data, and privacy perspectives of a business process at the same time
without giving priority to one perspective.

6 Conclusion

In this work, we presented a new method for multi-perspective conformance
checking. We discussed that by considering more perspectives, our approach is
able to find the context of data accesses in addition to detect hidden deviations
between control-flow, data, and privacy perspectives of business processes.
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As proof of concept, we implemented the approach in the ProM framework.
An evaluation of the proposed approach has been carried out using synthetic
logs generated from the simulation of a real-life process. The evaluation shows
the applicability of our implementation to real-life complexity. The experiments
confirm that our approach is able to provide more accurate diagnostics of devia-
tions than control-flow based conformance checking approaches. The results also
implied that the proposed approach allows the user to identify violations that
cannot be detected by taking into consideration only one or two aspects.

In future work, we plan to improve the visual representation of the results
to guide users towards an in depth identification of problems in the business
processes execution. Extending the application of the approach and making it
suitable for online process mining would be another direction of future work.

Reproducibility. The source code and inputs required to reproduce the exper-
iments can be found at https://github.com/AzadehMozafariMehr/Multi-Layer-
Alignment
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Abstract. The increasing availability of data offers opportunities for
advancing business models, e.g., by combining hardware sales with value-
added services. Besides platform companies aiming for a dominant mar-
ket position, other configurations are relevant especially in contexts of
highly qualified smaller enterprises in the industrial sector, where players
in alliance-driven platforms cooperate to jointly create and capture value.
The challenge is to identify and assess these opportunities early on. In
this paper, we propose the combination of strategic modeling and setting
control points to support organizations in adjusting and evaluating pos-
sible business models. Our approach was initiated in an extensive case
study in the agriculture industry, yet we are confident that the results
are transferable to other industrial areas with emerging alliance-driven
data platforms.

Keywords: Data platform · Conceptual modeling · Industry 4.0

1 Introduction

The ongoing digitalization is changing entire value chains for industrial orga-
nizations. As one effect, networked devices produce more and more data. This
data has the potential to increase productivity due to faster and more practi-
cal insights through features such as predictive maintenance, which enables the
early detection of defective components, based on historical repair data. A chal-
lenge for many companies is not only to deal with these enormous amounts of
data but also to create and capture value from them. Towards this goal, organi-
zations increasingly rely on external data and service exchange within business
networks. New data-driven business models provide potential for existing big
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players but also for startups, as there is a low entry barrier without investments
in industrial hardware. Examples are service-oriented business models, enabling
new interrelations such as multi-angular relationships between companies, as well
as value co-creation [28]. However, policies and agreements between stakeholders
are required to regulate collaboration between parties for data sharing [1].

Platform ecosystems evolved that connect various stakeholders from estab-
lished business partners to emerging market entrants like complementors [32].
In industrial settings, physicality and complexity hamper value capture. Tech-
nological complexity results from connected physical components such as indus-
trial assets and their association to information systems, business processes, and
“smart” services on top [29,30]. Challenges are manifold; first, potential needs to
be recognized in time, so that firms can take strategic decisions in advance. Sec-
ond, data sovereignty of enterprises in terms of self-determination with regard
to the use of their data needs to be taken care of. This is particularly valid
for emerging alliance-driven platforms [24], where multiple players cooperate to
jointly create value. The approach described in this paper combines i*-based
strategic conceptual modeling, the setting of so-called control points, and the
recognition of control points set by competitors.

Strongly extending an initial set of i* models [6], the paper is organized
as follows. First, we discuss related work in the area of platform ecosystems
and ecosystem modeling. Then, we discuss the specific needs for a dynamic
strategic modeling approach for ecosystems, describe the basics of our approach,
which differs by its multi-player approach from the existing alternative mod-
eling approaches to adaptive resp. coopetition systems modeling. We validate
these claims by modeling a large-scale evolution case study in the smart farming
ecosystem. Finally, we discuss our findings and give a conclusion and point to
ongoing and future work.

2 Related Work

An ecosystem is “an interdependent network of self-interested actors jointly cre-
ating value” [5]. Platform ecosystems consist of a central platform with multiple
peripheral firms connected to it [17]. They are a sub-group of innovation ecosys-
tems, where multiple actors mutually depend on each other to create value.
Thereby, platform orchestrators hope to benefit from network effects [1,16],
achieving a winner-takes-all (WTA) position [12,13]. Therefore, in common
WTA ecosystems, a dominant industry platform has arisen, where the orchestra-
tor is the de-facto leader. In integrated platform ecosystems relying on a modu-
lar architecture, openness is relevant [4] as value proposition and the underlying
innovations are created jointly by platform owners and third-party contribu-
tors [1]. Openness is critical to building momentum at this stage [8].

Software vendors face the challenge of relying on third-party interfaces,
libraries, and resellers, leading to numerous dependencies on technical and busi-
ness levels. A clear view on technical dependencies on integrated libraries, their
licenses, and update policies regarding, for instance, security aspects needs to
be kept. To this end, visual modeling languages have been proposed. Software
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supply network (SSN) diagrams include material and monetary flows [18]. Prod-
uct deployment context (PDC) models, in contrast, focus on the software in the
running architecture [22]. Yu & Deng describe software ecosystems by model-
ing strategic goals of their stakeholders with the i* modeling language [36]. On
top of the SSN and PDC approaches, i* modeling helps to highlight the inten-
tional and strategic dimension of relationships. In the remainder of this paper,
we profit from the findings of Yu & Deng by showing i*’s capabilities to a) make
relationships explicit, b) facilitate exploring strategies and alternatives, as well
as c) bring out structure for systematic reasoning.

From an information systems perspective, openness is enabled by standard-
ized interfaces and autonomous data exchange, connecting formerly isolated com-
panies [7]. The platform thereby embraces technology standards that support the
integration of offerings and manage the interdependencies in the ecosystem [31].
The International Data Spaces (IDS) [25] Association has introduced an archi-
tecture, blueprint and standards for data-sharing among member organizations
in a reliable, transparent, compliant and accountable manner. The IDS princi-
ples are also the basis for the ongoing GAIA-X initiative to enable the exchange
of sensitive and valuable data [23]. The main idea behind the IDS is that actors
can trustfully, and with full sovereignty over usage of their data, exchange data
without knowing each other. Significant effort has been invested in creating a
coherent standardized information meta model about all aspects of the IDS ref-
erence architecture [2,19]. IDS itself does not offer a conceptual abstraction for
the actual valuable data objects to be exchanged. To address this issue, we have
proposed the notion of Digital Shadows and are exploring it in the context of
Aachen’s large-scale research initiative Internet of Production [21] which is also
the context for the approach and case study reported in this paper.

3 An Integrative Approach to Dynamic Ecosystems
Modeling

Like ecosystems in nature, data-related ecosystems are not only highly com-
plex but also need to be adaptive to outside developments and shifts in internal
relationships. As illustrated by the IDS initiative and its multi-faceted meta-
model [2], this applies to the operational and technical level of data manage-
ment, service exchange, and IT security mechanisms, but equally to the busi-
ness aspects of collaborative value creation, and to the strategic level of setting
regulations for the ecosystem as well as developing strategies for the individual
players. In this paper, we are mostly interested in concepts on the strategic level.
While the i* concepts of goal orientation (Strategic Rationale) are the basis for
managerial decision making of individual players in the network (considering
or changing the dependency context), achieving a balanced network of depen-
dencies is an important prerequisite especially for alliance-driven ecosystems
setup [24] and stability. However, it is clear that actions from inside and outside
the ecosystem will constantly challenge and not rarely change this structure.

This need for dynamic complements to the i* infrastructure has been recog-
nized at least since the early 2000’s. In cooperation between computer science
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and sociology [14], the dynamic nature of trust in networks was recognized and
modeled by linking i* dependencies to workflow or AI planning models through
which trust could be built up by kept commitments, and distrust monitored by
suitable controls. In a complementary approach, Mylopoulos and colleagues con-
ducted in-depth studies of adaptive IS engineering essentially by exploiting the
structure of “alternative” links within Strategic Rationale models (e.g., [20]).

Closest to our approach is Vik Pant’s recent study of an i* extension for
modeling coopetition, i.e. how the combination of competition and cooperation
can be modeled and analyzed [26,27]. In particular, his extension of reciprocal-
ity offers an interesting dynamic concept for our current research question. Pant
and Yu combine Game Trees with i* dependencies as an operationalization of
this dynamics [26]. Pant’s case studies focus so far on binary coopetions, pos-
sibly facilitated by a third abstract platform actor like the IDS infrastructure
and regulations. In alliance-driven settings, the more general case of multi-sided
coopetition applies. For companies in such a platform it is of immense strategic
importance to anticipate their future role at an early stage and plan appropri-
ate steps along the way. Strategically, this is best done in a top-down way, as
actively placed management decisions. In our approach, we therefore augment
i* with Control Points. Control points, also referred to as bottlenecks [3,15], are
technical and strategic decisions representing solutions to issues constraining
value creation. In that sense, they can be set to grant access or impose certain
behavior [11], analogous to the data usage control policies of IDS.

4 Case Study: Analysis and Dynamic Modeling of a
Smart Farming Ecosystem

The farming sector is dominated by a few large manufacturers, with two strong
market leaders in Europe and North America respectively. The European leader,
under pressure from potential threats by market participants in other parts of
the traditional supply pipeline (e.g. seed companies) as well as generic web-based
marketing platforms, began in the 2010s with setting up its own platform-based
ecosystem as a broad alliance-driven network including players in its supply
chain as well as customers (farmers and their supporting contractors), service
units, and the like. Recently, even competitors have been joining forces such that
coopetition is becoming a strong element of the alliance. Our case study started
as a qualitative analysis by the innovation researchers in the author team [33,34],
accompanying the emerging ecosystem for a long time, but eventually the need
for a conceptual modeling approach resulted from the observed complexity.

We adopted a qualitative case study approach, following the suggestions for
rigorous case study research by Yin [35]. First, we conducted 55 interviews with
key actors from the agricultural sector, e.g. manufacturers, input firms (seed,
crop protection) and other relevant members (customers, suppliers, complemen-
tors, competitors, dealers, or new entrants). These platform actors are catego-
rized and described in the next section. We then evaluated over 100 h of interview
and workshop material in total. Extensive secondary data like information on
connected machines, digital service usage, strategy documents, or annual reports
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were additionally analyzed. Based on this large-scale study of a competitive plat-
form provider, cooperatives, as well as their internal strategies, we identified the
interactions between ecosystem members.
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Fig. 1. Strategic dependency view of stakeholder relationships

For a detailed description of our models, created using the recent iStar 2.0
notation of i* [9], we refer the reader to our earlier publication [6]. Here, we
shortly point out the actors. Market participants present in a pipeline ecosystem
as well as a platform ecosystem are Manufacturers, Dealers, Contractors,
and Farmers. When changing from a pipeline to a platform ecosystems, a Farm
Management Platform and Complementors are joining. An i* strategic
dependency model shows these actors and their goals, as well as the dependency
relationships between them. Figure 1 depicts such a view of the stakeholder rela-
tionships in the smart farming ecosystem.

5 Control Points in Emerging Platform Strategies

Much of the relationships between the actors of the traditional agricultural
value chain are changed with the appearance of the platform and emerging IT-
related market participants. We hereby consider control points as active strategic
decisions, that platform participants can exercise to achieve a certain ecosys-
tem behavior. Organizations can set up control points, by adhering to specific
technical standards. In this sense, this also signals a willingness to cooperate.
Thus, in an emerging setting like industrial platforms, where roles and rules are
yet unclear, control points are even more important [10]. The major strategic
and technical control points concerning platform ecosystems and their relation
concerning value capture and innovation paths are empirically identified and
described in detail by [34]. For instance, the machinery firm could decide to
technically modularize its offering, i.e. separate its hardware from its software-
based services, to enable access for third-party complementors to create the basis
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for an innovation ecosystem. From a strategic perspective, a platform provider
could try to impose multi-homing costs (costs for affiliating with multiple plat-
forms) in order to increase the likelihood of a market to tip towards a dominant
platform.

For the extensive discussion of identified control points, the reader is kindly
referred to an earlier publication [34]. For instance, through passing the control
point Modularization, value can be captured in a pipeline business model. By
the control points Opening and Prizing, a platform model can be reached. In
contrast, the traditional ultimate goal is a WTA approach, where one dominant
market leader captures the entire value. Turning away from a WTA approach,
additional value can be captured by a trust-enabled data sharing approach in
an alliance-like platform ecosystem. Specifically, the actor concepts of the IDS
model [25] can be mapped to the platform model. For example, The IDS concepts
Data Owner and Data Provider are roles of our existing market participant. The
interface represents the App Store and Broker for new complementor services.
The IDS Clearing House is responsible for checking whether community rules
are observed.

6 Discussion and Conclusion

Platform ecosystems in industrial settings are characterized by high complexity
in terms of technology layers [29] and relationships [30]. In addition, interdepen-
dencies change as the ecosystem evolves. Questions are, for example, whether
there will be one dominant platform, or two? How will future technical achieve-
ments change this interplay? We introduced two strategic tools to accompany
this research: conceptual modeling using the i* language as well as control points.

The main contribution of our paper is the integration of strategic, technical
and decisional perspectives, validated by a major real-world case study from
industry. They result in decision making instruments that platform participants
can use to plan their next step within an alliance-driven platform ecosystem.
The strategic framework can also be used to identify, at an early stage or in
face of major expected disruptions, which control points other companies are
setting in relation to their competitors. This allows companies to react early
and adapt their strategy or even enter negotiations for a new alliance or joining
existing ones. Therefore, we claim that the right configuration of control points
helps by indicating viable transition paths within and for platform ecosystems.
In future work, the synthesis of these ideas by combining the comparison of
platform variants with code generation may lead to a faster and more holistic
analysis of data ecosystem variants. Ultimately, a repository of available graph-
ical representations and code structures may facilitate automated, easier, and
faster decision support for stakeholders in new data-driven ecosystems. Besides
seeing their current status, this would allow organizations to see missing links,
and potentially extend their current portfolio from a model repository.
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Abstract. Health organizations are critical cyber-physical infrastruc-
tures. By relying on last technological advances, healthcare organiza-
tions are now able to provide more personalized services through open
and controlled platforms. Unfortunately, these new technologies that rely
on common communication interfaces and standards, enhance security
breaches and exposes hospitals to several threats.

The paper presents an ontology that allows (1) modelling cyber-
physical security concepts in healthcare systems and (2) helps designing
incidents propagation mechanisms by focusing on cyber-physical inter-
actions among critical assets.

Keywords: Critical health services · Cyber-physical assets ·
Ontology-based model · Cyber-physical incidents · Security attacks
scenario

1 Introduction

Healthcare organizations are complex socio-technical systems with the involve-
ment of humans, business processes and sophisticated cyber-physical systems
(CPS). They integrate cyber and physical infrastructure where patients, their
health and their security are in the center. In CPS, frontiers between cyber and
physical worlds are becoming more and more blurred. Indeed, with the recent
advances in cloud computing, the Internet of Things (IoT) and other information
technologies, the face of healthcare systems is changing. By adopting the usage
of Electronic Patient Records, wearable sensors or in-home remote patients mon-
itoring, healthcare organizations are now able to provide more personalized ser-
vices. This progress induces sharing information about health services, resources
availability (beds and medical personnel) or patients’ data through open and
controlled platform. It also offers new opportunities for new applications such
as disease treatment, medical research, care services, etc. Unfortunately, these
developments rely on common communication interfaces and standards and thus
enhance security breaches exposing hospitals to several threats.

Besides, as healthcare organizations deal with human being health and lives,
damages are mostly more severe. According to the Ponemon IBM data breach
c© Springer Nature Switzerland AG 2021
S. Nurcan and A. Korthaus (Eds.): CAiSE Forum 2021, LNBIP 424, pp. 100–108, 2021.
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report [13], healthcare organizations had the highest costs associated with data
breaches with $6.45 million. To increase the efficiency of solutions, it is necessary
to examine all the problem facets.

2 Problem Statement

To a better understanding, we present an example of a cyber-physical attack
scenario. Alike any critical infrastructure, the hospital has a building manage-
ment system, including a network of connected cyber-physical objects dedicated
to building management automation. Connected objects are implemented to
control accesses (camera) or measure some indicators (temperature sensors, fire
detectors, etc.). In a very simplified way, we assume that the temperature man-
agement includes three parts: sensors, PLC (Programmable Logic Controller)
receiving measures and processing data, and actuators such as air cooling or
heating to act on the hospital’s air.

An attacker targets the temperature management system and executes the
following sequence:

1. The attacker identifies the maintenance company operating in the hospital
and gets the technical maintainer email;

2. He/she sends a spearfishing email;
3. He/she acquires control of the maintainer computer;
4. He/she goes to the hospital and steals the access codes to the technical room;
5. He/she enters the technical room which hosts the building management inter-

faces;
6. He/she connects to the building management system and identifies the PLC;
7. He/she simulates a fake temperature sensor indicating low temperature in

different areas;
8. Result: the cooling ventilation system does not start, the temperature rises

excessively in the concerned sectors.

The direct serious consequences on the hospital’s processes are: the unavail-
ability of surgery rooms, patients suffering from injuries can be super-infected
or contaminated by viruses, data-center crashes, leading to the unavailability of
the hosted servers services and of course, hospitals reputation and loss of trust.
The behavior described in the previous example exploits several information on
assets, their vulnerabilities, the protection mechanisms in place, their intercon-
nections as well as the nature of the attack and its ability to propagate.

The purpose of the work presented in this paper is to propose a solution able
to:

– identify the critical assets and their properties;
– evaluate the risk to which they are exposed tacking into account the nature

of assets, their relationships, and the protections in place;
– provide information to help prevent the propagation of incidents in case of

attacks;
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The remaining of the paper is organised as follows: Sect. 3 reports on related
works. Section 4 presents our solution including both knowledge acquisition and
knowledge conceptualisation before concluding.

3 Related Work

Ensuring system’s security and facing cyber or physical attacks raised major
concerns for both practitioners and academics. As commonly known knowledge
bases, we mention the Common Vulnerabilities and Exposures (CVE)1, the Com-
mon Weakness Enumeration (CWE) (See footnote 1), and the Common Vulner-
ability Scoring System (CVSS)2. In [14], the authors present the Unified Cyber
security Ontology (UCO) that unifies most commonly used cyber security stan-
dards. The NIST institute promotes a more general vulnerabilities ontology [4].

Based on the modeled security breach, we can classify the existing work into
two main categories: risk & threat, and attacks & incident modeling approaches.
For each category, a particular attention is given to ontology-based and health-
care dedicated contributions.

Risk & Threat Modeling Framework. The European Commission reported
a generic classification of threats in which natural hazards are distinguished
from non-malicious man-made hazards and malicious man-made hazards [15]. In
[5], the author present an ontology-based approach that provides classification,
relationships, and reasoning about vulnerabilities and threats.

For physical risk assessments, in [16], the authors present an ontology of
hazards and threats that could affect a critical infrastructure. In the healthcare
field, the work presented in [7], provide an overview of the cyber threats that
jeopardize smart hospitals. In [2], the authors present taxonomies of threats for
healthcare infrastructures.

Attack and Incident Modeling Framework. The MITRE provides the
CAPEC3 knowledge base that reports attack patterns in cyber security. In [11],
the authors propose a taxonomy for classifying security incident that focuses on
the cross domain and impact oriented analysis. The work presented in [10], pro-
vide a detection model for events occurring in CPS. In [1], the authors propose
a model-driven framework based on EBIOS [6] and on attack trees method, in
order to identify the critical parts of the systems.

The study of the state of the art shows that the provided standards, knowl-
edge bases, and research contributions differ according to their main objectives:
storing the common vulnerabilities, modeling or assessing risks and threats, or
modeling incidents and their cascading impacts. Despite the escalating integra-
tion of networked cyber and physical components, physical security and cyber
security remain handled separately. A security mechanism should be designed
for the entire system rather than addressing only a part of it [3]. It is important
1 https://cve.mitre.org/.
2 https://www.first.org/cvss/.
3 https://capec.mitre.org/index.html.

https://cve.mitre.org/
https://www.first.org/cvss/
https://capec.mitre.org/index.html
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to provide an approach that considers the different aspects of both cyber and
physical security and provides a semantic description of the assets, their vulner-
abilities, and the kinds of threats that could affect them, as well as the incidents
and their cascading effects.

4 An Ontology for Cyber-Physical Security Management

Existing ontology construction approaches [8] present common 3 main phases
that we follow to build our ontology, i.e. knowledge acquisition (Sect. 4.1),
conceptualization (Sects. 4.2; 4.3), and implementation (Sect. 4.4).

4.1 Knowledge Acquisition

This activity involved security experts, either belonging to the hospital staff (end-
users) or other stakeholders by the means of questionnaires and preformatted
files, onsite attack scenarios simulations and discussion workshops for validation.
Afterward, this knowledge is refined based on literature taxonomies and security
standards for better genericity and adequacy with the field practices. During this
process we had to manage 2 main issues: (i) heterogeneity of terminologies:
the interviewed experts came from hospitals belonging to 3 different countries
(France, Italy, and Netherlands), so they use different terminologies, and (ii)
difficulties to get engagement: collecting business experts’ knowledge is a
heavy and time consuming task.

To successfully conduct this process, we collaborate with our partners to
develop 12 security attack scenarios classified into three groups: physical, cyber,
or hybrid, based on the attacks and impacts types. These scenarios are confi-
dential, but the example shown in the introduction, is inspired by one of these
scenarios. For each scenario, we carried out the following actions:

1. Phase 1: identify the list of involved assets, the related risks, and the protec-
tions in place;

2. Phase 2: identify the inter dependencies between assets and the information
about the surrounding infrastructures;

3. Phase 3: collect knowledge about the propagation process and how it is related
to both the nature of incidents and the type of assets.

4.2 SafecareOnto: Assets Identification

An overview of the obtained ontology is shown in Fig. 1 with a central mod-
ule said Core ontology and two related and additional modules dedicated to
protection and impact propagation.

The Core Ontology captures the static knowledge about critical assets and
their structural relationships detailed in Table 1. An asset is an entity that
someone places value upon. Within healthcare services context, assets could be
business assets such as “personal data” or support assets such as “IT devices”.
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Fig. 1. The conceptual view of SafecareOnto

The Protection Management Module describes protection of assets against
attacks. Each asset could have one or several weaknesses said vulnerabilities
that could be exploited by a threat that is a potential of impairment of an asset.
A protection could be an asset or a policy that protects an asset from threats.
For example, a camera is protection against a threat that is unauthorized access.

The Impact Management Module defines the concepts that are essential
to the computation of impact propagation and provide indicators to help decide
about the suitable countermeasures to face attacks. It relies on Incident and
Impact concepts.

An incident is adverse actions performed by a threat agent on an asset. When
an incident occurs, there is a risk that it propagates to related assets. An
impact is the result of such propagation. This propagation needs to be precisely
qualified and/or quantified to efficiently help decide about the mitigation plans.

4.3 SafecareOnto Conceptualization

During the conceptualisation phase, the concepts and their relationships are
refined. For space consideration, only the asset concept is detailed.

. Asset concept is a subclass of owl: Thing (Asset � �) and is further spe-
cialised into a set of subclasses that constitute a partition of the concept
“Asset” since they have no common instances and that their union completely
covers the concept “Asset” as defined for the domain [9].

• Support Asset concept (SupportAsset � Asset) gathers all the assets
that help the achievement of the hospitals missions. The specialisation
into more precise concepts considers propagation channels.

* ITAsset � SupportAsset
* NetworkedMedicalDevice � MedicalDevice � SupportAsset
* etc.

• Business Asset (BusinessAsset � Asset) is an asset that is directly
related to the hospital mission such as care processes, personnel, etc.

* StaffAsset � BusinessAsset
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* BusinessProcess � BusinessAsset
* etc.

Relations Identification. The relationships depict how assets interact in the
healthcare context and what are their properties. We have identified two families
of relations:

– The first one corresponds to concepts Attributes (data properties in OWL):
a staff hasRole, a building hasLevel, a software hasVersion, etc.

Table 1. Structural patterns

Pattern Description
The whole-part pattern assumes that if an incident hap-
pens on a whole, then it could impact its parts. Inversely,
if parts are attacked, the whole could also suffer from
the consequences of the attack. This pattern applies to
several assets and essentially to assets representing loca-
tions. In SafecareOnto, they are referred to as Building

assets. the propagation through theses structures are es-
sentially ”physical incidents” such as ”unauthorized ac-
cess”. For example, an intrusion on one floor of a hospital
could potentially affect all the rooms on that floor.
Leads to pattern captures the access and communication
possibilities between assets. This access applies for both
physical or cyber flows and is materialized through a spe-
cific asset referred to as Access point. As an example we
could mention a door that allows access from a room to
another or a port that is a communication end point in
a network. An access point could be one way or bidirec-
tional to represent the possible flow directions explicitly.
Controls pattern allows specifying the conditions and
mechanisms for granting or revoking access to assets. The
pattern is composed of three elements: the Controller

applies the access policy, the Control point representing
the access point and the Data representing the policy ap-
plied by the controller. For example, a smart card based
system is composed of: the access rights stored locally or
remotely, door readers to check whether data on the card
is consistent with the policy and the door.
The hosts-content pattern assumes that if an incident
happens on an asset named host asset then the con-
tent, referred to as content asset could be affected by
this incident. The structure of the pattern is enriched by
rules to enhance the validity of the relationships descrip-
tion. For example, if the host is a device, IT or medical,
a content could be software.
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– The second family of relations results from our analysis of propagation chan-
nels. This analysis revealed that there exist some structural patterns that
help reasoning on propagation of incidents according to their nature (cyber
or physical). We detail some of these patterns in Table 1.

4.4 SafecareOnto Implementation

To implement the ontology, We have used Protégé [12], which is an ontology and
knowledge base editor that enables the construction of domain ontologies,and
comes with visualization packages. Figure 2 depicts an extract of the Safecare
ontology designed in Protégé. Here, we present concepts that belong mostly, to
the core ontology like Asset that could be Staff, Device, Data, or Building,
etc. with their links, as for instance, a Device hots Data. Also, we show the
concept Threat, Vulnerability, and Protection that belong to the protection
management module as well as, Impact and Incident that belong to the impact
management module.

(a) Class hierarchy and
Object properties

(b) Ontology Graph

Fig. 2. SafecareOnto implementation in Protégé

5 Conclusion and Future Work

Healthcare systems lack a formal knowledge repository to assist security man-
agers for effective security solutions design. In this paper, we propose an
ontology-based model for both cyber and physical security in healthcare sys-
tems able to support incident propagation and mitigation reasoning. Our mod-
ular ontology is built around a core ontology focusing on assets, and comprises
protection and impact propagation modules.
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The knowledge acquisition process conducted with experts provided a busi-
ness domain expert knowledge that we still analyse to construct a decision sup-
port system for risks mitigation. The modular structure of the solution proved
to be very useful as the acquisition of domain knowledge could not be done on
one shot given the variety and geographical spread of stakeholders. The next
step is to develop the protection and the impact management modules.
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received funding as part of the ”Secure societies – Protecting freedom and security
of Europe and its citizens”, challenge of the Horizon 2020 Research and Innovation
program of the European Union, under grant agreement 787002.

References

1. Abdallah, R., Motii, A., Yakymets, N., Lanusse, A.: Using model driven engineer-
ing to support multi-paradigms security analysis. In: International Conference on
Model-Driven Engineering and Software Development, pp. 278–292 (2015)

2. Agrafiotis, I., Nurse, J.R., Goldsmith, M., Creese, S., Upton, D.: A taxonomy of
cyber-harms: defining the impacts of cyber-attacks and understanding how they
propagate. J. Cybersecur. 4(1), tyy006 (2018)

3. Ashibani, Y., Mahmoud, Q.H.: Cyber physical systems security: analysis, chal-
lenges and solutions. Comput. Secur. 68, 81–97 (2017)

4. Booth, H., Turner, C.: Vulnerability description ontology (vdo): a framework for
characterizing vulnerabilities. Technical report, National Institute of Standards
and Technology (2016)
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Abstract. Business Process models are conceptual representations of
work practices. However, a process is more than its model: key infor-
mation about the rationale of the process is hidden in accompanying
documents. We present a framework for business process discovery from
process descriptions in texts. We use declarative process models as our
target modelling technique. The manual discovery of declarative process
models from texts is particularly hard as users have difficulties identi-
fying textual fragments denoting business rules. Our framework com-
bines machine-learning and expert system techniques in order to provide
an algorithmic solution to discovery. The combination of the two tech-
niques allows 1) the identification of process components in texts, 2) the
enrichment of predictions with semantic information, and 3) the genera-
tion of consolidated hybrid models that link text fragments and process
elements. Our initial evaluation reports state-of-the-art performance in
accuracy against user annotated models, and it has been implemented
and adopted by our industrial partner.

Keywords: Declarative process models · Process elicitation · Natural
language processing · DCR graphs

1 Introduction

Business process models serve as key artefacts to understand, redesign and opti-
mise organizational work practices. Process models depict what activities are
important in a process, as well as their dependency relations. However, being
abstractions, process models hide away important information in favour of under-
standable representations. Such information is kept in accompanying documents,
in text. As a result, the understanding of a process requires the integration of
multiple artefacts, being textual and graphical representation two of them [2].
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This paper focuses on the problems of process discovery and reconciliation
of business processes from texts. Process discovery is one of the major areas
of research in process mining, where one aims at generating a process model
from existing artefacts. Discovering a process model from texts has additional
complications as ambiguity is a common denominator. Other aspects complicate
discovery. First, there is a risk of lack of generalizability: a discovery method
trained in interviews might not work in laws. Second, the writing style can vary
and a successful method working in process descriptions will not work when used
in normative texts. Finally, texts vary in length, complexity and domain.

The second problem is the reconciliation (i.e. linking) of texts and mod-
els. When separated, understanding the process from textual and model views
require three efforts: first to understand the text, then to understand the model,
and finally to understand the relationship between the former two. This last
phase is non-trivial as there is no one-to-one correspondence between sentences
in the text and elements in the model. A lack of reconciliation might decrease
understandability: some users understand texts better than their model views [5],
while other users navigate across artefacts to make sense of the process [3].

This paper presents a novel architecture that combines machine learning
and heuristic techniques for process discovery and reconciliation from texts. We
focus on the discovery of declarative process models: those describing events and
constraints between them. In comparison to the state of the art in declarative
textual process mining [1], our approach includes classification tasks to help
to discern which parts of a text corresponds to the process and which is not.
Moreover, our approach includes co-reference resolution techniques to decrease
the ambiguities generated when the same process element is referred to in mul-
tiple ways. Finally, our technique is generalizable to other types of texts and
writing styles. This allows for extensions of the framework when new patterns
emerge. Generalisation is given via transfer learning using pre-trained language
models. To validate our results, we compare predicted process models against
user-generated, linked process models. Our results are in pair with state of the
art discovery techniques, with a precision score of F1 = 0.71.

Related Work. Defining the relations between process models and texts is part
of the unsolved challenges for semantic process modelling [13]. We divide related
approaches into two categories: discovery techniques of imperative process mod-
els and discovery of declarative processes. The discovery for imperative pro-
cess models include techniques based on taxonomies [10], linguistic informa-
tion [6], process mining [9] and machine-learning [14]. However, these works are
not directly comparable to us as they aim at capturing the flow-based mod-
els instead of constraints. Discovery techniques for declarative models is a novel
area of research and, to the best of authors’ knowledge, only heuristic approaches
have been applied [1,12,15]. Despite the difference in languages (Declare for [1],
ATDP for [15] and DCR graphs for [11]), we find the formalisms close enough
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to be used as comparison, and we use parts of their benchmarking to build a
external validation experiment in Sect. 5.

Document Structure. In Sect. 2 we introduce our target declarative modelling
language. In Sect. 3 we report on the challenges of text-model alignments. In
Sect. 4 we introduce the discovery and linking pipeline. Our internal and external
validations are presented in Sect. 5. Section 6 concludes.

2 Declarative Process Models as DCR Graphs

DCR graphs is a process modelling notation used in the formalisation and dig-
italisation of knowledge-intensive processes. Modelling expressiveness in DCR
includes multi-perspective dimensions such as time and data constraints [8,16].
In this paper, we only cover the core notation. We introduce DCR graphs via
their graphical notation, recalling [7] for its formal semantics.

Figure 1b shows a DCR process model. It contains a set of events (boxes) that
describe basic work units and decisions. Each event has a fixed assignment to a
label (i.e.: receives a new claim). Moreover, we assume a fixed set of roles (i.e.:
insurance company, clerk, etc.) and a mapping from events to sets of roles. Each
event has a state, which is a combination of flags denoting whether the event is
currently included in the domain of discourse, it is excluded, it is executed, or
it is pending for execution. States can be composed so an event can at the same
time be pending and excluded. A DCR graph is a multi-directed graph where
edges represent constraints between events. We call edges relations, and they
can take the following shapes: (1) conditions e →• f : f cannot be executed until
e have executed, or e is excluded. (2) milestones e →� f : Initially f is included
among the possible actions, but if e becomes pending, then f cannot occur until
e has occurred. (3) responses f ←• e: When e executes, f must eventually occur
or be excluded. (4) dynamic inclusions f +← e: After executing event e, event
f is included among the possible actions to take. Its converse relation is the
dynamic exclusion f %← e.

3 Challenges in Discovering Annotated Processes

We show some of the challenges in text-model alignments in Fig. 1. The model
in Fig. 1b shows a simple model of the textual process descriptions in Fig. 1a,
including two documents, one describing the process description, and another
with business rules. Aspects in textual alignments will be referred to with num-
bers (1–10), while model-specific aspects will be referred to with letters (A-G).
Different textual fragments describe roles, activities and relations. The corre-
spondence between some fragments and model elements is unique (c.f. annota-
tion (1) and (2)), while other fragments are syntactically different but corre-
spond to the same process element (e.g. annotations (3) and (4) correspond to
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(a) Textual views

(b) Model view as a DCR graph

Fig. 1. Challenges in Text-Model alignments

the role “clerk”, and annotations in (7) correspond to activity (D)). Moreover,
some fragments are atomic (e.g. the role annotation (1)), and in others cases
they denote relations, for instance, the role-attribution relation for activities in
annotations (1) and (2). Composition is mandatory in other cases: An annota-
tion describing relations without existing activities lacks meaning, and relations
typically involve a pair of activities (e.g. annotation (5)), but they can involve
also self-relations (e.g. annotation (6), or one-to-many relations. Finally, multiple
perspectives such as time and data can appear in the description, as presented in
annotation (9-H). The links between annotations may expand outside the scope
of the document itself and can involve multiple documents (e.g. annotation (8)).
When discovering a model from texts, the most simple cases refer to 1-to-1 cor-
respondences, for instance, annotations (1-A) and (2-C). However, we can see
that it is necessary to link multiple annotations to the same process element as
otherwise, we will create false positives unnecessarily. While sometimes syntactic
variations are easily solvable (“clerks” and “clerk” come from the same lemma
“clerk”) in other cases, variations require a deeper analysis of linguistic features
such as active/passive voices, or verbal conjugation (e.g. annotations (7-D)).
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4 A Discovery and Linking Pipeline

Machine-Learning Components. We use a combination of two instances of
BERT’s transformer model [4] to extract word-level and sentence-level infor-
mation using a pre-trained model. We decompose process discovery into a pair
of sentence classification problems and a Named Entity Recognition (NER) prob-
lem. Algorithm 1 shows an example of the algorithms used for fine-tuning the
classification of language models, in this case, for a sentence classification prob-
lem. The language models used as inputs are fine-tuned; Binary Classification
model (α1), MultiClass Classification (α2) and NER (α3) models.

Algorithm 1: Fine-Tune Sentence

Classification(S, η, B, b, μ, κ, C)

input : List of sentence-label pairs
X = (S1, y1), ..., (Sn, yn),
language model α

output: language model α
partition X into X1, X2, ..., Xn;
/* Initialise hyper-parameters */
foreach Xi ∈ X do

foreach Ci ∈ C do
if class = Ci then

extract features;
update(α, features);

end

end

Model Training. We use the dataset in
Sect. 5 for training. Training and bench-
marks were done using a BERTBASE

model [4]. The dataset was split in a
0.80/0.20 distribution training/validation.
The fine-tuning of the model was achieved
using self-attention mechanisms in the
transformers and it utilises tasks-specific
classifications for each classification task.
The fine-tuned hyper-parameters used in
all models were 1. (η) Learning rate
(Adam) of 2−5,(B) training cycles of 4
epochs, (b) batch size of 32, (K)-fold of 10,

and (μ) maximum sentence length of 50.

4.1 Discovery and Linking Algorithm

Algorithm 2 presents our process discovery and reconciliation algorithm. It
includes separated phases for pre-processing, relation, activity, role extraction,
and co-reference resolution. Generic phrases such as NER combine both expert
systems and machine-learning approaches for a given class. The output of the co-
reference resolution is added as complementary inputs for the pipeline, while the
fine-tuned language models in Algorithm 1 are added as inputs. The algorithm
parses the text sequentially, building iteratively roles, events and relations.
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Algorithm 2: Discovery Algorithm
input : t text;α1,α2,α3 language models
output: 〈G, H〉 where:

G = 〈Roles, Events, Relations〉 is a DCR graph
H is a set of Highlights 〈PElement, indexRange, PElement?〉

processedText ← Preprocess(t);
resolvedText ← coref(processedText);
/* Apply NER (α3) to identify roles and events, H is updated with new highlights */
Roles, H ← NER(processedText, α3, null,Class=Role);
Events, H ← NER(processedText, α3, H,Class=Event);
/* Apply relation recognition (α1 & α2)and update highlights */
foreach sentence ∈ resolvedText do

if α1.predict(sentence) �= Non-Relation then
Evs ← NER(sentence, α3,Class=Event); /* Ensure that |Evs| > 1 */
relationsSentence ← [];
if sentence is in passive voice then

for evi in 0 . . . |Evs| − 1 do
ri ← new Relation(evi, Evs[size(Evs)], α2.predict(sentence)) ;
Relations.insert(ri);
relationsSentence.insert(ri);

end

else
for evi in 1 . . . |Evs| do

ri ← new Relation(Evs[0], evi], α2.predict(sentence));
Relations.insert(ri);
relationsSentence.insert(ri);

end

end
highlightedRanges ← findOriginalRanges(processedText, sentence);
foreach r ∈ relationsSentence do

H.insert(〈r, highlightedRanges, null〉);
end

end

end

5 Validation

Table 1. Internal Validation Results

Classifier Type P R F1

Is a relation False 1.00 1.00 1.00
True 0.99 0.99 0.99

Total (macro avg) 0.99 1.00 0.99
Semantics Condition 0.91 0.93 0.93

Non-Relation 1.00 1.00 1.00
Response 0.94 0.93 0.93

Total (macro avg) 0.94 0.96 0.95

We collected a training dataset
with 37 process descriptions. The
dataset combines four entries from
the BPM Academic Initiative, 31
descriptions from interviews and
observations done by business pro-
cess management students at a
Danish university. Also, two pro-
cess excerpts from the Danish Con-
solidation Act on Social Services were added to enrich variability and mitigate
authorship bias. Parts of the dataset were anonymized to hide personal infor-
mation. A total of 137 roles, 653 activities and 1.526 relations were included.
Table 2a summarises the collected dataset.
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Table 2. Training dataset: structure and annotations

Modelling
language

Models Roles Activities Relations

Linked models

DCR 16 3,81 17,75 39,44

Expert 4 3,25 10,75 18,50

Student 12 4,00 20,08 46,42

Total linked
models

16 3,81 17,75 39,44

Unlinked models

BPMN 3 2,33 13,00 29,33

Student 3 2,33 13,00 29,33

DCR 18 3,83 18,33 44,83

Student 18 3,83 18,33 44,83

Total unlinked
models

21 3,62 17,57 42,62

Total models 37 3,70 17,65 41,24

(a) Dataset structure, x refers to average

Entity type labels Count %

Activities 958 50,4%

Roles 621 32,6%

Relations 292 15,6%

Other (Comments,
time annotations, data
guards, etc.)

29 1,6%

Total 1.900 100%

(b) Annotation distribution

Internal Validation. A 10-fold cross-validation was performed by randomly split-
ting the dataset into 10 mutually exclusive subsets of similar size. The classifier
is trained on 9 subsets, testing on the last one. This process is repeated 10 times.
The results are given in Table 1.

External Validation. We compared precision scores under an external dataset.
This dataset was composed of 15 process descriptions not using in the training
tasks, including an equal distribution of entries from DECLARE [1], the “Anno-
tated Textual Descriptions of Processes” (ATDP) [15], as well as 5 entries of our
own dataset excluded in training. The process descriptions were manually anno-
tated to create a gold standard. We consider a match when there is a process
element linked to a textual description, and the predicted fragment corresponds
to the manual annotation.

We report the performance of machine learning and expert systems in isola-
tion, as well as in combination. As measurements, we use the standard metrics
of (P)recision, (R)ecall, and F1-scores. The results are summarised in Table 3.
It is noticeable that for this dataset the contributions of the ML and rule-based
approach differ: while ML contribution has a higher recall (suggests more pro-
cess elements), it also has lower precision (more suggestions are wrong). In con-
trast, the expert system has a balanced precision/recall rate. Mixing the modes
increases precision, but the mode of mixing affects. Surprisingly, role recognition
did not benefit from the intersection approach, while activity recognition did.
Our performance is slightly better than [15], that for activity recognition scores
Precision: 0.75, Recall: 0.68 F1 = 0.70.
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6 Conclusions

Table 3. External validation: performance
over a mixed dataset

Combination modes P R F1

ML only Roles 0.61 0.81 0.68
Activities 0.52 0.80 0.61
Relations 0.69 0.90 0.76
Average 0.61 0.83 0.68

Expert system only
only

Roles 0.49 0.67 0.53

Activities 0.91 0.75 0.81
Relations NA NA NA
Average 0.70 0.71 0.67

Intersection Roles 0.59 0.54 0.55
Activities 0.98 0.65 0.71
Relations NA NA NA
Average 0.79 0.59 0.64

Best combination roles
(ML), Activities
(Intersection),
Relations (ML)

Average 0.76 0.78 0.71

The application of NLP to per-
form process mining from textual
descriptions promises the reduction
in the time that process modellers
need to use for mapping business
processes, which at the moment is
a manual, error-prone, repetitive
and time-consuming task. We have
presented a process discovery and
reconciliation technique that gener-
ates declarative models and trace
their relation with textual arte-
facts, a task that otherwise need to
be established manually. Our pro-
posal allows the inclusion of rules

and their extension from patterns mined by existing annotations, making it eas-
ier to extend and decouple depending on the precision measures required. Even
with a small training dataset, the evaluations suggest a state-of-the-art perfor-
mance. The discovery algorithm is available at https://github.com/RasmusIven/
DCR-Textograph. The discovery pipeline (including training) is integrated with
the DCR Process highlighter [11], and it is part of the offering of DCR solutions.
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1 Free University of Bozen-Bolzano, Bolzano, Italy
gibergami@unibz.it, {maggi,montali}@inf.unibz.it

2 University of Milano-Bicocca, Milan, Italy
rafael.penaloza@unimib.it

Abstract. Alignments pinpoint trace deviations in a process model and
quantify their severity. However, approaches based on trace alignments
use crisp process models and recent probabilistic conformance checking
approaches check the degree of conformance of an event log with respect
to a stochastic process model instead of finding trace alignments. In this
paper, for the first time, we provide a conformance checking approach
based on trace alignments using stochastic Workflow nets. Conceptually,
this requires to handle the two possibly contrasting forces of the cost
of the alignment on the one hand and the likelihood of the model trace
with respect to which the alignment is computed on the other.

Keywords: Stochastic Petri nets · Conformance checking · Alignments

1 Introduction

In the existing literature on conformance checking, a common approach is based
on trace alignment [1]. This approach uses crisp process models as reference
models. Yet, recently developed probabilistic conformance checking approaches
provide a numerical quantification of the degree of conformance of an event log
with a stochastic process model by either assessing the distribution discrepan-
cies [7], or by exploiting entropy-based measures [10,11]. As these strategies are
not based on trace alignments, they cannot be directly used to repair a given
trace with one of the traces generated by a stochastic process model. In this
paper, we present, for the first time, a tool for the probabilistic alignment of
a trace and a stochastic reference model. The tool provides different alignment
options since, conceptually, probabilistic trace alignment requires the analyst to
balance between the alignment cost and the likelihood of model traces: an opti-
mal but very unlikely alignment could, in fact, be much less interesting than a
slightly worse but very likely alignment.

With reference to Fig. 1, a user might be interested in aligning the
log trace 〈add item, close order, archive order〉 with one of the two possi-
ble model traces 〈add item, close order, accept order, pay order, archive order〉 or
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Fig. 1. A simple order management process in BPMN, with choice probabilities.
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Fig. 2. Encoding of the BPMN diagram in Fig. 1 using a stochastic Workflow net with
bounded silence.

〈add item, close order, refuse order, archive order〉. The latter model trace provides
the least alignment cost, but comes with a very low probability (0.8 ·0.1 = 0.08);
on the other hand, the former model trace gives a slightly worse alignment cost,
but comes with a much higher probability (0.8 · 0.9 = 0.72). Depending on the
context, analysts might prefer either the former or the latter alignment. In gen-
eral, finding a portfolio of the “best” k alignments among all the distinct model
traces empowers analysts to find their own trade-off between alignment cost and
model trace probability.

To achieve this, we frame the probabilistic trace alignment problem into the
well-known k-Nearest Neighbors (kNN) problem [2] that refers to finding the
k nearest data points to a query x from a set X of data points via a distance
function defined over X ∪ {x}. We introduce two ranking strategies. The first
one is based on a brute force approach that reuses existing trace aligners [8]
requiring to re-compute the alignments for all possible traces in the log. For
models generating a large number of model traces, this clearly becomes ineffi-
cient. Therefore, we propose a second strategy that produces an approximate
ranking where x and X are represented as numerical vectors via an embedding
φ. If the embedding φ for X is independent of the query of choice x, this does
not require to constantly recompute the numeric vector representation for X .
Instead, it is possible to pre-order it to efficiently visit the search space. The
developed tool is publicly available1.

1 https://github.com/jackbergus/approxProbTraceAlign.

https://github.com/jackbergus/approxProbTraceAlign
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Fig. 3. A process model with a loop accepting fully silent iterations.

pick
item

0.5

0.5

add
item 0.8

0.2

t1

pick item

1.0
t2

add item

0.5

t3
τ

0.5

t5
τ

0.2

t4
τ

1.0
t6
τ

0.8

Fig. 4. A process model with a loop accepting iterations with skippable steps.

2 The Process Models

To formalize the kind of processes shown in Fig. 1, we resort to a special class
of stochastic Petri nets, following what has been done in the literature [7,11].
We dscribe next the features of the class we consider, and why they lead to an
interesting trade-off between expressiveness and amenability to analysis. Figure 2
shows the encoding of the BPMN diagram of Fig. 1 into the Petri net class
supported by our conformance checking tool.

Untimed, Stochastic Nets. We focus on stochastic Petri nets with immediate
transitions, that is, we do not consider timed aspects such as delays and dead-
lines, but concentrate on the key feature of having a probability distribution over
the enabled transitions. This is achieved by taking a standard Petri net and by
assigning weights to its transitions. At each execution step, the probability of
firing an enabled transition is then simply computed by dividing its weight by
the total weight of all currently enabled transitions.

Workflow Nets. In the whole Petri net spectrum, we focus, as customary in
process mining, on Workflow nets with a distinguished pair of input and output
places, marking the start and completion of a case in the process. Specifically, a
model run is a sequence of fireable transitions leading from the initial marking
(which assigns one single token to the special input place, while leaving all the
other places empty) to the final marking (which assigns one single token to the
special output place, while leaving all the other places empty). As usual, the
probability of a model run is then computed by multiplying the probabilities
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of each transition. For example, by considering the net of Fig. 2, we have that
ρ = 〈t0, t1, t3, t6, t7〉 is a model run whose probability is 0.8 · 0.1 = 0.08.

In our specific setting, focusing on Workflow nets has the advantage that
every model run is a maximal sequence of transition firings that cannot be
extended into a different model run. This provides a direct way to character-
ize the (finite-length) runs accepted by the Workflow net and their probabilities,
without the need of introducing additional constructs such as the probability of
stopping in a marking.

Silent Transitions. To provide support for control-flow gateways, we include
silent transitions in the net. More specifically, every transition comes with a label
that corresponds either to the name of a (visible) task, or to the special symbol
τ (denoting a silent transition). Figure 2 shows how τ -transitions are used to
capture the BPMN process of Fig. 1. In particular, silent transition t2 is used
to model that one can loop to add multiple items to the order. Notice that, for
simplicity of modeling, we support the possibility of labeling multiple transitions
with the same task.

Having silent transitions and repeated labels deeply impacts the obtained
framework. In fact, a model run does not directly correspond to a model
trace, intended as a “legal” sequence of (visible) tasks according to the pro-
cess. On the one hand, a model run yields a corresponding trace by extracting,
in order, the labels attached to the transitions contained therein, projecting
away the invisible ones. For example, model run ρ above yields the model trace
〈add item, close order, archive order〉. On the other hand, the same model trace
may be obtained through distinct model runs, differing from each other in terms
of the silent tasks they contain. Hence, in general, to obtain the probability of a
model trace, one must sum up the probabilities of all (possibly, infinitely many)
model runs yielding that trace. This number is guaranteed, by construction, to be
between 0 and 1 (since the collective sum of the probabilities of all model runs is
indeed 1). In our example, the probability of 〈add item, close order, archive order〉
is that of the model run ρ (i.e., 0.08), since ρ is the only model run yielding that
trace.

Nets with “Bounded Silence”. The last requirement we impose over our nets
is that of bounded silence. This requirement states that the net cannot accept
runs containing unboundedly many consecutive silent transitions. Mathemati-
cally, this means that there exists an a-priori bound on the maximum number
of silent transitions that can be fired between two visible transitions.

In conceptual modeling terms, this requirement imposes that it is not possible
to have loops in the process where an entire iteration consists only of visible
transitions, that is, where an iteration can be executed without any visible task
to witness its existence. We argue that, in this case, executing an entire iteration
where all visible transitions are skipped is not different from the situation where
the iteration is not executed at all. Consider, for example, the process fragment
shown in Fig. 3. There, the trace consisting of three item additions could be
produced by infinitely many distinct runs, each containing a different number of
silent iterations in the loop.
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On the other hand, it is perfectly possible to have loops with skippable tasks,
provided that there exists at least one visible transition witnessing that an iter-
ation in the loop has been executed. Figure 4 shows a variant of the process
fragment in Fig. 3 where each iteration must be witnessed by (visibly) picking
an item, then deciding whether to add it or not (the latter choice resulting in a
silent step). This variant has bounded silence, as two consecutive iterations need
to contain two distinct executions of the pick item task, with at most one silent
transition in between.

In mathematical terms, our untimed, stochastic workflow nets with bounded
silence enjoy the following property. Consider a net with a bound b on the max-
imum number of consecutive silent transitions. Given a model trace of length n,
a model run yielding that trace must have a length bounded by n + (n + 1) · b.
This gives us a direct way to compute the probability of such a model trace:

1. we fetch all model runs of length at most n + (n + 1) · b (which can be easily
done with a bounded-depth search strategy over reachable markings);

2. among all such runs, we keep all and only those that yield the model trace of
interest;

3. we sum up the probabilities of the so-filtered model runs.

Notice that if the net is bounded in the usual Petri net sense, then we can
directly compute this probability by inspecting the reachability graph of the net.

3 The Probabilistic Trace Alignment Tool

Our tool takes as input (i) a reference model represented as a BPMN model
or an equivalent stochastic Workflow net, (ii) a minimum positive probability
threshold ρ ∈ (0, 1] (iii) a trace σ of interest, and returns a ranking over all
the model traces having a probability greater than or equal to ρ, based on a
combined consideration of their probability values and their distance from σ.

Transition Graphs. The model trace probabilities can be directly computed
by inspecting the reachability graph of the reference model. Still, graph embed-
ding techniques required to represent traces as data points (e.g., vectors) can-
not be directly defined over reachability graphs since they rely on probabilistic
Transition Graphs [6]. Such Transition Graphs can be computed by shifting the
transition labels over graph nodes, and performing τ -closures, while preserving
τ -transitions for both start and completion nodes, if required, to preserve trace
probabilities. An example of a Transition Graph is shown in Fig. 5.

Alignment Strategies. We frame the probabilistic trace alignment problem
into the well-known k-Nearest Neighbors (kNN) problem that refers to finding
the k nearest data points to a query x from a set X of data points via a distance
function dk defined over X ∪{x}. In particular, by exploiting ad-hoc data struc-
tures, such as VP-Trees and KD-Trees, we can retrieve the neighborhood of x
in X of size k by pre-ordering (indexing) X via dk and starting the search from
the top-1 alignment.
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Fig. 5. An example of a Transition Graph.

1) Optimal-Ranking Trace Aligner. One way to probabilistically align traces
is to reuse existing trace aligners [1,8], where the distance d(σ, σ′) between model
and log traces is the Levenshtein distance. We can then express the ranking score
as the product PN (σ′)d(σ, σ′), considering both the alignment cost (given by the
distance between the model trace and the trace to be aligned) and the model
trace probability. We can represent this weighted distance as a ranking function
returning 1 when σ′ = σ and PN (σ) = 1 hold. To this aim, we need to express d as
a normalized similarity score sd(σ, σ′) := 1

d(σ,σ′)+1 . The golden ranking function
(i.e., the one producing the optimal ranking) can therefore be represented as
R(σ, σ′) = PN (σ′)PN (σ)sd(σ, σ′). Such a function can be exploited to generate
the best optimal-ranking trace alignment for a log trace σ, where R must be
computed a-new for all possible σ.

2) Approximate-Ranking Trace Embedder. Ranking optimality comes at
the sub-optimal cost of a brute-force recomputation of R for each novel trace σ
to align. Since each embedding φ entails an associated similarity metric kφ, and
hence an associated distance dkφ

, we can compute the embeddings for all the
model traces before performing the top-k search ensuring that they are indepen-
dent of the trace to align, thus avoiding the brute-force cost. This computational
gain comes with a loss in precision [3,6] and, in its approximated version, is not
able to accurately represent the data using low-dimensional vectors [12]. Our
aim is to represent model traces, which might be composed by different valid
sequences (paths), as vectors. We are also interested in the intersection of embed-
ding strategies for whole node-labeled graphs with string embedding traces, as
we use vectors to compare model traces with log traces.

To obtain our proposed embedding φg, we hence adapt the embedding strat-
egy φtr from [9] by addressing some shortcomings: we (a) propose a weakly-ideal
embedding [5], which, differently from current literature, (b) exploits an ω fac-
tor for preserving probabilities from and to τ transitions. We also (c) mitigate
the numerical truncation errors induced by trace length and probability dis-
tribution skewness through two sub-embedding strategies, ε and ν, where the
former descends from φtr and the latter approximates the trace similarity via
label frequency similarity. Since a model trace embedding, in our tool, requires
an intermediate representation G of the model trace, we map each σ′ to a pair
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Table 1. Projected Transition Graphs associated to model traces with maximum length
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(Gσ′ , ω), where (i) Gσ′ is a transition graph containing all the paths describing
σ′, where all τ -labeled nodes are removed, while (ii) the graph weight ω pre-
serves the weight of the possible initial and final edges that were removed due
to the former requirement.

Given the τ -closed Transition Graph in Fig. 5, we assign the probabil-
ity values ρ23 = 0.8, ρ24 = 0.2, ρ55 = ρ57 = 0.5, ρ65 = 0.7, and
ρ67 = 0.3. The model traces with maximum length 4 are: {〈a, 0.4〉 , 〈aa, 0.2〉 ,
〈aaa, 0.1〉 , 〈ca, 0.07〉 , 〈cb, 0.06〉 , 〈aaaa, 0.05〉 , 〈caa, 0.035〉 , 〈caaa, 0.0175〉}. Table 1
shows the projected transition graphs associated to such traces, where only the
relevant information for embedding them is displayed (e.g., all the τ -labeled
nodes are removed).

Our proposed embedding φg is computed for each pair (Gσ′ , ω). The goal is
to use kφg for ranking all model traces. To this aim, we extend the embedding
φtr [9] by including the trace probabilities, and making the ranking induced by
kφg the inverse of the ranking induced by the sum of the following distances:
the transition correlations ε and the transition label frequency ν. Therefore, our
proposed φg embedding is defined as follows:

Definition 1 (G-Embedding). Given a G projection over σ′ (Gσ′ , ω) and
a tuning parameter tf ∈ [0, 1] ⊆ R

+
0 (that can be inferred from the available

data [4]), the G-Embedding φg exploiting the matrix representation of [6] in ν
and ε for Transition Graphs is defined as

φg
i(Gσ′) =

{
ω εab(Gσ′ )

‖ε‖2
t
|R>0|
f i = ab

νa(Gσ′ )
‖ν‖2

t
|R>0|
f i = a

Here, the kernel function associated to such embedding can be exploited to
return the best approximated trace alignment for a log trace represented as Gσ.
It can be proven that our embedding performs weakly-ideally. In addition, the
proposed embedding is independent of the trace to be aligned. Therefore, it does
not have to be recomputed at each alignment for a different σ.
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Table 2. Comparison between the ranking induced by the optimal ranking R and the
proposed kernel kφg : arrows ↓ remark the column of choice under which we sort the
rows.

σ′ (PN (σ′) , ↓ sd(σ, σ′)) = R(σ, σ′) kφg (Gσ, Gσ′)

caa 0.035 0.8333 0.0292 1.14 · 10−40

caaa 0.0175 0.8333 0.0145 9.84 · 10−41

a 0.4 0.6250 0.2500 8.16 · 10−21

aaaa 0.05 0.6250 0.0357 8.44 · 10−41

aa 0.2 0.7142 0.1428 9.28 · 10−41

aaa 0.1 0.7142 0.0714 8.72 · 10−41

ca 0.07 0.7142 0.0500 1.89 · 10−24

cb 0.06 0.7142 0.0428 7.64 · 10−25

σ′ ↓ R(σ, σ′)

a 0.2500

aa 0.1428

aaa 0.0714

ca 0.0500

cb 0.0428

aaaa 0.0357

caa 0.0292

caaa 0.0145

σ′ ↓ kφg (Gσ, Gσ′)

a 8.16 · 10−21

ca 1.89 · 10−24

cb 7.64 · 10−25

caa 1.14 · 10−40

caaa 9.84 · 10−41

aa 9.28 · 10−41

aaaa 8.44 · 10−41

aaa 8.72 · 10−41

Table 2 shows the output of our tool. In particular, in the example, the kernel
kφg of model traces of maximum length 4 is provided. From the results, it is
possible to see that kφg approximates the optimal ranking as it tends to rank
the transition graphs Gσ′ (generated from G via projection) similarly to the
model traces over R. In the table, the ranking similarities shared between the
two different ranking strategies are highlighted in blue, while the most evident
ranking discrepancies are marked in red.
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Abstract. With the growing amount of data gathered from business
processes in recent years, predictive process monitoring (PPM) estab-
lished as a method to provide valuable insights and make resilient fore-
casts. However, sophisticated machine learning algorithms and statis-
tical techniques are always equipped with various hyper parameters,
which aggravates finding the best configuration for laypeople. Tools like
Nirdizati Research (http://research.nirdizati.org/) or apromore (https://
apromore.org/) aim to assist in these tasks. Nonetheless these approaches
are isolated solutions, which do not integrate into existing productive
environments. In this work, a plugin for the widely used workflow and
decision automation tool Camunda (https://camunda.com/) is presented
which allows creating classifier for the most common operations in PPM.
Furthermore, the framework includes a hyper parameter optimization
(HPO) and is extensible in prediction types, methods and optimization
algorithms.

Keywords: Predictive process monitoring · Hyper parameter
optimization · Camunda

1 Introduction

In the last two decades, the digitalization of business processes has equipped
companies with substantial new means to investigate the internal company pro-
cesses. With business processes being executed by workflow management systems
that continuously log event data, the availability of big data allows to generate
valuable insights into company activities. Here, a wealth of recent research has
focused on exploiting such workflow log data for predictive process monitoring,
in order to leverage insights to create competitive advantages by means of intelli-
gent predictions (c.f. [5] for an overview). While such results are clearly beneficial
for companies, there are unfortunately no user friendly solutions for PPM that
integrate seamlessly into existing workflow management systems and guide end-
users through the selection of suitable prediction methods. Even though there
c© Springer Nature Switzerland AG 2021
S. Nurcan and A. Korthaus (Eds.): CAiSE Forum 2021, LNBIP 424, pp. 129–136, 2021.
https://doi.org/10.1007/978-3-030-79108-7_15
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are refined solutions for PPM like for example Nirdizati Research or several
ProM-Plugins1, these are always implemented in an isolated environment. This
however impedes a practical usage, as running a workflow engine and analysing
tools in parallel can lead to data storage problems such as redundancy and
requires extensive employee training for the external tools. Here, methods are
needed that integrate PPM with existing workflow management systems in a
unified manner, in order to lower the obstacles of adoption.

In this work, we therefore introduce a Camunda plugin2 which enables an
effortless use of machine learning techniques for PPM directly in the running
workflow management system. Camunda is an open source workflow manage-
ment and automation platform which is widely used by a variety of small- to
large-scale companies such as Atlassian, Generali and Deutsche Telekom3. The
presented plugin adds a clean user interface for predictions on single process
instances and a detailed configuration panel for administrative tasks. Classifiers
may be trained on the basis of the internal Camunda log or with external logs
in the common Extensible Event Strean (XES) format. The plugin ships with
three available prediction types of next activity, time and risk prediction that
can directly be used, however, arbitrary prediction types like forecasting process
variables or cost can be added afterwards. Also, the Classifier interface is left
generic to allow for an extension with arbitrary prediction algorithms. Out of
the box, N-Grams, LSTM neural networks, regression are available inter alia.

While the flexible design allows for a high degree of customization, the wealth
of prediction types and prediction algorithms may require extensive background
knowledge by end-users to select an optimal prediction method and therefore
might hamper the feasibility in practice due to the skill sets of the involved
(non-technical) users. Therefore, the core feature of this plugin also includes
HPO for combined algorithm search and hyper parameter setting. Classifiers are
ranked by an evaluation metric and may be created on the fly. In this way, the
optimal classifier type and parameter settings for the company can be determined
by the plugin. This is especially useful for the training of predictive models for
individual company logs, as the sheer amount of algorithms and hyper parameter
settings largely depends on the process definition and the underlying log, which
makes it impossible to provide generally suitable parameter settings.

This article will continue with a background section on PPM and optimiza-
tion. Then, the approach architecture will be introduced in Sect. 3, including
data management, different classifier architectures and HPO techniques. After-
wards, the implemented plugin will be demonstrated by showing typical usage
examples. To evaluate the feasibility of our approach, results of conducted run-
time experiments on real-life datasets will be presented in Sect. 4. Last, the
contributions and limitations of this work are concluded in Sect. 5.

1 http://promtools.org/.
2 https://gitlab.uni-koblenz.de/fg-bks/camunda-ppm-hpo/.
3 https://camunda.com/case-studies/.

http://promtools.org/
https://gitlab.uni-koblenz.de/fg-bks/camunda-ppm-hpo/
https://camunda.com/case-studies/
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2 Background

As a couple of PPM approaches appeared in the last ten years, there also exist
detailed literature reviews [5,11]. [11] illustrates the importance of the research
area by showing the growing amount of related publications from 2010 to 2016.
Furthermore, from [5], it can be observed that neural networks are frequently
used for next activity predictions. Another discovery is that the preponderance
of implementations are realized with WEKA [7] or ProM-Tools4. Nonetheless,
both articles conclude with addressing the need for practical implementations.

2.1 Predictive Process Monitoring

PPM is performed on historic data from process executions, which is usually
stored in the XES log standard. An event log L is a collection of traces τ0...n

from distinct process instances, i.e., possible traversals through a process model.
Each trace τ consists of events e1...m, such as conducting an activity or receiving
a message. Moreover, an event can store additional properties like the assigned
employee. In order to make predictions on an event log, the log data has to
be encoded to subsequently train a predictive model. Then, depending on its
configuration and capabilities, the classifier returns a prediction such as the
probability of a task to occur next, the remaining time or the risk to fail. Taylored
solutions may also include linear temporal logic business rules [10], alarm based
risk models [12] or additional preprocessing steps like clustering [4]. For the
actual training process, it is common to split the available data into a training
and a validation set. Hence, one can train the classifier on the training set and
can calculate a quality metric or a loss function for the validation set.

When training a model, the training process itself often depends on hyper
parameters. For instance, neural networks require a variety of parameters such as
the number of epochs. Research in machine learning has shown that the outcome
of a prediction algorithm may largely depend on its configuration and the under-
lying data set. Therefore, parameter optimization is an important challenge in
the scope of achieving more accurate predictions.

2.2 Hyper Parameter Optimization

The configuration space for a machine learning algorithm A with N hyper param-
eters is denoted as Λ = Λ1 × Λ2...ΛN where Λn is the domain of the n-th hyper
parameter. The domain can be real-valued, ordinal, binary or categorical. An
instance of A to a vector of hyper parameters λ ∈ Λ is written as Aλ. For a
given data set D, the optimization problem can be formulated as:

λ∗ = argminλ∈ΛE(Dtrain,Dvalid∼D)V(L,Aλ,Dtrain,Dvalid) (1)

where V(L,Aλ,Dtrain,Dvalid) is the loss the algorithm Aλ trained on Dtrain

and validated on Dvalid. Typically used loss functions are sum of squared error
4 https://www.promtools.org/doku.php.

https://www.promtools.org/doku.php


132 N. Bartmann et al.

or misclassification rate. Vice versa, a quality metric like accuracy can be max-
imized. For conducting an actual optimization, different strategies such as Grid
Search, population-based strategies or bayesian optimization can be applied [6].

Grid Search is the most trivial way to find the minimum of the objective
function. It evaluates all permutations of configurations on a finite configuration
space and returns the best one. The disadvantage of this simple approach is that
the number of executions and the runtime consequently increases dramatically
when being applied on a large configuration space. Random Search enhances
Grid Search by traversing the configuration space in a random manner for a
fixed number of iterations. By design, important parameters are detected faster
and evaluated more densely [1].

Population-based strategies like evolutionary algorithms are initialized with
a random set of configurations. Thereupon, genetic operations such as crossover,
mutation and elitism are applied to generate a new set of configurations. A fixed
number of generations or a saturating loss rate forces the algorithm to terminate.
The most popular genetic algorithm for HPO is CMA-ES [8], whereas a current
genetic algorithm for the PPM domain can be found in [3].

Bayesian Optimization tackles the problem that a configuration space may
become infinitely large by creating a model that predicts the best possible config-
uration. Initially, the model is build on a randomly selected set of configurations
considering the observed loss rates. In the following step, the model predicts a
configuration that will have a low expected loss rate. Eventually the actual loss
rate is evaluated and used to refine the model. The last two steps are replayed
iteratively until the loss rate saturates or a maximal number of iterations is
reached. The model used for this sequential model based optimization method
can be a Gaussian Process [9] or a Tree Parzen Algorithms [2] among others.

A remarkable work in the field of HPO is Auto-WEKA [13], which enables
combined selection and HPO for classification algorithms (CASH). Hence, the
library is able to find the optimal algorithm with least possible user interaction.
Apart from that, the resulting configuration space grows exponentially as WEKA
provides 27 base classifier, 10 booster and 2 ensemble learning techniques.

As motivated, HPO is an important aspect in the context of PPM. In the fol-
lowing, we present our developed plugin for applied PPM, allowing for a seamless
integration of results from PPM and intuitive HPO in Camunda.

3 Tool Description and Demonstration

The presented plugin is based on a previous plugin (See footnote 2), which
equips Camunda with PPM functionalities. While empowering companies with
means for PPM may seem beneficial, yet, creating value from a productive plugin
for PPM remains a tightrope walk between complexity and usability, as some
classifiers depend on a multitude of hyper parameters. Withal, it cannot be
assumed that a typical Camunda user disposes of expert knowledge about HPO.
Thus, the presented plugin integrates a much needed intuitive HPO functionality
to create suitable predictive models.
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A new plugin tab in Camunda allows to start a new parameter optimiza-
tion process, with the goal of finding a) an optimal learning algorithm, and b)
the best/suitable parameters for a given process model and the corresponding
internal Camunda log. In this way, end-users can be supported in determining
optimal algorithms and settings for model training, directly in Camunda.

Fig. 1. Steps to find and create the best classifier. Left: Setting configuration space
and optimizer. Top right: Selecting and creating a resulting classifier. Bottom right:
Prediction in the process view.

Figure 1 shows the user workflow for configuring a new search and deploy-
ing the resulting classifier. Different classifier types are included in the search,
allowing to compare the suitability of different learning algorithms (1). Note that
arbitrary classifiers can be added if needed. Then, for each classifier type, certain
ranges for the respective parameters can be specified as a general search space
(2). Reasonable ranges for the hyper parameter configurations are provided as a
default so that an inexperienced user only has to select which classifier should be
included. Regarding the subsequent optimization process, the user may choose
and customize the evaluation metrics, as well as the optimization algorithm (3).
If the whole configuration space should be tested, the user can use Grid Search.
Otherwise, Random Search and Bayesian Optimization offer fast and reliable
recommendations after only a few iterations. In the current implementation, the
model for Bayesian Optimization may be one of Random Forest, Regression or
Naive Bayes. Besides that, own optimization algorithms can be added.
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After the parameter optimization has been performed, the user is presented
with a comprehensive overview of the best learning algorithms and the best
respective parameter settings. The user can browse the n best performing con-
figurations and select a suitable model for deployment (4). Also, the underlying
parameters for the model configuration are shown. The user can directly select
the “create configuration” option (5), which automatically deploys the selected
predictive model in the Camunda PPM environment (6).

4 Evaluation

To investigate the feasibility of applying our plugin in an industrial setting,
the runtime of the three optimization algorithms was evaluated with the help
of real-life event logs from the BPI Challenge 20205. This dataset includes two
logs, namely the Domestic Declarations dataset (10.500 traces), and the Interna-
tional Declarations dataset (6.449 traces). For each dataset, scenarios with three
different configuration spaces (small, medium, large) and optimization methods
(Grid Optimizer, Random Optimizer, Bayesian Optimizer) were tested on five
classifiers (N-Grams, IBk, Naive Bayes, Random Forest, Hoeffding Tree). A file
containing the used configuration setting as well as the runtime results can be
found online6. The experiments were performed on a CentOS Linux Server with
i7-3770 CPU and 16 GB RAM.

Figure 2 shows the total runtime of the individual optimization methods. As
can be seen, the Bayesian Optimizer outerperforms the other approaches signif-
icantly w.r.t. runtime. For Grid and Random Optimizer, runtime increases with
growing configuration space. Moreover, Table 1 shows the runtime per classifier.
Only classifier with large configuration spaces seem to be found faster by the
Bayesian Optimizer. For example, the runtime of N-Grams does not differ a lot
per optimization method, whereas a considerable speedup can be observed for
Random Forest. Noticeably, the model accuracy while using the prediction-based
Bayesian Optimizer does not seem to drop significantly as opposed to a brute-
force approach via the Grid Optimizer. Thus, based on our results, the Bayesian
Optimizer can be recommended, especially w.r.t. runtime.

Because of a lack of computational power, we were not able to include Regres-
sion and LSTM classifiers in our evaluation. Especially for the LSTM with its
large configuration space and its massive training effort, it would be interesting
to determine the computational speedup. As the capabilities of some classifier
increase, difficulties arise when one wants to conduct a comparison objectively.
Accordingly, further tests may include larger training logs and more sophisti-
cated prediction types such as risk models.

5 https://data.4tu.nl/collections/BPI Challenge 2020/5065541.
6 https://gitlab.uni-koblenz.de/fg-bks/camunda-ppm-hpo/blob/master/Resources/

tables.pdf.

https://data.4tu.nl/collections/BPI_Challenge_2020/5065541
https://gitlab.uni-koblenz.de/fg-bks/camunda-ppm-hpo/blob/master/Resources/tables.pdf
https://gitlab.uni-koblenz.de/fg-bks/camunda-ppm-hpo/blob/master/Resources/tables.pdf
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Fig. 2. Runtime evaluation for grouped by dataset, optimizer and size of configuration
space.

Table 1. Evaluation of the runtime per classifier. (D: Domestic Declarations, I: Interna-
tional Declarations, G: Grid Optimizer, R: Random Optimizer, B: Bayesian Optimizer,
each cell contains runtime in seconds and accuracy in percent)

Data Opt. Size N-Grams IBk Naive Bayes Random Forest Hoeffding

D G Small .452 s - 98% 685.8 s - 97% 7.79 s - 86% 3705 s - 97% 776.1 s - 91%

D G Medium .565 s - 98% 1042 s - 97% 11.47 s - 87% 7393 s - 97% 1225 s - 91%

D G Large .834 s - 98% 1411 s - 97% 15.07 s - 91% 0272 s - 97% 1495 s - 91%

D R Small .412 s - 98% 667.3 s - 97% 7.462 s - 86% 373.8 s - 97% 83.97 s - 91%

D R Medium .585 s - 98% 1042 s - 97% 11.64 s - 87% 371.1 s - 97% 83.52 s - 91%

D R Large .839 s - 98% 1415 s - 97% 15.58 s - 91% 395.6 s - 97% 83.80 s - 91%

D B Small .408 s - 98% 259.6 s - 97% 7.54 s - 86% 11.20 s - 97% 3.178 s - 91%

D B Medium .568 s - 98% 338.6 s - 97% 3.51 s - 87% 12.87 s - 97% 5.494 s - 91%

D B Large .848 s - 98% 1282 s - 97% 3.85 s - 86% 44.02 s - 97% 3.539 s - 91%

I G Small .634 s - 98% 747.3 s - 96% 11.18 s - 82% 5958 s - 96% 984.2 s - 86%

I G Medium .917 s - 98% 1246 s - 96% 17.53 s - 82% 1702 s - 96% 1557.4 s - 87%

I G Large 1.47 s - 98% 168.2 s - 96% 23.03 s - 82% 6218 s - 96% 1881 s - 87%

I R Small .683 s - 98% 762.4 s - 96% 11.11 s - 82% 593.7 s - 96% 108.5 s - 86%

I R Medium .939 s - 98% 1216 s - 96% 17.26 s - 82% 615.9 s - 96% 108.4 s - 87%

I R Large 1.47 s - 98% 172.7 s - 96% 22.80 s - 82% 638.5 s - 96% 106.6 s - 87%

I B Small .644 s - 98% 736.3 s - 96% 11.19 s - 82% 21.61 s - 96% 8.46 s - 86%

I B Medium .842 s - 98% 436.9 s - 96% 6.63 s - 82% 15.39 s - 96% 6.44 s - 86%

I B Large 1.52 s - 98% 408.9 s - 96% 4.62 s - 82% 18.06 s - 96% 5.25 s - 86%

5 Conclusion

The field of PPM is still developing and solutions for productive environments are
still pending. With the introduced plugin, users can effortlessly create powerful
and suitable predictive models for immediate predictions, without the need for
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extensive knowledge on the underlying machine learning algorithms. The direct
integration into Camunda promotes a seamless application of predictive process
monitoring, without the need for isolated tools and (redundant) data transferals
between tools.

Further challenges include the development of additional prediction types like
linear temporal logic and further evaluation metrics like Cohen’s Kappa. Here
again, the trade-off between usability and degrees of freedom must be balanced.
Besides, in situations where only little or no training data is available, the results
of the HPO are overfitted and thus not meaningful. An integrated simulation
environment to create synthetic logs would be useful in these cases.
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optimization. In: Advances in Neural Information Processing Systems, pp. 2546–
2554 (2011)

3. Di Francescomarino, C., et al.: Genetic algorithms for hyperparameter optimization
in predictive business process monitoring. Inf. Syst. 74, 67–83 (2018)

4. Di Francescomarino, C., Dumas, M., Maggi, F.M., Teinemaa, I.: Clustering-based
predictive process monitoring. IEEE Trans. Serv. Comput. 12, 896–909 (2016)

5. Di Francescomarino, C., Ghidini, C., Maggi, F.M., Milani, F.: Predictive process
monitoring methods: which one suits me best? In: Weske, M., Montali, M., Weber,
I., vom Brocke, J. (eds.) BPM 2018. LNCS, vol. 11080, pp. 462–479. Springer,
Cham (2018). https://doi.org/10.1007/978-3-319-98648-7 27

6. Feurer, M., Hutter, F.: Hyperparameter optimization. In: Hutter, F., Kotthoff, L.,
Vanschoren, J. (eds.) Automated Machine Learning. TSSCML, pp. 3–33. Springer,
Cham (2019). https://doi.org/10.1007/978-3-030-05318-5 1

7. Frank, E., Hall, M.A., Witten, I.H.: The WEKA Workbench. M. Kaufmann (2016)
8. Friedrichs, F., Igel, C.: Evolutionary tuning of multiple SVM parameters. Neuro-

computing 64, 107–117 (2005)
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Abstract. Robotic Process Automation (RPA) is an emerging technol-
ogy that automates intensive routine tasks (or simply routines) previ-
ously performed by a human user on the User Interface (UI) of a com-
puter system, by means of a software (SW) robot. To date, RPA tools
available in the market strongly relies on the ability of human experts to
manually implement the routines to automate. Being the current practice
time-consuming and error-prone, in this paper we present SmartRPA, a
cross-platform software tool that tackles such issues by exploiting UI
logs keeping track of many routine executions to generate executable
RPA scripts that automate the routines enactment by SW robots.

1 Introduction

Robotic Process Automation (RPA) is an automation technology that operates
on the user interface (UI) of software applications and replicates, by means of a
software (SW) robot, mouse and keyboard interactions to remove high-volume
routine tasks (a.k.a. routines) [3]. To take full advantage of this technology in the
early stages of the RPA life-cycle, organizations leverage the support of skilled
human experts to:

1. identify the candidate routines to automate by means of interviews and obser-
vation of workers conducting their daily work;

2. record the interactions that take place during routines’ enactment on the UI of
SW applications into dedicated UI logs, which are mainly used for debugging
purposes only;

3. manually specify their conceptual and technical structure (often in form of
flowchart diagrams), which will drive the development of dedicated RPA
scripts reflecting the behavior of SW robots.

While this approach has proven to be effective to execute rule-based and well-
structured routines [5], it becomes time-consuming and error-prone in presence
of routines that are less deterministic and require decisions [7].

In this paper, we tackle the above issue by presenting SmartRPA, an open-
source software tool that is able to reason over the UI logs keeping track of many

c© Springer Nature Switzerland AG 2021
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routine executions (cf. step 2), and to automatically synthesize SW robots that
emulate the most suitable routine variant for any specific intermediate user input
that is required during the routine execution, thus skipping completely the man-
ual modeling activity of the flowchart diagrams (cf. step 3). SmartRPA imple-
ments the approach presented in [2] and is available for download at https://
github.com/bpm-diag/smartRPA/.

The rest of the paper is organized as follows. Section 2 introduces a running
example. Section 3 presents the tool architecture and the technical aspects of
SmartRPA. Section 4 discusses some experiments performed to evaluate the
robustness and feasibility of the tool. Finally, Sect. 5 concludes the paper.

2 Running Example

Below, we introduce a real-life scenario used to explain the functioning of our
tool. The example is inspired by the work performed by the Administration Office
of the Department of Computer, Control and Management Engineering (DIAG)
of Sapienza Università di Roma, which consists of filling the travel authorization
request form made by the personnel of DIAG for travel requiring prior approval.
We specifically consider the task of filling a well-structured Excel spreadsheet
(cf. Fig. 1(a)), manually performed by a request applicant that provides some
personal information together with further information related to the travel.
Then, the spreadsheet is sent via email to an employee of the Administration
Office of DIAG, which is in charge of processing the request: for each row in the
spreadsheet, the employee manually copies every cell in that row and pastes that
into the corresponding text field in a dedicated Google form (cf. Fig. 1(b)). In
addition, if the request applicant declares the need to use a personal car as one
of the means of transport for the travel (by filling the dedicated row labeled with
“Car” in the spreadsheet), then the employee has to activate the request on the
Google form (in this case, a dialog box labeled “Own car request” appears on
the UI, cf. Fig. 1(b)) and then accept or reject the personal car request. When
the data transfer for a given travel authorization request has been completed,
the employee presses the “Submit” button to confirm data and submit them into
an internal database. Finally, a confirmation email is sent automatically to the
applicant when data are submitted.

The above routine procedure (in the following, we will denote it as R) is
usually performed manually, it is tedious (as it must be repeated for any new
travel request) and prone to errors. A proper execution of R requires a path on
the UI made by the following user actions:1

– loginMail, to access the client email;
– accessMail, to access the specific email with the travel request;
– downloadAttachment, to download the Excel file including the travel request;
– openWorkbook, to open the Excel spreadsheet;
1 Note that the user actions recorded in a UI log can have a finer granularity than the
high-level ones used here just with the purpose of describing the routine’s behaviour.

https://github.com/bpm-diag/smartRPA/
https://github.com/bpm-diag/smartRPA/
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(a) Excel spreadsheet (b) Google form

Fig. 1. UIs involved in the running example

– openGoogleForm, to access the Google Form to be filled;
– getExcelCell, to select the cell in the i-th row of the Excel spreadsheet;
– copy, to copy the content of the selected cell;
– clickGoogleFormTextField, to select the specific text field of the Google form;
– paste, to paste the content of the cell into a text field of the Google form;
– activateCarRequest, to activate in the Google form the dialog box for approv-

ing or rejecting the car request;
– accept, to press the button on the Google form that approves the request;
– reject, to press the button on the Google form that rejects the request;
– formSubmit, to finally submit the Google form to the internal database.

The user actions openWorkbook and openGoogleForm can be performed in any
order. Moreover, the sequence of actions 〈getCell, copy, clickTextField, paste〉 can
be repeated for any travel information to be moved from the Excel spreadsheet
to the Google form. Finally, in case of a car request to be evaluated (action
activateCarRequest), the execution of accept or reject is exclusive.

3 SmartRPA Architecture

In this section, we give a detailed description of the architecture of SmartRPA
(see Fig. 2) that consists in five main SW components implemented in Python.

The first SW component of the architecture is an Action Logger able to
record different types of UI actions from multiple SW applications during the
enactment of the routine under study. Specifically, a training session in which
several users perform the routine to be automated is required to record the UI
actions involved in its execution. The Action Logger provides a Graphical User
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Fig. 2. SmartRPA architecture

Interface (GUI) that allows a user to select which SW applications s/he wants
to record UI actions on (cf. Fig. 3). The Action Logger provides three different
types of logging modules: (i) a System Logger able to detect those UI actions
not related to specific SW applications, (ii) an Office Logger able to detect the
UI actions performed within Microsoft Office applications, and (iii) a Browser
Logger able to detect the UI actions on web browsers.

The UI actions recorded by the logging modules are sent to a Logging Server,
implemented with the Flask framework,2 in charge to store and organize them
as events into several CSV event logs, i.e., the UI logs.

The exact steps to correctly perform R (cf. Sect. 2) are the following ones:

1. Open the Action Logger, tick the checkboxes related to Excel, Clipboard and
the browser installed on the applicant’s PC/MAC, and click “Start logger”.

2. Open the Excel spreadsheet containing the information about the travel.
3. Open the Google form.
4. Copy and paste each value from the Excel spreadsheet to the Google form.
5. Accept or reject the personal car request (if required).
6. Submit the form. Once done, a confirmation email is sent to the applicant.
7. Push the “Stop logger” button to stop the Action Logger.

It is worth noticing that multiple users can run the Action Logger on their
computer system many times performing R in different training sessions. Each
CSV event log contains exactly one long trace of UI actions performed in a sin-
gle training session by a single user. Technically speaking, (i) system events are

2 https://palletsprojects.com/p/flask.

https://palletsprojects.com/p/flask
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(a) Windows (b) MacOS

Fig. 3. GUI of SmartRPA both on Windows and MacOS

captured using PythonCOM (for Windows APIs and COM objects) and MacF-
SEvents (for MacOS); (ii) events generated by Microsoft Office applications are
captured using the Office JavaScript APIs; and (iii) browser events are captured
using JavaScript web extensions developed for each supported web browser.

The second SW component of the architecture is the Log Processing tool
that is triggered when any training session is considered as completed. Specif-
ically, after n training sessions, the Logging Server will deliver the n created
CSV event logs to the Log Processing component, in charge of import them
into a single Pandas dataframe.3 A dataframe is a two-dimensional size-mutable
and heterogeneous tabular data structure with labeled axes, which is used as
the main artifact to represent event logs in SmartRPA. The dataframe created
by the Log Processing component consists of low-level events with fine granu-
larity associated one-by-one to a recorded UI action, including several columns
representing the payload of the recorded event, i.e.: the timestamp, the appli-
cation that generated the event, the resources involved, etc. SmartRPA is also
able to produce a XES4 (eXtensible Event Stream) version of the datastream
that will contain exactly n traces, one for each recorded CSV event log and can
be inspected using the most popular process mining tools, such as ProM,5 or
Disco6.

The third SW component is an Event Abstraction engine used to produce
a high-level event log from the low-level one with the goal to: (i) filter out
noise and irrelevant events for the routine execution. For example, during several

3 https://pandas.pydata.org/.
4 XES is the standard for the storage, interchange, and analysis of event logs.
5 http://www.promtools.org/.
6 https://fluxicon.com/disco/.

https://pandas.pydata.org/
http://www.promtools.org/
https://fluxicon.com/disco/
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training sessions of R, applications related to the operating system may start
in background while the Action Logger is being recording the UI log, and they
may dirty the recording phase of the users during their training session. From
a workflow perspective, these events are not relevant for any RPA analyst that
aims to understand the general behaviour of the routine and thus they can be
filtered out; (ii) group similar low-level events to the same high-level concept. For
example, in a web page, the Action Logger can capture different types of clicks,
based on the element clicked. From the RPA analyst perspective it is not relevant
what kind of click was performed, thus the high-level workflow of the routine
may just show the action “Click on button”; (iii) create descriptive labels. Any
recorded event provides a low-level description of the UI action performed. To
make the UI action underlying an event more descriptive for the RPA analyst,
the payload information stored in the low-level event log can be added to its
label, such as the cell and the sheet edited, the value inserted, etc. This allows
us to create a more descriptive label for any event in the high-level event log,
e.g., “Edit cell B2 on Sheet ‘Request’ with value ‘Full Professor’”.

At this point, the Process Discovery component exploits the high-level
event log to derive the underlying high-level workflow as a Directly-Follows
Graph (DFG), by applying the heuristic miner (the decision to employ the
heuristic miner has been driven by its ability to discover highly understandable
flowcharts from a BPM analyst perspective [1]) implemented in PM4PY [4]. In
addition, the knowledge of the workflow underlying the routine, coupled with the
low-level version of the dataframe-based event log, will be used to support the
identification of different variation points, thus leading to the detection of the
most suitable routine variant according to intermediate user inputs observed in
the low-level dataframe-based event log. A variation point is a point in the rou-
tine execution where a user choice needs to be made between multiple possible
variants. For example, the routine under analysis in Sect. 2 consists of one varia-
tion point that contains three different user inputs that can led to three different
routine variants of R: (i) the user performs the UI action activateCarRequest
by clicking ‘No’ on the Google form, (ii) the user first performs the UI action
activateCarRequest and then the UI action accept, (iii) the user first performs
the UI action activateCarRequest and then the UI action reject.

Once the routine variant to automatize is selected, before its enactment with
a SW robot, it is possible for an RPA analyst to personalize the values stored
in its events, thanks to the Script Generation component. SmartRPA auto-
matically detects the events that can be edited, such as pasting a text or editing
an Excel cell, and let the RPA analyst editing them. After confirmation, the
low-level dataframe-based event log is updated. Finally, the Python executable
script based on the selected routine variant and updated with the RPA analyst’s
edits, is generated by scanning the recorded low-level events in the dataframe-
based log and converting them into executable pieces of SW code in Python.
The script generation component relies on Automagica7 and Selenium,8 a popu-

7 https://github.com/automagica/automagica.
8 https://www.selenium.dev/.
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Table 1. Experimental results for the synthetic case study for logs with 1000 routine
executions. The time (in milliseconds) is the average per trace.

Event size: 40 Time

Trace size 1 2 3 4 5

25 0.453 0.452 0.53 0.409 0.423

50 0.417 0.433 0.417 0.425 0.419

75 0.439 0.511 0.424 0.43 0.431

100 0.454 0.416 0.421 0.424 0.431

Event size: 80 Time

Trace size 1 2 3 4 5

25 0.422 0.428 0.43 0.413 0.412

50 0.427 0.425 0.444 0.417 0.428

75 0.42 0.428 0.553 0.422 0.437

100 0.442 0.434 0.428 0.438 0.432

Event size: 120 Time

Trace size 1 2 3 4 5

25 0.413 0.507 0.421 0.416 0.421

50 0.421 0.412 0.417 0.42 0.421

75 0.425 0.433 0.438 0.451 0.429

100 0.437 0.433 0.428 0.532 0.523

lar suite of tools for process and web browsers automation. Note that the Script
Generation component considers only the platform where the SW robot is going
to be run regardless of the operating system used to record the log, thus achiev-
ing cross-platform compatibility. SmartRPA is also able to generate RPA scripts
compatible with the commercial tool UiPath Studio.9

4 Evaluation

SmartRPA has been tested using synthetic experiments employing UI logs of
increasing complexity. We generated 240 different UI logs (containing in total
150.000 different routine executions), in a way that each UI log was characterized
through a unique configuration obtained by varying the following input settings:

– log size: number of routine executions in the UI log (250/500/750/1000);
– trace size: number of events in each routine execution (25/50/75/100);
– events size: number of possible different events to be considered for the cre-

ation of a trace (40/80/120);
– variation points: number of variation points in the UI log (1/2/3/4/5).

9 https://www.uipath.com/product/studio.

https://www.uipath.com/product/studio
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The amount of possible decisions to be taken in a variation point was gener-
ated randomly, ranging from 2 to 10 possible outgoing decisions. The synthetic
UI logs generated for the test are available at: https://github.com/bpm-diag/
smartRPA/. The target was to investigate if the amount and anatomy of varia-
tion points discovered by SmartRPA is the same that was syntetically introduced
in the sample routine executions recorded in the UI logs (i.e., robustness), and
to measure the performance of the tool to generate a SW robot by solely using
the UI logs (i.e., feasibility). Concerning the robustness of the tool, for all the
240 tested logs the tool was able to always discover the correct variation points
to be considered for the synthesis of SW robots. Concerning the feasibility, it
was measured in terms of the computation time required to generate a SW robot
starting from UI logs of growing complexity. The results, which are summarized
in Table 1,10 indicate that the tool scales well in case of an increasing number
of variation points and routine executions/alphabet of events of growing size.

5 Concluding Remarks

SmartRPA offers an innovative contribution to RPA technology with the goal of
mitigating some of its core downsides related to the implementation of SW robots
made by expert users. Close to SmartRPA there is Robidium [6], a tool that
generates RPA scripts based on the most frequent routine variant observed in
the UI log. Conversely, SmartRPA enables to generate the best observed routine
variant, employing the input conditions available before the routine enactment.
The main weakness of SmartRPA is correlated with the quality of information
recorded in real-world UI logs. Since a UI log is fine-grained, routines executed
with many different strategies may potentially affect the robustness of our tool to
the detection of variation points. For this reason, as a future work, we are going
to perform a robust evaluation of the tool on real-world case studies including
heterogeneous UI logs obtained from different application domains.

Acknowledgments. This work has been supported by the “Dipartimento di Eccel-
lenza” grant, the H2020 project DataCloud and the Sapienza grant BPbots.
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Abstract. The use of web Application Programming Interfaces
(WAPIs) has experienced a boost in recent years. Developers (i.e., WAPI
consumers) are continuously relying on third-party WAPIs to incorpo-
rate certain features into their applications. Consequently, WAPI evolu-
tion becomes more challenging in terms of the service provided accord-
ing to consumers’ needs. When deciding on which changes to perform,
besides several dynamic business requirements (from the organization
whose data are exposed), WAPI providers should take into account the
way consumers use the WAPI. While consumers may report various
bugs or may request new endpoints, their feedback may be partial and
biased (based on the specific endpoints they use). Alternatively, WAPI
providers could exploit the interaction between consumers and WAPIs,
which is recorded in the WAPI usage logs, generated while consumers
access the WAPI. In this direction, this paper presents PatternLens, a
tool with the aim of supporting providers in planning the changes by
analyzing WAPI usage logs. With the use of process mining techniques,
this tool infers from the logs a set of usage patterns (e.g., endpoints
that are frequently called one after the other), whose occurrences imply
the need for potential changes (e.g., merging the two endpoints). The
WAPI providers can accept or reject the suggested patterns, which will
be displayed together with informative metrics. These metrics will help
providers in the decision-making, by giving them information about the
consequences of accepting/rejecting the suggestions.

Keywords: Web API evolution · Pattern detection · Process mining ·
Web API change

1 Introduction

As the use of web Application Programming Interfaces (WAPIs) is increasingly
growing, their evolution becomes more challenging in terms of the service pro-
vided according to consumers’ needs. While a lot of effort is put in analyzing
consumers’ struggles when WAPIs change [4,5,7], little is known about providers’
burdens: what, how, and when to evolve [1]. When deciding on which changes
to perform, besides several business requirements (from the organization whose
data are exposed), providers should take into account the way consumers use
c© Springer Nature Switzerland AG 2021
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the WAPI. Moreover, knowing the impact that changes usually cause to the
consumers, they have to strike a balance between not imposing irrelevant, unex-
pected, frequent changes and providing an up-to-date, maintainable, bug-free
WAPI, that fulfills their needs [3].

While consumers may report various bugs or may request new endpoints (i.e.,
URLs to access WAPIs resources), their feedback may be partial and biased
(based on the specific endpoints they use), as well as difficult to gather and
interpret at scale [9]. Alternatively, WAPI providers could exploit the inter-
action between consumers and WAPIs, which is recorded in the WAPI usage
logs, generated while consumers access the WAPI. Every time a consumer appli-
cation makes a request, a log entry is generated and stored in the usage log
file. Therefore, consumers’ behavior is recorded in these logs, and their analy-
sis can obliquely reveal consumers’ needs for new features hidden under several
workarounds (solutions found by WAPI users that allow them to get data, func-
tionality, or features they need, but that are not yet implemented by providers),
or find room for potential improvements.

As applications are the actual WAPI consumers, we should consider the dif-
ferent ways they consume WAPIs over their own lifecycle. Basically, applications
interact with the WAPIs during design time and runtime, over both of which
they manifest different aspects of their behavior. Following on from this, we dis-
tinguish two types of logs: (i) development logs, generated while developers build
and test their applications and (ii) production logs, generated while applications
are being used by end users, meaning that the WAPI requests are predetermined
by the implemented functionalities of the applications. We make this distinction
as each of these log types, even though provide useful information about WAPI
consumption, can be analyzed in different ways. But how much are these logs
used and analyzed, beyond the typical traffic monitoring? Several works [2,8]
suggest analyzing development logs to measure the usability of WAPIs and thus
perform changes that increase the perceived usability from consumers point of
view. In addition, there are various WAPI monitoring tools available that take
as input the WAPI usage logs, but they are mostly oriented toward provid-
ing reporting dashboards or automatic alerting in case of WAPI failure [10].
Providers have all this potentially insightful, large volume of data that is being
generated, but not enough proactively used for evolution.

To address the problem of understanding consumers’ needs, we present Pat-
ternLens, a tool that aims to support providers in planning the changes by
analyzing consumers behavior recorded in the WAPI usage logs. We make use of
process mining techniques and compute from the logs a set of metrics regarding
the real consumption of WAPI endpoints by consumers, like the calling frequency
of the endpoints, the frequency of a sequence of endpoints, etc. Using these met-
rics and a pre-defined set of patterns, we detect from the logs all the patterns,
whose occurrences imply the need for potential changes (e.g., merging two end-
points called always one after the other). The WAPI providers can accept or
reject the suggested patterns, which will be displayed together with informative
metrics, helping providers in the decision-making.
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2 Background: Process Mining in the WAPI Context

Process mining is a process-oriented data mining discipline that uses event logs
to extract process-related knowledge. We give the definition of some fundamental
concepts of process mining, as presented by Van der Aalst [6], adapt them to
the WAPI domain, and use them to give the definition of concepts referred in
the rest of the paper:

– Activity - a specific step in the process. For WAPIs, activities are calls to the
endpoints, i.e., the WAPI resources URL.

– Case - a process instance. We refer as a case to a set of requests that an appli-
cation is submitting to the WAPI during a certain time period, commonly
referred as session.

– Event - an activity occurrence. An event refers to an activity and belongs to
a specific case. We refer to WAPI requests as events, and identify them by
activity names (request method like GET, POST, and the endpoint).

– Event log - a set of cases. A WAPI usage log contains all the requests (i.e.,
events) that consumers (i.e., applications) make against the WAPI.

Using these concepts, we define a sequence as an ordered occurrence of events
within a case, and a pattern as a frequent sequence that when fulfilling some
pre-defined conditions, indicates the need for a specific change.

In order to apply process mining, an event log should have at least three
attributes: (i) case identifier that identifies the case to whom each event belongs,
(ii) activity name that identifies each event, and (iii) timestamp that indicates
the time when an event occurs. The presence of these three attributes allows to
infer process insights from the event log. Certainly, other attributes that might
store additional information about the events (e.g., device IP, application ID,
status code), whenever available, add value to the analysis.

In the WAPI context, process discovery consists on creating a graph-based
process model from the event log, where nodes represent the endpoints being
called, and edges the calling sequence of two endpoints. Even though we do not
visualize the process model, we aim at gathering statistical information about it
(e.g., the frequency of calling one endpoint after another).

3 PatternLens Overview

PatternLens takes as input the usage log file (i.e., event log) containing all the
WAPI calls from several consumers’ applications. We assume that the logs are
already cleaned and prepared, meaning that (i) every event (i.e., request) belongs
to one case (i.e., session), (ii) every event has a distinct timestamp, making able
to build the right sequence of calls, and (iii) the activities’ names are precise
enough to identify each process step, so that no two different process steps to
appear with the same activity name, and at the same time no the same process
step to appear with different activity names.
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Based on process mining concepts, the tool first computes a set of metrics for
each WAPI endpoint and sequence of endpoints as appearing in the file. Then,
using a pre-defined set of patterns and the computed metrics, it detects and
displays to the users all the patterns, of different types. Along each pattern, the
users are presented with the suggested changes that the patterns imply, as well
as various metrics that might help them in selecting the patterns that better
fit their interest. The users are given the possibility to accept the patterns that
are interesting to them (i.e., the implied changes are feasible from the providers
point of view and would really improve the WAPI with regard to consumers’
needs), reject the ones that do not seem interesting, or ignore the ones for whom
they are neutral or do not have any conscious thought. We want to note that
PatternLens is designed to be used by WAPI providers in analyzing consumers’
behavior. As such, we assume that its users (i.e., providers) have a strong prior
knowledge of the WAPI, needed in order to proper accept/reject patterns and
the recommended changes. In the following, we introduce and explain two main
parts of the tool: the metrics calculator and the patterns detector (see Fig. 1).

Data/services Usage Logs

WAPI

Output: Set of 
Pa erns, Changes

Input: Prepared
Usage Logs

Pa ernLens

Metrics 
Calculator

Pa erns
Detector

WAPI Provider

WAPI Consumers

Pre-processing

Fig. 1. PatternLens in the full context of WAPI - consumers interaction

3.1 Metrics Calculator

PatternLens considers the interaction between consumers and WAPI as a pro-
cess. As such, to build the process model, we refer to the process activities (calling
method and endpoint) as nodes, and to the order two endpoints are being called
by the consumers, as edges. Before detecting the patterns, PatternLens defines
all the nodes and edges, by extracting for each of them a set of attributes and
computing some metrics (Fig. 2).
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*
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Fig. 2. PatternLens: class diagram

For the nodes we compute and make use of the following metrics:

– Absolute frequency: total number of times that an endpoint was called.
– Incoming frequency (for target nodes): total number of times that an endpoint

was called after other endpoints.
– Outgoing frequency (for source nodes): total number of times that an endpoint

was called before other endpoints.
– # Consumers’ application: the number of applications that have called the

endpoint in study.

Each edge combines two nodes: a source node (i.e., the first called endpoint
in a two-node sequence), and a target node (the second called endpoint in a
two-node sequence). We define the edges by the following derived metrics:

– Absolute frequency: total number of times that a sequence of endpoints was
followed.

– # Consumers’ application: the number of applications that have called the
sequence of endpoints in study.

3.2 Patterns Detector

Instead of visualizing the process map with all the sequences of calls, we filter
only those parts of the process, where we see a specific behavior of the way
consumers use the WAPI. We pre-define the set of patterns, whose occurrence
may imply the need for potential changes, rather than extracting all the frequent
patterns from the model to redundantly display them to WAPI providers without
giving any hints on the behavior these patterns manifest.

To measure the effectiveness of the patterns, we use two basic concepts from
association rules, namely the support and confidence metrics, and adapt them
in the context of our approach. We refer as support to the number of times a
pattern appears in the log file. We give the users the possibility to enter the
desired minimum support, based on the size of the file they upload and how
specific or general they want the patterns to be. We refer as confidence to the
relative frequency of the patterns, regarding the source and the target node. As
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such, if a pattern has a high support (i.e., high absolute frequency: it appears too
often in the log file), but this frequency is too low comparing with the absolute
frequency of the source and the target nodes, then the pattern will have a low
confidence. The tool presents the patterns to the users in a tabular form as in
Fig. 3.

Fig. 3. PatternLens: application interface

We add to each pattern the metrics related to the pattern or the source/target
nodes (e.g., confidence, absolute frequency, number of applications where the
pattern appears), to better inform the users about the occurrence of the pattern
and help them in better understanding consumers’ behavior. Along to the pat-
terns, we give a short description of the implied changes (e.g., merging the two
endpoints, creating a new attribute).

Node (GET-v2/assignatures/ID/guia)  with one outgoing edge: create a new endpoint that combines endpoint 1 and 2. 

GET-v2/assignatures/ID/guia GET-v2/competencies endpoint_1&2 

Edges that the illustrated nodes are part of. Their thickness represent the edge absolute frequency. 

Fig. 4. The pattern and the change it implies

Figure 4 gives an example of a pattern that the tool is able to detect.
Figure 5 depicts how PatternLens displays the pattern. As seen from the Fig. 4,
the GET-v2/assignatures/ID/guia endpoint, responsible to get data about spe-
cific courses in university (source node), has one outgoing edge, the one toward
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Fig. 5. The pattern as displayed in PatternLens

GET-v2/competencies, responsible to get data about the required competen-
cies to take a course (target node). This means that after getting information
about a specific subject, consumers always call the endpoint for the competen-
cies of the course. For this reason, we suggest merging these two endpoints in
one, that combines the data from both of them, reducing this way the number
of calls consumers have to submit to get the desired data. PatternLens is able
to detect this type of pattern, and displays it as in Fig. 5. Along the pattern,
that is defined by the source and target node, the user is informed about the
confidence of the pattern (confidence = edge abs freq

out freqs−self freqs
= 173

211−2 = 0.83),
the pattern absolute frequency, the outgoing frequency of the source node, the
frequency of the source node self-loop, and the change implied by the pattern.
The shown metrics are different for every type of pattern, as the tool presents
the most relevant ones depending on the way the pattern is being detected.

4 Onsite Demonstration

In the onsite demonstration, we will present the functionality of PatternLens
using log files from two real world examples of different domain, namely health
and education. The first log file comes from the District Health Information Soft-
ware 2 (DHIS2) WAPI. DHIS2 is an open source, web-based health management
information system platform used worldwide from various institutions and NGOs
for data entry, data quality checks and reporting. It has an open REST WAPI,
used by more than 60 native applications. The second log file belongs to WAPI
of the Barcelona School of Informatics at the Polytechnic University of Catalo-
nia (Facultat d’Informàtica de Barcelona, FIB, UPC). It is built under REST
architecture and is mainly being used by the FIB website, monitoring systems,
school news’ screen, and several applications created for academic purpose. The
API provides a set of endpoints for extracting data about departments, courses,
exams, rooms reservations, etc. With these two examples, we aim to show that
PatternLens performs the same, despite the domain of the WAPI.

Currently, PatternLens is able to detect four different pattern types. As we
assume that the users of the tool should have prior knowledge of the WAPI to
decide on accepting or rejecting a pattern, and as the demo participants are not
expected to be familiar with our examples, we will encourage the participants to
evaluate the usability of the tool. Nevertheless, all the elements of the tool and
the examples, will be well-explained, so that non WAPI experts can assess the
potential of PatternLens in supporting providers in planning WAPI evolution.
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5 Future Work

We aim to further extend the PatternLens features in the following directions:

– Provide the users with more types of patterns.
– Quantify the impact that the suggested changes may cause, if the providers

decide to implement them. We plan to measure the effectiveness of the changes
by predicting the excepted behavior of the consumers.

– Improve the tool according to historic data about users selections. Currently
PatternLens stores information about the metrics of the patterns that users
select or reject. We aim to improve the way the information is presented to
them, based on their feedback.

Acknowledgment. This work is supported by GENESIS project, funded by the Span-
ish Ministerio de Ciencia e Innovación under project TIN2016-79269-R.
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Abstract. Reducing the number of suppliers – a process known as supply base
optimization – is crucial for organizations to achieve better quality, higher ser-
vice levels, and lower prices. The buyers in the role of the business analyst in
corporate purchasing departments are responsible for this process and usually
consider various selection criteria. Their decisions rely on accessing and ana-
lyzing large amounts of data from different source systems, but typically, they
lack the necessary technological and analytical knowledge, as well as adequate
tools, to do this effectively. In this paper, we present the design and evaluation
of a self-service analytics (SSA) system that helps business analysts manage the
maintenance, repair, and operations (MRO) supply base. The system recommends
shifting purchasing volume between suppliers based on a machine learning (ML)
algorithm. The results demonstrate the potential of SSA systems in facilitating
MLmodel consumption by business analysts to perform supply base optimization
more effectively.

Keywords: Supply base optimization · Self-service analytics ·Machine
learning ·Maintenance, repair and operations

1 Introduction

Globalized competition leads organizations to establish highly responsive supply chains
[1], a complex and challenging process because an interwoven network of relationships
needs to be managed [2]. A relevant decision in designing a supply chain refers to the
number of suppliers and the underlying relationships an organization needs to maintain
for a product or service – the so-called supply base [3]. Supply base optimization (SBO)
is defined as a “strategic option (…) to effectively manage their supply chains (…)
reducing number of suppliers, (…) reconfiguring existing supply base by selecting new
high-performance suppliers excluding underperforming suppliers” [4].

In the last two decades, SBO evolved into an important topic in academia and indus-
try [5–7]. For instance, Singh [6] proposed an algorithm that prioritizes suppliers and
allocates demands among them.Other studies showed that SBO results in stronger buyer-
supplier relationships, leading to better quality, higher service levels, and lower prices
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[5, 8, 9]. Additional positive downstream effects were reported for the lead time for
product development and suppliers’ planning of their production efforts [10].

However, SBO is a complex endeavor for organizations because business analysts –
buyers whomanage the supply base – need to choose the best suppliers considering mul-
tiple selection criteria (e.g., the supplier’s coverage of demand or overlap to other suppli-
ers) from different source systems. These business analysts must be capable of accessing
andanalyzing large amounts of data, but they typically lack the required technological and
analytical knowledge or adequate tools to do this effectively [11].

Against this backdrop, developing an SSA system for business analysts based on
machine learning (ML) is a promising approach to tackle this problem, since SSA sys-
tems enable business analysts to prepare and analyze data on their own, with nominal
IT support and are typically described as easy-to-use [12]. ML is suitable in this context
because many decision criteria for SBO exist and need to be applied to large amounts of
data. Following this approach, we collaborated with the industry to design and evaluate
an SSA system for MRO in order to address two research questions: (1) Which ML
approach is suitable to identify overlapping demand in large supply bases? (2) How to
design an SSA system for business analysts to consume ML models for SBO?

We conducted semi-structured interviews with six corporate business analysts
(CBAs) to elicit the underlying requirements. For the ML evaluation, we constructed
null classifiers and calculated the accuracies to compare our models. Lastly, we evalu-
ated our SSA system using a think-aloud session [13] with two CBAs. In summary, we
developed and evaluated (1) an ML approach for SBO and (2) an SSA system, which
facilitate the consumption of the trained ML models by business analysts in order to
better manage the supply base of their organization with an easy-to-use interface. In the
remainder of this article, we describe the related work, the usage scenarios, and the user
groups involved. Subsequently, we introduce our ML approach and the user interface
(UI), followed by an evaluation and a conclusion.

2 Supply Base Optimization

Research distinguishes between individual, integrated, and emergingmodels for supplier
selection and evaluation [14]. The data envelopment analysis (DEA) is an established
individual model that simultaneously considers various input (e.g., price index, delivery
performance, and distance) and output criteria (e.g., supply variety, quality) [15] to
measure supplier performance. In turn, integrated models, combine individual models.
A prominent integrated model refers to the AHP (analytical hierarchy process), which
can be combinedwithDEA [16] or specificMLmodels, such as artificial neural networks
[17]. The AHP aims at selecting inhomogeneous suppliers with missing input or output
values. Lastly, models that mitigate risks are emerging. For instance, Micheli et al. [18]
suggest a risk-efficiency-based supplier selection approach.

However, most of thesemodels assist in selecting new suppliers but not in identifying
reduction potentials in existing supply bases. In this direction, Talluri andNarasimhan [4]
developed a quantitative methodology, one of the first attempts to evaluate new suppliers
against an existing supply base. However, this method is also not directly resulting in a
reduction of the supply base. Furthermore, all models presented assume that products or
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services are directly comparable between suppliers, which is usually not true for real-
world cases (as in the case of our industry partner) due to data quality issues such as poor
item descriptions and incorrectly assigned material fields. Material fields cluster similar
items into groups to organize purchasing departments. Against this backdrop, we trained
an MLmodel to make items comparable and suggest an optimal number of suppliers for
existing supply bases. Thereby, we considered various criteria for our system based on
requirements received from our industry partner.

3 Self-service Analytics Prototype

3.1 Usage Scenarios and User Groups

A first analysis of the industry partner’s supply base revealed that suppliers’ purchasing
volume distribution showed a large tail-end area. Tail-end suppliers accounted for only
20% of the purchasing volume, but for 80% of the number of suppliers, resulting in high
relationship management effort and limited saving potentials. Thus, suppliers in the tail
end were prime candidates for SBO. However, not all of those suppliers were fitting
as they, for instance, sold niche products or were strategic partners. Thus, suppliers
were manually flagged with “preferred” for suppliers to retain or “non-preferred” to
consolidate.

At the industry partner, SBO refers to a process performed along three hierarchy
levels of user groups. First, a bundling team manager set the target for the SBO (e.g.,
the number of suppliers to be reduced). Next, the CBAs need to achieve the specified
target and determine in which material fields and regions suppliers are to be substituted,
usually with a high bundling potential. From this information, the CBA can derive which
regional business analyst (RBA) comes into question. Each RBA is responsible for a
material field in a region and knows the demands that need to be covered. RBAs carry
out the bundling by replacing existing suppliers or eliminating suppliers.

Our interview results revealed that business analysts in the MRO domain need to
consider several selection criteria in this process: First, it is crucial to study whether the
supplier has purchasing volume in other sub material fields and regions. Thereby, the
regional availability of the supplier must be considered. Second, one needs to analyze
whether parts from a supplier are in stock, and third, if the supplier delivers expendables
or spare parts. If the criteria apply, a reduction could lead to difficulties in the production
chain. Fourth, it is important to check whether the supplier is a preferred supplier, as
elaborated above. Fifth, it is important to see if the supplier is a distributor ormanufacture.
Especially for small demands in the tail-end, distributers are favored because they can
consolidate demands from different manufacturers. Sixth, it must also be investigated
whether a supplier provides products or services since services are typicallymuch harder
to substitute and difficult to compare. Seventh, the hierarchymust be considered because
if a supplier belongs to a hierarchy, all suppliers in that hierarchy are affected. Eighth,
it must be investigated whether the preferred suppliers can substitute the demand of the
targeted supplier. The latter requires the comparison of a huge set of purchase items.
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3.2 Machine Learning Approach

We used supervised ML to fit a model to all tuples described by predictor variables
to their respondent classes [19]. In our case, a tuple is an item, predictors are tokens
constructed from item descriptions, and the respondent class is the supplier where the
order was placed. We trained the model on preferred suppliers and made predictions
with items of the non-preferred suppliers. In this way, we achieved a reallocation of
ordered items from preferred to non-preferred suppliers and, on the supplier-level, a
reallocation of non-preferred to one ormore preferred suppliers.Our pipeline for data and
natural language processing consisted of the following steps: First, we separated items by
preferred suppliers, non-preferred suppliers, and material fields to train models for each
material field independently. This was necessary to properly account for the individual
characteristics in each material field. Second, we kept only alphanumeric characters
and converted the item descriptions to lower characters. Third, we removed standard
stop words and self-defined stop words such as “shipping, position, DHL” and applied
a stemmer. Fourth, we performed unigram tokenization because items were shortly
described and did not contain complete sentences. Fifth, we generated a document-
term-matrix (DTM). A document was an item in this matrix (a row), and TF-IDF-
weighted term counts served as the predictor variables (columns). TF-IDF stands for
term frequency-inverse document frequency and is a measure for the originality of a
term. We did not remove infrequent terms because they are already sparsely described.
The processed DTMs were sparse as most variables occurred in only a few items. Sixth,
we chose amemory-efficient version of a multinomial logistic regression as our matrixes
were very large and sparse. This maximum entropy classifier estimated a probability
model p for the classes (suppliers) represented by the short item texts’ features. The
principle of maximum entropy, as the name suggests, is to choose a distribution that
maximizes entropy and adheres to the facts known in the data. Compared to a Naïve
Bayes classifier, the features are not assumed to be statistically independent [20].

3.3 User Interface

The first view (see Fig. 1) supports CBAs. To facilitate data understanding, we chose
the following visualizations: A histogram shows the distribution of the supplier volume
with the reduction candidates marked as red bars to create a sense of urgency for busi-
ness analysts (4). Red suppliers are flagged as non-preferred and fall below the volume
threshold defined in the sidebar. Below, a heat map breaks down the reduction poten-
tial into sub material fields and regions (5). Lastly, we provide a table that allows for
sorting by reduction potential (6). The reduction potential is calculated by multiplying
the normalized purchasing volume and the share of substitutable items given the side-
bar’s probability threshold. With the heat map and the table, CBAs can quickly identify
responsible RBAs.

The UI aims to make the result of the ML models easily accessible for business
analysts, namely CBAs and RBAs. It consists of two views and a fixed sidebar on the
left side. The sidebar has the following global filters: In the two dropdowns, the material
fields can be selected (see 1 in Fig. 1). The first slider determines how confident the real-
locations should be in terms of a probability measure (2). This measure makes the ML
model accessible to business analysts, promoting an understanding of the reallocation
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possibilities. It ensures that only those items are reallocated that match the preferred sup-
pliers well enough. With the next slider, business analysts can define a volume threshold
to determine supplier candidates for reduction (3).

Fig. 1. View for Corporate Business Analyst (CBA)

Fig. 2. View for Regional Business Analyst (RBA)
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The second view (see Fig. 2) can be accessed through a drill-down either by clicking
at a heat map cell, at a row in the table or through the sidebar. Because an RBA needs
detailed information, we relied mostly on tables. The left table “suppliers to substitute”
is ordered by the selection criteria described in the usage scenario above (7). The real-
location results can be explored by clicking at rows representing a reduction candidate.
Subsequently, a pie chart shows the item reallocation to preferred suppliers (8).We chose
a pie chart because it supports the understanding that items are potentially shifted to sev-
eral preferred suppliers. Hence, a pie segment represents a matched preferred supplier.
Dependent on the probability threshold setting in the sidebar, items might not be match-
ing to any of the preferred suppliers because the association is not strong enough. They
fall into a “rest category” that is displayed as a segment in the pie chart and as a column
in the table. To drill down, the RBA can click on a segment to show the reallocated
items. The items are displayed page-wise in a table to avoid overwhelming the user (9).
Below this table, we integrated two buttons, one for downloading the set of items and
one to submit a voting whether the items can be reallocated (10). This line of thinking is
further supported by our usage scenario that requires different business analyst types to
interact at different levels of hierarchy to perform SBO.Moreover, for shifting demands,
business analysts need to contact suppliers andmight initiate negotiations. In this regard,
we integrated a link to the supplier’s contact information.

4 Evaluation

4.1 Machine Learning Approach

We trained maximum entropy classifiers for each material field by performing grid
searches with 4-fold cross-validation to tune the L1 and L2 regularizer and to assess
whether stochastic gradient descent should be used to approximate the functions. The
regularizers prevented the models from overfitting. We compared the results with null
classifiers that predicted the largest preferred supplier per material field. We achieved
reasonably high accuracies between 70 and 97% with holdout data, outperforming the
null classifiers. Table 1 shows a sample of the results due to page limitations.

Table 1. A sample of material field accuracies

Material field Accuracy null model Accuracy model

A1 0.2834974 0.8951894

B3 0.2415432 0.8851104

B6 0.3571477 0.8321878

C1 0.5806726 0.9632521
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4.2 User Interface

Wehave evaluated theUI in a think-aloud session [13] with twoCBAs. Hereby, we asked
them to identify high potential material fields and recommend suppliers for reduction
to RBAs. In general, both CBAs have confirmed the usefulness of our solution and the
importance of the SSA system’s selection criteria. In particular, CBA 1 was positively
surprised and stated that “usually, we have to wait for 2-3 h to get this data”. However,
both CBAs argued that the most significant impediment referred to the understanding
of the ML related selection criteria “rest category” and “probability threshold”. They
played around with the probability slider in the sidebar, and CBA 2 concluded, “this is
the probability that this product can be shifted”. On this basis, both CBAs agreed on the
measures’ usefulness but requested a dedicated explanation, for instance, by relying on
tooltips. Furthermore, the UI visualizations helped both CBs to explore the reduction
potential and judge the output of theMLmodels. One exception was the heat map where
they faced difficulties to spot areas of high reduction potential. The main reason for
the difficulties referred to the overreliance on dark colors, such as “blue” or “violet”.
For the future, we plan to adjust the color coding of the heat map with a gradient from
light to dark. In turn, both CBAs understood the tabular data on a fast level as they are
familiar with tabular data in their daily work with Microsoft Excel. Lastly, both CBAs
used the drill-down anywhere functionality extensively, and CBA 1 stated that “the tool
is working with a good structure” (CBA 1). They naturally clicked on segments in the
plots or rows in the tables to drill down, especially to investigate which items will be
reallocated.

5 Conclusion

In this article, we (1) developed and evaluated an ML approach for SBO and (2) an SSA
system, which facilitate the consumption of the trained MLmodels by business analysts
who manage the supply base of their organization with an easy-to-use interface. We
conducted semi-structured interviews with six CBAs in the MRO domain and derived
several selection criteria for SBO. Through initial discussions with two experienced
purchasing teams fromother areas (e.g., office supplies), we consider the generalizability
of these selection criteria to be possible. Nevertheless, future studies must verify this
initial support. For the ML evaluation, we constructed null classifiers and calculated the
accuracies to compare our models. We achieved reasonably high accuracies between 70
and 97%with holdout data for differentmaterial fields, outperforming the null classifiers.
Finally, we performed a think-aloud session with two CBAs from our industry partner to
evaluate theUI. For futurework,weplan to incorporate the feedback from the think-aloud
session to further improve our system towards a production-ready solution. From the
ML perspective, we plan to apply association rules mining to achieve optimal allocations
to preferred suppliers [21].

References

1. Park, J.H., Lee, J.K., Yoo, J.S.: A framework for designing the balanced supply chain
scorecard. Eur. J. Inf. Syst. 14, 335–346 (2005)



Designing a SSA System for Supply Base Optimization 161

2. Stock, J.R., Boyer, S.L.: Developing a consensus definition of supply chain management: a
qualitative study. Int. J. Phys. Distrib. Logist. Manag. 39, 690–711 (2009)

3. Choi, T.Y., Krause, D.R.: The supply base and its complexity: implications for transaction
costs, risks, responsiveness, and innovation. J. Oper. Manag. 24, 637–652 (2006)

4. Talluri, S., Narasimhan, R.: A note on “A methodology for supply base optimization.” IEEE
Trans. Eng. Manag. 52, 130–139 (2005)

5. Ogden, J.A., Carter, P.L.: The supply base reduction process: an empirical investigation. Int.
J. Logist. Manag. 19, 5–28 (2008)

6. Singh, A.: Supplier evaluation and demand allocation among suppliers in a supply chain. J.
Purch. Supply Manag. 20, 167–176 (2014)

7. Stump, R.L., Sriram, V.: Employing information technology in purchasing: buyer-supplier
relationships and size of the supplier base. Ind. Mark. Manag. 26, 127–136 (1997)

8. Hartley, J.L., Choi, T.Y.: Supplier development: customers as a catalyst of process change.
Bus. Horiz. 39, 37–44 (1996)

9. Hingley, M.K.: Power to all our friends? Living with imbalance in supplier-retailer
relationships. Ind. Mark. Manag. 34, 848–858 (2005)

10. Cormican, K., Cunningham, M.: Supplier performance evaluation: lessons from a large
multinational organisation. J. Manuf. Technol. Manag. 18, 352–366 (2007)

11. Michalczyk, S., Nadj, M., Maedche, A., Christoph, G.: A state-of-the-art overview and future
research avenues of self-service business intelligence analytics. In: ECIS 2020 Research
Paper, pp. 1–18 (2020)

12. Lennerholt, C., van Laere, J., Söderström, E.: Implementation challenges of self service
business intelligence: a literature review. In: Proceedings of the 51st Hawaii International
Conference on System Sciences (HCISS), pp. 5055–5063. Hawaii International Conference
on System Sciences (2018)

13. Solomon, P.: The think aloud method (1995)
14. Ocampo, L.A., Abad, G.K.M., Cabusas, K.G.L., Padon, M.L.A., Sevilla, N.C.: Recent

approaches to supplier selection: a review of literaturewithin 2006–2016. Int. J. Integr. Supply
Manag. 12, 22–68 (2018)

15. Liu, J., Ding, F.-Y., Lall, V.: Using data envelopment analysis to compare suppliers for supplier
selection and performance improvement. Supply Chain Manag. 5, 143–150 (2000)

16. Farzipoor Sean, R.: A new mathematical approach for suppliers selection: accounting for
non-homogeneity is important. Appl. Math. Comput. 185, 84–95 (2007)

17. Ha, S.H., Krishnan, R.: A hybrid approach to supplier selection for the maintenance of a
competitive supply chain. Expert Syst. Appl. 34, 1303–1311 (2008)

18. Micheli, G.J.L., Cagno, E., Giulio, A.D.: Reducing the total cost of supply through risk-
efficiency-based supplier selection in the EPC industry. J. Purch. Supply Manag. 15(15),
1478–4092 (2009)

19. Gareth, J., Witten, D., Hastie, T., Tibshirani, R.: An Introduction to Statistical Learning with
Applications in R, vol. 618. Springer, Heidelberg (2013)

20. Pang, B., Lee, L., Vaithyanathan, S.: Thumbs up? Sentiment classification using machine
learning techniques. In: Proceedings of the 2002Conference on EmpiricalMethods inNatural
Language Processing (EMNLP 2002), pp. 79–86. Association for Computational Linguistics
(ACL) (2002)

21. Lin, R.-H.: Potential use of FP-growth algorithm for identifying competitive suppliers in
SCM. J. Oper. Res. Soc. 60, 1135–1141 (2009)



Author Index

Abelló, Alberto 146
Affia, Abasi-amefon O. 11
Agostinelli, Simone 137
Atigui, Faten 100

Bartmann, Nico 129
Beier, Harald 154
Bergami, Giacomo 118
Bouraga, Sarah 38
Braun, Stefan 92
Burnay, Corentin 38

Casamayor, Juan Carlos 47
Cherfi, Samira Si-said 100
Corea, Carl 129
Costa, Mireia 3

de Carvalho, Renata M. 82
Delfmann, Patrick 129
Drodt, Christoph 129

Ehrendorfer, Matthias 29

Faulkner, Stéphane 38
Franch, Xavier 146

García S., Alberto 3, 47

Hannou, Fatma-Zohra 100
Hill, Stefan 129

Jarke, Matthias 92
Jovanovic, Petar 146
Jureta, Ivan 38

Koçi, Rediana 146
Koren, István 92

Lammari, Nadira 100
León, Ana 3

López, Hugo A. 109
Lupia, Marco 137

Maedche, Alexander 154
Maggi, Fabrizio Maria 118
Mangler, Juergen 20, 29
Marquard, Morten 109
Marrella, Andrea 137
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