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Abstract. Object recognition and grasping are important means of
interaction between robot and environment, and also two of the main
tasks of robot. Due to the rich information provided by depth sensors,
it has paved the way for the object recognition. The geometric infor-
mation is more conducive to the primitive recognition of the object,
and the primitive shape information is used as the input information
for the robot to grasp. This study proposes a primitive shape recogni-
tion method using local point cloud. First, 900 sets of point cloud data
including three primitive shapes was created. Then the PointNet net-
work using the point cloud data to recognize the primitive shape of the
objects was trained. Experiments in simulation and physical world shows
our recognition method can effectively recognize the primitive shape of
the object.
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1 Introduction

Robot is widely used in all aspects of production and life because it can replace
human heavy labor, realize production automation and keep human safety.
Manipulator grasping is one of the important means for robot to interact with
the outside world. It is usually divided into three aspects: perception, planning
and control. Model-based control methods have always dominated the field of
manipulator grasping, such as model predictive control [1,2] and force control.
With the emergence of machine learning and neural networks, data-driven meth-
ods [3–5] provide new ways for robot grasping.

The modeling process of model-based methods is complex and the generaliza-
tion performance of grasping unknown objects does not work well. Meanwhile,
the data-driven methods are more robust, but they require enormous data for
train. To avoid the disadvantages, many researches are based on the grasping of
the primitive shapes.

Grasping based on the primitive shape is an approach from another point
of view. In this method, the objects are not accurately modeled. The object is
sampled into the primitive shape with prior knowledge, and the grasping posture
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is selected from a small number of grasp candidates. There is no need to do a lot
of searches, and alleviate problems that require enormous data. At present, there
are two kinds of shape-based grasping methods: selecting the grasping posture
according to the predefined grasping postures [6,7] or sorting the grasping quality
according to the known grasping modes [8].

The first of grasping with primitive is to complete the target shape recogni-
tion. What’s more, the development of the depth sensors have paved the way for
3D shape recognition due to the additional 3D information. The deep learning
provides an efficient and accurate method for primitive shape recognition. These
methods are mainly by extracting RGB-D image [9–11] or point cloud [12–14]
features.

This study mainly investigates the 3D shape recognition of the objects’ point
cloud using PointNet. This study is aiming at

– point cloud dataset of primitive shape creation,
– a primitive shape recognition method using local point cloud.

This paper is organized in the following manner: Sect. 2 introduces the
method of establishing primitive shape point cloud dataset and the PointNet
network. The effectiveness of the proposed methods is verified through a set
of experiments in simulation and physical world and the results are shown in
Sect. 3. Section 4 concludes the work.

2 Method of Primitive Recognition

2.1 Primitive Shape Dataset Creation

First, a small dataset is prepared with respect to PointNet structure and the
dataset contains point clouds solid objects from three categories: sphere, cylin-
der, cuboid. The depth image was created using a Kinect V2 in V-REP. These
objects are uniform in color and texture information. The size of the objects
are different for each. For example, the height-diameter ratio of a cylinder is
different. In the V-REP simulation platform, the object and the Kinect sensor
are put at different angles and the primitive shape model is rotated around the
axis. Therefore, for each shape, depth images were taken from different angles
and distances by Kinect sensor. Each primitive shape includes 300 samples depth
images.

In order to remove the background depth information, the background sub-
traction method is used. As shown in Fig. 1, background depth images are sub-
tracted from original images to retain the object depth information. If the final
information is less than 0, it is retained. The retained information adds the back-
ground information to restoring the original depth of the object. So, the ground
is black expect for the objects. Then the depth information is converted to point
clouds based on the intrinsics, as in Eq. (1).
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(a) cOriginal depth (b) cBackground depth (c) cFinal depth 

Fig. 1. Depth image subtraction

where Puv represents the position (u, v) in the pixel coordinate system, z is the
depth in the position (u, v) in the pixel coordinate, fx, fy is the focal length and
cx, cy is the offset, K is the intrinsics, P is the camera coordinate system.

The 1024 point cloud represents the object after sampling under the point
clouds. Then, the point cloud is normalized, the center of point clouds is trans-
lated to the origin of coordinates, as in Eq. (2), and the size of point cloud is
scaled to the unit sphere, as in Eq. (3),

P = P − P̄ , (2)

P = P/max {P} , (3)

where the P̄ is the center of point clouds and max {P} is the max distance of
the points to origin.

2.2 Primitive Shape Recognition Using PointNet

The proposed approach hypothesizes that common objects can be divided into
three categories: cylinder, sphere and cuboid. This part of recognition objects
in terms of shape features using local point clouds extracted from depth image.
Since the point clouds has the permutation invariance and rigid transforma-
tion robustness, it is necessary to pay attention to these two properties when
performing point clouds feature recognition.

The state-of-the-art of deep neural networks are specifically designed to han-
dle the irregularity of point clouds. This approach was proposed by PointNet
[12]. The PointNet provides a unified architecture for object classification. Since
the point cloud has the permutation invariance and rigid transformation robust-
ness, it is necessary to pay attention to these two properties when performing
point cloud feature recognition. The PointNet solves the problems by rotating
transformation and constructing a symmetric function. The point clouds is the
input of the PointNet, The number of outputs, N , corresponds to the numbers
of class.

As shown in Fig. 2, the network structure rotates the input point cloud,
and then uses the multi-layer perceptron to arise the three-dimensional point
cloud to 1024-dimensional. The maximum pooling layer solves the problem of
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Fig. 2. Modified PointNet model

permutation invariance and extracts the most important points in the point
cloud. Finally, shape classification is performed through multiple fully connected
layers.

In this study, the PointNet was used to recognize the primitive shape fea-
tures of the object based on local point clouds. To simplify the model, only the
incoming point clouds are spatially transformed, and the rest are consistent with
the PointNet.

3 Evaluation

3.1 Model Train

The input data of the PointNet is the three-dimensional point clouds, and the
output is the label of the category of the object. If the output label is consistent
with the shape label of the object, the shape recognition is considered correct.
Those 900 local point cloud data sets created by the V-REP simulation platform
are divided into training sets and test sets, which are used for network training
and testing, respectively. In the training process, random point cloud interfer-
ence is used to increase the diversity of training data. After training, objects
recognition performance experiment are carried out in simulation and in the
actual environment.

3.2 Results of Simulation Experiment

In simulation, the 3D model of the object was downloaded from the YCB model
library for verifying the accuracy of the recognition. The objects are similar to
the features of sphere, cylinder, and cuboid, such as cups, tennis balls, oranges,
etc. Compared with standard primitive shape, the surface texture of the objects
is more complicated. Meanwhile, each primitive shape contains three objects.
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The method of obtaining the target point cloud is consistent with the method
of the primitive 3D model point cloud. The test point cloud data contains 10 sets
of point cloud data for each objects and includes 9 types of objects, totally 90
sets of point cloud data (sphere: 30, cuboid: 30 and cylinder: 30) are considered.
The point cloud data only uses the trained network model for shape recognition.
The PointNet extracts the features of the point cloud to recognize the primitive
shape of objects. In the simulation, the primitive shape recognition results are
shown in Table 1.

Table 1. The accuracy of shape recognition in simulation (%)

Objects Can1 Can2 Cup Cookie box Candy box Block Golf Tennis Orange

Recognition accuracy

rate of each object

100 100 80 90 100 90 100 100 100

Recognition accuracy

rate of each shape

93.3 93.3 100

Average 96

3.3 Results of Physical Experiment

Preprocessing of Actual Depth Image. In this part, Kinect is used to
obtain the 3D point cloud of the objects in the actual world to verify the model.
Considering the noise of depth images in the actual environment, it is necessary
to preprocess the image of the depth sensor to better recover the point cloud
and reduce the interference of environmental noise.

(a) Depth image before filtering (b) Depth image after filtering

Fig. 3. Depth image median filter

It consists of two parts: target region extraction of depth image and filtering
the scene containing objects using median filter. As shown in Fig. 3, it is a bottle
filtered before and after image. In Fig. 3(a), the black area is the noise of the
depth image. And the Fig. 3(b) is a better depth image after median filtering.
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Results in Real World. The other processes are the same which the process
in simulation. 15 sets of point cloud data for each type of object were acquired
by Kinect. Thus, there are a total of 135 sets of data. The primitive shape
recognition results in physical world are shown in Table 2.

Table 2. The accuracy of shape recognition in physical world (%)

Objects Bottle1 Drinkbottle Bottle2 Box1 Box2 Rubik’scube Golf Tennis Orange

Recognition

accuracy

rate of each

object

60 100 86.7 93.3 100 93.3 86.7 100 100

Recognition

accuracy

rate of each

shape

82.2 95.6 95.6

Average 91.1

Comparing Table 1 and Table 2, the accuracy of the primitive three dimen-
sional shapes recognition of the target in the simulation is higher than that in
the actual environment. In the physical world, the recognition accuracy is lower
due to the noise of depth image and the point cloud of the object. Pleasantly,
primitive shape recognition has both acceptable performance both in simulation
and physical world. And the recognition accuracy of ball objects are better than
the other two shapes.

4 Conclusions

A method of recognizing the object primitive shape using local point cloud is
proposed by this study. First of all, a point cloud dataset with three primitive
shapes is established via converting depth images into point cloud. Then, Point-
Net is used to train the data set. The recognition accuracy rate for objects of
different sizes is up to 96% in simulation. In the actual environment, the accuracy
rate of object shape recognition is about 91.1%.

In the future research, the authors would like to apply the primitive shape
recognition for grasp process. The shape information of the object is used as
the input information of the robot controller, which may contribute to a better
grasping performance of the robot.
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