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Abstract Reception Media Access Control is a TDMA-based MAC protocol for
data transmission in WSNs. The feature is to preserve energy through restrain traffic
overhearing, in-active listening, retransmission of data and packet collision. R-MAC
uses a distributed scheduling procedure to assign a time slot for reception called
Reception Slot (RS) to each sensor, and share message of reception slot to each of its
neighbouring device. A sensor who has data to transmit can consequently wake up
in reception slot of its intended receiver only. R-MAC guarantees that only one one-
hop neighbour can transmit at a time in reception slot of its intended receiver, which
assures collision avoidance. The result analysis of R-MAC is analysed with respect
to power consumption, traffic and message delay in multi-hop networks through
detailed simulation. The result of R-MAC is compared against SMAC. Network
simulator 2 (NS-2) is used for simulation.

Keywords Reception Slot (RS) - A-slot - Slot request - Slot response - Data
request - Data response

1 Introduction

WSNs consist of small individual sensors coordinating among themselves to analyse
environmental conditions, such as pressure, sound, temperature and vibrations [1].
Sensors in WSNs have sensing, computation and wireless transfer capabilities.
WSNs have emerged as a substitute of large network infrastructures for a large
number of application, for example, precision agriculture, habitat monitoring,
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structure monitoring, environmental and medical diagnostics. Detecting complex
scenario interactions is the most dramatic applications of WSNs.

Designing MAC scheme for WSNs involves many challenges. Energy consump-
tion is one of the most vital issue in WSN as sensors have limited battery power,
and it is very hard or sometimes impossible to recharge or replace batteries of
sensors. Our main aim is to consider the sources of energy waste while designing
an efficient protocol. Idle listening is the first cause of unwanted energy wastage. It
occurs usually when the node is listening to the environment for expected traffic but
there is no traffic in the channel.

Collision is the second source of unwanted energy wastage. When multiple
messages are transmitted in the same channel simultaneously, collision may occur
and they will be of no use and must be discarded. Retransmission of collided
messages consumes energy. Collision is a vital issue to consider in contention-based
MAC scheme. Next source is overhearing, which occurs when a sensor listens to the
traffic that is destined to separate sensors. Where traffic load is high, overhearing can
be a serious issue to deployed network. Sending and receiving control packets and
control packet overhearing are other sources of energy waste as it does not directly
convey useful data.

In this research work, MAC scheme is proposed for data transmission in WSNs,
which is energy efficient. This solution is suited for network scenarios where sensor
mobility is low, traffic rate is low-to-moderate. Environmental monitoring, structure
monitoring and precision agriculture are some examples of such applications. Our
proposed MAC scheme limits the energy waste through limiting overhearing, packet
collision, retransmission, idle listening and packet over-emitting. R-MAC is a time
division multiple access-based protocol, which uses a distributed procedure that
allocates duration to each node for data and spreads the information about allocated
time slot among neighbouring sensors.

The chapter is structured as follows: In Sect. 2, literature review is presented,
Sect. 3 describes the proposed MAC scheme referred to as R-MAC. Section 4
contains the simulation results followed by conclusions in further section.

2 Literature Review

In literature, many MAC protocols have been proposed, which can be categorised
as contention-free and contention-based scheme. It offers low traffic rate scenarios,
since they mainly work on the basis of Carrier Sense Multiple Access (CSMA)
or Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA), allowing
collisions to occur, and try to recover from these collisions by using back-off
algorithm. Examples of contention-based protocols are S-MAC (Sensor MAC) [6,
13], D-MAC (Data-gathering MAC) [7, 16], T-MAC (Timeout MAC) [8, 15]. S-
MAC implements periodical listening and sleeping mechanism to minimize energy
waste. In other word, each node goes to sleep for some time, and then wakes up and
listens to see if any other node wants to transmit to it [6].
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On the other side, contention-free scheduled MAC protocols use TDMA slotted
structure, where time slots are allocated to the nodes in the network. Energy
efficiency is achieved by ensuring that each node is asleep whenever it is not
scheduled to transmit or receive. Examples of contention-free MAC schemes are
SPARE-MAC [9], TDMA-ASAP [10], TRAMA [11], DEE-MAC [12]. A reception
schedule is a time slot during which a sensor becomes active to receive data.
This conserves energy by limiting overhearing and idle listening at the expense of
increased collision probability [9]. Collision happens when multiple nodes transmit
to the same node in the same reception schedule [14]. does not use collision
avoidance, but it recovers after collisions happen.

3 R-MAC Description

R-MAC is a TDMA-based scheme, where individual sensor is having a time slot for
reception called Reception Slot (RS), and sensors know the RS of all its receivers.
A RS is a time slot when sensor node becomes active for exchange of data.
The rationale behind R-MAC is that if a sensor needs to transmit, the receiving
sensor restrains its all other one-hop neighbours from transmitting during ongoing
transmission to avoid collision. Furthermore, time synchronization among sensors
is the primary requirement of R-MAC, which can be achieved through different
proposed Schemes [2-5].

In the next section, frame structure of R-MAC is presented. The reception slot
assignment procedure is followed by data transmission.

3.1 Frame Structure

R-MAC describes the frame structure shown in Figs. 1 and 2. Each is divided into
N Reception Slots (RSs). Each RS is further divided into N + 3 A-slots and a data
slot. A-slots are used for coordination among neighbouring sensors. On the other
hand, data slot is reserved for data reception. The parameter N depends on the traffic
requirements and topology of network. A-slots forming 1 to N are assigned to the
neighbouring sensors. Following are A-slot assignment requirements:

RS-1 RS-2 RS-3 RS4|  ..... RS-N

- -
Reception Slots

Fig. 1 Frame structure
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Fig. 2 Reception slot structure

* Each sensor is assigned a A-slot in all its potential receivers’ RS.
* Each sensor knows its A-slot in all its potential receivers’ RS.

3.2  Reception Slot Assignment

Next step after activation of a sensor is to gain a reception slot. A-slots N + 2
and N + 3 in each RS are reserved from reception slot assignment. Reception slot
assignment completes in three steps.

4 Stepl

After activation, the newcomer sensor sends a slot request in N + 2th A-slot of every
RS. A slot request contains sender’s RS number and A-slot number of receiver in
sender’s RS. In step 1, slot request contains NULL for both sender’s RS number
and A-slot number of receiver in sender’s RS.

Rule 1: Each sensor remains active during all A-slots of its own RS.

Each receiver of slot request checks A-slot number of sender in its own RS, if
A-slot is not assigned yet, assigns a A-slot in its own RS to the sender and sends
a slot-response in N + 3th A-slot. A slot response contains sender’s RS number
and receiver’s A-slot number in sender’s RS. If newcomer receives no slot response
in N + 3th A-slot, marks the current RS as AVAILABLE. If newcomer receives
one slot response, marks the current RS RESERVER, stores the RS number of
the sender and its own A-slot number in sender’s RS and assigns a A-slot to the
sender in its own RS. Collision may happen at newcomer where multiple nodes
send slot response on the same RS. If collision happens at newcomer, it marks the
corresponding RS COLLIDE.

Rule 2: An AVAILABLE reception slot must not interfere with any other reception
slot of one-hop neighbours.
Rule 3: Two one-hop neighbours cannot have same reception slot.

After step 1, newcomer acquires a RS from the list of AVAILABLE reception
slots.
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5 Step2

In the following frame, newcomer sends slot requests in N + 2th A-slot of each
RESERVED and COLLIDE reception slot. If RS is coded COLLIDE, the value
of A-slot number of receiver in sender’s RS in slot request is set NULL. At the
receiver end, receiver stores the sender’s RS number. If the value of A-slot number
of receiver in sender’s RS is not NULL, it stores in its own A-slot number in sender’s
RS and sends a slot response in N + 3th A-slot.

The NULL value of A-slot number of receiver in sender’s RS is interpreted as
the indication of collision.

6 Step3

Each collision-occurring node refrains from exchanging slot request for a number
of frames, interpreted as i

__ | random [1, Zk] k< 10
| random [l, 210] , otherwise

where k is the number of consecutive collisions.

After i frames, the receiver sends slot request in N + 2th A-slot of newcomer’s
RS. After receiving slot request, newcomer stores RS number of sender and its own
A-slot number in sender’s RS, assigns a A-slot to the sender in its own RS and sends
a slot-response. Receiver of slot response stores its own A-slot number in sender’s
RS.

Figure 3 shows the case of a new sensor entering the system (sensor 3). Sensor 3
waits for the next frame and sends out a slot request in sixth A-slot of RS-1 which
is acquired by sensor 1. Sensor 1 assigns a A-slot to sensor 3 in its own RS (RS-
1) and sends out slot response in seventh A-slot. Sensor 3 receives slot response
from sensor 1 containing RS of sensor 1 and A-slot of sensor 3 in RS of sensor
1. Sensor 3 assign a A-slot to sensor 1 in its own RS and marks RS-1 RESERVED.
Same procedure is followed in RS-2 which is owned by sensor 2. Sensor 3 sends slot
request in sixth A-slot of RS-3 and RS-4 but does not get slot response in seventh
A-slot of RS-3 and RS-4. So, sensor 3 marks RS-3 and RS-4 AVAILABLE. After
frame 1, sensor 3 acquires a RS from the list of AVAILABLE reception slots. In the
next frame (frame 2), sensor 3 sends out a slot request in sixth A-slot of RS-1 to
sensor 1 containing RS number of sensor 3 and A-slot number of sensor 1 in the RS
of sensor 3. Sensor 1 sends a slot response in seventh A-slot of RS-1 to sensor 3.
Same procedure is followed in RS-2. Sensor 3 does not send slot requests in RS-3
and RS-4 because they are coded AVAILABLE. After frame 2, sensor 3 has acquired
a RS and A-slot in each reception slot of its neighbours and each neighbour of
sensor 3 knows RS number of sensor 3 and has a A-slot in RS of sensor 3.
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Fig. 3 Reception slot assignment procedure

6.1 Data Transfer

Once a sensor has gained a reception slot mentioned in the procedure explained, it
can receive and transmit data. For this purpose, it contains information of one-hop
neighbours with the corresponding reception slot and its own A-slot in its one-hop
neighbour’s RS.

Rule 4: A node can transfer data request only in its own assigned A-slot in
receiver’s RS.

At the receiver end, every node wakes up in its own reception slot and receives
data request. As soon as data request is received by its intended receiver, the receiver
switches off its radio and sets timer to become active in N 4 1th A-slot of current
RS. All data requests except first data request intended to the same destination
are not received as the radio of the receiver is switched off. In N + 1th A-slot
of current RS, receiver sends data response which announces the winner of the
following data slot of current RS. In other words, data response is destined to the
winner of the following data slot of current RS but it is also received by all one-
hop neighbours who want to transmit in current RS. The winner of data slot starts
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sending in following data slot of current RS and all other one-hop neighbours of
receiver refrain from transmitting in current RS.

R-MAC does not allow two nodes to transmit to a node in one RS. If a sensor
does not get any data request in first N A-slots, switch off its radio for the entire data
slot.

The idea behind R-MAC is to conserve energy through keeping the node’s radio
off while it is neither receiving nor transmitting. To achieve this, a sensor turns on
its radio only:

* During its A-slot, N + Ith A-slot and data slot in the reception slot of the receiver
when it is ready to transmit.

* During its reception slot.

* Data-request collision at receiver: Collision can occur at the receiver if it
overhears a data request destined to any other sensor and receives a data request
destined to it. After collision, receiver waits for data request in the following A-
slots. If it receives any data request in following A-slots than send a data response
in N + 1th A-slot, otherwise switch off its radio for the entire data slot.

For illustration, consider the network shown in Fig. 4, where sensor 1 and 2 have
same RS (according to Rule 3, sensor 1 and 2 can have same RS as they are two-hop
neighbours). A-slot number of sensor 3 in RS of sensor 1 is same as A-slot number
of sensor 4 in RS of sensor 2.Assume that sensor 3 has traffic to transmit to sensor
1, and sensor 4 has traffic to transmit to sensor 2. Because sensor 3 is in the range
of sensor 2, if sensor 3 and 4 were to transmit in the same frame (node 1 and 2
has same RS) there would be collision at sensor 2. Hence, only sensor 1 transmits
data response and sensor 3 subsequently transmits in the following data slot whereas
sensor 4 will have to wait for next frame.

Data-Response Collision at Sender Collision can occur at the sender if it
overhears a data response destined to any other sensor and receives a data response
destined to it. After collision, the sender refrains from transmitting in current RS
and retries in the next frame.

----------- Tl T | T Jouesnt]
s2 &
s1 ; 3§ '."‘
(BT o] =/ .

Fig. 4 Data-request collision at receiver
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Fig. 5 Data-response collision at sender

For illustration, consider the network shown in Fig. 5, where sensors 1 and 2
have same RS. A-slot number of sensor 3 in RS of sensor 1 is different from A-slot
number of sensor 4 in RS of sensor 2. Assume that sensor 3 has traffic to transmit
to sensor 1, and sensor 4 has traffic to transmit to sensor 2. If both sensor 3 and 4
try to transmit in same frame, both sensor 3 and 4 will send data request in their
corresponding A-slots. Sensor 1 will send data response in N 4 1th A-slot to sensor
3, and sensor 2 will send slot response in the same A-slot to sensor 4 which will be
overheard by sensor 3. Hence, there will be collision at sensor 3, and it will refrain
from transmitting in current RS and sensor 4 can transmit to sensor 2 in current RS.

7 Evaluation

7.1 Simulation Environment

To test the performance of R-MAC, simulation analysis is conducted in two different
scenarios as shown in Fig. 6 [9]. The first one, Fig. 6a is a fully connected cluster
where every individual node is in the range of every other node in the network. The
second topology (Fig. 6b) is a tree topology where traffic passes from leaf to a data
sink node.

The analysis of Reception-based Media Access Control is assessed using three
performance metrics: offered traffic, consumed power and end-to-end delivery
delay. Table 1 contains the standard simulation parameters.
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Fig. 6 (a) Fully connected cluster topology, (b) tree topology

Table 1 Simulation

; Parameter Value
parameter setting - —

Simulation time 10,000 s
Bandwidth 250Kbps
Data slot 565byte
A-slot 64byte
Packet length 512byte
Transmission power |24 mW
Reception power 13.5 mW
Idle power 13.5 mW
Sleep power S uW

7.2  Fully Connected Cluster Topology

Figure 7 shows the comparison between average delivery delay measured for
different values of N. Simulation results shows that average delivery delay increases
very slowly as offered traffic is increased. Figure 6 also shows that average delivery
delay is directly proportional to the value of N.

Figure 8 shows the comparison between average power consumption for different
values of N in fully connected cluster topology. Average power consumption is
inversely proportional to the value of N.

Performance of R-MAC is also compared with SPARE-MAC, which is a TDMA-
based protocol. Bandwidth and packet length are the same as given in Table 1 for
simulation of SPARE-MAC (Fig. 9).

In Fig. 10, comparison of SPARE-MAC and R-MAC is shown for average
consumed power versus achieved throughput.

A. Tree Topology.

In this section, simulation results are presented for networks where sensors are
organized in two-level tree topology, leaf sensors (sensors at level 2) transmit to data
sink (sensors at level 0) (Figs. 11 and 12).
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Fig. 7 Average delivery delay versus the offered traffic rate
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Fig. 8 Average power consumption versus the offered traffic
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Fig. 9 Comparison between SPARE-MAC and R-MAC. Average delay versus achieved through-
put in cluster topology [14]

0.8

Fully connected cluster of 10 nodes

07 -

0.5

0.4

Average Delay(s]

0.2 -

0l -

I
R-MAC —+—
. SPARE-MAC —*%— _

0.2 0.4 0.6 0.8 1
Throughput [Kb/s]

Fig. 10 Comparison between SPARE-MAC and R-MAC. Average consumed power versus

achieved throughput



182

Tree Topology

. Goud and B. Garg

0.6
B L
£ 055
=z
S
a 05}
E
-
v
5
S o045
[
w
3
e o4l
w
(=]
&
9 035F
<
0.3
100

400

500
Traffic rate [b/s]

600

700

800

900

Fig. 11 Average power consumption versus traffic rate at data sink in tree topology (Figure 6b is

a tree topology. It is average power consumption versus traffic rate)
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8

Conclusion

The work R-MAC is an energy-efficient Media Access Control approach, which
is proposed for message transmission in Wireless Sensor Network and shown
improvement in different energy levels.
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