®

Check for
updates

TStego-THU: Large-Scale Text Steganalysis
Dataset

Zhongliang Yang, Jin He, Siyu Zhang, Jinshuai Yang, and Yongfeng Huang®™®

Department of Electronic Engineering, Tsinghua University, Beijing 100084, China
yvfhuang@tsinghua.edu.cn

Abstract. In recent years, with the development of natural language processing
(NLP) technology, linguistic steganography has developed rapidly. However, to
the best of our knowledge, currently there is no public dataset for text steganalysis,
which makes it difficult for linguistic steganalysis methods to get a fair compar-
ison. Therefore, in this paper, we construct and release a large-scale linguistic
steganalysis dataset called TStego-THU, which we hope to provide a fair enough
platform for comparison of linguistic steganalysis algorithms and further promote
the development of linguistic steganalysis. TStego-THU includes two kinds of
text steganography modes, namely, text modification-based and text generation-
based modes, each of which provides two latest or classical text steganography
algorithms. All texts in TStego-THU come from three common transmitted text
medias in cyberspace: News, Twitter and commentary text. Finally, TStego-THU
contains 240,000 sentences (120,000 cover-stego text pairs), each steganographic
sentence is generated by randomly choosing one of these four steganographic algo-
rithms and embedding random bitstream into randomly extracted normal texts. At
the same time, we also evaluate some latest text steganalysis algorithms as bench-
marks on TStego-THU, the detail results can be found in the experiment part.
We hope that TStego-THU will further promote the development of universal text
steganalysis technology. The description of TStego-THU and instructions will be
released here: https://github.com/YangzlTHU/Linguistic-Steganography-and-Ste
ganalysis.
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1 Introduction

According to Shannon’s summary in his monograph on information theory [1], security
systems in cyberspace can be divided into three categories: encryption system, privacy
system and concealment system. Among them, encryption system and privacy system
mainly encrypt important information or control the access rights to ensure the security
of information content. Concealment system mainly protects the information from the
perspective of communication behavior security, which hides the existence of important
information to ensure the security of it. However, the convert communication system’s
powerful information concealing ability may also be used by criminals to transmit some
dangerous information, thus endangering cyberspace security and public safety [2].
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Therefore, making in-depth researches in steganalysis and detecting the potential harmful
information in the network information flow is of great significance for maintaining
cyberspace security.

In theory, any information carrier can serve as a medium for covert communica-
tion. In cyberspace, the most common information carriers for covert communication
are image [3], audio [4], and text [5—7]. For different periods of historical development
(whether in the paper-media age or the electronic-media age), text is one of the most
important information carriers, playing a very important role in human lives. Therefore,
in recent years, there has appeared more and more information hiding methods based
on texts [5—7]. These text steganographic methods, embedding some secret information
into common texts, pretending as normal texts and disseminating widely in public net-
works, pose a great threat and challenge to the security of cyberspace [2]. Currently,
the main text steganography algorithms can be divided into two categories: steganog-
raphy based on text modification [8—10] and steganography based on text generation
[5-7]. Steganography based on carrier modification is mainly used to embed covert
information by modifying the original texts, such as synonym substitution and syntac-
tic structure substitution. This kind of methods can only make very little affect on the
semantic expression of the texts to achieve a very high concealment, which makes it
very difficult to be detected. However, usually, such methods are difficult to achieve a
higher embedding rate.

Another kind of methods is information hiding based on text automatic generation
[5-7]. The most important characteristic of this kind of methods is that they do not need
to be given the specify texts beforehand, but can automatically generate steganographic
texts according to the convert information that need to be transmitted. They usually
implement secret information hiding by encoding words during the automatic text gen-
eration process. Especially with the rapid development of natural language processing
technologies in recent years, text automatic generation technology based on neural net-
works has made rapid development, and has made great progress in the fields of human-
computer dialogue [7], automatic translation [11] and image captioning [12]. With the
help of these technologies, researchers can generate high quality natural steganographic
texts according to the secret information and ensure reliable concealment [5, 6]. At the
same time, since almost every word in the generated texts can be embedded with secret
information, this kind of methods can usually achieve a high information hiding capacity
[5, 7]. However, it is worth noting that although information hiding technology plays an
important role in protecting the privacy of users in cyberspace. But this technology may
also be used by criminals and even terrorists to build covert communication systems
and transmit dangerous information, endangering public safety and cyberspace security
[2]. Therefore, we also need to conduct deeply research on text steganalysis to detect
whether the texts transmitted in the cyberspace contains dangerous information.

Current steganalysis methods basically adopt the same framework, that is, by con-
structing specific statistical features or analytical methods, to find the differences in
statistical distribution in a certain dimension between the covertext and the stegotext
to conduct steganalysis [13—19]. Traditional text steganalysis methods usually firstly
construct a series of text statistical features manually, then analyze the changes of these
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features before and after steganography, and finally design the corresponding discrim-
inators [17-19]. However, most of the statistical features utilized by these methods
are simple, such as word frequency distribution [17], transition probability distribution
between words [18], and so on [19]. However, with the development of artificial neural
network technology and natural language processing technology, more and more neural
network-based text steganalysis models have emerged in recent years [13—16]. Such
models usually need a large number of labeled texts to train the corresponding neural
network model, and then judge whether the input text is normal text or steganographic
text according to the extracted features.

However, as far as we know, currently there is no public dataset for text steganalysis.
In order to provide an open test platform for researchers in the field of text steganography
and steganalysis, and to promote the development of text steganography and steganalysis
technology, in this paper, we construct and release a large-scale universal text steganalysis
dataset, called TStego-THU. This dataset contains 240,000 sentences that may contain
hidden information. The original sentences in TStego-THU comes from some widely
used network platforms. And in order to make the dataset more universal, we use different
steganography methods, including two modification-based and two generation-based
steganography algorithms, to embed random bit streams into sentences.

In the remainder of this paper, Sect. 2 introduces the details of the construction pro-
cess of TStego-THU, including data collection and preprocessing, information embed-
ding algorithms. The following part, Sect. 3, describes the steganalysis benchmarks we
used and their performance on TStego-THU dataset. Finally, conclusions are drawn in
Sect. 4.

2 The Construction of TStego-THU

In this section, we will introduce the details of the construction procedure of TStego-
THU, including source text collection, text preprocessing and information hiding
methods. Finally, we give the overall distribution characteristics of TStego-THU.

2.1 Source Text Collection

In order to ensure that the samples in the constructed dataset are close enough to the
real scene, in the process of constructing TStego-THU, we mainly used three common
transmitted text medias in cyberspace, namely Twitter, movie reviews and News. For
Twitter, we chose the sentiment140 dataset published by Alec Go et al. [20]. It contains
1,600,000 tweets extracted using the Twitter APL. For the movie review dataset, we
chose the widely used IMDB dataset published by Maas et al. [21], which contains
25,000 movie reviews from IMDB. The texts of the two datasets above are of the social
media type. In addition, we also chose a news dataset [22] containing relatively more
standard texts. It contains 143,000 articles from 15 American publications, including the
New York Times, Breitbart, CNN, etc. The topics of the dataset are mainly politically
related and the published time is mainly between 2016 and July 2017.



338 Z. Yang et al.

2.2 Text Preprocessing

Before steganography, we need to pre-process the collected original texts. Firstly, we
unified all the texts in TStego-THU into lowercase. Secondly, we divided all the collected
text into single sentences, that is, each sample in TStego-THU contains only one sentence.
Then, we removed special symbols from the texts, such as emoticons, web links, special
formatted text, etc. Finally, we built a dictionary of all the text in TStego-THU and filtered
out words whose word frequency is below a certain threshold (usually between 5-10),
mainly to avoid some misspellings and low-frequency words. After pre-processing, the
text details of each source are shown in Table 1.

Table 1. The details of each text source.

Dataset Twitter IMDB News
Average length | 9.68 19.94 22.24
Sentence number | 2,639,290 | 1,283,813 | 1,962,040
‘Words number 25,551,044 | 25,601,794 | 43,626,829
Unique number | 46,341 48,342 42,745

2.3 Information Hiding

Since currently text steganography algorithms mainly include two types: text modifica-
tion based and text generation based. Steganographic samples in TStego-THU mainly
used these two kinds of algorithms for random bits stream embedding. The general
framework of these two algorithms is shown in Fig. 1. For each type of steganographic
methods, we chose two steganographic algorithms for embedding. For modification
based methods, one of them we choose T-Lex, which is a very classic and widely used
text steganographic model proposed by K. Winstein et al. [23], and the other one we
chose the latest algorithm proposed by H. Hu et al. [24]. Both of these two algorithms
are based on synonym substitution (SS), which embeds secret information by chang-
ing cover words for their synonyms. In the process of building TStego-THU, we first
used WordNet [25] to build a synonym list of different data sources. Then we randomly
selected 10,000 sentences from each data source, for each of which, we randomly used
one of the two text steganography algorithms to embed the random bit stream into the
text to form 10,000 cover-stego sentence pairs. It is worth noting that in some cases, even
if no words are replaced in the whole sentence, it may also carry hidden information
(e.g. “0”).

For generation based steganographic methods, we mainly used the two stegano-
graphic models proposed by Yang et al. [5, 26]. These two models first learn the statis-
tical language model of a large number of normal texts and then encode the conditional
probabilities of each word in the generation process to achieve the hiding of secret infor-
mation. The difference lies in the generation model used by both: the model proposed
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in [26] uses the Markov chain model and the model in [5] uses the recurrent neural
network (RNN) model. In the process of constructing TStego-THU, we first trained
these two models with all the texts from different sources to learn the overall statisti-
cal language model. Then, in the process of text generation, the conditional probability
space is dynamically encoded by the Huffman tree. And finally the steganographic texts
are generated according to the random bits stream. Both methods can adjust the over-
all embedding rate by adjusting the number of bits embedded in each word. To ensure
high concealment, we embeded only one bit per word (bpw = 1) when constructing
TStego-THU. It is also worth noting that, considering the text generation models can
also generate texts without hidden information, and in fact many texts on the network
are automatically generated by computers, such as some man-machine dialogues, news
summaries and so on. Therefore, in order to be more consistent with the real scene,
when constructing the cover set of TStego-THU, we also incorporated some texts that
are automatically generated by the models without covert information.

Secret Message \Supply, render, afford, provide/
[ 0101:--- 0100 | > l

This household certainly would provide more food
(a) Modification based method

SecretMessage: 0 1 01 01010101 0 1-e=--- 0100 |

b~~~ =]~ ~
OO O O aa O S

(b) Generation based method

Fig. 1. The general frameworks of two types text steganographic algorithms: text modification
based and text generation based.

2.4 Embedding Rate

After completing the information embedding, we calculated the actual embedding rate
of different embedding algorithms. The embedding rate is calculated as the ratio of the
number of bits actually embedded in all texts and the number of bits occupied by the texts
stored in the computer. Through the actual test, the embedding rate of each steganography
algorithms on different source of texts is shown in Table 2. As can be seen from Table
2, the modification-based steganography algorithm usually has an embedding rate of
less than 1%. The generated steganographic model, even if each word is only embedded
in 1 bit, greatly exceeds the modification-based steganography algorithms. Finally, the
average embedding rate of the TStego-THU is 1.543%.
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Table 2. The embedding rate of each steganography algorithms on different sources of texts.

Stegnography | Twitter | IMDB | News | Average
T-lex [23] 0.773% | 0.689% | 0.539% | 0.667%
STC [24] 0.584% | 0.476% | 0.364% | 0.475%
Markov [26] | 2.424% | 2.182% | 2.087% | 2.231%
RNN-Stega [5] | 3.060% | 2.814% | 2.763% | 2.879%
Average 1.710% | 1.540% | 1.438% | 1.563%

2.5 Overall Details of TStego-THU

After all these operations, we obtained 10,000 cover-stego text pairs by using different
steganography algorithms for different source of texts. We mixed them together to form a
large-scale steganalysis texts dataset containing 240,000 sentences (120,000 cover-stego
text pairs) in TStego-THU. The overall distribution characteristics of TStego-THU are
shown in Table 3.

Table 3. The overall distribution characteristics of TStego-THU.

Stegnography Twitter IMDB News Total
T-lex (Cover:Stego) 10,000: 10,000 | 10,000: 10,000 | 10,000: 10,000 | 10,000: 10,000
STC (Cover:Stego) 10,000: 10,000 | 10,000: 10,000 | 10,000: 10,000 | 10,000: 10,000

Markov (Cover:Stego) 10,000: 10,000 | 10,000: 10,000 | 10,000: 10,000 | 10,000: 10,000
RNN-Stega (Cover:Stego) | 10,000: 10,000 | 10,000: 10,000 | 10,000: 10,000 | 10,000: 10,000
Total (Cover:Stego) 40,000: 40,000 | 40,000: 40,000 | 40,000: 40,000 | 40,000: 40,000

3 Experiment

In order to evaluate the difficulty of TStego-THU and also to provide benchmark results
for subsequent researchers, in this section, we will evaluate some latest text steganalysis
algorithms on TStego-THU.

3.1 Benchmark Methods and Evaluation Metrics

We choose three latest text steganalysis models as the benchmark models of TStego-
THU, which are proposed in [13, 14, 16]. These three text steganalysis models are all
based on neural networks. Among them, the authors in [13] described the semantic
correlations between words in texts, which has been explained in Fig. 3. They analyzed
that once the covert information was embedded in the text, it may destroy the semantic
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correlations between words. So they mainly use word vector and fasttext model to extract
the semantic correlations of words and conduct text steganalysis. The authors in [14]
further refined the correlations of words into successive word correlation, cross word
correlation and cross sentence correlation, and used multi-channel convolution kernels
to extract these words correlations for text steganalysis.

words correlation

)

Isaw this ffilm in a sneak preview and it is delightful:

The authors in [16] analysised that the conditional probability distribution of words in
the sentence may be effected once the covert information was embedded. Therefore, they
use bidirectional Long Short-Term Memory (Bi-LSTM) model [27] model to extract the
conditional probability distribution features in texts, and then conduct text steganalysis
according to the distribution differences. The experimental results show that they can
even estimate the amount of covert information that may be contained in steganographic
sentence based on the distribution of text features [16].

3.2 Detection Results of Benchmark Methods

We randomly selected 80% sentences from TStego-THU as the training samples to train
each steganalysis model, and the remaining 20% used as the test samples to evaluate
model’s steganalysis ability. The final test results are shown in Table 4.

Table 4. The overall performance of each benchmark methods.

Methods Accuracy | Precision | Recall | F1

Fasttext [13] | 0.593 0.593 0.593 ]0.593
CNN [14] 0.584 0.584 0.584 |0.584
LSTM [16] 0.591 0.591 0.591 ]0.591
Bi-LSTM [16] | 0.578 0.578 0.578 |0.578

From the results in Table 4, the first thing worth noting is that the detection per-
formance of these three models are very close, and their detection accuracy are all less
than 60%. This shows that TStego-THU dataset is very difficult and very challenging
for steganalysis. We think there are several reasons. The first and most important reason
is that we used a very low embedding rate when building the dataset, as shown in Table
2. Secondly, most of the previous text steganalysis algorithms were aimed at one single
steganographic algorithm. In order to encourage researchers to explore more general text
steganalysis algorithms, TStego-THU contains four different text steganography algo-
rithms, which is more challenging. Thirdly, for the same purpose, in order to encourage
the study of text steganalysis algorithms in more general scenarios, texts in TStego-THU
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comes from three different sources and is ultimately mixed together. Since the statisti-
cal distribution patterns of each different type of text have certain differences, mixing
them together further increases the versatility of the dataset, but at the same time further
increases the difficulty.

Based on the above analysis, we can see that TStego-THU has the characteristics
of low embedding rate, multiple steganography algorithms, and multiple text types. We
encourage follow-up researchers to further develop universal text steganalysis models
for multi scenarios that can effectively detect low embedding rates. This will further
promote the development of text steganalysis in a more general and practical direction.

Further, we want to know if different types of texts will affect the text steganographic
detection performance. Therefore, according to the detection results in Table 4, we further
counted the detecting accuracy of texts from different sources in the test samples. The
results are shown in Table 5. From Table 5, it seems that Twitter text is relatively easier
to detect, while the accuracy of other two types of text detection is relatively close. This
also reflects that the statistical characteristics of various source texts are indeed different.

Table 5. The detection results of texts from different sources in the test samples.

Steganalysis | Dataset | Accuracy | Precision | Recall | F1

Fasttext [13] | IMDB | 0.560 0.560 0.560 |0.560
News | 0.586 0.586 0.586 | 0.586
Twitter | 0.633 0.633 0.633 |0.633
CNN [14] IMDB | 0.575 0.575 0.575 |0.575
News | 0.595 0.595 0.595 |0.595
Twitter | 0.581 0.581 0.581 |0.581
LSTM [16] |IMDB |0.565 0.565 0.565 | 0.565
News | 0.597 0.597 0.597 |0.597
Twitter | 0.610 0.610 0.610 |0.610
Bi-LSTM IMDB | 0.551 0.551 0.551 |0.551
[16] News | 0567 0567 0567 |0.567
Twitter | 0.616 0.616 0.616 |0.616

4 Conclusion

In this paper, we construct and release a large-scale univeral text steganalysis dataset
called TStego-THU. In TStego-THU, we used text from several different sources, used
multiple steganographic algorithms, and kept the embedding rate low. We hope TStego-
THU can provide a fair enough platform for comparison of text steganalysis algorithms
and further promote the development of universal text steganalysis.
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