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Abstract. In recent years, 3D segmentation of the pancreas has received a lot
of attention from researchers because of its importance for clinical diagnosis and
treatment. However, there aremany problemswith 3D pancreatic segmentation: 1)
because the shape of the pancreas is not regular enough compared to other organs
in the abdomen, it has a relatively small shape and there is also an excessive
background of interference, resulting in inaccurate segmentation results for the
pancreas; 2) one of the main drawbacks of 3D convolutional neural networks for
segmentation is the excessive memory occupation, which requires censoring of
the network structure to fit a given memory budget. To address the above issues,
this paper proposes a new coarse-to-fine method based on convolutional neural
networks (CNNs). In the first stage, the segmentation is trained to obtain candidate
regions. In the second stage, the approximate location of the pancreas is obtained
after the first stage, and then the pancreas is finely segmented in this approximate
location. The convolutional neural network used in this paper is amodified 3DUnet
network, which is improved to require less memory and higher segmentation
accuracy compared to the traditional 3DUnet network. This segmentation method
requires a less demanding experimental environment than other algorithms, and
can also improve accuracy by eliminating a large amount of irrelevant background
interference. The combination of our proposed network structure and the two-stage
segmentation method achieves advanced performance.

Keywords: Pancreas segmentation · Two-stage · Deep convolutional neural
network · Computed tomography

1 Introduction

Pancreatic cancer is a very deadly malignancy. Automatic and accurate segmentation of
the pancreas is an important prerequisite for computer-assisted clinicians to diagnose
pancreatic cancer. In anatomy, the pancreas is an elongated gland with a length of about
14 cm –8 cm, a width of 3 cm –9 cm, and a thickness of 1.5 cm –5 cm. In addition,
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the pancreas is located in the upper abdomen area and the left quarter rib area, the back
of the stomach and the retrospections space is approximately equal to the first lumbar
vertebral body, lying on the posterior abdominal wall. The pancreas are divided into four
parts: head, neck, body, and tail, and there is no obvious boundary between them. This
paper focuses on the segmentation of the pancreas in a 3D computed tomography (CT)
volume, which is more difficult than the segmentation of other abdominal organs such as
the liver and kidney [1] because of its small size and excessive interference background.
Pancreatic dataset used in this paper is the MSD (Medical Segmentation Decathlon)
pancreatic dataset. The first place winner in the MSD competition, nn-Unet [2], had an
accuracy of 80% for pancreatic segmentation dice.

With the rapid development of deep learning, methods based on convolutional neural
networks (CNN) have excellent performance in the field of medical image segmentation,
and 3D medical image segmentation has slowly entered the public view and shown
good segmentation results [3]. Compared with 2D medical image segmentation [7],
3D medical image segmentation has the advantage of better access to image contextual
information, which enables tighter correlation of segmentation results and thus optimises
the segmentation results. The best approach is to use 3D neural networks such as V-Net
[4] and 3DU-Net [5] directly. However, one of themain difficulties encountered with 3D
convolution is that it requires a large amount ofmemory,which prevents 3D segmentation
from being studied by the general public.

To solve the problem of excessive memory required for 3D convolution, the main-
stream methods are to do 3D patch [5] or pseudo-3D convolution [6]. Although 3D
patch does not require high computer performance, it ignores the global information,
so the final recombination segmentation result will not be too satisfactory. In the tradi-
tional pseudo-3D convolutional operation [14], it still essentially uses 2D convolutional
blocks to integrate contextual information, so it is still not as powerful as 3D convolution.
Although majority voting [15] can enhance the pseudo-3D contextual information from
different angles through 2D segmentation, it is still not as powerful as 3D convolution.

In addition, two-stage segmentation is increasingly used in the field of 3D segmen-
tation [14]. For example, we were inspired by the automatic pancreatic segmentation
proposed by Zhao et al. [7], but we still found that Zhao did not normalise the size of the
training set in his experiments, and it did not work on computers with small memory.
There is also the one proposed by Yu Q et al. [14], which is more efficient but actually
uses 2D convolution to solve the 3D segmentation problem, while 3D convolution is
more powerful, so this method is not desirable.

To address the above problems, this paper proposes a two-stage segmentationmethod
and an improved 3DUnet, which not only solve the problem of excessive memory con-
sumption, but also reduces excessive background interference, and also improves the
dice accuracy. In this experiment, in the first stage of segmentation in this paper, the
resolution size of the image is reduced to 1/4 of the original size, and then roughly deter-
mined to the location of the pancreas, and then in the second stage, the target region is
finely segmented to obtain the final segmentation result.

In this paper, we evaluate the capabilities of U-Net, one of the most popular and suc-
cessful deep learning models for biomedical image segmentation, while also identifying
some potential areas for improvement after a closer look at the network architecture. We
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propose and hypothesise that theU-Net architecturemay lack certain criteria and suggest
some modifications based on current developments in deep computer vision. As a result,
we have developed a new model called ResConv-3DUnet, which is an enhanced version
of U-Net. In this paper, experiments are conducted using a public pancreas segmentation
dataset, and the experimental results show that the method proposed in this paper can
effectively solve the pancreas segmentation problem.

The contributions of this paper can be summarized as follows:

• The two-stage segmentation method proposed in this paper can greatly solve the
problem of excessive memory requirement in 3D segmentation.

• ResConv-3DUnet, which we used in the experiment, not only consumes less compu-
tational memory resources, but also has a positive effect on the segmentation of small
target pancreas.

2 Method

2.1 Segmentation Method Overview

Since the pancreas is relatively small in the whole CT image, there is a large amount
of irrelevant background information that affects the segmentation results, so a better
approach is to roughly locate the pancreas first, then remove the irrelevant background
interference, and finally perform the segmentation.

The entire pancreas segmentation process can be roughly divided into two stages: the
first stage is the coarse segmentation, which consists of down-sampling the 3D volumes
and then initial localisation of the pancreas; the second stage is the fine segmentation
stage, in which the approximate location of the pancreas is obtained in the first stage
of segmentation, then the irrelevant background of the pancreas is removed, and finally
the remaining regions of interest of the pancreas is finely segmented. The segmentation
result is then obtained. The neural network used in the two-stage segmentation is the
ResConv-3DUnet proposed in this paper.

2.2 Pre-processing

Because of the different number of slices of the pancreatic dataset used in this study,
the z-axis spacing of the datasets varied, and they ranged from 0.7 mm to 7.5 mm. As
showed in Fig. 1, this is a lateral view of the z-axis of the 3D CT scans of four patients
who were not pre-treated. It can be seen that without processing, they are too different
for segmentation, so our treatment is to interpolate in the z-axis so that their z-axis
spacing is all specified as 1 mm. Because the number of z-axis slices increases after
interpolation, the memory consumption requirement for training individual patients also
increases, so training cannot be done directly. This paper addresses this problem by
randomly selecting 48 consecutive slices for training in each epoch training.

Before training, the CT value is intercepted to [−100, 240] through HU constraints
and normalized to [−1, 1]; Ground Truth only performs [0, 1] normalized. For 3D CT
scans, the number of slices is not uniformwhich have more or fewer slices, which means
that the size is not unified, so we cannot train together.
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1.5 mm               2.5 mm                      3.75 mm                 5 mm

Fig. 1. The z-axis intervals of the four lateral views of CT data in the figure are 1.5mm, 2.5 mm,
3.75 mm and 5 mm respectively. It can be seen that with the increase of the interval, the CT
volume becomes more and more blurry, which will not be conducive to our experiment if it is not
processed.

In view of the above problems, the solutions given in this paper are as follows:
1) The z-axis interval between the CT volume and the label mask was interpolated to
1 mm, specifically by using cubic interpolations for the CT volume and the nearest
interpolation for the label mask. 2) After the above interpolation process, the number
of slices for a single patient was above 100 slices. In order to eliminate more slices that
did not contain the pancreas, we used the label map to find slices that contained the
pancreas. In order not to lose relevant information, we expanded 10 slices up and down
in the pancreatic region, respectively, and then kept these slices, discarding all other CT
slices, and labelled this preserved slice region as V0. 3) In the first stage of segmentation
training, we interpolated the length and width of V0 to 128× 128 and recorded it as V1.
4) Since the pancreas in the MSD pancreas dataset is less than 256 in length and 192 in
width, we used labels to find the pancreas region in V0 and then expanded its length and
width region outward to 256 × 192, recording this region as V2.

2.3 Training

The First Stage: Coarse Segmentation and Positioning. The length and width of
each 3D CT scans decreased from 512 × 512 to 128 × 128, and sample down to a
quarter of the original size. Since the number of slices varies and the size is not uniform,
it is still necessary to randomly select 48 consecutive slices for training in each period.
After many times of training, we obtained the final segmentation result, then obtained the
approximate location of the pancreas, and obtained the minimum enclosing rectangle of
the predicted area of the pancreas. Then we multiplied the obtained enclosing rectangle
by 4 to obtain the minimum enclosing rectangle of the pancreas in the original 3D CT
scans size.

The Second Stage: Fine Segmentation. In this pancreas datasets, the length of the
pancreas is less than 256 and the width is less than 192. The label of the CT image
was used to find the smallest external rectangular box of the pancreas, and then margins
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were added to extend the length and width to 256 and 192. And then each epoch train-
ing is randomly selected consecutively 48 slices, so when training after processing, the
length, width and height of the data are unified to 256 × 192 × 48. Compared with the
entire CT volume, the organs considered in this paper tend to occupy a relatively small
area, so the final segmentation performance relies heavily on the coarse localization
results. When we have this approximate region of pancreatic coordinates, we select this
region and segment the pancreas only in this region. This has the advantage of not only
reducing memory consumption but also removing a lot of background information that
is not relevant to the pancreas.
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Fig. 2. 1) The pre-processed V0 is downsampled to V1; 2) We find the rectangular box with the
smallest pancreas in V0 by the label of the pancreas, then expand the edges of the rectangular box,
and finally mark this rectangular box region as V2 and perform segmentation. M1 and M2 are the
segmentation models obtained after two training segmentation, respectively.

Training Details. In the first stage of training, we use the ResConv-3DUnet proposed
in this paper to train V1. During training, 48 consecutive slices of the CT volume are
randomly taken in each epoch, so its length, width and height are unified to 128 × 128
× 48. In this paper, the model obtained after training is denoted as M1. In the second
stage of training, ResConv-3DUnet is also used to train V2, and 48 consecutive slices are
randomly taken for training in each epoch, and its length, width and height are unified
to 256× 192× 48. We denote the model obtained after training as M2. The overall flow
of the segmentation is shown in Fig. 2. It can be seen that the volume of the CT image
in the two experiments is not large, and it does not require much memory at all.

2.4 Testing

The test in this paper also requires two stages. In the first stage, we first reduced the
3D CT scans to a quarter of its original size, then we use M1 to simply locate the
pancreas, and then the minimum boundary rectangle of the region is obtained and its
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Fig. 3. (a) shows the entire testing process. We took 48 consecutive slices of the CT scans and
tested them in 12 steps, then fused these test results to obtain the final segmentation results. M1
and M2 are the models obtained after two stages of training, respectively. (b) shows the detailed
steps of the single test: 1) CT slices were reduced to 1/4 of the original image and then roughly
segmented to simply locate the pancreas; 2) the segmented feature map was enlarged by 4 times to
locate the approximate position of the pancreas in the original image; 3) the boundary of the target
region was expanded to 256 × 192 and then it was cut; 4) the cut region was finely segmented to
obtain the final segmentation result.

maximum and minimum length are recorded and record the position of the enclosing
rectangular box, which is xmax, xmin, ymax and ymin respectively, and then multiply them
by 4 to predict the approximate pancreas position in the original 3D CT scans, which
were calledXmax = 4 × xmax,Xmin = 4 × xmin,Ymax = 4 × ymax,Ymin = 4 × ymin. In
the second stage, because the approximate position of the pancreas was obtained, so we
can figure out its length and width:Xlen = Xmax − Xmin,Ylen = Ymax − Ymin, then we
extended its length and width to 256 × 192, which is a unified standard, and then cut
out this area, and finally used M2 to accurately cut out the pancreas.

In two stages of testing a single patient CT image, we took 48 consecutive slices
sequentially, with a step length of 12, and finally fused the test results together. The test
flow is shown in Fig. 3. In addition, we still need to interpolate the z-axis interval of the
data to 1mm before this test process, and then interpolate the z-axis of the prediction
label finally obtained by the test to the original interval, and finally compare it with the
ground truth to get the accuracy.
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Fig. 4. The network architecture of our ResConv-3DUnet.

2.5 Network Architecture

Our network is based on the 3DUNet [5] architecture. Because the pancreas is small
in the CT image, and some have tumors, so its shape and size are different, which is
not conducive to segmentation. In response to the above problems, we have added the
ResConv block to the encoder and decoder. In order to enhance the semantic expression
ability of features at different scales. It also has four layers of encoders and four layers of
decoders. For each layer of encoders,max pooling is used to decrease the resolutionwhile
increasing the feature map. At the same time, the function of the decoder is to increase
the resolution while decreasing the feature map. In order to get more adequate training
in the shallow layer and avoid the disappearance of the gradient, ResConv-3DUnet
introduces a deep supervision mechanism [11]. The network architecture is shown in
Fig. 4. Generally speaking, increasing the depth of a neural network can improve the
representation ability of the network to a certain extent, but as the depth deepens, the
neural network gradually appears difficult to train, including the gradient disappearance,
gradient explosion and other phenomena. The deep supervision mechanism [11] can
reduce gradient disappearance and promote network fusion when training deep neural
networks, as well as to capture more meaningful features, and also to improve the
directness and transparency of the hidden layer learning process. Deep supervision is
the technique of adding a secondary classifier to some intermediate hidden layer of a
deep neural network as a kind of network branch to supervise the backbone network. The
deep supervision mechanism in this paper uses ground truth to supervise feature maps of
different scales, which can conclude that the training speed of multi-scale convolution
neural network model is faster and the convergence is more stable [19]. Finally, we use
the concatenate operation to fuse the features of four scales and let them undergo 1 × 1
× 1 convolution to get the final output.

The ResConv block is composed of three consecutive 3× 3× 3 convolution blocks,
show in Fig. 5. Two consecutive 3 × 3 × 3 convolution operations can be similar to a 5
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× 5× 5 convolution operation, and three consecutive 3× 3× 3 convolution operations
can be roughly equivalent the convolution operation with a convolution kernel of 7 [9].
The advantage of this is that if the convolution kernel is 5 or 7 convolution operations
will greatly consume huge memory, which is very unfavorable for 3D segmentation, so
we can replace these operations with three consecutive convolution blocks, which can
also save memory consumption. Connect them together to extract spatial features of
different scales. In this way, the convolution kernel not only expands the receptive field,
but also processes the input and increases the kernel size in parallel to capture different
levels of details [13].

3×3×3 Conv Prelu+GN 1×1×1 Conv

Input Output

Prelu

Fig. 5. ResConv block

We also add an additional residual connection, which adds a 1× 1× 1 convolutional
layer, which allows us to get additional spatial information. After each convolution
operation in this res block, there is a Prelu activation function and aGroupNormalization.

Group Normalization [10] is proposed by He Kaiming’s team. Group Normalization
(GN) is an improved algorithm for the higher error rate of Batch Normalization (BN)
when the batch size is small. Although the general GPU video memory in the classifi-
cation algorithm can cover larger batch settings, the input image in 3D segmentation is
large, and the memory requirement is huge, so the batch size is generally set relatively
small, and the proposed GN has a significant improvement on this algorithm.

3 Experiments

3.1 Datasets

MSD (short for Medical Segmentation Decathlon challenge) provides 281 volumes of
CT with labelled pancreas mask which have a spatial resolution of 512 x 512 and a slice
count ranging from 37 to 751. We randomly split them into 201 volumes for training
and 80 for testing.

3.2 Implementation Details

We adopted PyTorch 12 to implement all models. Our workstation was equipped with
NVIDIA RTX 2080 Ti 11GB GPUs. And the viewable software for looking at 3D
modeling is ITK-SNAP [18].
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In the training network, the two-stage network is based on ResConv-3DUnet pro-
posed in this paper. Moreover, the loss during training is dice loss [4]. During training,
the batch size of the first stage is 3 and the batch size of the second stage is 1. Although
the two network models are the same, the size of the input network image is different. In
addition, the initial learning rate of the two experiments was lr= 1e4.Meanwhile, Adam
was used as the optimizer, and the attenuation coefficient of deep supervision during the
experiment was 0.33, which was attenuated once every 40 epoch. The training duration
of the experiment was about 52 h.

3.3 Results

Our method has been successfully verified on MSD pancreas datasets, achieving state-
of-the-art performance, and the dice accuracy can reach 84.6%, which is more accurate
than the first place in the MSD competition. As the MSD competition is now closed and
its submission entry has been closed, we are unable to submit the results to the official
website for verification.

Table 1. Results of different algorithms on MSD pancreas

Method Mean ± std Min Max Params(M)

3D Unet-Patch [3] 79.98 ± 7.71 61.14 93.73 19

3D Unet-Full [16] 81.13 ± 8.20 61.84 93.49 13

2D FCN8s-A [17] 82.24 ± 6.88 62.99 92.61 130

2D RSTN-A [14] 83.29 ± 6.58 66.23 92.40 270

P3D FCN8s [15] 82.52 ± 7.00 61.75 92.86 400

P3D RSTN [14] 83.63 ± 6.65 64.21 93.02 810

Ours 84.68 ± 6.60 59.33 92.34 6

In order to demonstrate the effectiveness of ourmethod,we compared itwith state-of-
the-art volumetric segmentation algorithms, in addition to comparing it with the accuracy
of the pancreas segmentation that came first in the competition. The final comparison
results are shown in Table 1. According to Table 1, it can be seen that our comparison
experiments are roughly divided into the following categories: predicting segmentation
results directly using 3D networks [3, 16]; segmenting 2D slices using a 2D model and
then fusing the segmentation results into 3D results [17, 14]; and segmenting using a
pseudo-3D (P3D) segmentation model [15, 14]. It can be easily seen from the table that
our method outperforms them. Both the 2D segmentation and the P3D segmentation
have a lower average DSC than ours. In addition, the standard deviation of the dice score
in our method is also relatively small, suggesting that the method proposed in this paper
would be more comprehensive in the segmentation of the experimental pancreas. More
importantly, it can be seen from this comparison experiment that both 2D segmentation
method and P3D segmentation method have reached a terrible number of parameters.
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However, as our method uses the two-stage segmentation method proposed in this paper,
the number of parameters is greatly reduced and the memory pressure is alleviated.

In order to further illustrate the effectiveness of our proposed network, we conducted
ablation experiments under the two-stage method proposed in this paper. The initial
baseline network was 3DUNet [5]. As the different modules are added, we record the
accuracy of their dice separately so that they can be compared. Table 2 shows the final
experimental comparison results. The evaluation metrics are the dice score and the
number of parameters, respectively. The results show that the accuracy of our network is
indeed higher than that of the baseline, and it can be seen from the number of parameters
that our network is more efficient. It can be seen that the accuracy of 3D UNet improves
with the addition of the ResConv block module. In addition, deep supervision also plays
a role in improving the accuracy, although it is not as obvious as the former, but it can
also be improved in practice.

Table 2. Results of different strategies on test set.

Strategies Dice Min Max Params

Baseline 75.99 2.60 91.86 16M

Baseline + DS 77.68 0.07 91.36 16M

Baseline + Rb 83.13 51.91 92.05 6M

ResConv3DUnet 84.68 59.33 92.34 6M

Figure 6 shows the test results of pancreas_088 and pancreas_299. The first row of
the image shows a diseased pancreas, which is already severely diseased in the caudal
part. From the figure, it can be seen that 3DUnet and baseline + DS can only roughly
segment the diseased part of the pancreas, and the dice accuracy is not satisfactory. In
contrast, the ResConv-3DUnet segmentation proposed in this paper was the best, and
was able to segment the pancreas more completely, with a dice score of 77.47%. The
shape of the pancreas in the second row was relatively normal, but the original baseline
could only segment one point, and the accuracywas as low as 2.85%,while the ResConv-
3DUnet segmentation had a more complete shape, which reflected the robustness of our
network more. As can be seen from the figure, the segmentation result of the baseline
+ Rb (ResConv block) is relatively complete, but most importantly compared to the
other three, the dice score obtained from our network architecture segmentation is the
highest, indicating that the results of ResConv-3DUnet segmentation proposed in this
paper are more consistent with the ground truth. Combined with Table 1, it can be seen
that ResConv block can indeed increase the accuracy.
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Ground truth      Baseline       Baseline + DS     Baseline + Rb  ResConv-3DUnet

49.24%                55.16%             76.02%               77.47%

2.85%            28.64%          84.30%        85.87%

Fig. 6. The upper and lower rows of the above image show a severely diseased pancreas and a
more normal shaped pancreas. The accuracy score is the dice score.

4 Conclusions

In this paper, we propose an end-to-end 3D segmentation method for the pancreas to
reducememory consumption, which includes both our proposed two-stage segmentation
method and the ResConv-3DUnet presented in this paper. This experiment successfully
completed the segmentation of MSD pancreas 3D datasets under the environment of
11G computer memory, and the accuracy of the proposed method outperformed those
state-of-the-art volumetric segmentation algorithms, not only that, but also much higher
than the score of winning the first place in the MSD competition. The experimental
results show that this method can accomplish the pancreas segmentation task well and
is expected to be applied in clinical practice.
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