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Abstract. Chinese anaphora resolution technology has been widely used in
many natural language processing tasks, such as machine translation, informa-
tion extraction and automatic text summarization. In this paper, we first introduce
the resources for anaphora resolution, and then present the existing works on
Chinese noun phrase resolution based on machine learning, deep learning and
reinforcement learning techniques by analyzing the similarities and differences
among them. Finally,we discuss the future development trend ofChinese anaphora
resolution.
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1 Introduction

Anaphora [1] is a substituted expression to refer to the denotation of a preceding word or
phrase, which is a very common language phenomenon in language. There are several
types of anaphora, pronoun anaphora, zero anaphora, and noun phrase anaphora. Inmany
nlp tasks such as information extraction and machine translation, it is crucial to identify
which word or phrase the anaphoric expression refer to for text understanding, there-
fore anaphora resolution is one of the fundamental tasks in natural language processing.
Many researchers have put efforts on zero anaphora resolution and pronoun anaphora
resolution, and have achieved outstanding improvements on these two subtasks. How-
ever, few studies focus on noun phrase resolution which is more complicated yet more
urgent to be solved. In this paper, we present the development of noun phrase anaphora
resolution from the perspectives of resource, method and feature attribute, especially on
Chinese anaphora resolution. Finally, we give a brief discussion about the future trend
of anaphora resolution.

2 Resources for Anaphora Resolution

For the task of anaphora resolution, three datasets are widely used to test and evaluate,
which are MUC, ACE and OntoNotes. In this section, we give a detailed introduction
to these datasets.
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2.1 MUC Dataset

TheMessageUnderstandingConference (MUC) proposed two semantic evaluation tasks
in 1995 and 1998—anaphora resolution and named entity disambiguation, and provided
datasets for task evaluation, namely MUC-6 [2] and MUC-7 [3]. MUC-6 is composed
of 25 articles from The Wall Street Journal, totaling approximately 30,000 words. It
is the first corpus that can be used for the evaluation of anaphora resolution in a real
sense. MUC-7 consists of a similar number of articles on aircraft crashes and rocket or
missile launch. However, due to the emergence of some larger-scale datasets, MUC-6
and MUC-7 are no longer widely used. Despite of this, they have a profound impact on
the study of anaphora resolution of the MUC corpus. Table 1 details the information of
the MUC corpus.

Table 1. The statistics of the MUC corpus

Corpus Language Size of words Size of files

Training Dev&Test Total Training Dev&Test Total

MUC-6 English 12k 13k 25k 30 30 60

MUC-7 English 19k 21k 40k 30 37 67

2.2 ACE Dataset

Automatic Content Extraction (ACE) is an evaluation conference hosted by the National
Institute of Standards and Technology. This event began since July 1997 and has been
held for 7 sessions so far. The anaphora information in ACE is labeled in the form of an
entity chain. The entity chain of each article is independently recorded in a corresponding
XML file in the corpus. Therefore, the ACE corpus [4] replaces the MUC corpus as the
new evaluation resource for anaphora resolution. The initial version of the ACE corpus
only contains news. In the later versions, more types of articles, such as broadcast
conversations, web logs and telephone conversations are added, which greatly increases
the coverage of the evaluation. In 2003, ACE evaluation began to carry out the evaluation
of anaphora resolution for the Chinese corpus. Table 2 details the information of theACE
corpus.

Table 2. The statistics of the ACE corpus

Corpus Language Training Size Dev&Test Size Total

ACE
(2000–2004)

English 745k 215k 960k

Chinese 455k 150k 615k

Arabic 350k 150k 500k
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2.3 OntoNotes Dataset

In 2011, the CoNLL conducted an evaluation of anaphora resolution for English [5].
In 2012, the evaluation for Chinese and Arabic was added [6] to study the differ-
ences of anaphora resolution in different languages. There are 5 released versions of
the OntoNotes corpus. The latest two versions, OntoNotes 4.0 [7] and OntoNotes 5.0
[8] are used for the CoNLL-2011 shared task and CoNLL-2012 shared task respec-
tively. OntoNotes collects a large number of articles on newswires, broadcast news and
conversations, web texts and telephone conversations, and it integrates annotations in
multiple levels, including part-of-speech tagging, component syntax analysis, named
entity recognition and semantic role tagging, and so on. Its Chinese and English parts
contain approximately 1 million and 1.6 million words respectively. At present, it is the
largest anaphora resolution corpus. Table 3 details the information of OntoNotes.

Table 3. The statistics of the OntoNotes corpus

Corpus Language Size of words Size of files

Train Dev Test Total Train Dev Test Total

OntoNotes English 1.3M 160k 170k 1.6M 1940 222 222 2384

Chinese 750k 110k 90k 950k 1391 172 166 1729

Arabic 240k 30k 30k 300k 359 44 44 447

3 Anaphora Resolution Methods

In this section, we present existing works on anaphora resolution implemented on the
three datasets: MUC, ACE and OntoNotes. In general, the existing anaphora resolution
methods can be categorized as rule-based, machine learning-based, deep learning-based
and reinforcement learning-based methods. We will review these methods in English
anaphora resolution and Chinese anaphora resolution respectively.

3.1 English Anaphora Resolution

The rule-based method [9–16] has been extensively studied. One of the advantages
of the rule-based method is its simplicity for designing. However, this method has low
flexibility. In the 1990s, the significant attention of anaphora resolution gradually evolved
from the rule-based method to the machine learning method. This change was mainly
due to the open access of the MUC-6 and MUC-7 datasets to the public. The machine
learning method is classified into supervised and unsupervised methods [17–24]. The
former requires lots of labeled training data, while the latter does not.

Recently, deep neural networks are used for anaphora resolution in many works [25–
29]. One of the advantages of using deep neural networks is that it can extract useful
features from the raw texts automatically without human intervention. In addition, these
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methods utilize word embedding to represent words and describe semantic relationships
between them. However, these methods have many defects such as huge dimension size
and inappropriate architecture. Hourali et al. [30] have tried addressing these issues by
using contextual, semantic and syntactic information for a better representation of spans.
They used the neural MCDM method for the accurate ranking of candidate antecedent
to increase the detection rate of coreference mentions. Clark et al. [31] proposed a rein-
forcement learning method for anaphora resolution by only developing a co-reference
chain model. Inspired by Clark, Fei et al. [32] proposed a method of anaphora resolution
based on end-to-end deep reinforcement learning to avoid the cascading errors in the
pipeline system. This method directly considers all text spans, and jointly recognizes
entity mentions and performs clustering operating. Table 4 shows the performances of
various methods in English anaphora resolution.

Table 4. Experiment results in English anaphora resolution with various methods

Method Dataset Model F1%

Machine learning-based MUC-6 Cardie et al. [23] 54

Soon et al. [17] 62.60

Ng and Cardie et al. [18] 66.30

Yang et al. [19] 71.30

Haghighi et al. [24] 70

Yang et al. [21] 68.70

Li et al. [22] 68.60

Rule-based Raghunathan et al. [11] 77.70

OntoNotes4.0 Lee et al. [12] 61.40

Reinforcement learning-based OntoNotes5.0 Clark et al. [31] 65.73

Fei et al. [32] 73.80

Deep learning-based Lee et al. [26] 68.80

Lee et al. [25] 73

Zhang et al. [27] 76.50

Kantor et al. [28] 76.61

Joshi et al. [29] 76.90

Hourali et al. [30] 80

3.2 Chinese Anaphora Resolution

In the task of anaphora resolution, there aremany different types of anaphoric expression
to be identified, such as common pronoun, demonstrative noun phrase, proper noun
phrase, event anaphora and zero anaphora. In this section, we focus on the anaphora
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resolution of noun phrase in Chinese, which refer to pronouns, proper nouns, indicative
noun phrases and common noun phrases. The existing methods of Chinese anaphora
resolution can be categorized as rule-based methods and data-driven methods, which
are detailed in the following parts of this section.

Rule-Based Methods for Chinese Anaphora Resolution. Due to the lack of fine
labeled resources, the rule-based method is widely used in the early anaphora resolution
system, whichmainly focuses on the theoretical exploration and fusion of a large amount
of domain knowledge and linguistic knowledge. These rule-based methods implement
the anaphora resolution with some linguistic rules concluded by experts.

Zhang et al. [33] proposed a model using a rule-based filtering method for the
CoNLL-2012 Shared Task (BCMI). They designed different filtering strategies for dif-
ferent situations. This method achieved an average F1 value of 51.83 in the experiment.
Based on the model proposed by Zhang, Zhou et al. [34] added a semantic matching
layer. This layer can properly overcome the defects in the Chinese semantic knowledge
base by applying Web semantic knowledge. The experimental results on the ACE2005
Chinese corpus reached an average F1 value of 78.2.

In a word, the main idea of the rule-based hierarchical filtering model is to manually
set a series of filtering rules for anaphora resolution, which requires a large amount of
human labor with low system automation and poor portability. Although these rule bases
cannot cover all language phenomena, these methods establish the foundation for future
research.

Data-Driven Supervised Methods for Chinese Noun Phrase Resolution. In 2003,
ACE initiated the evaluation on Chinese anaphora resolution, and some researchers
started to apply the data-driven supervised method on Chinese anaphora resolution.

Hu et al. [35] designed a Chinese system based on a Maximum Entropy model.
They extracted 12 features from raw texts to train a maximum entropy-based classifier,
then had it tested on ACE news corpus, and achieved 78.87 on F1 value. Liu et al. [36]
proposed a supervised correlation clustering algorithm for anaphora resolution. The
learning algorithm based on gradient descent is proposed to make the feature parameters
trained from the training set fit the objective of the correlation clustering better. With the
feature set defined in [17], Liu defined and selected 10 features for Chinese anaphora
resolution. Since anaphora resolution requires adequate information to identify the exact
expression, and the existing features are still insufficient. Liu proposed a loss function
based onminimizing decision errors and optimizing with a bottom-up clustering method
[37]. The idea of this method is to use the information in the major opinion from the
binary classification to correct wrong decisions, while at the same time, trying to avoid
violating the decision made by the original binary classifier in general. The test result on
the ACE Chinese corpus achieved 77.98 on F1 value. Li et al. [38] proposed a method
based on feature ranking strategy for noun phrase resolution. This method processed
personal pronouns and common noun phrases separately when selecting feature vectors,
to take full use of the features of different noun phrases for anaphora resolution. The
experimental results showed that the F1 value reached 80.72.

Tan et al. [39] proposed a Chinese noun phrases anaphora resolution method based
on SVM.Themethod trained on theACE2005 corpus of Chinese and resolved all general
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noun phrases with 13 selected feature vectors. Gao et al. [40] proposed a method based
on SVM with 17 selected feature vectors and the experimental results on ACE 2005
achieved 71.59 on F1 value. Zhou et al. [41] considered that the traditional Laplacian
support vector machine only uses Euclidean distance to calculate the distance between
two samples, which may lead to the false high similarity between two samples from
different categories. To address the issue of insufficient Chinese annotated corpus, a
data-driven learningmethod of optimal distancemeasure is proposed. In this method, the
similarity constraints between sample pairs are considered, and the Fisher discriminant
criterion is introduced, which increases the similarity within the same category and
highlights the discriminant features in the newmetric space. Comparedwith the classical
supervised methods on the ACE2005 Chinese corpus, the linear and kernel supervised
methods achieve better results with fewer labeled samples. Zhou also proposed aChinese
anaphora resolution model based on an improved hierarchical filtering module [42].
Table 5 are the hierarchical filter modules used in this model.

Table 5. The sequence of filtering modules for Chinese anaphora resolution

Sequence Data type Features

1 Noun phrases String matching

2 Noun phrases Entity expression loose string | entity loose string matching

3 Noun phrases Strict head word matching | loose head word matching

4 Noun phrases Appositive | abbreviations

5 Noun phrases HowNet semantic similarity calculation | Web Semantic Similarity
Calculation

6 Pronoun Singular and plural Identity; Gender Identity; Life degree; NER tag

Data-Driven Unsupervised Methods for Chinese Noun Phrase Resolution. The
supervised machine learning method requires large scale of labeled training data. How-
ever, well-annotated corpus is not easily reachable since not only linguistic knowledge
is needed, but also domain knowledge as well. Besides, word segmentation of Chi-
nese also bring obstacles in understanding and annotation. Therefore, it is extremely
labor-intensive and time-consuming to construct a large-scale anaphora resolution cor-
pus. In the unsupervised learning model, there is no requirements for a large amount
of labeled corpus, which can effectively save the time and cost of manual labeling. In
this section, we mainly introduce the unsupervised method for Chinese noun phrase
anaphora resolution.

Wang et al. [43] explored the reasons why the Chinese anaphora phenomenon is dif-
ficult to resolve and proved that English anaphora resolution technology can be extended
to Chinese. It is the first work that attempts to use an unsupervised method to address
Chinese noun phrases anaphora resolution.

According to Cardie [23] in English anaphora resolution, Zhou et al. [44] presented
a new unsupervised clustering algorithm for noun phrase anaphora resolution. Different
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from Cardie, this approach firstly converted the issue of anaphora resolution into that of
graph clustering, which did not make anaphora decisions for each pair of noun phrases
in isolation but fully considered the correlation between items. Li et al. [45] proposed
a Chinese anaphora resolution method based on association clustering, and then corre-
lation clustering is used for automatic graph clustering. Compared with the traditional
clustering methods such as link-first and link-best, the proposed algorithm takes full
use of the relations among the noun phrases sufficiently. In addition, it does not need to
specify the desired number of clusters and a distance threshold. It takes each item to be
resolved in the test set as a vertex in the graph and regards the confidence value between
the two items to be resolved as the weight corresponding to the edge connecting the two
vertices, thus forming a graph G (V, E). Then, they use the associated clustering algo-
rithm to automatically divide the graph G, so that the process of referencing resolution
is transformed into the division process of the graph G.

However, one of the issues of traditional clustering methods is that it is difficult to
judge when to stop. Besides, since it is difficult to obtain or estimate the total number of
entities in text, the number of clusters cannot be predicted, which is an important param-
eter that influence the final performance on clustering. Most of the current methods
are based on the experience gained from a large amount of data, without consider-
ing the characteristics of the task itself, which affects the performance of clustering in
anaphora resolution. In addition, the clustering features used by the existing researches
are directly manually selected, and the interference of the weaker distinguishing features
on the clustering effect is not considered. To address these issues, Li et al. [46] proposed
an unsupervised method (adaptive resonance theory, ART). This method makes full use
of the characteristics of noun phrases and dynamically adjusts the number of clusters by
changing network parameters. In addition, a feature selection method based on informa-
tion gain ratio is adopted to reduce the interference of weaker features on cluster results.
This method does not rely on manual annotation corpus under the premise of ensuring
the correct recognition rate and can be directly applied to real texts cross domains.

Gao et al. [47] designed a Chinese noun phrase anaphora resolution system based on
unsupervised clustering, including preprocessing, feature selection and clustering. In the
preprocessing stage, the system obtains the feature information of noun phrases. With
the feature information and a series of incompatible functions defined, a hierarchical
clustering algorithm is used to cluster the noun phrases that may be in a co-reference
chain.

Deep Learning-Based Methods for Chinese Noun Phrase Resolution. Most of the
existing neural anaphora resolution models only focus on the linear features of text,
ignoring the integration of structural information. Fu et al. [48] proposed two measures
to address the issuewith the constituency parse tree, which is based on the neural network
model avoiding structural information loss. Considering the characteristics of Chinese,
Fu et al. [49] proposed a Chinese anaphora resolution model with structural informa-
tion involved. The constituency tree of all sentences in the document is compressed
to obtain the leaf node depth. Structural information is vectorized by the Structural
Embedding of Component Tree (SECT) method. In addition, the leaf node depth and
the SECT information are used as three feature vectors in themodel for Chinese anaphora
resolution.
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The specific process of the SECT method is as follows. (1) Define a syntactic
sequence S(p) for word p which is the leaf node in the syntactic tree, save the path
from the leaf node p to the root node of the syntactic tree. For example, for the “NR

(Li Peng)” node in Fig. 1, the corresponding S(p) is {NR, NP-PN, NP-SBJ, IP-
HLN, TOP}. In the experiment, considering the performance and memory utilization, a
window is set to limit the length of S(p). Due to the reason that the higher-level nodes
in the syntactic tree are more ambiguous, with the help of window size limitation, the
higher-level ambiguous nodes in the syntax tree will be removed. (2) A bidirectional
LSTM is used to encode the variable-length syntax sequence S(p) into a fixed-length
vector representation. Suppose xpt represents the t-th node of the word p in the syntactic
sequence S(p), and vpt represents the hidden layer representation of xpt . The formula is
as follows:

vpt = fBiLSTM
(
vpt−1, x

p
t

)
(1)

Then for a givenword p, finally select vpBiLSTM = vPT as the final vector representation
for S(p).

Fig. 1. Syntax tree example

ReinforcementLearning-BasedMethods forChineseNounPhraseResolution. The
coreference resolution systems usually use a heuristic loss function for training, which
needs to be adjusted carefully. Clark et al. [31] applied reinforcement learning to directly
optimize the neural mention-ranking model used for coreference evaluation metrics,
thus avoiding the selection of hyperparameters for each specific language, data set and
evaluation metrics. The mention ranking model scores the possibility of mentioning,
rather than comparing partial mention clusters. As a result, they operate in a simple
environment in which coreference decisions are made independently. The experiments
were conducted with two methods, enhanced strategy gradient algorithm and reward
rescaling maximum profit target. The results showed that the latter method was more
effective, which improved the performance of Chinese and English anaphora resolution
respectively in CoNLL-2012 shared task.
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3.3 Summary

In this section, we summarize the methods for noun phrase resolution based on machine
learning, deep learning and reinforcement learning. Table 6 shows the performance
of existing methods on Chinese datasets. It can be seen that the number of feature
vectors has great impact on the final performance. Specifically, the performance of
the same machine learning method with different number of feature vectors may be
quite different. According to the language characteristics and background knowledge,
choosing appropriate features can greatly improve the accuracy of the classification
model. However, it does not mean that more features bring better performance. That is
because with the increase of features, the possibility of data sparseness increases as well.
Therefore, the efficiency of the classification model relies on the selection of powerful
characteristic attributes.

Table 6. Experimental results on Chinese noun phrase anaphora resolution

Method Dataset Model Feature F1%

Supervised-based ACE2005 Tan et al. [39] 13 63.30

Hu et al. [35] 12 78.87

Liu et al. [36] 10 78.01

Zhou et al. [42] 11 77.10

ACE2007 Li et al. [38] 10 80.72

OntoNotes3.0
(news)

Gao et al. [40] 17 71.59

Unsupervised-based Gao et al. [47] 14 59.43

ACE2005 Zhou et al. [44] 9 62.05

Li et al. [45] 9 76.45

Li et al. [46] 8 70.20

Deep learning-based OntoNotes5.0 Fu et al. [48] 3 62.35

Fu et al. [49] 3 62.33

Reinforcement learning-based Clark et al. [31]
—

63.88

4 Future Prospects

With an increasing probability of multiple languages in one text, the multilingual
anaphora resolution becomes a hot topic. The main task of multilingual anaphora res-
olution is to directly apply the anaphora resolution method of a certain language to
other languages. Due to the difference among languages in many perspectives, it is a big
challenge for researchers to develop novel networks for it.

At present, another trend in anaphora resolution is to formalize and combine syntactic
information, semantic knowledge and background knowledge in anaphora resolution.
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Although papers based on the use of background knowledge, grammar and semantic
knowledge for anaphora resolution have been published at top natural language process-
ing conferences, the performance is still not very satisfactory, which is mainly caused
by the following reasons: 1. the background knowledge extraction and the background
knowledge formalization is very difficult. 2. It is difficult to automatically obtain gram-
matical and semantic knowledge and further formalize it into effective rules. There-
fore, obtaining and using syntactic information, semantic knowledge, and background
knowledge has been also a new hot topic in the development of anaphora resolution.
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