®

Check for
updates

Graphic Representations of Spoken Interactions
from Journalistic Data: Persuasion
and Negotiations

Christina Alexandris!*>® Vasilios Floros!+2, and Dimitrios Mourouzidis!-?

1 National and Kapodistrian University of Athens, Athens, Greece
calexandris@gs.uoa.gr
2 European Communication Institute (ECI), Danube University Krems and National Technical
University of Athens, Athens, Greece

Abstract. Generated graphic representations for interactions involving persua-
sion and negotiations are intended to assist evaluation, training and decision-
making processes and for the construction of respective models. As described in
previous research, discourse and dialog structure are evaluated by the y level value
around which the graphic representation is developed. Special emphasis is placed
on emotion used as a tool for persuasion with the respective expressions, prag-
matic elements and the depiction of information not uttered and their subsequent
use in the collection of empirical and statistical data.
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1 Registration of Spoken Interaction: Previous Research

With the increase in the variety and complexity of spoken Human Computer Interaction
(HCI) (and Human Robot Interaction - HRI) applications, the correct perception and
evaluation of information not uttered is an essential requirement in systems with emotion
recognition, virtual negotiation, psychological support or decision-making. Pragmatic
features in spoken interaction and information conveyed but not uttered by Speakers can
pose challenges to applications processing spoken texts that are not domain-specific, as
in the case of spoken political and journalistic texts, including cases where the elements
of persuasion and negotiations are involved.

Although usually underrepresented both in linguistic data for translational and anal-
ysis purposes and in Natural Language Processing (NLP) applications, spoken political
and journalistic texts may be considered to be a remarkable source of empirical data
both for human behavior and for linguistic phenomena, especially for spoken language.
However, these text types are often linked to challenges for their evaluation, process-
ing and translation, not only due to their characteristic richness in socio-linguistic and
socio-cultural elements and to discussions and interactions beyond a defined agenda,
but also in regard to the possibility of different types of targeted audiences - includ-
ing non-native speakers and the international community [1]. Additionally, in spoken
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political and journalistic texts there is also the possibility of essential information,
presented either in a subtle form or in an indirect way, being often undetected, espe-
cially by the international public. In this case, spoken political and journalistic texts also
contain information that is not uttered but can be derived from the overall behavior of
speakers and participants in a discussion or interview. These characteristics, including
the feature of spontaneous turn-taking [31, 39] in many spoken political and journalistic
texts, are linked to the implementation of strategies concerning the analysis and process-
ing of discourse structure and rhetorical relations (in addition to previous research) [10,
22,35, 41].

In our previous research [2, 6, 23], a processing and evaluation framework was
proposed for the generation of graphic representations and tags corresponding to values
and benchmarks depicting the degree of information not uttered and non-neutral elements
in Speaker behavior in spoken text segments. The implemented processing and evaluation
framework allows the graphic representation to be presented in conjunction with the
parallel depiction of speech signals and transcribed texts. Specifically, the alignment of
the generated graphic representation with the respective segments of the spoken text
enables a possible integration in existing transcription tools.

In particular, strategies typically employed in the construction of most Spoken Dialog
Systems, such as keyword processing in the form of topic detection [13, 19, 24, 25]
(from which approaches involving neural networks are developed [38]), were adapted
in the functions of the designed and constructed interactive annotation tool [2, 6, 23],
designed to operate with most commercial transcription tools. The output provides the
User-Journalist with (a) the tracked indications of the topics handled in the interview
or discussion and (b) the graphic pattern of the discourse structure of the interview or
discussion. The output (a) and (b) also included functions and respective values reflecting
the degree in which the speakers-participants address or avoid the topics in the dialog
structure (“RELEVANCE” Module) as well as the degree of tension in their interaction
(“TENSION” Module).

The implemented “RELEVANCE” Module [23], intended for the evaluation of short
speech segments, generates a visual representation from the user’s interaction, tracking
the corresponding sequence of topics (topic-keywords) chosen by the user and the per-
ceived relations between them in the dialog flow. The generated visual representations
depict topics avoided, introduced or repeatedly referred to by each Speaker-Participant,
and in specific types of cases may indicate the existence of additional, “hidden”[23] Illo-
cutionary Acts [9, 14, 15, 32] other than “Obtaining Information Asked” or “Providing
Information Asked” in a discussion or interview.

Thus, the evaluation of Speaker-Participant behavior targets to by-pass Cognitive
Bias, specifically, Confidence Bias [18] of the user-evaluator, especially if multiple
users-evaluators may produce different forms of generated visual representations for the
same conversation and interaction. The generated visual representations for the same
conversation and interaction may be compared to each other and be integrated in a
database currently under development. In this case, chosen relations between topics
may describe Lexical Bias [36] and may differ according to political, socio-cultural
and linguistic characteristics of the user-evaluator, especially if international users are
concerned [21, 26, 27, 40] due to lack of world knowledge of the language community
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involved [7, 16, 37]. In the “RELEVANCE” Module [23], a high frequency of Repetitions
(value 1), Generalizations (value 3) and Topic Switches (value -1) in comparison to the
duration of the spoken interaction is connected to the “(Topic) Relevance” benchmarks
with a value of “Relevance (X)” [3, 5] (Fig. 1).
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Fig. 1. Generated graphic representation with multiple “Topic Switch” relations (Mourouzidis
et al., 2019).

The development of the interactive, user-friendly annotation tool is based on data and
observations provided by professional journalists (European Communication Institute
(ECI), Program M.A in Quality Journalism and Digital Technologies, Danube Univer-
sity at Krems, Austria, the Athena- Research and Innovation Center in Information,
Communication and Knowledge Technologies, Athens, the Institution of Promotion of
Journalism Ath.Vas. Botsi, Athens and the National and Technical University of Athens,
Greece).

2 Association Relations and (Training) Data for Negotiation
Models

However, in the above-presented previous research, the “Association” relation is not
included in the evaluations concerned. Furthermore, the “Association” relation is of
crucial importance in dialogues constituting persuasion and types of negotiation based
on persuasion [34], especially if emotion is used as a tool for persuasion [30], establishing
a link between persuasion, emotion and language [30]. Emotion as a tool for persuasion
may be used in diverse types of negotiation skills, apart from persuasion tactics [12, 30,
34], including “value creating”/ “value claiming” tactics and “defensive” tactics [34].

“Association” relations between words and their related topics are often used
to direct the Speaker into addressing the topic of interest and/or to produce the
desired answers. In some cases, the “Generalization” may also be used for the
same purpose, as a means of introducing a (not directly related) topic of interest
via “Generalization”.
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For negotiation applications, the identification of words and their related topics con-
tributes to strategies targeting to directing the Speaker-Participant to the desired goal
and the avoidance of unwanted “Association” types as well as unwanted other types of
relations -“Repetitions”, “Topic Switch” and “Generalizations” (Fig. 2).
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Fig. 2. Generated graphic representation with multiple “Association” relations. (Mourouzidis
etal., 2019).

The “Association” relations between words and their related topics contribute to
the analysis and development of negotiation procedures. In this case, Cognitive Bias
and socio-cultural factors play a crucial role in regard to the perception of the per-
ceived relations-distances between word-topics. For example, the word-topics “Coun-
try X (name withheld) —“defense spending” or “military confrontation” — “chemical
weapons” may generate an “Association” (ASOC) or “Topic Switch” (SWITCH) reac-
tions and choices from users, depending on whether they are perceived as related or
different topics in the spoken interaction. Diverse reactions may also apply in the case
of the “Association” and “Generalization” relations, where “treaties” and “international
commitment” may generate “Association” (ASOC) or “Generalization” (GEN) reac-
tions and choices from users: “treaties” is associated with “international commitment”
or “treaties” are linked to “international commitment” with a “Generalization” relation.

Differences concerning the perception of the “Association” (ASOC) relations
between word-topics are measured in the form of triple tuples as perceived relations-
distances between word-topics [3], related to Lexical Bias (Cognitive Bias) concerning
semantic perception [36]. Examples of segments in (interactively) generated patterns
from user-specific choices between topics are the following, where the distances between
topics in the generated patterns are registered as triple tuples (triplets): (military con-
frontation, chemical weapons, 2) (“Association”), (treaties, international commitment,
3) (“Generalization”). These triplets and the sequences they form may be converted into
vectors (or other forms and models), used as training data for creating negotiation models
and their variations.
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Fig. 3. Interface for generating graphic representation with multiple “Association” relations.

Possible differences in the perceived relations with the Lexical Bias concerned may
play an essential role both in the employment of negotiation tactics (based on cross-
cultural analysis) and in training applications. The number of registered “Association”
relations in the processed wav.file or video file may be used to evaluate persuasion
tactics employed in spoken interaction involving negotiations (a) and their possible
employment in the construction of training data and negotiation models (b). Since the
generated graphic representations are based on perceived relations, they may also be
used for evaluating trainees performance (c).

We note that, independently from interactive and user-specific choices, topics may
be also pre-defined and/or automatically detected with word relations based on existing
(ontological and semantic) databases. However, this commonly used strategy and prac-
tice is proposed to be employed in cases where persuasion and negotiation tactics are
monitored and checked against a pre-defined model, either as a form to control spoken
interaction or as means to evaluate the pre-defined model.

The following examples in Figs. 3 and 4 depict the user interface and the gener-
ated graphic representations containing multiple “Association” relations: Chosen word-
topics and their relations in dialog segment with two speakers-participants (resulting
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to a “No” answer): “military confrontation”, “reckless behavior”, “strikes”, “danger”,
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“crisis”, “crisis”, “consequences”, “aggression”, “consequences”, “trust”. (choices may
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vary among users, especially in the international public), Data from an actual interview
on a world news channel (BBC HardTalk 720- 16-04-2018).
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Fig. 4. Generated graphic representation with multiple “Association” relations and respective
values (including one “No” Answer (—2) — presented in Sect. 3).

3 Affirmative and Negative Answers in Negotiations

In spoken interaction concerning persuasion and types of negotiation based on persuasion
[12, 30, 34], perceived affirmative (“Yes”) and negative (“No”) answers are integrated
in the present framework with the respective “0” (zero) and “—2” values.

Specifically, an affirmative answer is assigned a “0” value, similar to the initial “0”
(zero) value starting the entire interactive processing of the wav.file. An example of a
generated graphic representation with multiple “Yes” answers is depicted in Fig. 5. In this
case, the spoken interaction (concerning persuasion or negotiation based on persuasion)
contains multiple positive answers and the respective multiple “0” (zero) values (Fig. 5).

A negative answer is assigned a “—2” value, lower than the “—1” Topic Switch
value (Fig. 6). Thus, a negotiation with a sequence of negative answers and several
attempts to change a topic or to approach a (seemly) different topic will generate a
graphic representation below the “0” (zero) value.
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An example of generated graphic representations below the “0” (zero) value depicting
spoken interactions (persuasion —negotiations) is shown in Fig. 6. In this case, the spoken
interaction contains multiple negative answers and/or multiple attempts to switch to a
different topic (Fig. 6).
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Fig. 5. Generated graphic representation with multiple “Yes” answers.
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Fig. 6. Generated graphic representation with multiple “No” answers (and topic switches).

As in the above-described case of “Association” and “Generalization” relations, for
affirmative and negative answers, the distances between topics in the generated patterns
are registered and may be be used as training data for creating negotiation models and
their variations. However, in the case of affirmative and negative answers, the topic and
the respective answer is not registered as a triplet but is registered as a tuple: (stability,
0) (“Affirmative Answer”), (sanctions, —2) (“Negative Answer”).

Similarly to the registered “Association” relations, the number of perceived affirma-
tive (“Yes”) and negative (“No”) answers in the processed wav.file or video file may be
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used to evaluate persuasion tactics employed in spoken interaction involving negotia-
tions (a), for the construction of training data and negotiation models (b) or for evaluating
a trainees performance (c).

4 Registering Word-Topics and Their Impact in Persuasion
and Negotiations

4.1 Word-Topics and Persuasion Tactics

The type of word-topics concerned in the registered “Association” relations and the
“Yes” or “No” answers in the processed wav.file or video file may also be used to evaluate
persuasion tactics employed in spoken interaction involving negotiations. Word-topics
and the registered relations and answers may be linked to positive responses and/or
collaborative speaker behavior or negative responses, tension and conflict. Detecting
and registering points of tension or other types of behavior and their impact in the
dialogue structure facilitates the evaluation of persuasion tactics and types of negotiation
based on persuasion [30, 34], especially “value creating”/ “value claiming” tactics and
“defensive” tactics [30, 34] and in other cases where a link between persuasion, emotion
and language is used [12, 30].

4.2 Word-Topics and Word-Types as Reaction Triggers

For negotiation applications, words and their related topics can be identified as triggers
for different types of reactions (positive, collaborative behavior or tension). The words
and their related topics may concern the following two types of information: (1) “As-
sociation” (or other) relations that are context-specific, connected to current events and
state-of-affairs, (2) “Association” (or other) relations that concern words with inherent
socio-culturally determined linguistic features and are usually independent from current
events and state-of-affairs.

In the second case (2) it is often observed that the semantic equivalent of the same
word on one language sometimes may appear more formal or with more “gravity” than in
another language, either emphasizing the role of the word in an utterance or being related
to word play and subtle suggested information. The presence of such “gravity words”
[1, 4] may contribute to the degree of formality or intensity of conveyed information
in a spoken utterance. It is observed that these differences between languages in regard
to the “gravity” of words are often related to polysemy, where the possible meanings
and uses of a word seem to “cast a shadow” over its most commonly used meaning.
Similarly to the above-described category, words with an “evocative” element concern
their “deeper” meanings related to their use in tradition, in music and in literature and
may sometimes be related to emotional impact in discussions and speeches. In contrast
to “gravity” words, “evocative” words usually contribute to a descriptive or emotional
tone in an utterance [1, 4]. Here, it is noted that, according to Rockledge et al., 2018,
“the more extremely positive the word, the greater the probability individuals were to
associate that word with persuasion” [30].

In the generated graphic representations, perceived “Gravity” and “Evocative” words
are signalized (for example, as “W”) in the curve connecting the word-topics. This
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signalization indicates the points of “Gravity” and “Evocative” words as ‘“Word-Topic”
triggers in respect to the areas of perceived tension or other types of reactions in the
processed dialog segment with two (or more) speakers-participants. In Figs. 7 and 8 the
perceived “Gravity” and “Evocative” words also constitute word-topics (Figs. 7 and 8).

Fig. 7. Generated graphic representation with multiple “Association” relations and Word-Topic
triggers (“W”).
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Fig. 8. Generated graphic representation with multiple “No” answers and Word-Topic triggers
(“W*).

The detected word types may be used as training data for creating negotiation models
and their variations, as in the above-described cases. The signalized Word-Topic triggers
may be appended as marked values (for example, with “&”) in the respective tuples or
triple tuples, depending on the context in which they occur: (sanctions, —2, &dignity)
(“Negative Answer”), (military confrontation, chemical weapons, 2, &justice) (“Asso-
ciation”). If the Word-Topic triggers constitute topics, they are repeated in the tuple
or triple tuple, where they receive the respective mark: (country, people, 2, &people)
(“Association’).
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Signalized “Gravity” and “Evocative” words can be identified either from databases
constructed from collected empirical data or from existing resources such as Wordnets.

In spoken utterances “Gravity” words and especially “Evocative” words are observed
to often have their prosodic and even their phonetic-phonological features intensified
[1, 4]. The commonly occurring observed connection to intensified prosodic phonetic-
phonological features constitutes an additional pointer to detecting and signalizing
“Gravity” and “Evocative” words [1, 4].

4.3 Word-Topics as Tension Triggers

Previous research depicted points of tension in two-party discussions and interviews
containing longer speech segments. These points are detected and signalized by the
implemented “TENSION” Module in the form of graphic representations [2], enabling
the evaluation of the behavior of speakers-participants.

In spoken interaction concerning persuasion and types of negotiation based on per-
suasion, detected points of tension in the generated graphic representations enable the
registration of word-topics and sequences of word-topics preceding tension and the reg-
istration of word-topics and sequences of word-topics following tension. The evaluation
of such data contributes both to the construction and training of models for the avoidance
of tension (i) and for the purposeful creation of tension (ii).

Multiple points of tension (referred to as “hot spots”) [2] indicate a more argumenta-
tive than a collaborative interaction, even if speakers-participants display a calm and com-
posed behavior. Points of possible tension and/or conflict between speakers-participants
(“hot-spots™) are signalized in generated graphic representations of registered negotia-
tions (or other type of spoken interaction concerning persuasion), with special empha-
sis on words and topics triggering tension and non-collaborative speaker-participant
behavior.

As presented in previous research [2], a point of tension or “hot spot” consists of
the pair of utterances of both speakers, namely a question-answer pair or a statement-
response pair or any other type of relation between speaker turns. In longer utterances,
a defined word count and/or sentence length from the first words/segment of the second
speaker’s (Speaker 2) and from the words/segment of the first speaker’s (Speaker 1)
the utterance are processed [2, 11]. The automatically signalized “hot spots” (and the
complete utterances consisting of both speaker turns) are extracted to a separate template
for further processing. For a segment of speaker turns to be automatically identified as a
“hot spot”, a set of (at least two of the proposed three (3) conditions must apply [2] to one
or to both of the speaker’s utterances. The three (3) conditions are directly or indirectly
related to flouting of Maxims of the Gricean Cooperative Principle [14, 15] (additional,
modifying features (1), reference to the interaction itself and to its participants with
negation (2) and (3) prosodic emphasis and/or exclamations). With the exception of
prosodic emphasis, these conditions concern features detectable with a POS Tagger
(for example, the Stanford POS Tagger, http://nlp.stanford.edu/software/tagger.shtml)
or they may constitute a small set of entries in a specially created lexicon or may be
retrieved from existing databases or Wordnets. The “hot spots” are connected to the
“Tension” benchmark with a value of “Y” or “Tension (Y)” [2] and the “Collaboration”
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benchmark with a value of “Z” or “Collaboration (Z)”, described in previous research
[2, 3].

In the generated graphic representations, word-topics as tension triggers are signal-
ized (for example, as “W”) in the curve connecting the word-topics (Fig. 9). This signal-
ization indicates the points of word-topics as tension triggers in respect to the areas of per-
ceived tension in the processed dialog segment with two (or more) speakers-participants.
The detected word types may be used as training data for creating negotiation models
and their variations, as in the above-described cases.
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Fig. 9. Generated graphic representation with multiple “No” answers and Word-Topic triggers
(“W”) and Tension (shaded area between topics) in generated graphic representation and “tension
trigger” (“W”).
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4.4 Tension Triggers and Paralinguistic Information

Furthermore, in previous research [2] “hot spots” signalizing tension may include an
interactive annotation of paralinguistic features with the corresponding tags. Words
classified as “tension triggers” may, in some cases, be easily detected with the aid of
registered and annotated paralinguistic features, where the paralinguistic element may
complement or intensify the information content of the word related to perceived tension
in the spoken interaction. In some instances, the paralinguistic element may contradict
the information content of the “tension trigger”, for example, a smile when a word of
negative content is uttered. In this case, the speaker’s behavior may be related to irony
or a less intense negative emotion such as annoyance or contempt. With paralinguistic
features concerning information that is not uttered, the Gricean Cooperative Principle is
violated if the information conveyed is perceived as not complete (Violation of Quantity
or Manner) or even contradicted by paralinguistic features (Violation of Quality).

Depending on the type of specifications used, for paralinguistic features depicting
contradictory information to the information content of the spoken utterance, the addi-
tional signalization of “!” is proposed, for example, “[! facial-expr: eye-roll]” and “[!
gesture: clenched-fist]”.
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According to the type of linguistic and paralinguistic features signalized, features of
more subtle emotions can be detected. Less intense emotions are classified in the middle
and outer zones of the Plutchik Wheel of Emotions [28] and are usually too subtle to be
easily extracted by sensor and/or speech signal data. In this case, linguistic information
with or without a link to paralinguistic features demonstrates a more reliable source of
a speaker’s attitude, behavior and intentions, especially for subtle negative reactions in
the Plutchik Wheel of Emotions, namely “Apprehension”, “Annoyance”, “Disapproval”,
“Contempt”, “Aggressiveness” [28]. These subtle emotions are of importance in spoken
interactions involving persuasion and negotiations.

Data from the interactive annotation of paralinguistic features may also be integrated
into models and training data, however, further research is necessary for the respective
approaches and strategies.

5 Conclusions and Further Research: Insights for Sentiment
Analysis Applications

The presented generated graphic representations for interactions involving persuasion
and negotiations are intended to assist evaluation, training and decision-making pro-
cesses and for the construction of respective models. In particular, the graphic repre-
sentations generated from the processed wav.file or video files may be used to evaluate
persuasion tactics employed in spoken interaction involving negotiations (a), their pos-
sible employment in the construction of training data and negotiation models (b) and for
evaluating a trainee’s performance (c).

New insights are expected to be obtained by the further analysis and research in the
persuasion-negotiation data processed. Further research is also expected to contribute
to the overall improvement of the graphical user interface (GUI), as one of the basic
envisioned upgrades of the application.

The presented generated graphic representations enable the visibility of information
not uttered, in particular, tension and the overall behavior of speakers-participants. The
visibility of all information content, including information not uttered, contributes to
the collection and compilation of empirical and statistical data for research and/or for
the development of HCI- HRI Sentiment Analysis and Opinion Mining applications, as
(initial) training and test sets or for Speaker (User) behavior and expectations. This is
of particular interest in cases where an international public is concerned and where a
variety of linguistic and socio-cultural factors is included.

Information that is not uttered is problematic in Data Mining and Sentiment Analysis-
Opinion Mining applications, since they mostly rely on word groups, word sequences
and/or sentiment lexica [20], including recent approaches with the use of neural networks
[8, 17, 33], especially if Sentiment Analysis from videos (text, audio and video) is
concerned. In this case, even if context dependent multimodal utterance features are
extracted, as proposed in recent research [29], the semantic content of a spoken utterance
may be either complemented or contradicted by a gesture, facial expression or movement.
The words and word-topics triggering non-collaborative behavior and tension (‘“hot
spots”) and the content of the extracted segments where tension is detected provide
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insights for word types and the reaction of speakers, as well as insights of Opinion
Mining and Sentiment Analysis.

The above-observed additional dimensions of words in spoken interaction, especially

in political and journalistic texts, may also contribute to the enrichment of ‘“Bag-of-
Words” approaches in Sentiment Analysis and their subsequent integration in training
data for statistical models and neural networks.
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