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Learning Assessments? Priority Criteria

for Latin America and the Caribbean

Maria José Ramirez and Gilbert A. Valverde

3.1 Introduction

The number of learning assessments in Latin America and the Caribbean (LAC) has
grown significantly. Countries introduce these assessment systems to monitor how
well their educational systems pursue curricular objectives and to foster improve-
ments in the system in general, and in student learning in particular. It is reasonable
to ask, therefore, how helpful these tests are in substantiating inferences about the
achievement compared to goals proposed in curricular policies, to what extent their
results can be interpreted as a reflection of such learning, and whether they can be
effectively used to promote improvement in learning. To answer these questions,
validity evidence is needed.

So far, Latin American countries have been more concerned with installing the
assessments than with validating them. While most countries introduced national
assessments in the 1990s, these assessment regimes have been unstable. In weak
institutional contexts, most resources are often put into installing the assessments.
There is little capacity to document validity evidence (e.g., in technical reports) and
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even less to conduct validity studies or external audits. In such contexts, a focus
on the validity can be viewed as a threat to the legitimacy of the assessments—a
legitimacy that was so difficult to build, in the first place.

However, now that assessments in the region have matured and become an
indispensable part of public discussion on educational issues, it is imperative to
prioritize the validity agenda. That is, an agenda that ensures that evidence is
collected to support the interpretations, uses, and policy decisions associated with
the assessments.

Assessment validation is a must: it is necessary to ensure their political and tech-
nical feasibility. Without validity evidence, how could one know whether assess-
ments measure what they are supposed to measure, or whether their results truthfully
reflect student learning? Without validity evidence, it is impossible to know whether
assessments really help improve the educational system.

Evidence of validity is the basis for judging the quality of the information used
to make decisions. Making inferences from information of questionable quality is
no better than making decisions without any information at all. It is like measuring
temperature without any idea whether the thermometer is working properly: the risks
of misdiagnosis would be extremely high—and who knows if the proposed remedies
would help? Not having evidence of validity can lead to what policy analysts call
“type 3 error”: solving the wrong problem (Mitroff & Featheringham, 1974).

The cost of introducing a national assessment without evidence of validity is too
high: it is equivalent to making an investment with no way of judging its value. One
can see how important it is to validate an assessment if we consider the costs of not
doing it. Consider, for example, the political costs of reporting lowered educational
achievement in a country when student results have, in fact, improved—or the social
costs of incorrectly classifying a school as “insufficient” or “underperforming.” Lack
of validation evidence may lead to criticism that could damage or bring down national
assessments.

The international community has developed various technical quality standards
for validating learning assessments (see American Educational Research Associa-
tion [AERA], American Psychological Association [APA], & National Council on
Measurement in Education [NCME], 2014; UNESCO Institute for Statistics [UIS]
& Australian Council for Educational Research [ACER], 2017; Darling-Hammond
et al., 2013). However, these standards have mainly been produced for developed
countries with their higher (compared to LAC) average levels of student achievement
and typically more sophisticated assessment systems.

This chapter proposes ten priority criteria or quality standards for the validation
of learning assessments in LAC. These have been classified into three dimensions
or sources of evidence: (1) the dimension related to test alignment with the official
curriculum, (2) the dimension related to the curricular validity of performance levels
used to report the results of assessments, and (3) the dimension of consequential
validity: the assessment’s impact on the improvement of the education system in
general, and on the improvement of learning in particular.
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The dimensions and criteria selected were chosen based on: (1) learning assess-
ment standards commonly accepted in the international community, (2) informa-
tion collected by the authors in 2016 about validation practices in learning assess-
ments in nearly 50 countries, including those representing best practices, and (3)
the authors’ 20 years of academic and professional experience in designing and
implementing assessments, consulting, conducting external audits, and providing
international technical assistance in learning assessment in LAC and other regions
of the world.

This chapter addresses the validation of assessments from a conceptual perspec-
tive, and delineates the situation observed in LAC with respect to the different assess-
ment dimensions examined. It also presents examples of good validation practices
from Canada and the United States. The arguments presented in this introduction are
further developed in the chapter by Valverde and Ramirez where the authors present
in-depth case studies on validation practices in different Latin American countries.

3.2 What Does It Mean to Validate Assessments?

We define learning assessments as national tools for measuring the progression
towards achieving curricular objectives (competencies, content, or skills, as appro-
priate). Their main purpose is to monitor learning at the country level, and to promote
the improvement of the education system in general and of learning in particular.'
To this end, standardized tests are administered to all students (census), or to nation-
ally representative samples, at key points in their school trajectories (e.g., at the end
of the first or second cycle of primary education). The tests are usually paper-and-
pencil2 and include multiple-choice questions, problems, or items and, to a lesser
extent, open-ended questions. Assessment results are typically used to inform educa-
tional policy and practice, and may have consequences associated with them (e.g.,
incentives).

Validating an assessment means gathering evidence to support its interpreta-
tions, uses, and expected consequences. For example, if the assessment measures
the attained curriculum, there should exist documentation (evidence) of the align-
ment between the tests and the curriculum. If the assessment says that teachers will
use the results to plan and improve their lessons, there must be evidence to show this is
possible. The definition proposed here is based on a unitary concept of validity which
also includes a dimension of consequential validity, or the impact of assessments on
the education system.

2 Although computer tests are becoming more common.



40 M. J. Ramirez and G. A. Valverde

3.3 Validation Criteria

Table 3.1 presents ten priority criteria for the validation of learning assessments in
LAC. Each criterion is accompanied by an explanation and examples of evidence
to validate the interpretation, uses, and expected impacts of the assessments. A
distinction is made between evidence of products (e.g., assessment instruments)
and evidence of processes (methods and procedures for producing the product).

Table 3.2 presents a checklist for reviewing the validity of national assessments.
It operationalizes the criteria of the priority dimensions, presenting more specific
examples of evidence for validation. Each row or type of evidence refers to one or
more priority criteria identified in Table 3.1. The table also provides space for making
notes on each type of evidence (e.g., “Alignment review panels are created, but there
is no documentation”).

Finally, we want to emphasize that while in any assessment there are other key
standards or validity criteria, they are not the subject of this chapter (e.g., those related
to field operations or data processing). Since in LAC, assessments are predominantly
used to monitor or verify compliance with learning goals established in curricular
policies, we consider validation with respect to the curriculum to be a priority. Hence,
the following criteria only refer to the dimensions identified as priorities: the dimen-
sion of alignment of tests with the official curriculum, the dimension of curric-
ular validity of performance levels, and the dimension of consequential validity of
assessments.

3.4 Dimension of Test Alignment with the Official
Curriculum

In LAC, it is a priority to ensure that curricular learning assessment systems collect
validity evidence that their tests effectively measure the curriculum. That is, they
need to be aligned with the competencies, capabilities, content, or other equiva-
lents described there. Table 3.1, in the dimension of test alignment with the offi-
cial curriculum, presents three priority criteria of validity for the region, along with
evidence necessary to validate each criterion. These are: (1) The design of the assess-
ment is justified in reference to the curriculum, (2) The assessment domain is oper-
ationalized with actual student learning in mind, and (3) Test results allow accurate
and unbiased monitoring of the achievement of curricular learning over time. Table
3.2 presents a more detailed checklist with examples of evidence for the validation
of alignment between the curriculum and the tests.
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Table 3.2 Checklist for Assessing the Validity of National Learning Assessments in Latin America

and the Caribbean

Criterion

Validity evidence Comments on validity:

(a) of the process of developing
the test instrument

(b) of the test instrument

Dimension of test alignment with the official curriculum

1

The purposes of the assessment (“what for?”) are formulated with
explicit reference to the curriculum

Possible interpretations and intended uses of the assessment
results are identified

The overall design of the assessment is described: who is
assessed; what, how, and when are measurements carried out,
with explicit reference to the curriculum

The assessment domain is specified (e.g., mathematics, language)
with reference to the competencies, objectives, contents, or skills
defined in the curriculum

The quantity and distribution of items in different categories is
justified (e.g., contents, capacities) based on the curriculum

The assessment domain is specified (e.g., mathematics, language)
and performance levels are considered in the specification

There is an explanation specifying the empirical relationship
between the definitions of the assessment domains and the actual
learning level of students who are lagging

There is an explanation specifying the empirical relationship
between the test specifications (or blueprint) and the learning of
students who are lagging

There is a clear explanation showing how test items constitute an
adequate sample of the assessment domain

The test items are correctly classified according to the categories
of the test specifications

The actual number and distribution of items in different
categories matches the intended test specifications

Test specifications and performance levels are used to guide item
development

Test results are published indicating that there is a margin of error
or uncertainty associated with the scores, percentages,
differences, or other statistics

The level of reliability (accuracy) of the tests is reported, which
should be equal to or greater than Cronbach’s alpha = 0.70

The classification error related to performance levels is reported,
and its size is appropriate to the severity of the consequences
associated with the tests

Tests and items were subjected to Differential Item Functioning
(DIF) analyses to avoid bias in the scores

(continued)
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Criterion

Validity evidence Comments on validity:

(a) of the process of developing
the test instrument

(b) of the test instrument

3 There is a clear explanation of how different test booklets
administered in a single year were put on the same scale of scores
through equating

3 There is a clear explanation of how different tests administered in

different years were put on the same scale of scores through
equating

Dimension of curricular validity of the performance levels

4

Performance levels are described and justified by referring to
different aspects of the curriculum (e.g., competencies,
complexity, contexts)

The level of performance that corresponds to the achievement of
the curricular objectives for the grade or cycle assessed is
indicated

The relationship between the lowest performance level and what
the students with the weakest learning levels know and can do is
shown

What students know and can do at one performance level is
qualitatively different from what they know and can do at the next
performance level

The distance between the cut scores associated with the
performance levels is at least half of a standard deviation (SD =
0.50) on the score scale

How students are classified into different performance levels
depending on whether or not they reach the score associated with
each level is explained

The results by performance level distinguish between students
that reach or don’t reach the lower cut score. Students who do not
reach it are classified at a level that is defined by default

The lowest cut score is set so that no more than 25% of the
students fall below it

There is a clear explanation of how performance levels are
reviewed and updated following curricular reforms and
adjustments

The use of updated performance levels to monitor learning in the
short term is described

The use of invariant performance levels to monitor learning over
the long term is described

Dimension of consequential validity of the assessments

(continued)
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Table 3.2 (continued)
Criterion Validity evidence Comments on validity:
(a) of the process of developing
the test instrument
(b) of the test instrument

8 Assessment results are published in time to inform decisions
made by agencies and stakeholders in the education system,
according to the objectives of the assessments

8 Assessment results are disseminated in different media and
formats (e.g., reports, workshops, brochures, videos) for different
audiences (e.g., teachers and school leaders, parents, general
public)

8 The communication plan used to disseminate assessment results
and information is described

8-9 The extent to which educational stakeholders (e.g., parents,
teachers, teacher educators, and policymakers) value, understand
and use assessment results and information to make decisions
about educational practice or policy is documented

9 There are a variety of formal or institutionalized mechanisms for
using assessment results and information

10 There are formal mechanisms for regularly collecting information
on the expected and unintended consequences of assessments

Note Prepared by the authors

3.4.1 Criterion 1: The Design of the Assessment is Justified
in Reference to the Curriculum

To fit their purpose of monitoring curricular learning achievement, assessments must
be aligned with the official curriculum. That is, the tests must measure the objectives,
competencies, content, or skills (as appropriate) set out in the curriculum. Alignment
between tests and curricula is essential so that assessment results can be interpreted as
the achievement of curriculum objectives, and in particular, so that a higher score can
actually be interpreted as an indicator of higher levels of mastery of the curriculum
than a lower one. Alignment with the curriculum also means that performance levels
correctly identify students who are at different stages of learning.

The assessment should be accompanied by documentation evidence to judge the
degree of alignment between the current curriculum and the tests. The assessment
framework should clearly indicate the purposes and expected uses of the assessments
based on the curriculum; for example, whether the purpose of the assessment is to
monitor the achievement of curriculum objectives at the national, sub-national (e.g.,
regions), school, or classroom level. The framework should provide guidelines on
how to correctly interpret assessment results in terms of the curriculum and use them
to improve learning.



52 M. J. Ramirez and G. A. Valverde

The design of the assessment should be based on the current curriculum. Test
specifications describe and justify the objectives, competencies, content, or capabil-
ities (as appropriate) to be assessed; test format (e.g., paper-and-pencil or computer-
based) and type of items (e.g., multiple-choice or open-ended questions); situations or
contexts in which students need to demonstrate what they have learned (e.g., abstract
or applied mathematics problems); cognitive complexity of tasks to be performed;
times to complete test booklets; and so on. Test specifications usually include double-
entry tables indicating the number and type of items to be included in each test, clas-
sified according to different categories; for example, a table with axes of contents and
skills to be evaluated in mathematics, with the number of items to be included in each
cell (crossing contents and skills). The distribution of items in different categories is
an indication of the importance assigned to each one in the assessment (weights). In
LAC, validity evidence usually focuses on test specifications. Often, this is the only
type of documentation available on instrument design.

Indeed, the purposes of assessments are often described in very general terms
in LAC, without specifying the type of interpretations they are designed to make
possible or their appropriate uses. Specifying the purposes of the assessments is
more difficult in the context of curricula that are not written with the express purpose
of being measured (see chapter by Valverde and Ramirez in this book).

Performance levels should inform the development of test items. This is funda-
mental for measuring each level well, with items that point to the competencies,
curricular content, or capabilities that characterize them. Guidance for item devel-
opment can come from either preliminary or definitive descriptions of performance
levels. Preliminary descriptions can be used when there is no empirical evidence of
student performance yet (i.e., before the tests are administered). Definitive descrip-
tions can be used after the performance levels have been developed and adjusted in
relation to the empirical evidence, i.e., to the test results.

In LAC, performance levels are not systematically used to develop new items.
This often occurs because performance levels are not part of the curriculum docu-
ments. They are usually created afterwards, once test results are available. Given that
the performance levels seek to describe what students know and can do in relation to
the curricular objectives, it is desirable that these be developed, at least in a prelim-
inary way, before designing the tests, and used as input for the test specifications.
This typical absence of specification of performance levels in the design of the test
distinguishes assessment programs in LAC from the more sophisticated assessment
programs in the world.

3.4.2 Criterion 2: The Assessment Domain is Operationalized
by Taking into Consideration Actual Student Learning

Test design should take into consideration actual student learning. This ensures that
an assessment can monitor the learning levels of all students, from the most advanced
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to the ones that are lagging behind. Therefore, test specifications and performance
levels must account for the competencies, knowledge, and skills of all, including the
least advanced students. Consequently, items should be developed so that they cover
the full range of students’ abilities.

There is a clear tension between measuring curricular objectives and measuring
what students who are lagging behind really know and can do. Curricular objectives
usually correspond to the most sophisticated and difficult things measured in the
tests. In LAC, what struggling students know and can do is often not measured, as
it is considered too easy, basic, and distant from the curricular objectives. This does
not allow for the visibility of these students, who are precisely those who need more
support to improve their learning. There is a close correlation between learning and
students’ socio-economic background, repeatedly confirmed by research and assess-
ments in LAC. It means, ultimately, that making the most disadvantaged students
invisible is hiding the student populations from the poorest and most vulnerable
families in our societies from the sight of policymakers and the public.

3.4.3 Criterion 3: Test Results Allow Accurate and Unbiased
Monitoring of the Achievement of Curricular Learning
Over Time

Any assessment program must meet minimum technical requirements to ensure
that its results can be interpreted in terms of curricular learning. These technical
requirements relate to test reliability and measurement error, measurement bias, and
year-to-year comparability of test results.

3.4.3.1 Reliability and Measurement Error

Test results should allow for precision (reliability) in monitoring the achievement
of curricular learning over time. To interpret assessment results, one needs to know
the accuracy of the assessment. Not only that, but it is also of crucial importance to
publish the level of accuracy: assessment methods are probabilistic, and assessment
users need to have information about the probabilities associated with their results.

The minimum acceptable level of accuracy (reliability) will depend on the conse-
quences associated with an assessment. In non- or low-stakes assessments (e.g.,
sample testing for monitoring purposes), it is commonly accepted that they must have
internal Cronbach’s alpha reliability levels = 0.70. In tests with higher stakes (e.g.,
census-based tests reporting at the school level), this indicator must be higher. Simi-
larly, the classification error associated with performance levels may vary depending
on the consequences.

The results report should account for the degree of uncertainty associated with
them by indicating, for example, which score differences are statistically significant.
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This can be done by using colors, asterisks, boldface text, or by grouping cases with
similar results together (e.g., in the same cell of a table, regions with similar results to
the national one can be shown). Another way of indicating the degree of uncertainty
is to report the standard error associated with the scores.

3.4.3.2 Measurement Bias

For tests to measure curricular learning well, it is important that they be free of bias.
This means that every student should have an equal opportunity to demonstrate what
they have learned, so that their gender, geographical, or cultural context are not an
obstacle to demonstrating their knowledge and skills. In more technical terms, it
means that test scores do not contain systematic errors or interactions with specific
group of students.

The bias may manifest itself as a general characteristic of the test or at the level
of specific item. Overall, it may be that the average score of a test better predicts one
criterion (e.g., secondary school grades) for one group of students (e.g., males) than
another (e.g., females). At the item level, differential item functioning analysis (DIF
analysis) is a commonly used technique to identify items that may have some bias.
This analysis is complemented by a qualitative judgment on each item, carried out
by professionals.

Gender bias can occur in items that are contextualized in issues that are more
familiar to males than females, for example, in items about a soccer game. If a
question on a test requires familiarity with soccer rules and if there are differences,
for example, in knowledge between boys and girls on this subject, it will be easier
for the former to answer correctly. However, this does not allow us to infer that boys
attained more of the goals of the curriculum, or that they necessarily have better
reading abilities. The only inference—irrelevant to curriculum policy—is that boys
know more about soccer than girls. National assessments in LAC that do not yet
include this type of bias analysis should consider including them.

3.4.3.3 Comparability

Countries need to monitor trends in learning over time. They must report whether
learning outcomes have improved, got worse, or have been stable between assess-
ments. To do this, it is essential that assessments be comparable, therefore, they must
meet a number of technical requirements: they must measure the same assessment
domain (e.g., reading), in the same student population and with equivalent samples
(e.g., fourth-grade national sample), and test scores must be on the same scale. It is on
this last point where validity evidence is scarce in LAC, and, therefore, comparisons
of some results over time tend to be dubious.

Measuring changes in learning requires that the tests be on the same score scale.
This would be simple to achieve if the exact same tests could be administered in
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different years.® However, this is neither possible nor desirable for two main reasons:
(1) the tests must be modified to be aligned with curricular updates,4 and (2) the test
items must be renewed to replace items released for publication to show what is
being measured and how.

How do you measure change with constantly changing tests? The key is to make
instruments that measure the same assessment domain (e.g., reading), with certain
variations to accommodate curriculum updates. To this end, one part of the test can
be administered in exactly the same way in different years (e.g., by repeating half of
the items in both tests). The other part of the test is new (developing new items for
the other half of the test). This design allows one to include both old and new items
into the tests on the same score scale. This procedure, known as equating, applies
the psychometric model of Item Response Theory (IRT). An important next step for
LAC countries will be to use these types of methodologies to measure changes in
learning.

There are limits to the validity of yearly comparisons between tests. When there
are continuous curricular reforms that affect the fundamental elements of the assessed
curriculum, these changes unavoidably influence test specifications, and the compa-
rability of assessments administered in different years becomes more questionable.
Unfortunately, there are countries in LAC that seem to be dedicated to constant
cycles of curricular reforms without regard to the effect these have on the validity of
inter-annual comparisons (Fig. 3.1).

3.5 Dimension of Curricular Validity of Performance
Levels

To ensure assessment validity, LAC countries need to collect evidence on perfor-
mance levels as measured by these assessments. Table 3.1, the Dimension of Curric-
ular Validity of the Performance Levels, presents four priority criteria for LAC, along
with the relevant validity evidence for each. These criteria are: (4) Performance
levels are aligned with the curriculum, (5) Performance levels are operationalized
with actual student learning in mind, (6) Performance levels describe qualitatively
different stages of learning, and (7) performance levels balance stability and change
within the context of dynamic curriculum policies. Table 3.2 presents a checklist
with more detailed examples of evidence on this dimension.

3 Responding to the principle: “If you want to measure change, do not change the measure.”

4 By curricular updates, we understand adjustments that do not affect the fundamental elements of
the evaluated curriculum. This is, adjustments of content, skills, or competencies to be achieved in
a certain grade or educational cycle. This is usually the case when making updates or curricular
reforms in LAC.
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The United States Federal Assessment Program NAEP (National Assessment of Educational

Progress)

NAEP is an international benchmark for best practice in educational assessment. This is a federal
assessment that is used strictly for the purpose of monitoring learning over time. Since there is no
national curriculum in the United States, NAEP evaluates assessment frameworks that have been
validated and agreed upon by all the states in the nation. These assessment frameworks in detail
describe and justify the assessment domain of each test. Assessment domains range from the
more traditional areas of reading and mathematics to more innovative areas such as economics
and foreign languages. The assessment frameworks remain stable for about 10 years.

The NAEP assessment frameworks are operationalized in the test and item specifications. The
specifications offer the most concrete guidelines for designing tests and writing items. These
guidelines include categories traditionally used in LAC, such as content and skills. They also include
categories that are more innovative, such as level of item complexity (low, medium, or high),
context (e.g., theoretical or applied mathematics), item format (e.g., multiple-choice or open-
ended). These documents are available online and serve as a reference for internal quality control
and external audits. See mathematics example here: https://nagb.gov/naep-

frameworks/mathematics.html

The alignment between tests and assessment frameworks is validated externally. Panels are
formed with technical and political representation, including classroom teachers, school
administrators, and other stakeholders (e.g., parents, civil society representatives), as well as
curriculum and assessment specialists. This participation increases awareness and commitment to
the performance levels, and contributes to their social and face validity.

NAEP uses a wide range of state-of-the-art psychometric analyses. The IRT model is used to put
tests with different items on the same score scale, which allows for the interpretation of score
differences as real differences in student learning. The level of uncertainty associated with the
scores (standard error) is known and reported both in reports intended for the public and in
technical documentation. Bias analyses are performed as part of basic testing procedures.

Fig. 3.1 International example of best practices in alignment. Note Prepared by the authors

3.5.1 Criteria: 4. Performance Levels Are Aligned
with the Curriculum and 5. Performance Levels Are
Operationalized with Actual Student Learning in Mind

There is a growing trend in LAC to report results by performance levels (also called
performance standards, achievement levels, learning levels, or equivalent terms). For
example, countries may report assessment results by citing percentages of students
who have reached the advanced, intermediate, or basic level. Performance levels give
pedagogical meaning to the results, indicating what students at different performance
levels know and can do. This is essential if teachers and other educational stakeholders
are to understand the results of the assessments, value them, and be able to use them
for improvement.
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Performance levels serve a dual purpose. On the one hand, they convey an expecta-
tion of what students are supposed to know and be able to do according to the official
curriculum (criterion-referenced element, with an absolute criterion). Usually, such
descriptions correspond to the curricular expectations of the grade or assessment
cycle. On the other hand, performance levels are meant to describe reality, or what
students actually know and can do. They show the entire distribution of students’
skills and indicate their relative position on the score scale (normative element).

Performance levels should be aligned with both the curriculum and actual student
learning. The descriptions associated with each level of performance should refer
to the competencies, content, or skills specified in the curriculum. The highest level
should correspond to the curricular expectations (key learning, terminal, or minimum
learning requirements for the grade or cycle being assessed), and the lowest level
should reflect what less advanced students can and do. This requires tests that include
items of different levels of difficulty, from the easiest to the most difficult, so that
they can discriminate well not only at the top but also at the bottom of the distribution
of skills.

In LAC, itis common to observe that performance levels are set too high in relation
to the actual learning achieved by students. In some countries, these results show that
up to half of the students do not reach the first cut score associated with the levels.
Results of this type are of limited value in informing educational policy and practice,
and do little to help students who need the most support. The fact that performance
levels are too demanding can be explained by a combination of factors:

(a) Performance levels rely on the curriculum alone,’ without considering the
actual learning of the students.

(b) There is a distorted view of what students actually know and can do.

(c) There is political pressure to align national performance levels with those of
international assessments to make the national education look more rigorous.

(d) There is apprehension that once a lower level of performance is defined, it
would be interpreted as a sufficient minimum level.

(e) The cut scores associated with performance levels are set in relative terms,
based on the percentiles of the skill distribution (e.g., 50th, 75th, and 90th
percentiles), without covering the lower percentiles.

5In LAC countries, curricula are frequently written without reference to the evidence showing
what is actually taught and learned in classrooms. Consequently, these curricula often have learning
objectives that could hardly be attained by large percentages of the student population. This presents
an additional challenge to design assessments with performance levels that provide useful informa-
tion about students who do not meet curricular expectations. It is also common that in the design of
the curriculum, there is no collaboration among experts in educational measurement, and curricular
experts. In such cases, the curriculum is not designed to be measurable. Therefore, it is often difficult
to operationalize the curriculum with acceptable levels of validity for assessment purposes.
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3.5.2 Criterion 6: Performance Levels Describe Qualitatively
Different Stages of Learning

Performance levels must account for qualitatively different stages of student learning.
Any rigorous classification requires clearly defined exclusive categories, and this also
applies to performance levels. The competencies or skills described in one level of
performance must be clearly distinct from the skills described in the next; and they
must be written in simple, non-technical language, understandable to the widest
possible audience. That is, the same skills should not be paraphrased differently at
different levels. To achieve this, it is necessary to define a relatively small number
of levels. There also needs to be sufficient distance between them on the scale of
scores.

Adding more performance levels has important implications for test design, inter-
pretation, and use of results. The more performance levels, the greater the demand
for items to measure each level with the necessary accuracy, and the greater the
risk of classification errors. In countries with accountability policies, classification
errors have more serious repercussions than in countries that do not have such poli-
cies. Thus, if assessment results are used for accountability purposes, countries need
to make sure the level of accuracy in such assessment is sufficiently high. That is,
educational authorities need to be absolutely certain that a school is correctly clas-
sified as “unsatisfactory” or “underperforming,” if this would affect its funding and
reputation.

It is important to distinguish students who reach the lowest cut score associated
with performance levels from those who do not. Based on the test results, it can be
inferred that the students who do achieve the lowest performance level have acquired
the competencies associated with the first cut score. In contrast, it can be inferred
that students who do not reach the lowest cut score do not have such skills.

In LAC, the distinction is not always made between students who reach the lowest
cut score and those who do not. Both groups are reported to be at a single performance
level, as if they all had the skills associated with the first cut score. To differentiate
between the two groups, it is important to introduce a default performance level that
is applied to students who do not reach the first cut score and therefore do not have
the skills associated with it.

3.5.3 Criterion 7: Performance Levels Balance Stability
and Change in the Context of a Dynamic Curriculum
Policy

Performance levels must balance stability and change to monitor curricular learning
over time. Stability is necessary to make learning comparisons using the same bench-
mark. Change is necessary to conform to the curricular updates. In other words,
performance levels need to resolve the tension of (a) being invariant to ensure that



3 How to Ensure the Validity of National Learning Assessments? ... 59

United States Federal Assessment Program NAEP (National Assessment of Educational

Progress)

- Reports results in four performance, or “Achievement Levels”: NAEP Advanced, NAEP
Proficient, NAEP Basic, and Below Basic. To do this, it sets three cut scores. Students at
the “Below Basic” level are those who did not reach the lower cut point on the score
scale.

- The cut scores associated with performance levels are set so that they have a gap of
approximately one standard deviation on the score scale. With a gap this large,
descriptions of what students know and can do are substantively different. It (what?)
also ensures lower classification errors and greater reliability of the results.

- All methods and procedures for reaching final performance levels are published in the
public domain and are rigorously documented. This documentation serves as the basis
for regular external audits.

- Toresolve the tension between stability and change in performance levels, NAEP uses a
strategy of making assessments that measure two types of performance levels:

o Main NAEP measures performance levels that are updated according to the
latest curriculum changes. It is used to report changes in learning in the short
term (e.g., from one evaluation to the next).

o NAEP Long-Term Trends Assessment measures invariant performance levels that
remain intact over time. It is used to measure changes in learning in the long
term (e.g., over a 20-year period).

Assessment in the province of Ontario, Canada (Ontario Provincial Assessment Program)

- Reports results at four performance levels, numbered 1 through 4. The additional fifth
level applies to students who do not reach Level 1. This is a level that is defined by default
and is described in the following way: "The student does not show enough evidence of
the mastery of curriculum expectations to be categorized to Level 1".

- Level 1 describes what students with weaker learning performance know and are able to
do. It corresponds to the minimum level of observed skills or learning achieved. The cut
scores have been set in such a way that only around 2% of students do not reach the cut
score separating Level 1 from Level 2.

Fig. 3.2 International examples of best practices for reporting results by performance levels. Note
Prepared by the authors

results are comparable over time, and (b) being aligned with a curriculum that is
regularly updated. In the context of a dynamic curriculum, more and more countries
in the region will need to resolve this tension. Figure 3.2 shows an example of how
to do this.

3.6 Dimension of Consequential Validity of the Assessments

The current state of development of assessments in LAC brings to the forefront the
following criteria for collecting and assessing evidence of the consequential validity
or impact of assessments: (8) assessment results are effectively communicated; (9)
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there are formal mechanisms to support the use of assessments to improve learning;
and (10) there are formal mechanisms to monitor the consequences of assessments
for the education system. Table 3.1, Dimension of Consequential Validity or Impact
of the Assessments, explains the validity criteria and sources of evidence. Table 3.2
presents a checklist with examples of impact validation requirements.

3.6.1 Criteria: 8. Assessment Results Are Effectively
Communicated, and 9. There Are Formal Mechanisms
to Support the Use of Assessments to Improve Learning

Countries implement national learning assessments in order to monitor learning and
encourage improvement. The theory of action is that assessment results together
with any associated information will be effectively communicated to different stake-
holders (e.g., parents, teachers, principals, politicians), who will use them system-
atically to make better decisions. Such evidence-based decisions will have positive
impact on educational policy and practice. That is, they will contribute to improving
classroom teaching practices and student learning.

However, in LAC, it is common to hear that assessments have not produced the
expected impact. Critics point out that a lot of data are produced, but are not useful
information for decision-making; that there is a lack of an assessment culture that
allows for the systematic use of such assessments; and that teachers do not use assess-
ment information to make pedagogical decisions. The most critical, argue that the
assessments are affecting education negatively by narrowing the notion of educa-
tional quality, stigmatizing schools, encouraging competition instead of cooperation
between schools, making students drop out, narrowing the curriculum, stressing
teachers, and so on (Falabella, 2014; Ministry of Education [MINEDUC], 2015).
These effects would be more pronounced in the context of accountability policies,
for example, when incentives are published and associated with school performance.
Responding to these criticisms requires evidence of impact.

Communication of results is a major source of evidence to validate the impact
of assessments. For these to have a positive impact, their results must be effectively
communicated. That is, educational stakeholders (e.g., parents, teachers, ministry
officials) need to have access to such information, understand it and value it positively,
and use it effectively. There are very few studies that investigate the communication
strategy of assessments in LAC (see Taut et al. (2009), and Sempé and Andrade
(2017)).

The existence of formal mechanisms for using assessment results is another source
of validity evidence. Examples of such mechanisms include policy guidelines that
promote the use of assessment results to inform school improvement plans, monitor
overall school performance, or provide feedback to teacher training programs. The
effective use of assessments requires these formal mechanisms, usually absent in
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LAC. Assessment programs should be responsible for promoting the use of the
information they generate to improve the quality of education.

3.6.2 Criterion 10: There Are Formal Mechanisms
to Monitor the Impact of Assessments on the Education
System

It is key to systematically and regularly collect evidence on the consequences or
impact of assessments on the education system. Such evidence should cover both
positive and negative, expected and unexpected consequences. It will serve to either
confirm the theory of action that guides assessments, or to modify it. The evidence
will also be used to respond to the main criticisms against assessments. As long
as there is evidence of impact, it will be possible to justify (or modify) the use of
assessments for decision-making; such evidence is essential for providing the system
with credibility.

At the global level, the evidence on the consequences of assessments is mixed.
On the more positive side, the report by Mourshed et al. (2010) concludes that
education systems that improve the most over time implement rigorous learning
assessment policies. These assessments allow educational systems to systematically
monitor learning and use results as feedback. These policies are especially relevant
for countries where the quality of education is relatively low. On the other hand, there
is abundant evidence of the negative impact that high stakes national assessments can
have on the education system, including curricular narrowing, student and teacher
stress, and even increased marginalization of vulnerable populations (Kearns, 2011;
Knoester & Wayne, 2017; Segool et al., 2013).

The global evidence regarding the impact of accountability policies is also varied.
These policies cover everything from the publication of school results in ranked
order (league tables) to the distribution of monetary incentives to schools. In some
developing countries, these policies have had a positive impact on student learning,
contributed to lowering student drop-out rates, and allowed better control and super-
vision for education stakeholders (including parents), thus reducing corruption.
However, the evidence also suggests that in other developing countries, the policies
of accountability have not had the expected impact (Bruns et al., 2011).

In LAC, there are few formal mechanisms in place to collect evidence on the
impact of assessments on the school system. Rather, there are isolated studies on this
subject; studies that are usually financed through external funds, independent of the
assessment programs.

Evidence on the impact of assessments on the education system in LAC countries
is scarce but growing. The most optimistic report states that simply communicating
assessment results has positive effects on student learning (de Hoyos et al., 2017).
However, the evidence is usually indicative of much more moderate impact, if any.
In Chile, the accountability policies have not shown the expected impact either on
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improving educational policies and practices in schools (Elacqua et al., 2015), or on
parents’ decisions (Mizala & Urquiola, 2007) (Fig. 3.3).

3.7 Conclusions

Assessments in LAC have matured enough and have gained enough influence on the
education systems and the society at large to warrant a call for validity evidence. This
type of evidence is produced and used to prove that assessments effectively measure
the curriculum, their results can be interpreted as performance levels, and assessments
have a positive impact on the education system in general, and on student learning
in particular. This evidence is necessary to give assessments political credibility and
viability, and to improve their technical characteristics. It is also key for avoiding the
negative costs associated with the misuse of assessment results.

This chapter presents three priority dimensions or sources of validity evidence for
LAC: (1) evidence regarding the alignment of tests with the official curriculum, (2)
evidence regarding the curricular validity of performance levels used to report the
assessment results, and (3) evidence of consequential validity, or impact of assess-
ments on the improvement of the education system in general, and of learning in
particular. For each of these dimensions, it provides criteria and examples of evidence
needed to validate the assessments.

The evidence of validation for these three dimensions in LAC is sporadic. It
is in the dimension of alignment with the curriculum where the greatest amount of
evidence of validation is found. There are two main challenges in this dimension. The
first is that LAC countries express considerable reluctance to develop a measurable
curriculum. Therefore, curricular objectives are usually formulated in very general
terms, without specifying their level of difficulty or complexity. This is in contrast to
practice in more technically advanced countries and education systems, where there
are close professional and institutional links in curriculum and assessment design
that set curricular goals in measurable terms from the outset. One reason for the
high quality of assessments in the province of Ontario, Canada, is that they have a
curriculum designed to be feasibly measurable. The second challenge is that curricula
are constantly changing, either through reforms or updates, which makes it difficult
to monitor learning achievement over time.

In the dimension of curricular validity of performance levels, countries must
resolve technical—political tensions in order to measure the achievement of curricular
learning. How many levels should be set? How demanding should these levels be?
Where should these levels be set on the scale of scores?

Another tension that countries need to solve arises from the United Nations’
Sustainable Development Goals. Goal 4 of “Ensuring inclusive, equitable and quality
education and promote lifelong learning opportunities for all” will be measured in
part by indicator 4.1.1, “Proportion of children and young people (a) in second or
third grade, (b) at the end of primary school and (c) at the end of lower secondary
school achieving at least a minimum proficiency level in reading and mathematics, by
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The United States Federal Assessment Program NAEP (National Assessment of Educational
Progress)

NAEP has written communication policies that identify responsibilities for reporting and

disseminating results. NAEP strategic communication plans identify principles and priorities for
disseminating assessment results. These plans are developed by the NAEP's Reporting and
Dissemination Committee from the National Assessment Governing Board (NAGB) and are
available online. The NAEP Validity Studies Panel reviews aspects of validity and uses of NAEP
publications. It also funds external studies to collect evidence on this aspect of validity. NAEP has a
validity study schedule that covers evaluating the consequences of the reporting of results.

U.S. State Assessment Programs

There is a great deal of research in the United States on the impact of assessments on teaching
practices and student learning. These investigations are made possible by the existence of public
and private funds that prioritize funding for impact validity studies. Thus, for example, a study of
the impact of state assessments found that when performance levels had more positive names
(labels), students were more likely to decide to continue their education at the post-secondary
level (Papay, Murnane, & Willett, 2016). In New York, a study of the impact that the new
statewide fourth grade assessments had on teacher turnover found that there was fewer
turnovers both in this grade after their introduction and in relation to other grades not assessed
(Boyd, Lankford, Loeb, & Wyckoff, 2008). In Texas, a study of the impact of statewide assessment
found that the policies of accountability had more positive impact in schools with low average
levels of achievement in mathematics, where it was observed that students took more
mathematics courses and achieved higher levels of performance over time. Surprisingly, the
impact was reversed in schools with higher average levels of performance (Deming, Cohodes,
Jennings, & Jencks, 2016).

Ontario Provincial Assessment Program

The EQAO (Education Quality and Accountability Office), an organization in charge of assessments,
regularly collects evidence on how its assessments are used and what impact they have on the
education system. It implements the following activities:

- Internal reviews (e.g., through forums) to gather information about tests and how they are
conducted in schools; the relevance of reports to educational accountability and improvement;
and the impact of testing on teacher training. These forums are conducted jointly by the
Assessment Advisory Committee and more than 20 organized community interest groups
representing public and private school principals, supervisory agents, teachers, boards of
education and trustees, parents, and students.

- Regular external audits that cover the overall assessment process, including its impact on
the education system. To this end, consultations are held with stakeholders and the general
public. The external audit report is made available for public comment.

As a result of internal and external reviews, the EQAO makes commitments to action to improve
assessments.

Fig. 3.3 International best practices of consequential validity of assessments. Note Prepared by the
authors
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gender.” When defining performance levels for their national assessments, countries
should take into consideration the minimum proficiency level determined interna-
tionally by the global teams defining standards for reporting on SDG indicator 4.1.1.
However, they should do this without compromising the alignment of performance
levels with their own national curriculum.

The effective use of assessments requires creating an assessment culture where
education stakeholders can access, understand, value, and use assessments for
improvement. Forming this assessment culture is a pending challenge in LAC. The
centrality of this point contrasts with the marginal budget that many countries allo-
cate to the communication of results and general information on assessments. It
also contrasts with the lack of opportunities (e.g., workshops, courses) for teachers,
managers, or ministry officials to reflect on the obtained results and possible ways
to improve them in the future.

Another important step is to move forward in consolidating an agenda for vali-
dating the consequences of the assessments. Collecting this type of evidence is not
part of the countries’ working agenda. This puts the credibility of the assessments at
risk and has important associated costs, such as the costs of decisions based on erro-
neous assumptions. One example would be assuming that teachers will use results
published in the reports to improve their teaching practices, when in fact the reports do
not reach their audience and, when they do, teachers do not understand them. Alter-
natively, an assumption that teachers will improve their teaching practices when the
results show that most of their students are clustered at the lowest performance level
is a weak one. Without information on the students who are showing least progress,
it is implausible that there will be improvements in the pedagogical practices of
teachers and in the learning of these students.

A challenge for Latin American countries is to resolve the tensions inherent in
meeting different validation criteria. For example, there exists a conflict between
evaluating curricular objectives and assessing what all students know and can do,
including those who lag behind; or between reporting invariant performance levels
and adjusting the levels according to curricular updates.

It is important for countries to prioritize validity dimensions and criteria,
depending on the degree of maturity of their assessments and the local context. For
the countries that are currently introducing assessments to their education systems,
the dimension of assessment alignment with the curriculum would be a priority
with the minimal goal of producing technical documentation on test specifications.
In countries that are starting to report results by performance levels, the priority
should be for these reports to describe what students know and can do with regards
to curricular objectives and actual student learning. Countries that have already put
their assessments in place should focus on evidence of validity regarding the effective
communication and impact of the assessments.

The cost of validating the assessments is lower than the cost of not validating them
at all. Expenses associated with conducting an external audit, for example, may seem
considerable compared to the annual budget of an assessment program. However,
this cost is unlikely to exceed 5% of the annual budget, and its benefits may go far
beyond one assessment cycle. The cost of not having evidence of validity, however,
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can be much higher; for example, negative misinterpretation of the results by the
press can lead to a political crisis and even force educational officials to resign.

The dimensions and validity criteria presented in this chapter can be used for
different purposes:

— To carry out an internal review of the methods and procedures used. Assessment
program teams can use them to define technical standards to be met and to define
their internal work routines for test validation.

— Todefine a validity study agenda. For example, it could be decided that in a current
year, a validity study will address the alignment of the tests with the curriculum,
and that in the following year it will focus on the impact of the assessments on
teaching practices.

— To provide technical assistance in assessment to countries. There is strong interest
from the international community to strengthen learning assessment programs in
the countries of the region. The validation criteria presented here may be useful
in identifying weaknesses and technical assistance needs (for example, to review
the evidence regarding effective communication of assessments).

— To guide external audits. Assessment programs should not only receive internal
evaluations of their procedures and results; they must also go through external
review. Claiming that a student, school, or education system has reached a certain
level of performance is a statement that should be auditable. That is, it must be
independently verifiable, in order to justify the decisions made on the basis of
these results. Conducting external audits is a regular practice at NAEP (the USA)
and the Provincial Assessment Program (Ontario, Canada). In LAC, there are
several notable but still scarce examples of this type of practice (see the chapter
by Valverde and Ramirez in the present volume).

In LAC, validation reviews, where they exist, tend to be internal and more process-
focused—that is, the assessment programs themselves collect or judge evidence of
validity. Being more focused on processes, they are not conducive to creating a culture
of external audits of their products. It is assumed that if the process was carried out
as planned (implementation fidelity), the product will be adequate as well. Countries
would benefit from establishing a regular external audit policy that is transparent
to citizens, including better documentation of the processes used and assessment
instruments produced. These audits should be seen as an opportunity to improve the
assessments.

The degree of maturity of assessments in LAC and of the level of influence they
have gained in the public sphere requires evidence of validity: evidence to support the
claim that the assessments are fulfilling their purpose of monitoring the achievement
of curricular objectives and encouraging improvement. The dimensions and criteria
proposed here seek to support countries in their systematic search for such evidence.
Following these criteria is expected to give greater credibility, as well as political
and technical feasibility to the assessments, in the interest of a better education for
all.
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