
Chapter 2
Is Validation a Luxury
or an Indispensable Asset
for Educational Assessment Systems?

Sandy Taut and Siugmin Lay

2.1 The Modern Definition of Validity and Validation

Most Latin American education systems have developed assessment programs, and
their results constitute a significant reference for discussion on education in each
country. These programs range from standardized national and international student
assessment systems to teacher evaluation programs and university entrance exams.
All these types of evaluations are included in the book you hold in your hands.
The information that these assessments produce is expected to be used to inform
different types of decisions by different stakeholders. For example, a standardized
student assessment system can serve, in a first case, to monitor student competencies
at different levels of the education system or, in a second case, to provide diag-
nostic and comparative information on what students in an institution know and can
do. Consequently, users of assessment information are, in the first case, national,
regional, and local policymakers and legislators, and in the second case, administra-
tors, school leaders, teachers, students, and their families. This book aims to address
a fundamental question in this regard: is the information provided by these tests and
evaluation programs of sufficient quality to make these proposed interpretations and
uses in fact useful and justified?

This question refers to the standards of quality that a test or assessment system
must meet. All contributions to this book refer to the Standards for Educational and
Psychological Testing (American Educational Research Association [AERA] et al.,
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2014,1 hereinafter referred to as “the Standards”), which describe such expectations
for educational (and psychological) testing and assessment systems.

The most central of standards—in fact, the first one—points to the concept of
validity. According to the Standards, validity refers to how much evidence exists to
support particular interpretations of test scores for specific uses of tests. Therefore,
the validity of a test or evaluation system does not exist by itself, but only in relation
to specific interpretations and intended uses. It has been a long time since validity
was understood as a property of the test or evaluation. The statement “this test has
high validity” can no longer be said when we adhere to a modern understanding of
validity and validation, one that is proposed in the Standards and in this book.

For instance, can a school leader interpret the results of an eighth grade standard-
ized mathematics test as diagnostic information about the skills his or her students
have acquired up to eighth grade? Are the test results useful for drawing conclusions
about teacher quality in mathematics in a given classroom? Can the school leader
use the test results to compare his or her school to other schools? These are questions
that relate to the validity of a student assessment system, and for each of the interpre-
tations and uses mentioned previously, validity must be examined systematically. It
is necessary to know how much evidence exists to support these interpretations and
uses, and the extent to which the evidence tells us that these interpretations and uses
are not justified and should, in fact, be avoided.

The process of examining validity and gathering evidence to support (or refute) a
validity argument is called validation (Kane, 2006). Validation begins by explicitly
stating the intended interpretations and uses. As can be seen from the mathematics
test example above, it is not always easy to identify or agree on what are the intended
interpretations and uses of the test scores, and what would be unintended uses in a
given context. An educational assessment systemmust often servemultiple purposes.
It is also common for various stakeholders to have conflicting interests about the
interpretations and uses of the obtained results. However, having clarity about the
overall purposes of the tests and evaluations, the main users, and the interpretations,
uses, as well as intended and unintended consequences (perhaps summarized in the
form of a logic model or theory of action, see Santelices (2021) in this book) is of
great importance as a basis for validation work to be productive.

In the same logic, a detailed description of the construct to bemeasured is needed,
because, as a conceptual framework, it tells uswhat interpretationsmay ormay not be
derived from assessment scores. For example, if we want to assess student achieve-
ment in a given area, then we must conceptually define what achievement means and
implies in this context, so that the assessment really focuses on important aspects of
this construct. In this case, one way to conceptually define achievement is through
the curricular system that establishes learning objectives and competencies by educa-
tional level. If the assessment measures content or competencies not included in the
curriculum, then the assessment result could no longer be interpreted as an indicator
of student achievement in that particular area.

1 The 2018 version of the Standards corresponds to the Spanish translation of the 2014 Standards
edition; thus, it does not refer to a new version of the Standards.
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Therefore, the validation process should explain the propositions that must be
met in order for test scores to be interpreted as intended. Each interpretation for a
specific use must be supported by evidence. Because testing and assessment systems
have dynamic contexts and undergo frequent changes and/or adaptations, validation
should be an ongoing process in which evidence is regularly collected in order to
re-examine and strengthen a line of argument about the validity of each interpretation
or use.

Different sources of evidence are necessary and appropriate to generate and
contrast a validity argument. According to the Standards, these include: (1) evidence
based on test content, (2) evidence based on response processes, (3) evidence based
on internal structure, (4) evidence based on relations to other variables, and (5)
evidence based on test consequences. Each one of these sources of evidence will be
explained in greater detail later in this chapter. Although each of these sources of
evidence contributes separately to examining the propositions that underlie certain
interpretations of the test, these do not constitute different types of validity, since
validity is now understood as a unitary concept.

The final, and the most challenging step in validation is to integrate the different
sources of evidence into a coherent argument about the validity of a given inter-
pretation and use of the test or assessment results. For example, one might want to
validate the use of scores in a math test to compare the math skills of students from
different schools in an education system. For this use, we could collect evidence that
the test content is reflecting the curriculum implemented in the schools; examine
that the test’s internal structure shows the different sub-domains of mathematical
competence; ensure—through studies of response processes—that students under-
stand the test items in the intended way; examine relations to other relevant variables
(e.g., grades in mathematics, at school level); and implement studies on the intended
and unintended consequences of testing on students, teachers, and schools. Then,
we would have to integrate the evidence and reach a conclusion about the possibility
of interpreting these math test scores as a basis for making comparisons between
schools.

While this book’s focus is on validity as the central aspect of ensuring a useful
and effective testing and assessment system that fulfills its purposes, the Standards
indicate that reliability/precision and fairness are additional, important aspects of
quality. On the one hand, reliability/precision refers to the consistency of the score
between different applications, forms, or parts of the test, and is typically reported
as a reliability index and a standard error of measurement. Reliability/precision is a
necessary, but not sufficient, condition for validity. That is, even when test scores are
highly consistent, this does not imply that the instrument is able to diagnose, predict,
or promote appropriate decisions.

Fairness, on the other hand, points to the ethical obligation to give all examinees
or test takers equal access to demonstrate their ability in the test without obstacles.
Fairness also impacts on validity and reliability/precision, particularly when the test
is biased towards certain subgroups, i.e., when—despite having the same level of the
attribute to bemeasured—a specific subgroup obtains a lower score in the assessment
than the rest of those being tested.
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We will now briefly describe the history of the concept of validity in order to
explain how it became a unitary concept, how it evolved into an approach about
interpretations and intended uses, and how it became an argument-based approach.

2.2 The History of Validity

2.2.1 Early Definitions of Validity

Until the early 1920s, there were no major questions regarding the quality of the
measurements used in research and their relationship to the constructs to bemeasured.
This issue was only addressed in the course of the measurement industry boom for
selection purposes inWorldWar I. In order to achieve a consensus on the procedures
and terms used in measurement, back then validity was defined as the degree to
which a test or assessment measures what it claims to measure (Ruch, 1924). This
corresponds to the classical definition of validity, and at that time referred to the
measurement itself and not to the interpretation of the results or the use of the test.

Based on this definition, two different approaches were developed in order to
establish proof of validity about a test. On the one hand, a logical analysis of test
content by experts could indicate whether the evaluation was measuring what it
claimed to measure. On the other hand, the correlation between the test and what
it was intended to measure was a method that could provide empirical evidence
of validity. The development of these different approaches to establish test validity
prompted the definition of validity to evolve, and various types or aspects of it began
to be differentiated. For instance, Cronbach (1949) differentiated between logical
and empirical validity, while the APA in its first Standards (American Psychological
Association, 1952; American Psychological Association et al., 1954) went further
and distinguished four types of validity: predictive, concurrent, content, and construct
validity. These four types of validity also implied different types of analyses to
provide relevant evidence.

Predictive validity was to be established by correlating test results with a variable
allegedly predicted by the measured construct, assessed some time later. Concurrent
validity was to be established by evaluating the relationship between the results of a
test and a variable measuring the same construct, at the same point in time. Content
validity was to be established when the test was considered a sample of the universe
that operationally defines the variable to be measured (e.g., evaluating writing speed
through a writing exercise). Finally, construct validity was to be established when
performance on the test was presumed to rest upon a hypothetical attribute or quality.
That is, unlike content validity, this attribute would not be defined operationally but
theoretically. Therefore, in construct validity, the interpretation of what is measured
becomes relevant. In this case, no particular type of analysis existed by default,
but theory-driven predictions had to be generated and tested, since neither logical
analysis nor empirical evidence was sufficient.
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Later, in the second and third editions of the Standards (APA et al., 1966,
1974), content and construct validitywere preserved, while predictive and concurrent
validity were brought together under a single category: criterion-related validity.

In sum, validity initially did not refer to the interpretation of results or the use
of the test, but to the measurement instrument itself. Additionally, four types of
validity were differentiated: predictive, concurrent, content, and construct validity
(or three, when considering predictive and concurrent validity as part of criterion-
related validity). However, these different aspects or approaches to validity were
paving the path for alternative conceptions of validity.

2.2.2 Messick’s Unified Construct of Validity

Messick (1989, 1994) criticized this traditional viewonvalidity, considering it incom-
plete and fragmented, while making considerable contributions to the theory of
validity. First, Messick indicates that validity no longer refers to a property of the
test regarding whether or not it measures what it claims to measure, but validation is
a scientific process that must focus on the meaning or interpretation of test scores.
This change of focus is based on the fact that test scores do not exclusively depend
on the questions and items in the test, but also on the examinees and the context.
Thus, what needs to be valid is the scores’ meaning or interpretation, as well as any
practical implications that arise from the test (Messick, 1995).

Moreover, Messick recognizes that the study of validity not only plays a scientific
role in measurement, but it has a social value and plays a political role too, by
impacting on judgments and decisions outside the measurement realm. Because of
this, validity must take into consideration not only the scores’ meaning as a basis
for action, but also the social consequences of the use of the test. In other words,
Messick integrates an ethical component into validity.

Another contribution of Messick is to conceive validity as a unitary concept of
construct validity. The author identifies two main threats to the valid interpreta-
tion of test scores: factors irrelevant to the construct and under-representation of
the construct. Through the unitary concept of construct validity, Messick integrates
logical analysis and empirical evidence into the validation process. Therefore, for
this author, validity is no longer the result of a single analytical or empirical study,
and he calls for as much analysis and evidence as possible to be gathered before
establishing a validity claim. As can be seen, he no longer refers to types of validity,
but to types of evidence that support validity.

Therefore, according to Messick, the types of evidence must be combined, and
finally, based on the evidence gathered, a judgment must be made as to whether or
not the test scores can be interpreted as intended and whether the test can be used
for the purposes for which it was intended. Messick’s unified concept of validity
considers the aspects of criterion, content, and consequences within a construct
validity framework. Therefore, construct validity is the validity of the test that looks
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into the meaning of the score and the consequences of test use. Messick’s contribu-
tions to validity have been fundamental, and they strongly set the foundations for the
fifth edition of the Standards (AERA et al., 1999) and inspired Kane’s more recent
contributions (2015, 2016).

2.2.3 Cronbach’s Notion of Validation

Cronbach, like Messick, emphasized the importance of constructs in validation.
Together with Meehl, he pointed out that a construct is defined by a nomological
network that would relate this construct to other constructs as well as to observable
measures (Cronbach & Meehl, 1955). These expected relationships make construct
validation possible. If in a validation study, those expected interrelationships are not
found, then therewould be a flaw in the posited interpretation of the test score or in the
nomological network. In the first case, construct validity would not be supported by
the evidence; in the second, the nomological network would have to be modified, and
therefore, the construct would change. In this sense, the theory behind the construct is
central, since it establishes the relationships between the different constructs, guiding
the hypotheses that will be tested in the construct validation studies.

In the same vein, Cronbach (1989) advocated a strong validation program. He
described a weak program as one in which the researcher does not define a construct
to lead the research, but rather the investigation aims to obtain some result without
having a clear course. Whereas a strong validation program has the construct at
its core, from which construct hypotheses are derived, and different types of rele-
vant evidence are gathered to test them. In other words, establishing a construct in
the strong validation program allows a more focused validation, while in the weak
program this focus is lost.According toCronbach, a strongprogramwithwell-defined
constructs must be at the core of validation.

Finally, Cronbach (1989) also indicates that there is an obligation to review the
appropriateness of a test’s consequences and prevent them from being adverse.
However, unlike Messick, Cronbach does not make any statements as to whether
or not the consequences should be included in the validation process itself.

2.2.4 Kane’s Contribution on Validity Arguments

Kane complements Cronbach’s andMessick’s contributions. While Messick empha-
sized the importance of making a general judgment of validity based on different
types of evidence, Kane developed in more detail how such a judgment can be
constructed and tested.

Kane (1992) stated that the interpretationof the scores and theuseof the test always
involve reasoning based on interpretive and use arguments. This reasoning describes
the propositions that lead from the test score—the premise—to the interpretations
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and decisions based on that score—the conclusions. Hence, for Kane, the validation
process consists of two steps: (1) all propositions at the basis of the test scores’
interpretations and usesmust be converted into an explicit argument for interpretation
and use, and (2) the plausibility of these propositions must be critically assessed in a
validity argument. This way, propositions will lead the search for adequate methods
and evidence that will allow to support or reject any given interpretation and use of
the test (Kane, 2015, 2016).

In summary, Kane emphasizes the importance of propositions at the base of inter-
preting and using test scores, and elaborates the validation process as an argumenta-
tion exercise. Kane’s contribution has been incorporated into themost recent editions
of the Standards (AERA et al., 1999, 2014).

2.2.5 Are Consequences of Testing Part of Test Validation?

Several scholars have highlighted the importance of evaluating measurement conse-
quences in validation processes, in particular, those unintended consequences that
are generated as a result of the assessment (Kane, 2013; Lane & Stone, 2002; Lane
et al., 1998; Linn, 1997;Messick, 1989, 1995; Shepard, 1997). This issue is especially
relevant in high-stakes contexts, since research has shown that several undesirable
processes often occur in these systems that distort the results, for instance, the exces-
sive preparation on the test content that can lead to a narrowing of the curriculum
(Brennan, 2006; Kulik et al., 1984; Shepard, 2002). As Kane (2006) points out,
high-stakes assessment programs must be considered as educational interventions
that require thorough evaluation, like any other educational program or major reform
attempt (see also Zumbo, 2009).

Lane and her colleagues (1998) argue that it is essential to include both intended
andunintended consequences of educational assessments as part of validation studies.
The authors argue that these studies should consider the perspectives of all possible
stakeholders in the assessment, from the community and policy makers, to students
and their families (Linn, 1997). Moreover, this evaluation of the effects should also
be conducted at various levels of analysis: at a program level, at a school district
level, and at school and classroom levels (Lane & Stone, 2002).

However, there is controversy on this issue, as other researchers have argued that
while the consequences of assessments are important to consider, they should not be
part of the validity concept (Borsboom et al., 2004; Cizek, 2012;Maguire et al., 1994;
Popham, 1997; Wiley, 1991). For instance, Popham (1997) states that validity must
take into account the accuracy of inferences that are made based on test scores, i.e.,
validity refers to themeaning of the scores. The consequenceswould be a step beyond
inferences. Therefore, while examining the consequences is relevant, it should not
be part of the validation process. Furthermore, Cizek (2012) states that scientific and
ethical arguments are logically incompatible, and therefore, validity must refer to the
inferences of the test scores, while the use—and therefore the consequences—would
only be part of the justification for the use of the test. In other words, validity would
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not depend on the use of the test. In this sense, these authors choose to leave the
analysis of a test’s consequences out of the validation process.

However, the Standards clearly position themselves in favor of including the
consequences in the validation. In the following section, the Standards’ recommen-
dations are described in more detail since they represent a key reference in the
educational measurement context.

2.3 The Standards for Educational and Psychological
Testing

According to the most recent edition of the Standards, validity refers to “the degree
to which evidence and theory support interpretations of test scores for proposed
uses of tests” (AERA et al., 2014, p. 11). The first standard of validity expresses
in the following way what is—in general—expected as the basis for any validation
exercise: “Clear articulation of each intended test score interpretation for a specified
use should be set forth, and appropriate validity evidence in support of each intended
interpretation should be provided” (Standard 1.0; AERA et al., 2014, p. 23).

First, the Standards describe how the proposed interpretations and uses must be
articulated. These should not only be clearly described, but also the population for
which the test is intended must be defined, along with explicitly stating unforeseen
interpretations, and/or interpretations that have not been sufficiently supported by
evidence. If, following the interpretation and use of test scores, specific effects or
benefits are expected, these should be supported by relevant evidence. This also
applies to indirect benefits that are expected as a result of the assessment system in
question. The degree to which the preparation for the test would change, or would
have no effect, on the test result must also be explained. Finally, the samples and
contexts in which validity studies are implemented must be described in sufficient
detail to judge their quality and relevance.

In addition, the multiple interpretations and uses of the test must be validated
independently of each other. In principle, it seems difficult for an assessment to have
multiple purposes and uses, but in practice this is not unusual. Nonetheless, each of
them must be supported by sufficient evidence of validity to be justified.

Then, the Standards distinguish between different types of evidence of validity that
can be collected and that will bemore or less relevant depending on the interpretation
and use that we want to give to the test results. Each type of evidence is described
below in more detail.
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2.3.1 Evidence Based on Test Content

When the rationale for test score interpretation for a given use rests in part on the appro-
priateness of test content, the procedures followed in specifying and generating test content
should be described and justified with reference to the intended population to be tested and
the construct the test is intended to measure or the domain it is intended to represent. If
the definition of the content sampled incorporates criteria such as importance, frequency, or
criticality, these criteria should also be clearly explained and justified (Standard 1.11; AERA
et al., 2014, p. 26).

The test content consists of the topics, wording, and format of the test items,
tasks, and questions. Content-based evidence refers to the consistency between the
test content and the content domain or the construct being measured. This type of
evidence also analyzes whether the content domain is relevant to the interpretation
we want to give to the test scores. This highlights the importance of the content
domain specification, since it describes and classifies the content areas and types of
items to be used. A test may fail to capture some important aspect of the construct
to be measured, thus the construct would be underrepresented. For example, a test
that aims to measure reading comprehension should consider a variety of texts and
reading materials, in order to cover reading comprehension of all possible types
of texts (e.g., essays, news, etc.). At the same time, test results could be affected
by sources of variance irrelevant to the construct to be measured, as would be the
case if the test had very long reading texts that required the examinees to have a
great capacity to memorize. In this case, we would be evaluating not only reading
comprehension, but also memory.

This type of evidence may involve logical or empirical analyses. The use of expert
judgment can support the search for evidence based on test content, and to assist in
the identification of possible inconsistencies between test content and the content
domain. In the example above, language teachers could judge how representative of
the curricular standards the texts and questions are on a reading comprehension test.

The search for this type of evidence is of utmost importance in situations where
a test that was designed for a given use is to be used for a new purpose, since the
appropriateness of the construct to be measured is related to the inferences that are
made based on test scores. Evidence based on test content is also useful for addressing
score differences between subgroups of examinees, as these may account for sources
of variance that are irrelevant to the content domain. For example, an employment
test that uses more advanced vocabulary than required for the job position may create
an unfair disadvantage for applicants whose first language is not English, accounting
for a source of variance irrelevant to the construct.
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2.3.2 Evidence Based on Response Processes

If the rationale for score interpretation for a given use depends on premises about the psycho-
logical processes or cognitive operations of test takers, then theoretical or empirical evidence
in support of those premises should be provided. When statements about the processes
employed by observers or scorers are part of the argument for validity, similar information
should be provided (Standard 1.12; AERA et al., 2014, p. 26).

Another type of evidence is that which analyzes the consistency between the
construct and the response process of test takers. For instance, in the case of a
reading comprehension test, it is expected that there will indeed be an understanding
of the words used and a global understanding of the texts presented, and not that the
nature of the examinees’ responses reflects a different mental process. To collect this
type of evidence, we can ask a sample of examinees about their response strategies,
examine their response times or eye movements, or look into the relations between
different parts of the test.

Evidence based on response processes can also be used to detect measurement
bias, as it can shed light on differences in the interpretation of scores between
subgroups of respondents. This type of evidence could inform about capacities that
may be influencing subgroups’ performance in different ways.

This evidence can be gathered not only from examinees, but also from reviewers
who can provide useful and relevant information. In the event that the test is scored or
corrected by an external party, we can evaluate the consistency between the scorer’s
correction processes and the criterion to be used according to the construct to be
measured. For example, among raters who correct an essay, we must ensure that
their grading is not influenced by the quality of the examinee’s handwriting, but that
they use the criterion that refers to the construct they must evaluate.

2.3.3 Evidence Based on Internal Structure

If the rationale for a test score interpretation for a given use depends on premises about the
relationships among test items or among parts of the test, evidence concerning the internal
structure of the test should be provided (Standard 1.13; AERA et al., 2014, pp. 26–27).

Evidence based on the internal structure points to the degree of consistency in the
relationship between the test items and the defined components of the construct to be
measured. For instance, if the conceptual framework of the test defines the construct
to be measured as unidimensional, then this must be reflected in item homogeneity.
However, if the construct was multidimensional, the item response pattern should
reflect this. For example, in a science test that assesses knowledge in the natural
sciences, including chemistry, physics, and biology, one would expect chemistry
items to be related to each other more strongly than with physics and biology items.
There are different statistical techniques that allow us to examine and check if one
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or more factors are associated with the items, such as exploratory factor analysis
and confirmatory factor analysis. In the case of the science test, we would expect
that the exploratory factor analysis would account for three factors according to the
sub-dimensions (chemistry, physics, and biology).

2.3.4 Evidence Based on Relations to Other Variables

In many cases, the intended interpretation for a given use implies that the construct should be
related to some other variables, and as a result, analyses of the relationship of test scores to
variables external to the test provide another important source of validity evidence (AERA
et al., 2014, p. 16).

Evidence based on relationships with other variables takes on special relevance
when the intended interpretation for the use of a test assumes a relationship between
the construct and another variable external to the test. This external variable can be
a similar or a different construct to the one intended to be measured, a criterion that
the test should be able to predict, another test that measures the same construct, etc.
For example, one might expect that in a test of critical thinking skills, results would
depend on the intensity of instruction and practice with this type of problems. In
this case, we could obtain evidence based on relationships with other variables by
evaluating the relationship between the test score and indicators about the quality or
frequency of the examinee’s instruction in this type of skill.

We can also analyze the relationship between the result of a test and othermeasure-
ments of the same construct or variables that are similar to the construct to be
measured. In this case, the evidence would be convergent, since the two measure-
ments are expected to be related. For example, the results of a multiple choice test
that assesses knowledge in chemistry should be related to other tests that also assess
knowledge in that discipline, but in a different format, such as tests using open-ended
questions. On the contrary, we could evaluate the relationship between the test score
and other measurements of variables that are theoretically different and should not
be associated with the construct. The evidence in this case would be discriminant,
as we would expect the relationship between the two to be low or non-existent. In
the case of the chemistry test, its results should be less related to the result of tests
in more distant disciplines, such as mathematics or history.

The test–criterion relationship should be evaluated when the test is expected to
predict an attribute operationally different from the test, as in the case of an employ-
ment test to select suitable applicants for a particular position. In this example, it
may be important to gather evidence on whether performance on the test effectively
predicts subsequent performance in that position. This would be a predictive study,
as the test scores are expected to predict the criterion scores obtained later (i.e.,
subsequent performance). In cases where alternative measures are to be developed
to assessments already approved for a given construct, the designed study would be
concurrent, since both tests must be carried out at approximately the same time in
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order to avoid differences that could be explained by the time lag.Whenever the test–
criterion relationship is to be studied, we should report information on the criterion’s
technical quality and appropriateness, since the credibility and usefulness of these
studies depend on this information. In order to gather this type of evidence is central
to establish an appropriate criterion and to measure it by applying high technical
standards.

2.3.5 Evidence Based on Consequences of Testing

Decisions about test use are appropriately informed by validity evidence about intended
test score interpretations for a given use, by evidence evaluating additional claims about
consequences of test use that do not follow directly from test score interpretations, and by
value judgments about unintended positive and negative consequences of test use (AERA
et al., 2014, p. 21).

Test use entails several consequences that may or may not be aligned with the
interpretation and use of the test initially intended by the test developer. First of all,
evidence based on consequences of the test use must analyze whether the effect or
consequence of the assessment is consistent with the intended test interpretation and
use. For example, if it is claimed that a math test can be used by teachers to diagnose
students’ needs for remediation classes regarding specific sub-areas, then evidence
should be presented as to whether the test results actually provided useful diagnostic
information as perceived by teachers.

However, theremay be other anticipated consequences of the use of the test that go
beyond the direct interpretation of the score. It could be expected that a test primarily
used for admission to higher education might indirectly improve teaching quality via
teachers taking responsibility for the learning achievements of their students (i.e.,
accountability). This consequence of the use of the test should then also be validated.

Additionally, there may be unforeseen consequences that may or may not affect
the validity of the interpretation of the results. This would depend on whether or not
these consequences originate from a source of error in the interpretation of the test
score. In the example of the selection test, a subgroup of test takers (e.g., depending
on age) may have a higher pass rate than the rest of test takers, and this would
constitute an unintended consequence. If at the basis of this consequence, it is found
that there are components in the test that negatively impact the score obtained by
this subgroup, and that these are irrelevant to the construct to be measured, this
consequence would invalidate the interpretation and use of the test (e.g., items in
the test related to technology that are not part of the construct to be measured, and
that favor younger test takers because they are more familiar than the rest of the test
takers with this particular topic). However, if at the base of this consequence, we find
in the student population an unequal distribution of the knowledge to be measured
and this knowledge is relevant to the construct to be measured, then this difference
would not invalidate the interpretation of the test results.
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In this regard, it is essential to differentiate between (a) consequences arising
from an error in the interpretation of the test score for an intended use and (b)
consequences arising from another source unrelated to the test itself. The latter may
influence the decision to use or not to use the test, but they do not directly invalidate
the interpretation and use of the test. For instance, another unintended consequence
would be that schools neglect the teaching of some subjects to focus only on those
assessed in the higher education entrance test. This consequence could affect the
decision to continue or not using the test, but it will not invalidate its interpretation
and use.

2.3.6 Validation as Integration of Different Types of Evidence

A sound validity argument integrates various strands of evidence into a coherent account of
the degree to which existing evidence and theory support the intended interpretation of test
scores for specific uses (AERA et al., 2014, p. 21).

In order to determine what types of evidence should be collected to validate an
interpretation of scores for an intended use of a test, it is useful to consider the
propositions that support the intended interpretations and, subsequently, to look for
relevant evidence.

Because multiple propositions can support a given use of a test, it is necessary
to seek evidence for each one of them and integrate all the evidence to validate the
interpretation. For example, we might want to judge the validity of the use of a
science test for determining whether students are prepared to take a more advanced
course in that subject.

A first statement that would support this use of the test is that the test scores
effectively predict student success in the advanced science course. This statement
would be examined with studies that provide evidence of relationships with other
variables, such as the final grade in the advanced course.

But other arguments must also be considered, such as that the assessment proce-
dures are equally suitable for all students taking the test. We should also make sure
that there are no secondary variables that may have an impact on the test result. For
instance, the use of higher level language may negatively impact on the results of
examineeswhose second language is English, whichwould not reflect a lack of scien-
tific knowledge, but rather a lack of language proficiency (i.e., a construct-irrelevant
component).

Another proposition that should be examined in this case is that all the knowledge
areas to be measured in science, previously described in the specification of the
content domain, are actually reflected in the test items, questions, and tasks (i.e.,
adequate construct representation).

Furthermore, we should look for evidence that the examinees’ response process
indeed reflects their knowledge in science and not, for example, their language and
writing skills in open-ended questions and that the correction of the test is based
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on clear criteria not influenced by other irrelevant factors such as the examinees’
handwriting (i.e., construct-irrelevant components).

Another proposition to evaluate would be that the different dimensions of the
domain knowledge-in-science should be reflected in the internal structure of the
test. Therefore, if the test evaluates the areas of biology, chemistry, and physics,
then we would expect the relationships between the items to account for these three
dimensions (i.e., evidence on internal structure).

Finally, another argument that should be examined is that the science test score is
strongly andpositively associatedwith scores obtainedonother already accepted tests
that measure knowledge in science (i.e., evidence on relations to other variables).

By gathering sufficient evidence of validity to support the interpretation of scores
for an intended use of the test, a provisional validity judgment can be generated.
This judgment may support the current interpretation and use of the test, or suggest
redefinitions of the construct to be measured, changes in the test and its application,
or may lead to future studies to investigate other areas of the test. In our example,
it is possible that the first proposition is supported by the evidence, i.e., studies
show that the science test score effectively predicts the final grade in the advanced
course. However, in another study, we may observe that those examinees whose
native language is not English, systematically obtain lower scores in the science test
than the rest of the examinees, which could be associated to an irrelevant component
of the construct to be measured. To examine this, we would require a measurement
bias study (e.g., of differential prediction of the test between language groups) in
order to establishwhether this is a difference due to bias or due to effective differences
between language groups. Then,wewould have to look for explanations for this result
and weigh the evidence, complement it with other studies, and come to a preliminary
conclusion. It is important to note that integration of the different types of validity
evidence is the most complex step of the entire validation process. This is the step
that requires the strongest expertise in measurement and assessment. Although it is
based on empirical evidence that is systematically reviewed, it also involves expert
judgments that interact with the specific context and that should be made transparent
by those responsible for validation.

New validity studies will be required each time the construct, method of assess-
ment, application, or test population is modified. In these situations, further evidence
of validity should be collected to support the interpretation of the scores in this new
context. In summary, the validation process is a continuous process, which must be
supported by the integration of all available evidence and should have an impact on
the test itself and its use.

2.4 The Political Dimension of Validation

Undoubtedly, the political nature of educational measurement and assessment makes
validation a political process. In what follows, we present numerous problems that
stress the complexity of validation in a political context. We do this in order to
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generate awareness about this issue, since these political reasons are the ones that
often create important obstacles to validation as a fundamental process to ensure the
quality of educational assessment.

One key question that needs to be answered in everymeasurement and assessment
system is: who is responsible for validation and who provides the necessary financial
resources? Test developers are often contracted entities that depend on the perceived
quality of their work. Therefore, they are less likely to critically evaluate the validity
of their products themselves, unless they are explicitly asked to do so and to report
on it, or they are highly professional and abide by the Standards as a basis for their
professional self-definition.

Moreover, those who finance test development often do not have the technical
capacity to understand how necessary it is for validation to take place; they follow a
political logic and are more concerned with meeting deadlines, saving resources, and
ensuring acceptance of the tests, while being less concerned with the assessment’s
quality. Finally, those affected by assessments often have even less technical expertise
and sometimes less voice to effectively demand validation to support intended uses
and avoid unintended uses of assessments.

Because of this, it is common that there is no clarity as towho should be responsible
for validating a test. This entails that there are often no resources considered for test
validation. However, the Standards are clear on this issue: test developers and those
who make decisions based on test results are the ones responsible for conducting
validation studies.

Now then, when should the validation take place? There are multiple conflicting
interests regarding this question. Political agendas frequently demand that assess-
ment programs are implemented quickly. Political commitment regarding assessment
is often fragile, and thus the speed of assessment implementation is often paramount.
Furthermore, validation is a complex process that must begin before the assessment
system is put into action, but must also consider real-life implementation conditions
in order to reach justifiable conclusions (particularly in contexts of high-stakes conse-
quences). Finally, validation must be continuous, as evaluation contexts are subject
to political pressures, and therefore change over time. In summary, validation should
start as soon as possible after the decision to develop an assessment system has
been taken, also considering real implementation conditions, and should then be a
recurrent process that includes the changes occurring in the assessment context.

Taking into account political and time/resource pressures, is validation research
independent enough to reach conclusions that may suggest changes to the assessment
system in question? Reporting negative validation results is a sensitive issue, as it
could be used as ammunition to end an assessment program, even though it would be
unrealistic to expect to find only positive evidence regarding the validity of an assess-
ment system. There is no easy or general solution to this problem, considering the
specific context and interest groups, who generates the research agenda on validity,
who decides how the validation results will be communicated, and who decides what
modifications are implemented based on these results.

In relation to the implementation of changes based on validation, it would be
important that the legal bases and regulations for assessment programs incorporate
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review cycles that allow thesemodifications to bemade, especially in the case of high-
stakes assessments. These legal foundations and regulations can provide continuity
and useful guidelines for test developers and for those who make decisions based
on test results. However, these guidelines must strike a good balance between being
sufficiently explicit but not too detailed. The risk of rigid regulations is that validation
research may not inform adaptations or modifications to the assessment method and
implementation in a timely and feasible manner.

Furthermore, an essential condition for generating a research agenda on validity
is that there are well-prepared and trained professionals. However, the capacity for
validation research in Latin America and the Caribbean is still insufficient, and like-
wise, professionals in measurement are scarce. Hence, it is important to generate
capacities in educational measurement and assessment in the region. Nonetheless,
even outside of Latin America and the Caribbean, validation does not play the role
that it should according to professional standards of good practice.

In sum, if the technical aspects of validation are complex, then the political
dimension makes it even more intricate. This book is an important contribution to
strengthening the awareness that in educational assessment it is indispensable to have
standards of quality, particularly of validity, to ensure that decisions are supported
by evidence. For evidence-based policy to be useful, educational assessments are
required which results are used only for intended and validated interpretations and
uses, and which unintended interpretations and uses are explicitly mentioned to
promote their control.

“Validity theory is rich, but the practice of validation is often impoverished”
(Brennan, 2006, p. 8). This conclusion is frequently expressed in educational assess-
ment circles and, to our knowledge, remains applicable more than a decade later.
However, there is less written about what can be done to overcome this division.
Above all else, policymakerswho implement educational assessment systems should
be aware of the importance and complexity of arriving at valid inferences, and at the
same time be mindful that a test or assessment system will always be subject to a
certain degree of imprecision, uncertainty, and will be more useful to some users
than to others. Also, those responsible for validating the proposed interpretations,
uses, and consequences should be specified by regulation or law, while validation
documentation should be made publicly available in a timely manner, before major
decisions are made based on the data. Without the necessary formal or legal obliga-
tion, there may never be enough time and resources for validation to be carried out
in a sufficiently rigorous manner. The evidence of validity can hardly be complete
and definitive, but a serious effort should be visible.

In practice and in political circles, capacity in educational assessment is still
lacking. Moreover, measurement experts often lack applied experience at the cross-
roads of policy and practice to be sufficiently sensitive to the political dimension of
validation described previously. This contributes to the lack of mutual understanding
and makes progress more difficult on the steep path to validation. We hope that this
book will provide a basis for knowledge sharing and capacity building, and thus
facilitate conversations about validity and validation among different stakeholders.
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Returning to the title question, validation should not be a luxury, but a fundamental
responsibility for educational assessment systems in Latin America and the world.
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