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Abstract. Voice Assistants (VAs) are becoming increasingly popular, but evi-
dence shows that users’ utilization of features is limited to few tasks. Although
the literature has shown that usability impact VA adoption, little is known about
how usability varies across VA tasks and its relation to task adoption by users. To
address this gap, we conducted usability tests followed by debriefing sessions with
Siri and Google Assistant users, assessing usability measures of six features and
uncovering reasons for task usage. The results showed that usability varied across
tasks regarding task completeness, error number, error types, and user satisfaction.
Checking the weather and making phone calls had the best usability measures,
followed by playing songs and sending messages, whereas adding appointments
to a calendar and searching for information were the most incomplete and frus-
trating interactions. Furthermore, usability-related factors such as perceived ease
of use and the interaction’s hands/eyes-free nature influenced task adoption. Nev-
ertheless, we also identified other task-independent factors that affect VA usage,
such as use context (i.e., place, task content), VAs’ personality, and preferences
for settings. Our main contributions are recommendations for VA design, high-
lighting that attending to tasks separately is paramount to understanding specific
usability issues, task requirements, users’ perceptions of features, and developing
design solutions that leverage VAs’ usability and adoption.
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1 Introduction

Voice Assistants (VAs), such as Apple Siri and Google Assistant, are artificial
intelligence-powered virtual agents that can perform a range of tasks in a system, which
users interact through a voice interface that may be supported by a visual display [40].
They run on several devices, such as earphones, smart speakers, and smartphones, and
were estimated to be in use in over four billion devices by 2020 [26]. The projections
for VAs indicate that interfaces for human-computer interaction (HCI) are in the midst
of a paradigm shift from visual interfaces to hands-free, voice-based interactions [40].

Despite the growth in VA adoption, evidence shows that users do not utilize all tasks
available in these systems. By 2020, Amazon’s Alexa was able to perform over 70.000
skills in the USA [37]. Nevertheless, studies have shown that users’ utilization of these
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devices is limited to tasks such as checking the weather, adding reminders, listening to
music, and controlling home automation [1, 5, 10, 11, 18, 30, 33, 34, 38, 39, 42]. The
discrepancy in task availability and feature adoption may suggest that user experience
across tasks is heterogeneous, leading to the underutilization of VAs.

The literature indicates varied causes for VA usage and abandonment that may
account for such incongruity. Among these motivators, we hypothesize that usability-
related factors may be essential for task adoption.While users’ attitudes and data privacy
concerns are influential [4, 6, 17, 24, 27, 28], these aspects are usually determinant for
VA usage as a whole interface rather than for specific features. Conversely, users per-
ceive tasks to have varying levels of difficulty [22] and satisfaction with task types is
affected by different factors [14], suggesting inconsistent usability across features.

Although usability issues have been extensively covered in the field of voice inter-
action, most publications tend to study the VA as a single entity instead of attending to
system features separately. Whereas such an approach is useful for understanding users’
general impressions and highlighting VAs’ major strengths and flaws, it is necessary to
regard task specificities to comprehend why users abandon some features. To the extent
of our knowledge, no study has examined differences in the usability of VA tasks and
their relationship to task adoption.

Thus, this study aimed to assess usability variations in six VA tasks and its relations
to VA adoption. Two research questions were developed:

• RQ1: How does usability vary across VA tasks?
• RQ2: How is usability related to task adoption in VAs?

To answer these questions, we conducted usability tests followed by debriefing ses-
sions with users of Siri and Google Assistant (GA). Participants performed six tasks
in both Siri and GA on smartphones: check the weather, make a phone call, search for
information, play a song, send a message, and add an appointment to a calendar. In the
debriefing sessions, users talked about their perceptions of the tasks and stated reasons
for adopting – or not – such VA features in their routines. Our findings showed that
task completeness, number and types of errors, and satisfaction varied across tasks, and
usability-related factors werementioned asmotivators for feature adoption and abandon-
ment. Moreover, other factors such as customization, VAs’ personality, and use context
impacted usage. Our main contributions are recommendations for VA design.

2 Related Work

2.1 Task Adoption by VA Users

Although VA adoption has been steadily increasing over the years, several studies have
shown that users’ utilization of features is limited to a small set of tasks. Commonly
used features reported in the literature are playing music, checking the weather, and
setting timers, alarms, and reminders [1, 5, 10, 11, 18, 30, 33, 34, 38, 39, 42]. Users also
utilize VAs for looking up information [1, 10, 11, 33, 34] such as recommendations on
places to eat or visit [20, 42], recipes [21], information about sports and culture [21, 42],
and for learning-related activities [12, 21, 33]. Another frequently mentioned task in the
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literature is controlling Internet of Things (IoT) devices such as lights and thermostats
[1, 5, 10, 11, 33, 34, 39, 42], although these features are more commonly performed
through smart speakers. Moreover, VAs are used for entertainment purposes: telling
jokes, playing games, and exploring the VAs’ personality [5, 10, 12, 34, 38, 39]. Other
tasks such as creating lists, sendingmessages, checking the news, andmanaging calendar
appointments are relatively underused, as shown by industry reports on commercially
available VAs [25, 29, 41].

2.2 Usability and VA Adoption

As mentioned above, several factors impact VA adoption. Particularly, perceived ease
of use has been demonstrated to cause a significant effect on VA usage [27] and may be
related to task completeness and effort. On the one hand, due to the use of speech, voice
interaction is considered easy and intuitive [31], and the possibility of a hands/eyes-free
interaction is valued by users [20] and motivates them to adopt a VA [22, 28, 30]. On the
other hand, errors throughout interactions may lead to frustration and underutilization.
Purington et al. [35] analyzedAmazonEchos’ online reviews and identified that technical
issues with the VAs’ functioning were associated with decreased user satisfaction levels.
As argued by Lopatovska et al. [19], unsatisfactory interactions cause users to lower
their VA usage over time.

A central theme around errors in user-VA interaction is VAs’ conversational capabil-
ities.While some users expected to have human-like conversations with their VAs, actual
system capabilities lead to disappointment and eventual abandonment of the device [5,
22, 30]. Speech recognition problems also impose entry barriers to new users. Motta
and Quaresma [28] observed through an online questionnaire that one of the reasons for
smartphone users not to adopt a VA was poor query recognition. Likewise, Cowan et al.
[6] conducted focus groups with infrequent users and showed that speech recognition
problems are a core barrier to VA usage.

Specifically, studies indicated that users considerVAs inefficient to recognize accents
and are limited in terms of supported languages [6, 11, 15, 20, 23]. Furthermore, VAs fail
to bear contextual references, such as users’ physical locations and information provided
in past interactions [1, 10, 11, 20–22, 36]. Given these conversational limitations, users
often need to adapt their speech to match the VA’s capacity, which is an obstacle to VA
adoption [28]. Speech adaptations include pronouncing words more accurately [8, 30],
removing words, using specific terms, speakingmore clearly, changing accents [22], and
removing contextual references [1, 22, 30]. Additionally, users have reported needing
to check if their commands were understood in a visual interface or provide manual
confirmations, making interactions slower [6, 39].

2.3 Differences in Usability Across VA Tasks

The literature provides indications that VA tasks may have different usability. Firstly,
Luger and Sellen [22] identified that users judge tasks to be simple (e.g., setting
reminders, checking the weather) or complex (e.g., launching a call, writing an email).
The authors note that failures such as query misrecognition in complex tasks were more
frequent, leading users to feel that the VA could not be trusted for certain activities and
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limit their usage to simple features. These results echo Oh et al.’s [30] findings, who
conducted a 14-day study in which users interacted with a VA, Clova, in a realistic set-
ting (i.e., their homes). The study’s participants reported that interaction failures caused
them to stop performing complicated and difficult tasks and focus on simple features
with reliable results (e.g., weather reports, listen to music).

Further evidence on task differences was provided by Kiseleva et al. [14], who
conducted a user study to evaluate variables impacting satisfaction in the use of Cortana
for three task types: “control device” (e.g., play a song, set a reminder), “web search,” and
“structured search dialogue” (tasks that required multiple steps). The authors found that,
while user satisfactionwas negatively correlatedwith effort for all task types, the “device
control” and “structured search dialogue” tasks were the only ones in which satisfaction
was positively correlated with query recognition quality and task completion. That is,
for the “web search” activity exclusively, achieving the desired result with good speech
recognition did not necessarily guarantee satisfaction. A similar tendency was observed
by Lopatovska et al. [19], who collected users’ experiences with Alexa through online
diaries. The study showed that, even though most participants reported interactions’
success to be positively related to satisfaction, there were occasions in which successful
interactions were rated as unsatisfactory and vice-versa.

The literature described above provides indications that usability variations across
tasks may contribute to discrepancies in task adoption by VA users. As little is known
around such a topic, it is necessary to investigate how usability may vary in different VA
tasks and how it is related to task adoption in VAs.

3 Method

3.1 Participants and Test’s Format

The study’s participants were Brazilian smartphone users who used at least one VA on
their smartphones – Siri and/or Google Assistant (GA) – at least once a month. The users
were recruited by social media and chat apps.

The usability tests had a within-subject design (2 × 6) in which participants had to
performsix tasks usingSiri andGAona smartphone.To increase participants’ immersion
in the test, all tasks revolved around the scenario of a musical concert that was to occur,
in which participants were hypothetically interested in attending.

We selected the VAs and tasks based on the literature and a previously conducted
survey with Brazilian smartphone users.We chose Siri and GA since these were themost
commonly usedVAs amongour survey’s respondents. Taskswith different adoption rates
were selected to assesswhether usabilitywould vary across tasks and cause discrepancies
in task adoption. The tasks selected for this studywere: searching for information online,
checking the weather, making a phone call, playing a song, adding an appointment to a
calendar, and sending a message.

3.2 Apparatus

Two smartphones were used in the usability tests: a Motorola G4 Play running Android
7.1.1. OS for GA and an iPhone XR running iOS 12.4.1. for Siri. We recorded users
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in video and audio using a webcam placed above their hands, a notebook’s camera
positioned towards their faces, and apps capturing the smartphones’ screens (Fig. 1).

Fig. 1. Usability test set up.

Moreover, to represent user satisfaction with tasks, we employed the emocards tool
[7]. According to Desmet et al. [7], having users describe their emotions towards a
product may be challenging since they are difficult to verbalize and users’ answers may
be affected by cognitive involvement. To tackle this problem, the authors developed
the emocards [7]: a set of 16 cards that picture cartoon faces with eight different emo-
tional expressions (eight male faces and eight female faces). The expressions represent
emotions that combine levels of two emotional dimensions: Pleasantness and Arousal.

We chose the emocards for this study to help users illustrate their emotional responses
and understand how – in terms of pleasantness and arousal – different tasks impact users’
satisfaction. We highlight that the emocards were not considered an objective metric
for measuring exact levels of satisfaction. Instead, our primary goal in employing this
tool was to start a conversation between participants and the moderator [7] during the
debriefing sessions to clarify the reasons for users’ choice of emotional responses. Each
emocard was printed 12 times (for two rounds of six tasks), and a support was developed
to help participants registering their preferred emocards.

3.3 Procedure

The usability tests were arranged in three parts: 1) introduction, 2) two rounds of task
performance, and 3) debriefing session. In the introduction, participants read and signed
a term of consent and filled a digital form to gather profile data. The moderator provided
an oral explanation concerning the experiment’s goal and procedure.

Users performed tasks through Siri and GA. Independently of participants’ previous
experience with the VAs, each round started with guidance on how to activate the VA,
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followed by a training session. Thereafter, all participants performed a trial task (ask for
a joke). The initial preparation and training served the purpose of getting participants
familiarized with the system and its functioning so that learnability issues would not
affect the results. To mitigate order presentation bias, tasks were presented in random
order. For the same reason, half of the users started with Siri and half with GA.

Participants were instructed to complete the tasks using the VAs. The moderator
orally presented the tasks, one at a time, through a previously scripted instruction. Cards
with the information necessary to complete the taskswere provided to participants. Thus,
the moderator would give the oral instruction and point to the necessary information, as
in the following example: “You want to attend Sandy and Junior’s concert, but you don’t
want to go alone. So, you decide to call this friend’s cellphone [points to the contact’s
name on the card] to ask if he wants to go with you.” These procedures were validated
through two pilot studies. We observed that entirely written instructions not only led to
confusion but also influenced participants’ queries, as they would read the instruction
instead of creating their own phrases.

Following each task, participants were instructed to choose one among the eight
randomly positioned emocards to illustrate how they felt during the interaction. After
the tests’ two rounds, debriefing interviews were conducted, in which participants were
asked about why they chose each of the emocards. The moderator also asked users if
and why they utilized a VA to perform the six tasks in their routines. The tests were
conducted from September to November 2019, and sessions lasted around 45 min.

3.4 Data Analysis

For the data analysis, we reviewed the video and audio recordings and analyzed task
usability by measuring task completeness, number and types of errors per task, and user
satisfaction. We attributed four levels of completeness to measure mean task complete-
ness: completed - user completes the task in the first attempt; completed with effort - user
completes the task but has to try two or more times to do so; partially completed - user
only completes a part of the task successfully (e.g., schedules an event to the calendar at
the correct day but misses the place); incomplete - user gives up or achieves a failed result
(e.g., plays a song different from what was asked). As for the error types, we described
and recorded errors throughout interactions for each task.We considered errors to be any
VA output that did not directly answer a request or moved the interaction forwards (e.g.,
asking the appointment’s time). An affinity diagram was made in a bottom-up approach
[2] to identify similarities and create categories of errors.

To assess the effects of varied tasks on user satisfaction, the number of emocards
chosen by participants for each task was accounted. This analysis was graphically repre-
sented to identify patterns in users’ preferred emotional responses (regarding pleasant-
ness and arousal) towards the tasks. Moreover, to understand the causes of satisfaction
variations, we related the emocards to arguments stated by participants in the debrief-
ing interviews for choosing them. For this cross-checking, we categorized users’ claims
through an affinity diagram [2].

We employed a similar procedure to analyze users’ reasons for adopting tasks in their
daily VA usage. Firstly, we transcribed participants’ answers and then created affinity
diagrams [2] to find categories of reasons to use or not the VA for each task.
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4 Results

4.1 Task Usability

In this section, we address RQ1: “How does usability vary across VA tasks?”

Task Completeness. Figure 2 shows that the tasks had large variations concerning their
completeness. Checking the weather andmaking a phone call were completed by all par-
ticipants, and only 8%of the interactions required effort to be successful.Moreover,most
participants were able to play a song, but 18% of the trials were ineffective. Sending a
message was considered complete for only 30% of the interactions, and most partici-
pants had to issue their commands more than once to complete the task. The search task
had the greatest number of failed interactions (43%), whereas adding an appointment to
the calendar had the highest mean for partially complete outcomes (63%) and the lowest
task completeness mean (3%), as only one participant was able to complete the task in
his first try.

Fig. 2. Task completeness per task (n = 40 interactions per task, i.e., 20 on Siri and 20 on GA).

Number of Errors Per Task. Variations in the number of errors followed similar pat-
terns to task completeness scores (Fig. 3). Few errors happened during weather reports
and phone calls, whereas playing a song led to a higher number of errors. Akin to
completeness results, in which the calendar task had the lowest completeness rate,
“adding an appointment to the calendar” had the largest number of errors. Neverthe-
less, although “sending a message” had a smaller count of incomplete results when
compared to “searching information” (Fig. 2), fewer errors happened during the web
search. This difference may mean that participants either gave up the search task sooner
or recovered more quickly from errors throughout “sending a message” failures.

Error Types. As completeness and error number, error types varied across tasks. We
identified nine error categories: 1) Query misrecognition; 2) Unrequired task; 3) System
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Fig. 3. Number of errors per task (nTotal = 377).

error; 4) Interruption; 5) No capture; 6) Editing error; 7) Cancellation/confirmation
error; 8) Request for visual/manual interaction; 9) Wrong application.

Query Misrecognition errors were the most frequent error for all features and hap-
pened when VAs failed to recognize users’ speech correctly. These issues made users
repeat themselves and led to subsequent errors such as Unrequired Task (i.e., performing
the wrong task), which was also observed for all task types. In particular, VAs frequently
misrecognized appointments’ information (i.e., the name, date, time, or place), forcing
participants to either start over or edit a scheduled event. As for “playing a song,”
Query Misrecognition errors were less recurrent than we expected. Since we intention-
ally chose a song with a title in English, compelling participants to mix two languages
(Portuguese and English), we supposed that VAs would fail to understand the song’s
title. Nevertheless, such an issue only happened six times.

Interruptions occurred when VAs stopped capturing users’ inputs midway. No Cap-
ture errors were failures from VAs to capture any user input (i.e., the assistant did not
“hear” participants from the beginning). We observed both issues for all task types, but
they were more recurrent for “sending a message” and “adding an appointment.”

This tendency might be attributed to the lengthiness of commands issued for these
tasks. The message comprised all of the concert’s information, resulting in commands
with several words. For the same reason, scheduling an event led to long queries when
users tried to say all information at once (e.g., “Add to my calendar ‘Show Sandy &
Junior’ on November 9th at 9:30 pm at Parque Olímpico”). No Capture errors were
also identified for “step-by-step” interactions (e.g., “What is the appointment’s date and
time?”), since participants had trouble matching VAs’ timing to start input capture.

Contrarily to the issuesmentioned above, SystemErrorswere observedmostly during
search and sending a message. Systems Errors were bugs or the VAs’ inability to fulfill
an inquiry. On several occasions, Siri answered search requests by saying, “Sorry, I
don’t have an answer for that,” causing users to give up, especially when the assistant
kept repeating the same output after participants adjusted their commands (e.g., changed
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wording). Likewise, outputs as “Ops, try again” in the message task were frequent and
required participants to restate their messages, an effortful work.

Cancellation/Confirmation Errors were problems for confirming or canceling actions
and occurred in the calendar and message tasks. Editing Errors were also exclusive for
these tasks and happened when users tried to change a message’s content or an event’s
information. We believe that such problems arose exclusively for these features due to
their characteristics. Confirmations and cancellations were unnecessary formost tasks as
VAs presented outputs without requiring users’ permission. Similarly, results for other
tasks were not editable and iterations on previous outcomes were unfeasible.

Furthermore, we considered Requests for Manual/Visual interactions as errors since
VAs are supposedly a hands/eyes-free interface, and the literature has shown that users
deem such requests as failures [22]. On occasions, participants had to read a search result
on the screen, complete the appointments’ details manually, or press a button to play the
song. Finally, Wrong Application errors happened when users explicitly asked the VA
to send a message through a specific app (WhatsApp, as requested by the moderator),
but it executed the task using a different application.

User Satisfaction. Figure 4 illustrates the number of each emocard chosen by partici-
pants for the test’s tasks.

Fig. 4. Distribution of selected emocards for each task.

Except for one participant who chose an unpleasant emotion for the phone task,
no other unpleasant emotions were evoked towards making a phone call and checking
the weather. A mild preference for neutral emotions was also observed for both tasks.
Similarly, playing a song and sending a message elicited mostly pleasant emotions on
participants. Nevertheless, users preferred unpleasant emotions on seven occasions for
the song task, and we observed two additional points of concentration in participants’
emotional preferences for themessage task: the “calm-neutral” and “excited-unpleasant”
emocards. Participants selected unpleasant emotions towards searching for information
and adding an event to the calendar inmost cases.We identified a substantial convergence
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of emotional preferences for the “excited-unpleasant” emocard for both tasks, but the
same does not occur for the “excited-pleasant” emocard. A preference for the “calm-
neutral” emotion can also be observed for the search task.

Causes for Variations in Satisfaction. The leading causes for variations in user satis-
faction were identified in the arguments stated by participants to reason their choices in
the debriefing sessions and organized into the following categories: 1) task complete-
ness, 2) perceived ease of use, 3) expectations for VAs capabilities and limitations, 4)
hands/eyes-free aspects of the interaction, and 5) individual preferences for settings.

Firstly, task completeness yielded variations in user satisfaction for all tasks. On the
one hand, participants who selected pleasant emocards stated that they felt happy and
satisfied with completing the tasks. On the other hand, unpleasant emotions were related
to unsatisfactory results. As for the neutral emotions, some participants stated that they
faced unexpected outcomes but ultimately managed to complete the task.

“Excited-pleasant” emocards were chosen when VAs’ answers were perfect or sur-
prising: “It entered the site and gave me the temperature without any mistakes” (P10;
Weather). Some participants stated that their preference for the “average-pleasant” emo-
card was due to interactions that were good enough to complete the task: “It picked a
random [song’s] live version that I didn’t really choose, but it handled what I wanted”
(P9; Song). Similarly, “calm-pleasant” emotions were related to incomplete or deficient
results: “It wasn’t exactly perfect. Siri put [the appointment] as if it was from 9 pm to
9:30 pm, not starting at 9:30 pm” (P7; Calendar). Contrarily, answers that were insuffi-
cient to fulfill requests or too different from users’ expectations caused them to choose
the “excited-unpleasant” emocard: “I was upset. Siri didn’t even try giving me a result
similar to what I asked. It just said ‘I didn’t understand.’” (P9; Search). Thus, task
completeness may strongly affect users’ preferences for pleasantness, and the quality of
VAs actions might impact emotions’ levels of arousal.

Secondly, the debriefings’ results show that interactions’ perceived ease of use may
affect the emotion’s levels of pleasantness and arousal for all tasks. Overall, the “excited-
pleasant” and “average-pleasant” emocards were related to the quick, easy, objective,
and automatic interactions. Unpleasant emocards were selected due to hardships in
interactions, illustrating frustration, sadness, anger, annoyance, and disappointment. The
perceived ease of use category showed how error types affected satisfaction.

Concerning VAs’ communication capacity, the easiness in communicating with the
VAwas commented by participants in themulti-step calendar task and for playing a song,
which required participants to speak in English. Two participants stated that they chose
an “excited-pleasant” emotion due to cues given by the VAs that helped them adding the
appointment: “I was happy with Siri because it asked me everything: ‘What’s the date?’
and I answered. (…) It was really easy to set up everything” (P5; Calendar). Similarly,
participants who preferred the “excited-neutral” emotions expressed surprise for playing
a song more easily than they expected: “I was surprised it understood my request in
English because I generally try, and it doesn’t understand” (P5; Song). Differently, not
being able to communicate with the system led to confusion and frustration: “I couldn’t
find the logic that Siri understands. (…) I felt incompetent. Awful. As if I don’t know how
to communicate” (P20; Calendar).
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Particularly, query misrecognition was related to the “excited-unpleasant” emocard
for sending messages, adding events to the calendar, and searching for information.
“Google was kind of dumb. I said everything. All the information was there, and it simply
put everything as the [appointment’s] title.” (P15; Calendar). As mentioned before, such
obstacles made users repeat themselves, eliciting unpleasant emotions especially when
they could not complete the task even after various interactions: “Siri kept repeating the
same question, and it made me upset because I had already said it several times and it
didn’t recognize it” (P12; Calendar). Additionally, interruptions led to the selection of
the “excited-unpleasant” emocard: “It made me anxious. It did not wait for me to end the
message. (…). I didn’t know how to explain to Siri not to interrupt me after the ‘period’”.
(P18; Message).

Furthermore, Editing Errors impacted users’ preferred emotions for the message and
calendar tasks. A user who chose a “calm-neutral” emocard argued that: “Although I
needed some interactions, I could send the message I wanted” (P17;Message). Nonethe-
less, a participant selected the emotion “excited-unpleasant” because: “Google asked me
for the [appointment’s] end-time. I don’t know why, but it set it up for [the following
year]. I tried to edit it but I couldn’t, so I just had to save it as it was.” (P7; Calen-
dar). Therefore, being able to edit outcomes and recover from errors may affect user
satisfaction since it determines whether interactions will be successful.

We also identified that users might have had varied expectations for VAs’ capabilities
and limitations for different tasks. Adding an event to the calendar was considered
complex due to the number of steps needed to achieve it, as was the recognition of slangs,
question intonation, queries that mixed languages, and editing. Contrarily, checking the
weather, making a phone call, and searching the internet were considered basic for
a VA: “Checking the weather is a simple request. So, there’s a smaller chance of a
communication fault.” (P14; Weather).

Participants who selected pleasant emotions despite facing hardships argued that
they did not blame the VA. Rather, they believed to have expressed their queries inade-
quately or considered the task too complicated: “It got it [song’s name] wrong, but it was
my fault because I said ‘fells’ instead of ‘fails’” (P6; Song); “I put a slang, and it didn’t
recognize the slang. It wasn’t perfect, but I was expecting that. It’s too hard.” (P8; Mes-
sage). Differently, errors that happened throughout simple activities evoked unpleasant
emotions: “I couldn’t complete the task that is supposed to be banal. It gave me what I
wanted, but not in the right way” (P3; Search). Hence, expectations of VAs’ capabilities
for each task may affect the interactions’ perceived ease of use and perceived quality of
the outcomes, impacting satisfaction.

Moreover, the hands-free and eyes-free aspects of the VAs impacted users’ preferred
emotional responses, but such issues affected participants differently. Users who chose
“calm-pleasant” and “calm-neutral” emotions argued that they could complete the task
despite having to finish it visually or manually: “If it had read the article’s text out loud,
I would have been more satisfied, but it showed the results, so I was satisfied.” (P13,
Search). However, unpleasant emotions were selected by some users, who argued that
this compromises the voice interaction’s advantages. “If I say, ‘create an event’ and it
answers, ‘touch the screen,’ it’s almost an insult. I’m using the assistant because I don’t
want to touch the screen or because I can’t touch the screen” (P13, Calendar).
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Finally, we observed that participants had different preferences for settings in check-
ing theweather,making phone calls, and playing songs. For theweather task, participants
had different opinions on the amount of information displayed on the interface. While
some preferred more detailed weather prevision, others liked an objective answer. “The
interface was interesting because Siri showed me the temperatures for every hour of the
day” (P21, Weather). For making phone calls, Siri’s option to call the house’s or cell-
phone’s number also divided opinions. Some users positively evaluated this feature, but
others considered it an extra step to complete the task and pledged that VAs should know
their preferred number and directly call it. “Siri even gave me the options: ‘Cellphone or
house?’, and I was like: ‘Wow! Cellphone!’” (P15, Phone). For both tasks, participants’
individual preferences influenced the levels of arousal of their emotional responses,
ranging from the “excited-pleasant” to the “calm-neutral” emocards, indicating a mild
influence on user satisfaction.

However, usersweremore sensitive to their preferred apps to listen tomusic. TheVAs
executed users’ commands by launching differentmusic apps, evoking variations on both
levels of pleasantness and arousal of users’ emotional responses. Two participants who
chose “excited-pleasant” emocard stated that they were happy because they completed
the task, and the VA launched the app in which they usually listen to music. “This one
[emocard] is ‘really happy’ because I personally listen to music through YouTube much
more often.” (P8, Song). On the other hand, three participants who preferred unpleasant
emotions stated that despite being able to finish the task, the apps launched by the VAs
were not the ones they commonly use: “iPhone insists on taking me to iTunes or Apple
Music” (P4, Song).

4.2 Task Adoption

During the debriefing sessions, we asked users to state whether they used the test’s tasks
in their daily VA usage and for which reasons. Figure 5 illustrated users’ task adoption.
Interestingly, while adoption means for all other tasks are in line with the usability
scores, “search for information” was the most frequently employed feature by users.
Despite having the largest number of incomplete outcomes (Fig. 2), placing third in the
number of errors (Fig. 3), and yielding negative emotions on users for almost half of
the interactions (Fig. 4), 17 out of 20 participants reported using a VA to search for
information in their routines. Below, we present reasons stated by users to adopt tasks,
addressing RQ2 (“How is usability related to task adoption in VAs?”).

We identified that usability is influential to task adoption, but other factors also affect
tasks differently and impact VA usage. The motivators for feature usage were similar to
the causes for variations in satisfaction: 1) Hands/eyes-free interaction; 2) Ease of use;
3) Expectations and trust in VAs; 4) Preferences for settings and knowledge about VA
features; 5) Usage context and task content; and 6) VAs’ personality.

In the first place, the possibility to interact with their smartphone without requiring
their hands or eyes was the most cited reason for using a VA (16 participants). This
motivator was mentioned for all tasks. Users argued that voice interaction is beneficial
when manual interactions are not safe, practical, or possible. “I use the assistant a lot
when I’m driving, it’s safer for me both having it read the message out loud and send
the message by voice. So, I can be focused on the road and won’t put my life in danger”
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Fig. 5. Adoption rate by task (n = 20 participants).

(P11; Message). Use cases mentioned were cooking, driving, riding a bike, when their
hands are dirty or injured, when they are multitasking, or when their smartphone is far
away: “Usually, I use it a lot while cooking. (…) I use it to search lots of things, like, ‘I
need a recipe for this.’” (P13, Search).

Notwithstanding, the “eyes-free” characteristic of voice interaction also imposed
barriers for some users in specific tasks. Ten users mentioned that activities such as
handling a calendar, sending a message, and playing songs naturally require visual
attention. Six participants preferred to add appointments manually because they needed
to organize their appointments by colors and tags or visualize other scheduled events
before adding a new one. “I do it [adding events] by hands because it gives me more
options to edit the event, and I like things to be organized” (P16; Calendar). As for
sending a message, five participants said that they preferred to look at unread messages
before choosing which ones to answer and that VAs did not support features such as
stickers, emojis, and audio messages. “I don’t know if Siri can do this, but I put little
hearts and flowers emojis in my messages” (P21; Message). Besides, five participants
mentioned that they usually do not have a specific song in mind, so they need to look
at the screen to decide what to play. “Actually, sometimes I don’t know what I want to
listen to. I look at the album’s list to choose.” (P19; Song).

The second motivator observed in our analysis was the perceived ease of use of
performing tasks in VAs. Eleven participants reported that their VA usage was driven
by user-VA interaction’s easiness and quickness when compared to typing. As with
the previous category, easy and quick interactions were a reason to perform all tasks.
Specifically, for gettingweather reports, three participantsmentioned being used to voice
interaction. “I use Google [Assistant] a lot to check the weather. I think it’s faster. (…)
I just got used to it.” (P16; Weather); “I don’t even know where to click [to check the
weather on the smartphone], so I feel it’s easier by voice.” (P8; Weather).
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However, some users perceived VAs to be harder or slower than manual interactions
or claimed they are used to graphical interfaces. These perceptions did not affect a
particular activity specifically. Likewise, the belief that VAs have issues recognizing
users’ commands was a task-independent concern for 15 out of 20 participants. Users
believed that they should speak with VAs in a specific way, which led to a feeling of
limitation that prevents them from using a VA. “I guess that whenever I talk to her
[Siri], I set up a logic in my head to communicate with her. It’s not natural for me.”
(P20, Search). Contrary to our results, in which VAs misrecognized few queries mixing
two languages, some users reported having trouble with bilingual commands in their
daily usage. “Words in English, first names, names in German, French. I have to say
them [to the VA], but I’m not sure how to pronounce it, so the odds of getting it right are
low. So, I avoid these [queries]” (P9, Message).

Past experiences seem to affect task adoption, as participants showed different trust
levels for specific features. “I say ‘call [wife’s name]’ or something like this, and [the
assistant] does it in just one step. (…) I have a history of positive results with it” (P11;
Phone). The trust in the VA determined their expectations for the outcomes of future
interactions. Users mentioned that VAs are reliable for making phone calls and checking
the weather. “Checking the weather is the easiest, the most basic [task]. (…) I never
had a problem with it” (P3; Weather). Conversely, negative experiences with sending
messages and playing songs led users to lose their trust in VAs. “When I choose to type,
the message is bigger or more elaborated, and I am sure Google [Assistant] will not
recognize it.” (P10; Message); “I don’t even try [asking it to play the user’s playlist]. I
tried once or twice, but it got it all wrong, so I don’t even try it.” (P13; Song).

Individual preferences for settings and the lack of knowledge of the VAs’ capabilities
for some features also caused users to adopt or not specific tasks. Six participants did
not know that VAs could send messages, add appointments to a calendar, or play a song.
Moreover, five participants said that they did not send messages through a VA because
they used WhatsApp, and they were unaware of the VAs integration with this app.
Similarly, six users claimed that their preferred applications to play songs and manage
a calendar were not supported by their VAs. “[Siri] goes straight to Apple Music, and I
never use it (…) [Nor Apple Music] nor Siri” (P4; Music).

Our results showed that the usage context and task content might impact users’ deci-
sions regarding performing activities through a VA. For example, four users explained
that they only listen to music through a VA if they have already chosen which song
to play. Moreover, three participants mentioned the complexity of the task’s content to
search for information (P2) and add appointments to the calendar (P3, P9). “It depends
on the [appointment’s] complexity. If it’s just ‘I have an exam on X day,’ then I can do
it by voice. But if it’s more complex, with a longer description, I’d rather type” (P3;
Calendar). Also, independent of the feature, using the VA was considered inappropriate
or embarrassing by six users for situations in which one must be silent (e.g., during
class), when there is much background noise, or when other people are listening to
interactions. “If I just got out of the doctor’s office and I need to schedule a follow-up
appointment (…), and I’m in front of the clerk, I won’t open the assistant and speak in
front of them. So, I just type” (P15, Calendar).
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Finally, six participants stated that they use a VA because they like its personality.
Users mentioned liking voice interaction, enjoying testing and training the VA, and
feeling futuristic or “high-tech.” “I feel very smart when I use it. Like, ‘Man, I’m a
genius! I was able to call by asking the assistant. And I didn’t need to use my hands’.
It feels magic when these things happen. I feel very clever, technological, and modern”.
(P16; Phone). This factor was also not related to a specific feature.

5 Discussion

Our study aimed to assess variations of usability in six VA tasks and their relations to VA
adoption. Below, we provide recommendations for VA design by discussing our results
in light of existing literature.

Firstly, designers should examine VA features separately to assess discrepan-
cies in task usability and motivators for task adoption. Our findings highlight that
VA tasks vary in task completeness, number and types of errors, and user satisfaction.
Moreover, users adopt or neglect tasks based on usability-related factors, such as the
hands/eyes-free nature of interactions, ease of use, and expectations and trust in VAs.
Thus, analyzing tasks individually is essential to uncover a feature’s particular usability
issues that may otherwise be overlooked in general analysis and understand how it is
related to VA adoption. Nonetheless, in line with previous research [6, 11, 15, 20, 22,
23, 39], our findings showed that query misrecognition problems and unrequired task
performance were common across all analyzed features. The results also echoed litera-
ture indicating that other, more task-independent factors unrelated to usability impacted
VA adoption, such as use context [6, 12, 17–19] and the VA’s personality [9, 12, 22].
Hence, a comprehensive understanding of user-VA interaction is also vital to designing
adequate interactions and leveraging VA adoption.

Secondly, designers should consider users’ perception of task easiness and pro-
vide support for complex tasks. As indicated [22, 30], we observed that participants
had varied expectations for how easy and satisfactory interactions with different tasks
should be. Likewise, a single activity may vary in perceived complexity depending on
its content (e.g., songs with foreign names may be considered more difficult for the VA).
Although users are more forgiving of mistakes made in complex tasks [22], expectations
and trust impact feature usage, causing users to engage in simple tasks more frequently
(e.g., search) than complex activities (e.g., message).

The effects of such perceptions on task adoption may be substantial. As shown in
previous studies and this study’s results, voice search has a high adoption rate [1, 10, 11,
33, 34] despite the inadequate usability measures observed in this study.We hypothesize
that such discrepancy may be due to users considering it an easy activity, among other
factors. Notably, we believe users employ voice search in their routines to find other,
more straightforward information than the one required on the test (i.e., the name of a
band’s next tour). Instead of abandoning the search feature when faced with errors, users
might adjust their behavior to perform simpler searches that match the VAs’ capacity.
This possibility is reinforced byKiseleva et al. [14], who indicated that task completeness
and speech recognition are not linked to satisfaction with web searches in VAs, pointing
that other advantages may outweigh failures.
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Considering users’ perceptions of task complexity, designers should understand
which tasks users believe to be more challenging and unfold the reasons leading to
these beliefs. Thereafter, specific solutions should be employed. As an example, we
observed that multi-step activities (i.e., sending messages and adding events to a cal-
endar) are more prone to interruptions or failures in capturing users’ inputs. Thus, VAs
should provide clear indicators to users about when to speak.

Despite designers’ efforts to facilitate interactions, errors are deemed to occur. There-
fore, VAs should facilitate error recovery for users, and such support may vary for
different tasks. Our results converge with previous studies suggesting that task com-
pleteness and perceived ease of use strongly affect satisfaction [14, 35] and may shape
users’ trust and expectations for future interactions with VAs [3, 5, 22, 38]. Therefore,
the possibility to recover from mistakes may restore both users’ trust and satisfaction
with the system. For example, despite having the second-largest number of obstacles,
the message task had relatively positive satisfaction scores, as successful editing led to
a great number of completed interactions.

To facilitate error recovery, VA responses are essential resources for users to under-
stand trouble sources and handle errors [13, 32] However, as discussed, task characteris-
tics may lead to different types of errors and require specific solutions. On the one hand,
tasks inwhichVAs directly showoutcomes are not editable (e.g., search), so it is essential
that VAs explicitly present error sources. Responses such as “Sorry, I don’t understand”
do not display any useful information for error recovery and should be avoided. On the
other hand, features that require confirmations or several pieces of information may be
challenging for users, and therefore explicit or implicit (i.e., questions) instructions may
be presented. Notwithstanding, as subsequential failures may further escalate frustration
for editable activities, VAs should avoid repeatedly requesting the same information and
allow users to follow other paths.

The hands and eyes-free nature of VA interaction is paramount for VA adoption
overall. This interactional characteristic allows users to multitask and cause participants
to perceived voice interaction as easier and more manageable than typing on some occa-
sions. We believe that the convenience of a hands/eyes-free interaction may be another
factor leveraging the “search” task, as such benefit may counterbalance eventual errors.
Conversely, requests for manual interaction (e.g., confirmations) or visual attention (e.g.,
displaying a search’s results on screen) were negatively evaluated by this study’s par-
ticipants, reinforcing previous literature findings [20, 22, 28, 30]. Hence, VAs should
always present interaction outputs auditorily: the minimum amount of information
necessary to fulfill users’ commands should be presented out loud, and other comple-
mentary elements may be visually displayed if a screen is available (e.g., smartphone,
tablet).

Nonetheless, the results indicate that users consider some activities to naturally
require visual attention (e.g., scrolling to choose a song, organizing a calendar, or sending
emojis on a message). Such statements highlight that, although users value voice-based
commands, this characteristic alone may not be enough for users to transition from
visual to voice interactions for specific activities.Designers should understand differ-
ences in tasks’ requirements to adapt visual tasks to voice interfaces adequately.
Comprehension of how users perform an activity indicates relevant factors and ways to
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translate features from graphical interfaces to voice interaction. Designers may employ
methods such as task analysis to gather such awareness. For example, knowing that users
eventually need to visualize a set of options to choose a song, VAs could offer music
recommendations features based on user data.

Moreover,VAs’ settings should be customizable. It was observed that participants’
preferences for settings yielded variations in user satisfaction and affected task adoption.
As indicated in previous studies [5, 20, 30], users desire to customize their VAs for
a personalized experience. However, this study showed that participants were more
susceptible to express frustration for undesired settings for music apps than for checking
theweather ormakingphone calls, indicating that users attribute varied values for specific
settings on different tasks.

Finally, VAs’ capabilities should be presented to users. Our findings show that
users do not engage in some features because they are unaware of the possibility of
performing these activities. Likewise, several studies have indicated that VAs have issues
of information transparency, including privacy-related data [1, 6, 16, 39], supported
features [30], and system functioning [20]. Such evidence supports the hypothesis that
the way information is presented to users is inappropriate, leaving out essential system
descriptions, instructions, feedback, and privacy clarifications. Thus, designers must
attend to information presentation in voice interaction.

6 Conclusion

Voice Assistant (VA) usage has been shown to be heterogeneous across features.
Although the literature indicates that usability affects VA adoption, little was known
about how usability varies across VA tasks and its relationship to task adoption. To
address this gap, we conducted usability tests followed by debriefing sessions with VA
users, assessing usability measures of six features and uncovering reasons for task usage.
Our findings showed that task completeness, number and types of errors, and satisfaction
varied across tasks, and usability-related factorswerementioned asmotivators for feature
adoption and abandonment.Moreover, other factors such as customization, VAs’ person-
ality, and usage context also impacted VA adoption. Our main contributions are recom-
mendations for the design of VAs. We highlight that, while comprehensive approaches
are still vital, attending to tasks separately is paramount to understand specific usability
issues, task requirements, and users’ perceptions of features, and consequently develop
design solutions that leverage VAs’ usability and adoption.

Nevertheless, our study had some limitations. Firstly, data privacy, which has been
demonstrated to affect VA usage [4, 6, 24, 34], was not mentioned by our participants.
This absence may be due to the usability tests’ setting - as users were not sharing their
own data -, and the debriefing sessions’ dynamics, since participants were instructed
to talk about each task separately instead of evaluating VAs generally. Furthermore,
this study only evaluated six tasks, and therefore further examinations are needed to
understand how other tasks’ characteristics may impact VA usage. Finally, additional
studies are needed to increase our recommendations’ significance by indicating specific
design solutions (e.g., how to present information about the VA to users appropriately).
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