
Lecture Notes in Mechanical Engineering

José Machado
Filomena Soares
Justyna Trojanowska
Vitalii Ivanov   Editors

Innovations 
in Industrial 
Engineering



Lecture Notes in Mechanical Engineering

Series Editors

Francisco Cavas-Martínez, Departamento de Estructuras, Universidad Politécnica
de Cartagena, Cartagena, Murcia, Spain

Fakher Chaari, National School of Engineers, University of Sfax, Sfax, Tunisia

Francesco Gherardini, Dipartimento di Ingegneria, Università di Modena e Reggio
Emilia, Modena, Italy

Mohamed Haddar, National School of Engineers of Sfax (ENIS), Sfax, Tunisia

Vitalii Ivanov, Department of Manufacturing Engineering Machine and Tools,
Sumy State University, Sumy, Ukraine

Young W. Kwon, Department of Manufacturing Engineering and Aerospace
Engineering, Graduate School of Engineering and Applied Science, Monterey,
CA, USA

Justyna Trojanowska, Poznan University of Technology, Poznan, Poland

Francesca di Mare, Institute of Energy Technology, Ruhr-Universität Bochum,
Bochum, Nordrhein-Westfalen, Germany



Lecture Notes in Mechanical Engineering (LNME) publishes the latest develop-
ments in Mechanical Engineering—quickly, informally and with high quality.
Original research reported in proceedings and post-proceedings represents the core of
LNME. Volumes published in LNME embrace all aspects, subfields and new
challenges of mechanical engineering. Topics in the series include:

• Engineering Design
• Machinery and Machine Elements
• Mechanical Structures and Stress Analysis
• Automotive Engineering
• Engine Technology
• Aerospace Technology and Astronautics
• Nanotechnology and Microengineering
• Control, Robotics, Mechatronics
• MEMS
• Theoretical and Applied Mechanics
• Dynamical Systems, Control
• Fluid Mechanics
• Engineering Thermodynamics, Heat and Mass Transfer
• Manufacturing
• Precision Engineering, Instrumentation, Measurement
• Materials Engineering
• Tribology and Surface Technology

To submit a proposal or request further information, please contact the Springer
Editor of your location:

China: Ms. Ella Zhang at ella.zhang@springer.com
India: Priya Vyas at priya.vyas@springer.com
Rest of Asia, Australia, New Zealand: Swati Meherishi at
swati.meherishi@springer.com
All other countries: Dr. Leontina Di Cecco at Leontina.dicecco@springer.com

To submit a proposal for a monograph, please check our Springer Tracts in
Mechanical Engineering at http://www.springer.com/series/11693 or contact
Leontina.dicecco@springer.com

Indexed by SCOPUS. All books published in the series are submitted for
consideration in Web of Science.

More information about this series at http://www.springer.com/series/11236

mailto:ella.zhang@springer.com
mailto:priya.vyas@springer.com
mailto:swati.meherishi@springer.com
mailto:Leontina.dicecco@springer.com
http://www.springer.com/series/11693
mailto:Leontina.dicecco@springer.com
http://www.springer.com/series/11236


José Machado • Filomena Soares •

Justyna Trojanowska • Vitalii Ivanov
Editors

Innovations in Industrial
Engineering

123



Editors
José Machado
Department of Mechanical Engineering
University of Minho
Guimarães, Portugal

Justyna Trojanowska
Poznan University of Technology
Poznan, Poland

Filomena Soares
Department of Industrial Electronics
University of Minho
Guimarães, Portugal

Vitalii Ivanov
Department of Manufacturing Engineering,
Machines and Tools
Sumy State University
Sumy, Ukraine

ISSN 2195-4356 ISSN 2195-4364 (electronic)
Lecture Notes in Mechanical Engineering
ISBN 978-3-030-78169-9 ISBN 978-3-030-78170-5 (eBook)
https://doi.org/10.1007/978-3-030-78170-5

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2022
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse of
illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-78170-5


Preface

This volume of Lecture Notes in Mechanical Engineering gathers selected papers
presented at the first International Scientific Conference ICIE’2021, held in
Guimarães, Portugal, on June 28–30, 2021. The conference was organized by
School of Engineering of University of Minho, troughout MEtRICs and Algoritmi
Research Centres.

The aim of the conference was to present the latest engineering achievements
and innovations, and to provide a chance for exchanging views and opinions
concerning the creation of added value for the industry and for the society. The
main conference topics include (but are not limited to):

• Innovation
• Industrial Engineering
• Mechanical Engineering
• Mechatronics Engineering
• Systems and Applications
• Societal Challenges
• Industrial Property

The organizers received 213 contributions from 24 countries around the world.
After a thorough peer review process, the committee accepted 126 papers written by
412 authors from 18 countries for the conference proceedings (acceptance rate of
59%), which were organised in three volumes of the Springer Lecture Notes in
Mechanical Engineering.

This volume, with the title “Innovations in Industrial Engineering”, specifically
reports on current developments in the field of industrial engineering, with a special
focus on research and industrial applications aimed at improving quality of pro-
cesses and products, and contributing to sustainable economy. It also describes
innovative technologies and strategies associated to industry 4.0., discussing new
ways to improve industrial production and supply chain management by applying
mathematical and computer methods. Last but not least, it analyses important issues
relating to sustainability, education and collaborations between industry,
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universities and interface units, as well as national strategies for digitalisation. This
book consists of 41 chapters, prepared by 136 authors from 11 countries.

Extended versions of selected best papers from the conference will be published
in the following journals: Sensors, Applied Sciences, Machines, Management and
Production Engineering Review, International Journal of Mechatronics and Applied
Mechanics, SN Applied Sciences, Dirección y Organización, Smart Science,
Business Systems Research and International Journal of E-Services and Mobile
Applications.

A special thank to the members of the International Scientific Committee for
their hard work during the review process.

We acknowledge all that contributed to the staging of ICIE’2021: authors,
committees, and sponsors. Their involvement and hard work were crucial to the
success of the ICIE’2021 conference.

José MachadoJune 2021
Filomena Soares

Justyna Trojanowska
Vitalii Ivanov
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Long-Term History Data and Integrated Expert
Knowledge in Asset Lifecycle Management

Toni Ahonen(B), Antti Rantala, Helena Kortelainen, and Pasi Valkokari

VTT Technical Research Centre of Finland, Tampere, Finland
toni.ahonen@vtt.fi

Abstract. Modern asset lifecycle management needs to deal with a combination
of strategic level information for defining right allocations, timings and resources
for investments, tactical level information for allocating maintenance tasks based
on their criticality, maintenance windows and e.g. production schemes as well as
operational level information for effective implementation of daily maintenance.
There is a need for a process that better uses lifecycle data as an integral part of
lifecycle decision-making and thus for maintenance and investment planning. In
current paper, we focus on the aspects of strategic and tactical asset management
where development targets are identified formaintenance actions and investments.
Based on previous research and an interview study the paper proposes a process
for maintenance and investment planning which utilizes a combination of expert
knowledge and maintenance and process event data.

Keywords: Maintenance · Lifecycle · Data · Digitalization

1 Introduction

Data and knowledge driven planning processes are in the core of the asset lifecycle
management. Availability of relevant data is crucial in order to make the best asset
management decisions, but the long-term availability of asset information is a challenge
[1]. The exploitation of gathered data and utilization of informationmanagement systems
are challenges that require an integrated asset information management strategy [2].
It is generally recognized that various data, such as technical and financial data are
needed, and they are usually scattered among separate information systems. Crespo
et al. [1] propose that a common database should be developed where relevant data
of all assets could be stored altogether to support decision making.

The data needed for asset life cycle management related decisionmaking is currently
stored andmanaged in different systems including the product datamanagement systems
(PDM,PLM) applied by the product vendor and computerizedmaintenancemanagement
systems (CMMS) that is utilised by the product user/owner. Manual data collection is
typically conducted by maintenance personnel when handling work orders in a CMMS.
The manually recorded data in a CMMS is often scare and has poor quality and thus the
maintenance event history data seldom supports the hierarchical and systemic approach
for the management of the assets [3, 4]. Further sources of failure data like diaries that

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
J. Machado et al. (Eds.): icieng 2021, LNME, pp. 1–11, 2022.
https://doi.org/10.1007/978-3-030-78170-5_1
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2 T. Ahonen et al.

operators use to share and transfer acute issues in their everyday work, are often in a
format that also hinders the exploitation of the gathered data for instance in maintenance
organisation [5]. The role of CMMS in the maintenance management and asset life cycle
management could be significantly improved by investing in improving the data quality
and quantity, and by integrating data sources. Kortelainen et al. [6] have presented
a framework for systemic approach for asset management data refinement where the
structure of the information produced is based on a thorough understanding of the asset
hierarchy and the assetmanagement decision-making. In addition to the need to have data
scientists translating data into knowledge [7], companies need to define their strategic
goals for data refinement [8] which should provide guidance on the selection of proper
tools and methods.

Human expertise and tacit knowledge [9, 10] offer a valuable contribution to the
asset lifecycle related decision-making. If companies can extract and exploit the tacit
knowledge they have, it could improve their decision-making processes significantly
[11]. Altogether, professional experience, tacit knowledge and recorded descriptions
of earlier events - i.e. expert knowledge - are used for maintenance management and
the management of the assets over their lifecycle. In today’s industrial practices these
largely manual processes often form the basis for maintenance planning - rather than
effective data-driven processes. The primary challenges are the collection and integration
of relevant data into an exploitable format throughout the levels of decision-making - at
strategic, tactical and operational levels.

The research activities in the ongoing co-innovation project “Solid value from dig-
italisation in forest industry (SEED)” project [12] cover the asset lifecycle from engi-
neering to operations and asset management. SEED-project aims at developing methods
and tools for business driven maintenance and asset replacement decision making. In
this paper, we study the challenges that the fragmented maintenance data create and
the possibilities that properly managed maintenance data offer to asset managers. The
objective of this paper is to provide a conceptual assessment framework that enables the
utilisation of both history data and expert knowledge for replacement investment and
maintenance development planning.

2 Asset Lifecycle Decisions

Strategic and tactical levels of asset management address the optimization of investment
allocation, maintenance strategy and programme choices, and the timing and scope of
the major maintenance activities such as replacements or shutdowns [13]. A further
question is the optimization of the maintenance interval in terms of costs related to
planned downtime and the risk of increase failure-related downtime. However, there is
also a need to combine production and maintenance related knowledge together in order
to cross-optimize the production schemes and planned maintenance shutdown and thus
fully exploit the resulting maintenance windows. This endeavour draws from the idea
of opportunistic replacement policies [14] and of Total Productive Maintenance (TPM)
[15]. The need for cross-optimization leads in a complex optimization problem where
data needs to be better used.

Decision-makers have to take a multi-objective approach to driving their decisions
and have to weigh the preferences of different stakeholders during the decision-making
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process [1]. For example, maintenance and production organizations have to agree on
the timing of the major maintenance activities and replacement investment plans. It
is essential that in the asset management decisions making process also considers the
impacts that the outcomemay have on the value of the asset [16]. Rosqvist [17] states that
maintenance has no intrinsic value but maintenance is performed to support the strategic
objectives of the plant and the fundamental objectives of the company. Understanding
of the value creating mechanisms is thus of particular importance.

In the industry, companies are generally aiming at reliable production systems with
higher availability performance. Industrial production lines are composed successive
process stages or sub-processes that might also be partly parallel, and storage capacity
is placed between stages. Intermediate storages ensures a steady material flow through
the whole system and the probability of production stops is reduced even disturbances
or maintenance actions take place in some parts of the system. In order to direct the
improvement measures effectively, the whole system should be studied systematically
and the items that contribute most to the system unavailability, or items that are critical,
should be identified As the asset systems are often complex, a reliability or availability
performancemodel of the system is necessary to understand the impacts of such activities
[18]. Often it is not feasible or necessary to model whole system on the same level of
detail. Functional modelling methods (e.g. Structured Analysis and Design Technique,
SADT and Integration Definition for Function Modeling, IDEF) offer a hierarchical
top-down approach that is applicable also in the industrial context.

Rosqvist et al. [17] introduce “the definition of the fundamental, strategic and main-
tenance (means) objectives of the production plant” as a key phase in the determination
of a maintenance programme for a plant. They also present the hierarchic relationship
between a company’s fundamental objectives, the strategic objectives at plant level,
and the operational objectives of the maintenance organisation. This phase provides
the maintenance organization with a profound reasoning for the selection of the most
profitable maintenance strategies for the assets.

Gopalakrishnan et al. [19] state that manufacturing companies carry out criticality
assessments but they are found ineffective for making maintenance decisions. The study
showed that companies did not reach reliable results with the tools used and thus the
right critical assets were not identified in practice. A data-driven approach with clear
objectives for maximizing system productivity was proposed. Lopes et al. [20] pro-
pose a criticality assessment method with “rules for defining priorities for corrective and
preventive maintenance tasks” and a second one to prioritize equipment based on its per-
formance. The first method particularly focuses on asset and task criticality rather than
purely addressing criticality of the equipment itself. This focus is based on the observa-
tion that criticality assessment of the equipment should be based on understanding the
failure behaviour and thus understanding the failuremode criticality. The secondmethod,
on the other hand, aims to point out the assets with poor performance. The methods of
Lopes et al. [20] thus target at managing the failure-related risks as well as management
of the system performance. Overall, there has been a long tradition of applying qualita-
tive criticality assessments for supporting long-term maintenance decision-making and
developing methods for asset level assessments (see e.g. [21]).
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Applications of RCM (see e.g. [17]) can be utilized to identify the most appropriate
and cost-effective tasks of preventive maintenance. Lifecycle cost and profit analysis
(LCC/LCP) may be utilized to evaluate the effects of each smaller or larger investment
in maintenance. Quite typically, a coarse cost analysis may be applied when making a
decision on each of the maintenance task in RCM [22].

Asset life cycle plans are to be created and reviewed annually, both for asset replace-
ment and as required in the event of business developments. The age and condition of
assets is to be monitored and taken into account in planning maintenance, replacements
and other investments, so that issues of reliability and risk, and disruptions to business
plans are minimized. However, the funding of such investments often poses constraints,
and methods to allocate the resources based on factors such as condition and criticality
are needed [13].

Development of the approaches to meet the challenges described above require a
systematic formulation of the problems in terms of asset management strategy, asset
criticality, maintenance programmes and the maintenance processes. Sharma et al. [23]
state that “data problems still exist and the gap between theory and practice is quitewide”.
It is also argued that literature on integrating qualitative and quantitative approaches
is still rather scarce. We conclude that there is a need for an approach that utilizes
data from assets and exploits complementary expert judgment to formulate a thorough
understanding of the system criticality from the perspective of failure behaviour and
performance.

3 Research Design and Approach

The research applies qualitative research strategy to understand the current state of main-
tenance data and expert knowledge utilization in process industry when planning for
asset replacement investments and maintenance development. The methodology devel-
opment was based on the work carried out in previous projects (Table 1) and this work
was supplemented by the insights collected in the ongoing SEED-project (Table 2).

Table 1. Research data from research projects and assignments

Project type and schedule Method Sources

Commercial assignments in different
industries (2010–2019)

Asset replacement assessment process [5]

Research project with industrial partners
(MittaMerkki, 2015–2016)

Risk-based investment assessment [24]

Co-innovation project with research
organizations and industrial companies
(SEED, 2020 - ongoing)
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The research data was collected by interviews from experts that are responsible for
planningmajor shutdowns andwho have alsomajor role in replacement decisionmaking.
As companies in process industry have either outsourced their maintenance function or
otherwise rely on the offering of external firms, experts from service providers were
included in interviews. The interviews were aimed at providing insights on the practical
decision making processes, challenges and solutions during the planning, execution and
post-processing stage. Examples of specific interview questions include:

1. What are the key problems in asset management?
2. How do you measure your asset managements’ success?
3. How much have you outsourced your asset management processes?
4. How do you prioritize your maintenance tasks?

Table 2. Research data collection in SEED-project

Company Characterization of the interviewed persons

Process industry Asset Management Manager
Development Project Manager
Maintenance Development Manager
Maintenance Director
Maintenance Manager
Maintenance Support Manager
Reliability Engineer
Senior Manager, Reliability

Maintenance service provider Process Owner, Reliability
Reliability Engineer

The interview data was coded using a qualitative data analysis software Nvivo. Data
triangulation, i.e. using several types of data sources from different actors, increases the
reliability and validity of the research [25].

4 Findings from the Interviews

Below we present the key findings from our interviews from the viewpoint of challenges
of data refinement in maintenance and investment planning. Data fragmentation is a
major challenge in many organizations. Following is a comment from our interviewee
regarding the problems with data:

“Data fragmentation is a challenge. We have many systems 
and huge amounts of data, but we don’t know how to pick the 

right data to support our decision making.”
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Data management in overall is one of the main challenges in asset management.
Especially availability of history data is amajor problem.Crespo et al. [1] noted that long-
term availability of asset information is a challenge. Interviews bolstered this argument,
as one of the interviewees commented:

“Especially old assets’ history data management is challeng-
ing. It is hard to get access into history data, because systems 

and employees have changed.”

Crespo et al. [1] proposed that a common database should be developed where
relevant data of all assets could be stored altogether to support decision making. One of
the interviewed companies had an ongoing project in which the goal is to link different
databases into one place and utilize the data to make better asset management decisions.
The interviewee commented:

”We have an ongoing project in which we try to process 
maintenance data into valuable information. We are trying to 
integrate many kinds of data sources into the same cloud plat-

form and construct situation pictures for our workers”

Also, poor quality of report data is a considerable problem. According to the inter-
views, maintenance management needs more detailed information on the failure modes
and their mechanisms as well as the corrective actions and suggestions for the future.
Thus, these expectations should be reflected to how to implement the structure of the
maintenance task reporting and how the reporting is instructed. One interviewee said:

“We emphasize the importance of quality when we update in-
formation about defects into our systems. Instead of writing 

“pump is broken”, there should be more detailed information 
concerning the problem. Comprehensive reports would help 

other workers’ tasks.”

Sufficient report quality could result in better predictability of asset failures. Pre-
dicting failures is one of the most important areas that should be improved according to
our interviews. Better predictability would reduce unnecessary maintenance and prevent
unexpected asset failures. One interviewee commented:

”The most important area of development in asset manage-
ment is predictability of failures. There is still a lot of work to do 

in order to predict failures early enough.”

Another common problem in asset management is that there is only a limited amount
of money given for maintenance. Thus, asset management is continuous prioritizing
what assets should be repaired next. Because of that criticality classification of assets
and maintenance tasks plays major role in prioritizing. One of the interviewees said:
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”We have done different types of criticality assessments for 
about 30 000 assets. …You never get enough money to repair all 

assets. We prioritize maintenance tasks all the time.”

5 Information Needs in Maintenance and Investment Planning

5.1 Maintenance Specific Challenges Related to Data Utilization

There are generic prioritized objectives for data utilization in asset management, such
as prioritization and scheduling of the maintenance work, however, the challenges are
often case specific and depend on the specific production environment and maintenance
schemes. It seems that there is a great interest in developing better capabilities for
maintenance planning with respect to lifecycle costs and profits, instead of pure cost
optimization. This emphasizes the role of data and knowledge in the context of mainte-
nance programme optimization. Criticality analyses are in common use as a part of this,
however, there is a need for procedures that help to incorporate the asset criticality to
the daily routines.

EAM and CMM-systems are still largely focused on supporting the daily mainte-
nance management activities. If the lifecycle data is then managed in a number of sys-
tems, there is a risk of data being fragmented, poorly managed and also poorly exploited.
Holistic management of the asset lifecycle data is thus a significant challenge. Refine-
ment of data into actionable insight is challenging particularly at production line level
while collection of relevant insight is better managed at asset level. Increased amount
of data has not so far resulted in a step change of the efficiency but instead optimization
and fine tuning of processes here and there.

According to the interviews, many of the current challenges are related to the quality
of the event data caused by incomplete reporting of the failure, process disturbance,
debottlenecking experiences, mistakes made, learnings and observations. Furthermore,
all the interviewees referred to the fact that data and information are widespread in
different information systems and many of them stated that all the relevant information
should be available in one individual system.We conclude that instead ofmerely integrat-
ing information systems based on case-specific needs, the asset management processes
described in terms of howdata is utilized in different use cases, will be used as a guideline
for integration. Maintenance event data is still inadequately utilized in the development
of the maintenance activities. However, it can be concluded that utilization of the event
data is more dependent of the proper processes and models being implemented rather
than due to inadequate analytics methodologies. The processes of collecting data should
be improved in order to more harmonized data in terms of maintenance terminology and
format.

5.2 Data Utilization in Maintenance Prioritization

Prioritization of themaintenance activities relies too often and toomuch on the decisions
made at operational level, with insufficient evidence collected and based on single events
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or biased opinions. Thus, no sufficient tools or models exist for prioritization and there-
fore experience-based and often biased selections are made. Prioritization is an example
of an activity requiring cross-disciplinary collaboration and information sharing.

The interviews revealed that since no adequate evidence exists that could support
strong prioritization, maintenance resources are not optimally allocated. The interviews
thus support the conclusion that there is a need for an approach for maintenance and
investment planning that is data-driven and utilizes the expert knowledge effectively.

6 Concept for Hierarchical Replacement and Maintenance
Investment Elaboration

Wecould argue that there is no “world-classmaintenance”. Instead, best practices depend
on the equipment to be maintained and the production environment. We consider asset
management as an integrated approach, where capacity, investments, operation and
upkeep of assets are optimized in the specific environment.

There is a need to thoroughly understand the failure behavior of the assets and to
analyze the impacts of different maintenance strategies in order to select the suitable and
most cost-effective items for the maintenance programme. It is concluded that there is a
need for a process that better uses lifecycle data as an integral part of lifecycle decision-
making. Here we focus on the aspects of strategic and tactical asset management where
development targets are identified for maintenance actions and investments.

A hierarchical approach is proposed in Fig. 1 where the following key process ele-
ments address the effective combination of expert knowledge and maintenance and
process event data. Criticality assessment and dependability analysis are proposed as
a dynamic part of the process where expert knowledge and event data is continuously
used for updates. Timing of the updates of the maintenance programme or updates of
the maintenance resource plan as well as the definition of the investment plan for the
future are defined by the organization and they should be supported by proper tools.

Here the first two phases are used as input information and a particular analysis for
maintenance resource allocation and investment planning are proposed.

Criticality Assessment: Criticality assessments are widely implemented in industry,
however, their utilization as an integral part of asset lifecycle decision-making is still
limited. In this process, criticality assessment can be done hierarchically so that the
results can be used as a guideline for allocating resources for more detailed assessments.
The results of the criticality assessment can, inmany cases, be used directly but the results
can be complemented with the help of other analysis methods. Data-based approaches
are preferred, however, the availability of relevant data typically guides the balance
between use of asset data and expert judgment in making the assessments.

Hierarchical Data-Based Dependability Analysis: Thehierarchical approach contin-
ues in the availability performance analyses where the failure behaviour of the systems is
more thoroughly analysed than in the criticality assessment phase. The failure behaviour
of production systems is affected by various factors, such as the lifecycle phase of the
production equipment, maintenance and investment history, stress and process condi-
tions (for instance, temperature and humidity) and overloads. This information makes it
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Criticality assessment

Hierarchical data-based
availability performance

analysis

Investment and 
maintenance investment

analysis

Profitability assessment for
selected actions

Selection of the criteria
for the criticality
assessment

Prioritized investment list and
maintenance development

targets with profitability
assessment in terms of 

lifecycle costs and profits

Criticality index principles

Assessment of the value for 
availability performance and other
performance metrics applied in the
analysis

Integration of 
criticality

asessment and 
dependability

analysis into as 
assessment of the
prioritized assets.

List of action points for development and 
maintenance investments

Asset
hierarchical

structure

Calculation
model

LCC/LCP 
Model

Investment
identification

approach

Asset information for exploitation:

PI diagrams, functional block diagram,
key performance indicators of the
target system, list of assets and asset
structure

Asset
data

Fig. 1. A process for hierarchical asset assessment for investment and maintenance development
target planning.

possible to plan a balanced maintenance programme. It is known that failure analyses
can be very resource intensive, however, the hierarchical approach aims to invest most
resources to themost significant system parts so that the results from upper level analyses
are used to make focusing decisions on the lower levels.

Investment and Maintenance Investment Analysis: RCMdecision logic can be used
for reviewing the asset specific task planning and this phase results in the most profitable
selections for the on-going maintenance programme of the system. However, the needs
for larger investments are not considered in this analysis. Therefore, an investment
analysis is carried out where identification and reasoning of the investments are made.
This phase should integrate cross-disciplinary information gathered from operations and
maintenance to assess, for instance, lifecycle phase and remaining lifetime of the assets,
effects of the investments on the failure behaviour and reduced risks. In practice, we
propose that the hierarchical data-based dependability analysis and a synthesis of the
most significant items in criticality assessment is used together with a list of investment
proposals from operations and maintenance functions as a basis for the identification
and assessment phases. This ensures a more thorough analysis of the failure-related risk
or expected bottlenecks. The investments should then be analysed with respect to their
most profitable scope. Thus, the related functions and system parts are also analysed
with respect to their criticality, expected failure behaviour, capacity performance and
lifecycle phase. A coarse and semi-quantitative cost-based assessment can be used at
this stage, where the costs and impacts are analysed. In addition to the optimized scope,
the analysis should include estimates on the investment costs, effects of investment
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shut-down as well as effects on availability performance, capacity, maintenance and
other relevant case-specific operations costs.

Profitability Assessment for Selected Actions: A lifecycle cost and profit model
should be applied in order to analyse the profitability of each investment and main-
tenance resource allocation decision. Assessment of the effects can be done based on
the integration of event data and expert knowledge.

7 Conclusions

Technology development and companies’ investments in digital technologies have
resulted in rapid increase in the amount and variety of available data in process industry.
This has created a significant potential for more efficient asset management, however,
the stepwise development based on the technological advancements have created a range
of systems criticized by users due to their inefficiency.

A lot of challenges have been identified related to how data can be exploited as
an integral part of decision-making. The large number of information systems without
effective integration and fragmented and unmanageable data have been identified as the
primary generic challenges.

Current paper proposes a process that could tie together expert knowledge and the
different pieces of information produced from data and use that according to the asset
hierarchy. In practice, paper presents the steps needed to compose an understanding of
the criticality and failure behavior of the system and finally to make a coherent plan of
development actions regarding maintenance and maintenance investments.
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Abstract. The article is the preliminary research results determining the influence
of selected criteria on the timeliness of customer orders, the workstation load and
the required size of the finished products warehouse. The criteria included in this
paper are the changeover time and the priority rule. The literature analysis covers
issues related to the priority rules and machine changeover. The following part of
the work presents the adopted research methodology, production process model
and input data. Production plans were prepared successively and 9 model variants
were designated, with different changeover times and priority rules applied. The
work also simulated the production process in the FlexSim program, using previ-
ously prepared production plans. For the evaluation of the models, a summary of
the obtained results was taken into account, showing the timely execution of cus-
tomer orders, the workstation load and the required size of the finished products
warehouse. The article ended with conclusions, in which a variant was indicated,
inwhich a combination of factors allows to achieve the highest punctuality of order
fulfillment, the smallest size of thewarehouse and the optimal load ofworkstations
(the shortest inactivity, the longest implementation of the production process).

Keywords: Priority rules · Production scheduling · Computer simulation

1 Introduction

In the era of constantly growing customer requirements and increasing competition,
production companies must constantly improve the quality of manufactured products,
reduce production costs and increase the timeliness of orders. Unstable demand causes
frequent changes in the production schedule, which may, on the one hand, cause a sharp
increase in inventories of finished products, generating additional costs for the company
(e.g. storage costs) or, on the other hand, difficulties in timely delivery of products to the
customer [1]. In order to solve the above problem, enterprises often decide to implement
various methods and production management tools. The analysis of the literature on
the subject indicates that solutions supporting decision-making processes [2–5], quality
management [6–9] and lean manufacturing [10, 11] are most often implemented.
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The concept of Lean Manufacturing in its assumptions focuses on the elimination or
significant reduction of waste, ie activities that do not increase the value of the product
in the eyes of the customer, and therefore do not add value to them [12]. One of the
activities that brings no value and at the same time reduces the available production time
is the changeover of the machine or device. Long changeover times make it necessary to
produce in large series, which significantly reduces production flexibility (understood
as the ability to quickly respond to customer needs) and increases the stock of finished
products [13, 14]. The use of the SMED (Single Minute Exchange of Dies) method,
which is part of the Lean Manufacturing concept, allows for a significant reduction in
changeover times for machines and devices. As indicated in the literature on the subject,
the use of the SMED method allows in the first stage of implementation to reduce the
changeover time by about 30–50%, and in the next stages by another 20–30% [15].
Moreover, the application of the SMED method may increase production flexibility
[16], reduce production costs and storage costs [17].

In addition to the improvement of production processes, an important aspect that
determines the timely completion of customer orders or the proper load on workstations
is production planning. In the planning process, key decisions are made regarding the
efficient implementation of production, solving existing problems or determining the
necessarymeasures to achieve the set goals. An important element is to provide complete
and reliable input data that enable the creation of a production plan that is realistic [18,
19]. The literature on the subject indicates many methods and algorithms for planning
and scheduling production. Most often, however, enterprises decide to use heuristic
methods that do not guarantee an optimal solution, but generate an acceptable solution
within an acceptable time. These methods are based on priority rules [20, 21].

Improving processes and proper production planning can also contribute to reducing
the number of rejects, better use of production resources and increasing production
efficiency, while reducing the consumption of raw materials, i.e. material, energy, etc.
Thanks to this, the company is able to reduce the amount of pollution andwaste generated,
which is in line with the trend of sustainable development.

The aim of the article is to develop and conduct simulation tests in the FlexSim
program, which will allow to determine the impact of selected factors: changeover time
and the priority rule, on the timely execution of customer orders, workstation load and
the required size of the finished products warehouse. To do this, it is necessary to check
for which combination of selected factors, the timeliness of customer orders fulfillment
and machine load will reach the highest level, and the required warehouse size will be
the smallest.

2 Selection of Priority Rules

Priority rules are decision rules used to determine the order in which tasks are performed
on specific workstations in a production unit [22]. There are many rules of priority in the
literature. In practice, the most frequently used are [23–27]: shortest task time, longest
task time, longest next task time, shortest processing time, longest processing time,
shortest preparation and finishing time, nearest task due date, longest preparation and
finishing time, first in first out.
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The article presents the research results for three priority rules:

– shortest processing time (SPT), determines the sequence of operations according to
their labor intensity, in this case the taskwith the shortest processing time is performed
first [28],

– longest processing time (LPT), determines the sequence of operations according to
their labor consumption, but in this case the task with the longest processing time is
performed first [22],

– first in first out (FIFO), determines the order of tasks depending on the order of entry
of orders to production. This means that the job received earliest is performed first.
[22].

The entire planning and scheduling process depends on the proper selection of the
priority rules, which allows to meet the given criteria. The above priority rules are one
of the most frequently used in manufacturing companies due to the minimization of
the production cycle [29, 30]. One of the key factors of competitiveness and meeting
customer needs is the ability to quickly respond to customer needs.

3 Research Methodology

The simulation study is designed to determine the impact of changeover times and
priority rules on the timeliness of customer orders fulfillment, workstation load and the
required size of the finished products warehouse. All input data used to perform the test
are simulation data generated for the test.

The research methodology presented in Fig. 1 was adopted to conduct the study.
The following sections present a detailed description and implementation of the

stages of the research methodology.

Fig. 1. Research methodology.
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3.1 Preparation of Simulation Data

Two product families were accepted for the study, each family contains 8 products. The
productsW1-W8 belong to the first family of products (F1), while the productsW9-W16
belong to the second family (F2). Historical data of customer orders was generated for
each of the products. They provided information on the number of orders in a period of
one year, the minimum and maximum number of orders for a specific product during
one day, the minimum number of items in an order, the maximum number of items in an
order, and the average number of items in an order. The data made it possible to calculate
the arithmetic mean and standard deviation of the number of pieces in the order, thanks
to which the range of order sizes was obtained, i.e. the minimum and maximum number
of orders for a given product by the customer during the simulation testBy analyzing how
many days an order for a given product was recorded, the arithmetic mean and standard
deviation were also calculated, which determined the minimum and maximum number
of days for the order in the simulation study, i.e. the frequency of customer orders.

The next step was to develop a manufacturing process for both product families. It
was assumed that each family will be produced on one production line. In the case of F1,
7 technological operations and quality control should be performed, and in the case of
F2, 3 technological operations and quality control should be performed. It was assumed
that the quality control for both production lines is 100%. The product quality control
station W1-W8 has a defect rate of 5%, and the product quality control station W9-W16
has a defect rate of 4%.

In the next stage, production operation times and basic changeover times for all
manufactured products were generated in the program prepared by the authors. On
the basis of the above data, calculations were made regarding: the product production
program (taking into account the deficit coefficient described above), the pace and cycle
of production and the required number of machines for each production operation. For
the calculations, it was assumed that the production takes place in a two-shift system,
where the number of hours per shift is 8 h, and the time is 30 min for each shift.

Figure 2 shows a diagram of the manufacturing process for the F1 product family,
and Fig. 3 for the F2 product family.

Fig. 2. Diagram of the F1 family production process.

The last element of data preparation was generating random customer orders for
individual products, in accordancewith the previously calculated values of the arithmetic
mean and standard deviation (frequency of orders, range of order sizes). The fragment
with the generated orders is shown in Fig. 4.
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Fig. 3. Diagram of the F2 family production process.

Fig. 4. Fragment of the orders table.

3.2 Indication of Models of Simulation Studies

Nine variants of the combination of changeover times and priority rules were adopted
for the simulation tests. As previously indicated, the 3 most common priority rules were
adopted: STP, LTP and FIFO. There were also 3 variants of changeover times T1, T2,
T3. The first variant of T1 covered the base values of the changeover times, which are
the longest. In the second variant, the values of changeover times (T2) were reduced in
relation to the first variant by about 1/3, and the third variant determines the changeover
times (TPZ3), reduced by about 2/3, compared to the first variant. Table 1 shows the
factor combinations and the corresponding simulation model numbers.

Table 1. Simulation models.

FIFO LTP STP

T1 Model T1-FIFO (M1) Model T1-LTP (M4) Model T1-STP (M7)

T2 Model T2-FIFO (M2) Model T2-LTP (M5) Model T2-STP (M8)

T3 Model T3-FIFO (M3) Model T3-LTP (M6) Model T3-STP (M9)

In the case of T2 and T3 times, in accordance with the SMED rules, the preparatory
activities were divided into external and internal. In the first time variant (T1), it was
assumed that the worker has to leave the machine, e.g. to pick up the appropriate tools.
For the second option (T2), the times are reduced compared to T1 as it is as-sumed that
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the worker is not leaving the workplace to pick up the tools. The worker’s task is only to
assemble the required tool for further work and install in the machine tool. In the third
time variant (T3), it was assumed that the worker has prepared as-sembled tools, which
allows for a significant reduction of the changeover time - his task is only to install the
finished tool in the machine tool .

The presented variants will be assessed in terms of: timeliness of customer orders,
machine load and the required size of the warehouse, the most important criterion being
the timeliness criterion and the least important requirement for the size of the warehouse.

3.3 Creation of Production Plans

The production plans were created according to the previously adopted priority rules
and performed calculations, in particular regarding the production program. The table
below (Table 2) presents the order of manufacture of products for the M4-M6 models.

Table 2. The order to produce products according to the LTP rule priorities.

F1 family production
line

F2 family production
line

Sequence Product Sequence Product

1 W6 1 W15

2 W7 2 W14

3 W3 3 W16

4 W5 4 W11

5 W2 5 W9

6 W4 6 W13

7 W8 7 W10

8 W1 8 W12

3.4 Creating Models in FlexSim Program

The next stage of the research was the preparation of 9 simulation models in the FlexSim
program and the implementation of previously prepared production data concerning e.g.
operation times, changeover times, production plan or customer orders. The models
differ in production data, while the layout of machines and stations remains unchanged.
As a result, the applied simulation is deterministic and discrete.

The simulation model for the line producing the F1 family and the line producing
the F2 family consists of (Fig. 5):

– sources of raw materials (ENTRANCE),
– three buffers (BUFFER 1, 2, 3),
– ten machines (MACHINE -10) and three quality control stations (K1-K3),
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– finished products warehouse (WAREHOUSE),
– an element enabling leaving products from the warehouse (WAREHOUSE_EXIT),
– customer order acceptor (ORDER),
– element issuing production orders (ORDER _EXIT).

The production plan, with operation times, changeovers times, the order in which
the products are made, and the number of items to be manufactured, is implemented in
the “Entrance” element. This is a source of raw materials that allows you to determine
the specific number of products produced, and also to determine the time when the raw
materials needed for production are to appear on the buffer. "Buffer" is an interstate
magazine. When the machine finishes pro-ducing one piece of product, it takes another
from the buffer.

– The element defined as “Warehouse_exit” allows you to release products from the
supermarket and control of the number of pieces of all products that were collected to
carry out the customer’s order. The “Orders” element specifies the size of the order, as
well as the time after which they are carried out (orders appear once a day, at the end
of the business day). The last element “Orders_exit” allows you to complete orders
and control the number of completed orders.

Fig. 5. Model of the manufacturing process in FlexSim program.

3.5 Running the Simulation

The simulation was carried out for 9,720,000 s, or 180 working days with 2 shifts each
day. The break time was 30 min for each work shift, therefore the given simulation time
is the time in which the sum of break times was omitted (if the program had included
the break time, the simulation would have lasted 10,368,000 s). The program set the end
of the simulation time to 9,720,000.01 s, as it allowed for the correct completion of the
simulation.
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3.6 Development of the Results

Introduction
For the purposes of the study, it was assumed that the timely execution of customer
orders means sending a ready (complete) order within 5 working days of placing the
order by the customer. It should be emphasized that the customer receives his order only
when it is complete. This means that if there are not enough items in the warehouse to
fulfill a given order, the customer receives them only when there are enough items in the
warehouse to fulfill the order.

The customer may only receive a complete order, if there are not enough items to
complete the order, it is defined as: in progress. An explanation of the terms used for
contract fulfillment is provided below:

– completed, i.e. orders that have been completed, regardless of whether the customer
received them on time or late,

– in progress, i.e. orders that by the end of the simulation were not fulfilled, but were
accepted for execution and would have been fulfilled if the simulation had not ended.

The completed orders were divided into orders timely and orders untimely, defined
in the study as:

– completed on time, i.e. according to the principle that the customer orders, the
customer gets (immediately after ordering or up to 5 working days),

– completed after the deadline, i.e. the customer received a complete order, but with a
delay, the customer waited for the order for more than 5 working days.

Timely Execution of Customer Orders
Table 3 shows the simulation results in relation to the timely execution of customer
orders. The largest number of orders in total was made in the models that used the FIFO
method. However, considering in which case more orders were processed on time, more
orders were processed on time for models that implement the process according to the
STP rule. The results also show that most orders were realized when the changeover
times were the shortest (T3), and the fewest orders were realized when the changeover
times were the longest.

Workplace Load
Table 4 shows the results for each model, showing the average station load for the
F1 family production line, and Table 5 shows the results for the F2 family production
line. The data shows that in the case of the F1 line, the highest percentage of the total
production time in each model is for the process. The best (in both production lines) are
models with the FIFO rule applied. Thus, in models using the FIFO rule, the average
idle time is the shortest. On the other hand, taking into account the changeover time, the
most favorable (due to the shortest time) are models in which the LPT rule was applied.
Due to the fact that the failure time in each simulation study was the same, also its share
in the total simulation time does not change for individual models.
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Table 3. Summary of the results of customer order fulfillment [pieces].

Model Completed Completed on time Completed after the deadline In progress

T1-FIFO 2068 661 1407 385

T2-FIFO 2182 889 1293 271

T3-FIFO 2213 1006 1207 240

SUM 6463 2556 3907 896

T1-LTP 2014 613 1401 439

T2-LTP 2167 848 1319 286

T3-LTP 2199 987 1212 254

SUM 6380 2448 3932 979

T1-STP 2068 662 1406 385

T2-STP 2181 891 1290 272

T3-STP 2212 1091 1193 241

SUM 6461 2572 2889 898

Table 4. Summary of the results of the average machine load for the F1 family production line
[%].

Model Work Changeover Idleness Accident

T1-FIFO 76.51 21.19 4.73 0.16

T2-FIFO 76.90 14.63 8.31 0.16

T3-FIFO 77.49 7.93 14.44 0.16

AVERAGE 76.97 14.58 9.16 0.16

T1-LTP 71.09 45.51 5.3 0.16

T2-LTP 76.01 16.78 7.03 0.16

T3-LTP 77.36 9.25 13.21 0.16

AVERAGE 74.82 23.85 8.51 0.16

T1-STP 73.94 21.15 4.78 0.16

T2-STP 76.90 14.61 8.31 0.16

T3-STP 77.49 7.93 14.45 0.16

AVERAGE 76.11 14.56 9.18 0.16

The Size of the Finished Products Warehouse
Table 6 presents data on the average and maximum number of finished products items
in the finished goods warehouse. The table above shows that the greatest demand for
storage space was in the case of the T3-STPmodel, and the lowest for the T1-LTPmodel.
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Table 5. Summary of the results of the average machine load for the F1 family production line
[%].

Model Work Changeover Idleness Accident

T1-FIFO 78.88 17.76 3.28 0.08

T2-FIFO 83.24 12.56 4.06 0.08

T3-FIFO 85.64 7.02 7.26 0.08

AVERAGE 82.59 12.45 4.87 0.08

T1-LTP 78.82 17.76 3.34 0.08

T2-LTP 83.24 12.56 4.06 0.08

T3-LTP 85.64 7.02 7.26 0.08

AVERAGE 82.57 12.45 4.89 0.08

T1-STP 78.82 17.76 3.34 0.08

T2-STP 83.24 12.56 4.06 0.08

T3-STP 85.64 7.02 7.26 0.08

AVERAGE 82.57 12.45 4.89 0.08

Table 6. Summary results of the number of items in stock [pieces].

Model Average
value

Maximum
value

T1-FIFO 1200 2700

T2-FIFO 3500 6000

T3-FIFO 6500 7000

T1-LTP 2500 2750

T2-LTP 3550 4500

T3-LTP 4500 13000

T1-STP 1020 2200

T2-STP 3500 4000

T3-STP 8500 13500

4 Conclusions

This paper presents the results of preliminary simulation studies concerning the indica-
tion of the impact of changeover time and the priority rule on the timely execution of
customer orders, workstation load and the required size of the finished products ware-
house. Computer simulation was carried out in FlexSim for 9 simulation models: T1-
FIFO, T2-FIFO, T3-FIFO, T1-LTP, T2-LTP, T3-LTP, T1-STP, T2-STP and T3-STP. The
models were created by combining the various variants of the examined factors: three
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different variants of changeover times and three different variants of selected priority
rules. The results were compiled taking into account three criteria:

– the highest timely execution of customer orders,
– the highest percentage of machines and workstations,
– the smallest size of the finished products warehouse required.

Taking into account the timely execution of orders, i.e. orders that were completed
on time, the best results were obtained in the T3-STP model. In the same model, the
smallest number of orders were obtained late, i.e. within 5 days from the date of placing
the order.

In the case of workstation load, both the F1 and F2 family production line load
should be taken into account. The best result, i.e. the highest percentage of production
lead time, was obtained for the T3-FIFOmodel. However, the model also has the highest
percentage of idle time, which may be due to the shortest changeover time among all
models. Thus, it can be concluded that the time saved on changeover has become a time
of machine idle time.

When analyzing the results for the demand for the size of the finished goods ware-
house, it can be seen that the smallest results, i.e. the least warehouse space, are needed
in the T1-SPT model. The longest changeover times in this case resulted in less frequent
delivery of products to the warehouse, thus causing an increased number of orders not
completed on time, which can be seen in Table 3.

In summary, the models were identified that best meet established criteria and they
are:

– T3-STP – timely execution of customer orders,
– T3-FIFO – load of machines and workstations,
– T1-STP – the required size of the products goods warehouse.

However, taking into account the fact that in order to increase competitiveness and
meet customer requirements, the company must absolutely meet the deadlines for order
fulfillment, and considering this criterion as the most important, it was assumed that the
T3-STP model is the best among all the tested models.
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Abstract. The adaptation of business models to the Industry 4.0 is an urgent
demand and a clear concern that emerges from economic relations. However, the
concepts of the Fourth Industrial Revolution and the ways of implementation are
not yet assimilated at all by the agents of the productive sector and the scientific
researches carried out, in many cases, present solutions that are too generic, so that
the companies, in turn, find it difficult to recognize them as applicable in their par-
ticular reality. The aim of this article is to identify and describe, through research
in literature and analysis of economic reports, the specificities of Portugal in the
context of the European Union regarding the barriers and the conditions of adhe-
sion to the Industry 4.0. The perspective is that the challenges presented points to
priority aspects and serves as a parameter for future research work aimed at the
design and development of implementation strategies that have greater adherence
to the challenges faced by Portuguese industry and, therefore, have greater poten-
tial for success. The topic of Industry 4.0 is quite broad and the article may help
researchers and companies to locate themselves in the universe of discussions and
proposals of solutions, as well as to be oriented in the decision making about,
above all, the adoption or construction of tools for the evaluation of results and
performance indicators of projects, in order to increase the chances of success in
the context of Portugal in the European Union environment.

Keywords: Industry 4.0 · Industrial Engineering and Management · Portugal ·
European Union

1 Introduction

The implementation models of the Industry 4.0 proposed so far are generic and differ
between them, lack a unicity in terms of direction, and thismakes the application difficult.

In this study, it is intended to address this gap through a systematic document analysis
and investigate factors that can guide the design of a management model for projects
implementing the Industry 4.0, which may be suitable to the Portuguese challenges in
the context of the European Union (EU).

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
J. Machado et al. (Eds.): icieng 2021, LNME, pp. 25–35, 2022.
https://doi.org/10.1007/978-3-030-78170-5_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-78170-5_3&domain=pdf
http://orcid.org/0000-0002-3620-2830
http://orcid.org/0000-0002-7991-0132
https://doi.org/10.1007/978-3-030-78170-5_3


26 C. de Jesus and R. M. Lima

The study is conducted with the objective of answering the following questions:

1. What is the economic challenge in Portugal in the context of the European Union as
regards the conditions for adapting to technological changes?

2. What strategic factors related to Industry 4.0 present shortfalls or potential for
development in Portugal in the context of the European Union?

3. What are the opportunities for scientific research and how can they be conducted so
that they better meet the most pressing needs in the context of Portugal?

2 Theoretical Background

The factors for the adoption of management models are very diverse and respond dif-
ferently depending on the context of the environment and the size of the company,
however, this cannot be an impediment to achieving a satisfactory approach in terms of
best practices and implementation guidelines.

Stefan et al. (2018) [11] affirm that small and medium enterprises are not always
able to perceive any relationship between their activities and the conventional definition
of Industry 4.0, so they consider that guides and models are important instruments of
guidance for implementation. Despite this need, as argued by Stefan et al. (2018) [11]
consider that the existing models have in common the fact that they are not geared to
specific situations, so that they can only be applied by hiring an external consultancy.

Another aspect is that many of these solutions have greater emphasis on technology
and organizational structure. To obey this general perspective, Schuh et al. (2017) [9],
from Acatech, state that the objective of a project to implement the Industry 4.0 should
make a company agile in a changing environment and a maturity model serves in this
context, according to the authors, to guide companies to perform this transformation.

In the same way, Tonelli et al. (2016) [12] consider processes to be important factors
impacting the competitiveness of an organization and therefore suggest attention to
Business Process Improvement (BPI). The authors mention BPM – Business Process
Modelling as an important tool for process integration and consider the ANSI/ISA-95
Enterprise/Control standard as support for this purpose.

For the monitoring of process performance, they present as a solution the maturity
indexes. They affirm that there are several frameworks that organize these instruments
with a view to a purpose, as already mentioned, and were developed by professionals,
academics and international consortia, however, most of them are based on the CMM
– Capability Maturity Model, or CMMI – Capability Maturity Model Integration.

3 An Analysis of the Portuguese Challenges in the Context
of European Union for Implementation of Industry 4.0

This section is dedicated to presenting a set of conditions, barriers and drivers, for the
implementation of Industry 4.0 (I4.0) in Portugal, considering the EU context.
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3.1 Digital Maturity to the I4.0

Following the steps taken to prepare the productive sector for the technological trans-
formations in Industry 4.0, Portugal has a program called “National Strategy Portugal
2030 – National Strategy for Portugal Post 2020” [3].

The program provides a self-diagnosis of the digital maturity of the Portuguese
economy in order to better support the definition of roadmaps for technological trans-
formation, and to ensure that the knowledge generated from the experiments and
implementation experiences is widely disseminated and shared.

The diagnosis of digital maturity is carried out through consultation of companies
and institutions. In relation to companies, it can be seen that the number of companies
that systematically develop and put into practice disruptive ideas is below average in the
EuropeanUnion, ideas such as joint development between companies and entities, appli-
cation of digital skills, reconfiguration of the operational and business model, adoption
of Industry 4.0 technologies, adherence to technological and innovation ecosystems.

In the events called “open days”, working groups, interventions and debates orga-
nized by COTEC Portugal – Business Association for Innovation, it was identified that
the context of industry 4.0 in Portugal is marked by the existence of distinct groups of
companies regarding the level of assimilation of the concepts related to Industry 4.0,
including autonomous and self-sufficient companies in skills and resources in imple-
mentation, companies with some level of sensitivity to the theme and that conduct
experiments in a way that obtains some results and, finally, companies that are not sen-
sitized and do not have internally resources and skills to perform the necessary changes
by themselves.

A qualitative representation of this reality is also reflected in quantitative surveys,
as can be seen in Fig. 1.

Fig. 1. Digital transformation in large Portuguese enterprises [1]

Companies recognize Industry 4.0 has the potential to leverage competitiveness,
but their concerns are the inadequacy of current management mechanisms and business
models, requiring interoperability, the integration of the value chain and digital skills in
human resources. There are also difficulties in accessing funding programs to support
investment in digitization projects [3].

According to the 2019 Edition of the Annual Study of the Economy and the Digital
Society of Portugal, the main barriers are represented in Fig. 2.
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Fig. 2. Mainbarriers to the implementationof digital transformation initiatives in largePortuguese
enterprises [1]

More data can be complemented to the information showed in Fig. 2. The main
problems raised by the World Economic Forum to do business in Portugal are plotted in
the chart illustrated in the Fig. 3.

Fig. 3. Main problematic factors for doing business in Portugal [15]

The WEF data give more details about the costs pointed in the previous graph as
a significant problem. As for the qualification of the workforce, the two graphs show
different aspects. It does not seem that the supply of qualified labor is the only problem
and neither the biggest of them in this category. It may be that the greatest challenge lies
in the training of the current workforce and that they have been trained according to old
paradigms of management and technology.

According to data from the World Economic Forum, value-added manufacturing
companies grow by 0.2% in Portugal and of these, 25.7% adopt medium or high tech-
nology [13]. According the analysis presented by Silva (2018) [10], Portugal’s level of
competitiveness has remained stable over the last ten years in part because it also does
not improve the rates of innovation and sophistication factors in business.

In his study on the competitiveness of Portuguese companies in the European Union,
Silva (2018) [10] notes that in fact the level of adoption of technology is not a problem,
nor is the quality of education, which makes Portugal a country that has a reasonable
level of technological readiness for Industry 4.0. However, high competitiveness is not
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only defined by these factors, it is necessary to improve the development of the financial
market, and the efficiency and productivity rates.

3.2 Current Business Conditions that May Influence the Transformation
for the I4.0?

It is important to consider that the cost of a 1 GB of Internet in Portugal is one of
the largest in the EU. While in Portugal 1 GB of Internet coast $13.98, in Finland, for
example, coast $1.16 [2]. Other indices presented by the World Economic Forum on
the relative condition of Portugal in the EU, concerned to dimensions as technology,
innovation, labor force, product market and business dynamism, suggest relevant topics
for understanding the maturity of the economy and Portuguese firms for Industry 4.0.

According to the reports, Portugal has a medium to good performance in most indi-
cators. The country stands out in the capacity of the companies to absorb technology
and the impact of Information and Communication Technology (ICT) on new services
and products is meaningful in comparison with their peers in the EU. In number of sub-
scriptions of Internet, Fixed-broadband and Fiber, Portugal is ahead of more than 120
countries out of a total of 141, but is an intermediate position in mobile-broadband sub-
scriptions. However, the perspective of grow in many aspects is positive if the analysis
is focused in indicators as venture capital deal volume per size of economy – position
17 out of a total of 100 countries, and the quality of research institutions – 27 out of a
total of 141 [13–16].

About labor force, in percentage of working population, Portugal ranks ahead the
most countries in manufacturing employment (15/100), availability of scientists and
engineers (27/100) and skillset of graduates (27/141). In termsofEducation andmeasures
to the future labor force, stands out indicators concerned to quality of math and science
education and ease of hiring foreign labor. In the other hand, Portugal needs to improve
the capacity to attract and retain talent, mean years of schooling years, the practices of
hiring and firing and, mainly, the internal labor mobility, an indicator which Portugal
occupies the 116 position of a total of 140 [13–16].

Labor mobility refers to the capacity of personnel able to move between positions,
organizations and regions, within an economy and between different economies. This
indicator is important because it affects growth and production [5].

According Pordata [6], Portugal has one of the lowest rates in labor productivity,
a special factor that contribute to the economic growth and social welfare. Portugal
is behind 21 countries out of 27 in this indicator. Portugal’s level of competitiveness
measured by the World Economic Forum compared to that of 141 other countries is in
the number 34 position [15].

Regarding product marketing and business dynamism, Portugal is strong in competi-
tion in services and has efficiency of the clearance process, has good potential in growth
of innovative companies and the amount of companies which embraces disruptive ideas,
but needs to improve in attitudes toward entrepreneurial risk [13–16].

Pourabdollahian et al. (2016) [8] present detailed data on the technology adoption of
Portuguese companies in relation to their peers in theEuropeanUnion.High performance
manufacturing corresponds to the adoption of high-performance technology that enables
resources such as systems combining flexibility, precision and zero-defect mechanisms
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(e.g. high precision machine tools, advanced sensors, 3D printers). Figure 4 show the
level of adoption of high-performancemanufacturing technologies in Portugal compared
to some other countries in European Union.

Fig. 4. Companies using high-performance manufacturing technologies, by country [8]

ICT-enabled smart manufacturing are Information and Communication Technology
that enables digital integration technologies implemented in productive systems. As can
be seen in Fig. 5 Portugal stands out in access and employment of ICT, but not necessarily,
as can be seen in Fig. 4, to enable the smart manufacturing.

It is estimated that 16.9% of Portuguese workers work in manufacturing companies
[13]. However, according to data from the Francisco Manuel dos Santos Foundation, the
largest employers in Portugal are Small and Medium-sized Enterprises (SME), 78% of
workers are in the SME [7]. Pourabdollahian et al. (2016) [8] present numbers extracted
from a survey with European companies from 10 countries which identify that in Euro-
pean Union, technologies are adopted in the most time by large enterprises in the various
levels of intensive use. It is reasonable to suppose that Portugal follow this same trend.
The scenario designed by the graphs shows that there is a bigger potential of development
in SME with more impact in the expansion of the social benefices.

Fig. 5. Companies using ICT-enabled technologies, by country [8]

Pourabdollahian et al. (2016) [8] present an analysis of the drivers, barriers and fac-
tors to prepare EU companies for the adoption of the advancedmanufacturingmodel and
consider that countries need to develop policies to strengthen small and medium-sized
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enterprises, to promote the adoption of new technologies and to support companies in
reconfiguring their business models. The study deals with ICT-enabled intelligent man-
ufacturing that corresponds to the integration of technologies and processes to enable
the concept of intelligent manufacturing, advanced technologies and sustainable tech-
nologies. The latter will not be commented on in this article because it is not the focus
of the objectives. According to the authors, the main barriers for the adoption of ICT-
enabled intelligentmanufacturing and the advancedmanufacturingmodel are as follows:
changes in the rules and forces that define the value chain, difficulties in the manage-
ment of the political environment, the regulatory, legal and tax environment of work,
in the definition of requirements, in the evaluation of the cost-benefit of investments,
in the conciliation of motivations and purposes between partner companies and in the
alignment of processes, resistance to changes, lack of experts, lack of qualified labor,
lack of education and training programs aimed at advanced management practices, lack
of innovation in the training process, difficulties in developing solutions on an industrial
scale, in accessing and replicating data among partners, and lack of shared tools in a
very dynamic context of change.

3.3 Future Perspective and Opportunities on Industry 4.0

An overall view of European competitiveness in the context of Industry 4.0 is illustrated
in the Fig. 6. Scoreboard is a tool designed to identify national and European compet-
itiveness in the context of Industry 4.0. The countries analyzed are grouped into three
groups: “lagging”, “mid-tier” and “leading”. Portugal occupies the last position of the
mid-tier group, as can be seen in Fig. 6 and the 12th in the global set. It is projected
that an increase of 1 point in this i4.0 index may result in incremental GDP growth of
between 2.1% and 2.4% per year over 5 years [3].

Fig. 6. i4.0 index scores in 2016 and 2017 [3]

Although Portugal is well positioned in several aspects, it presents challenging
indices on sensitive factors for the digital market such as delay in the application of
connectivity technology, demands in the field of training of labor and the adoption of
good management practices. This assessment also appears in other economic reports as
can be seen in the Fig. 7.

On the other hand, existing programs and actions already carried out place Portugal
in a condition of potential of progress and development, as can be seen in the Fig. 8.
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Fig. 7. Portugal’s relative position in terms of digital competences in the DESI 2017 Index of the
European Commission. Source DESI: Digital Economy & Society Index [4]

Fig. 8. Readiness for the Future of Production Assessment [15]

4 Discussion

Regarding the issues proposed for investigation in this study, with the data raised so far
it is possible to identify an initial design of challenges and to point to future research
projects.

1. What is the economic challenge in Portugal in the context of the European Union as
regards the conditions for adapting to technological changes?

The data show that in Portugal there are conditions of access to technology, it has
development and modernization programs and, although there are barriers that prevent
more accelerated progress, the country has representations of all sectors that conduct
initiatives to minimize the factors that limit the competitiveness and productivity of
companies. As could be seen in Fig. 1, only 5% of Large Portuguese Enterprises do not
dedicate actions for Industry 4.0. Although technological modernization is a concern of
Portuguese companies, the reports indicate a significant discrepancy between the use
of technology in the productive system and actions to develop the concept of smart
manufacturing. However, the scenario designed by the study shows that Portugal has
good conditions to be inserted in the industry development agenda for the 4.0 Industry
model. In addition to a technological infrastructure in full development, an increasing
opening of financing lines and incentive programs, the country also stands out in the
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EU in the quality of education in math and sciences, and also in scientific research and
innovation.

2. What strategic factors related to Industry 4.0 present shortfalls or potential for
development in Portugal in the context of the European Union?

As seen in Fig. 2, the companies have difficulties with the qualification of workforce
in spite of good positions of Portugal in quality of math and science Education and
research institutions. Data presented by the World Economic Forum show that two
factors can be responsible for this which need to be investigate with more details: (1)
universities has the mission to prepare by themselves by updating your curricula and
education methodologies in specific areas as Engineering and Business Administration
for responding the need to develop new skills; (2) the companies need to be willing
for professionalizing not only your operations but also your strategies and concepts of
management, employing qualified professionals and developing a new organizational
culture by adopting policies of permanent develop of new competences dedicated to
current staff.

The surveyed data also shows that small and medium enterprises have a very sig-
nificant social and economic importance because they employ most of the workforce,
currently around 78% according to statistics presented by the Francisco Manuel dos
Santos Foundation. However, it is worth noting that most companies in this sector of
the economy have difficulties in visualizing the adherence of their business environment
to the Industry 4.0 and are unable to apply the available implementation frameworks
because they are too generic. Thus, developing Industry 4.0 frameworks that can be
easily adapted for the specificities of SMEs may contribute to overcome this obstacle.
Additionally, such framework could act as model for the implementation of management
best practices and in this way, improve the productivity performance. It should be noted
that such a framework must include culture adaptation issues so that they become more
open to changes in their business model and management practices.

Therefore, in a first analysis, the hypothesis is raised that the cause of the low
productivity of the workforce in Portugal in comparison with other European Union
countries is the distance between the management and Industrial Engineering models
developed and perfected in the academic and scientific environment of those employed
by the companies, especially by small andmedium enterprises, either because the supply
of skilled labor suffers the challenge of its expansion, or also because companies need
to modernize not only in the technological aspect, but also in the organizational culture
so that they become more open to changes in their business model and management
practices.

3. What are the opportunities for scientific research and how can they be conducted so
that they better meet the most pressing needs in the context of Portugal?

This study shows that the development of amethodology to implement the production
standard called Industry 4.0 is an opportunity of research.Moreover, this implementation



34 C. de Jesus and R. M. Lima

methodology should be suitable to the challenges of Portugal in the context of the Euro-
pean Union, with special attention to the needs of SME-Small andMedium-Sized Enter-
prises. The basis for the construction of this model can be the existing generic models for
organizational reconfiguration projects. This could be adapted through methodologies
for construction of specific models, which draws up on surveys, interviews and case
studies. This model can also be built by rereading the traditional Industrial Engineering
concepts more sensitive to the environment of Industry 4.0 in order to draw attention to
the need for action that favors systemic thinking, Lean philosophy, organizational cul-
ture, higher level skills, innovation and sustainability, and others, to achieve a research
proposal which explore concepts like strategies frameworks, maturity models, roadmap
implementation and continuous improvement enabled by assessment readiness, always
directed at Portuguese Small and Medium-Sized Enterprises.

5 Conclusions

The Industry 4.0 depends on a chain of cooperation because it is a technological rev-
olution. Thus, the lack of a national policies enabling the insertion of this concepts
in the productive system can be a problem. Despite that Portugal has such policies,
namely an Industry 4.0 development agenda, there are several structural challenges that
can be seen by companies as obstacles to individual actions. Exploratory research to
characterize the context of Portugal in its specific conditions and in relation to the Euro-
pean Union, identifies that a strategy of an implementation project of Industry 4.0 can
achieve better results if it focuses on small and medium enterprises, due to the social
and economic importance of SMEs in the country and because they face the greatest
difficulties to obtain guidance in structuring competitive strategies, business models and
organizational architectures. Another approach that should be considered to support this
transformation, is the management of competences as a way to continuously adapt and
improve the availability of a qualified workforce. Such approaches would be potentiated
by a strong cooperation between universities and companies. These activities are not
enough in long-term if they are not aligned with a strong proposal for developing a
new organizational culture focused in the valuation of professionalization of the oper-
ations and management approach. Is expected that this article can make a contribution
to guide research-action intentions with the proposal to develop complete frameworks
composed by tools as assessment readiness techniques, maturity model, roadmap for
combining management by processes and information systems, for designing a project
for implementation of Industry 4.0 in Portuguese SMEs.
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Abstract. The effectiveness of production processes is a measure of the proper
control of an enterprise, its development and effective meeting the market’s needs.
Production capacity planning and process scheduling is undoubtedly the key to
success. However, in many cases, it is first of all necessary to analyse the cur-
rent situation, eliminate waste and look for areas to improve business operations.
Such actions are supported by ongoing analyses of the tasks being performed and
assessment of the accuracy of decisions. In enterprises without modern IT sys-
tems, enabling permanent analysis and assessment of production processes, math-
ematical tools and methods can be helpful. One of them, the linear regression, is
presented in this article, highlighting the factors which, among the subjects stud-
ied, significantly affect the modelled phenomenon, and the degree of such impact.
The analysis was carried out on the example of a manufacturing company from
medical industry.

Keywords: Multifactorial regression · Production processes effectiveness ·
Operations management

1 Introduction

The activities of manufacturing companies are profit-driven through the effective imple-
mentation of their objectives. They can be classified in two main dimensions, the eco-
nomic and material ones. The first is to ensure good financial condition of the company
by improving the efficiency of its operations. In the second one, the activities are aimed
at increasing market share and meeting its needs by improving productivity. The guar-
antee of effective accomplishment is the implementation of an appropriate method of
production management, enabling the reconciliation of two orientations: the market one
focused on the customer, and the efficiency orientation, serving to improve the effective-
ness of operations. In the era of the industrial revolution 4.0, the wide use of technical
equipment controllers, IT software (e.g. MES or ERP) and industrial robots allows for
ongoing diagnostics and control of the production processes being realised, leading to
an increase of effectiveness. Moreover, it allows for their full autonomy, both in terms
of organisation and the ability to quickly respond to changes in market demand.

The reasons behind the fourth generation of the industrial revolution are the avail-
ability of large information resources and the ability to archive, process and make right
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decisions based on them. However, analyses of the Polish producers’ market indicate
that only 15% of Polish factories are automated, and the main methods of data collection
are still dominated by the manual creation of electronic databases (59% of entities sur-
veyed) and only paper documentation (16%of companies) [1]. Furthermore, the research
conducted reveals that only 14% of the respondents have specialised analytical teams in
their structures, while 53% of companies do not have significant skills in this area, using
basic skills of individual employees on an ad hoc basis [2]. Therefore, from a practical
point of view, it is still important to develop simple mathematical tools to support deci-
sionmaking in the production planning process, allowing the quantitative and qualitative
assessments of the implemented activities to be made based on the available information
resources. Advanced mathematical analysis tools are not useful in such cases, hence
there is a need for the application of uncomplicated, utilitarian methods. One of them
is described in this article. The multifactorial regression model was chosen. The study
was based on data of a manufacturing process of laboratory tips in the medical industry.
The purpose of the publication is to present the possibility of using the regression model
to assess factors affecting the effectiveness of the production process, measured in this
case by the performance of technical equipment (machinery), as well as the diagnostics
of the analysed company in this respect.

2 The State of the Problem - Literature Analysis

The development of production systems and increased competition on the market
requires entrepreneurs to permanently analyse their production processes to identify
downtime and eliminate waste. Effective assessment is possible only through the use of
appropriate methods of supervising and controlling production processes, including the
operation of machinery and technical equipment. It should be based on reliable infor-
mation on the condition of the entire system. It is also important to choose the right
measures to assess the effectiveness of the company equipment, adapted to the data that
can be obtained, reflecting the mode of operation of individual machines, as well as
being in line with the objectives set by the organisation [3]. The analysis of the liter-
ature showed many possibilities of assessing the effectiveness of technical equipment.
Economic (e.g. profitability index, fixed and variable costs of machine maintenance),
technical and operational (e.g. machinery reliability index), information and economic
(e.g. repair service intensity indicator) or safety indicators (number of accidents at service
and using machines) can be distinguished [4].

The above indicators can be used at various levels of the organisation to assess the
effectiveness of both, the entire production process and the selected production line or
a single machine. The method of selection for analysing the production system per-
formance is defined in the PN-EN:15347:2019-12 standard. It provides a list of key
performance indicators (KPIs) which enable comprehensive assessment and improve-
ment of the efficiency and durability of technical equipment maintenance, based on both,
external (e.g. location of the entity, national labour policy, market and economy or envi-
ronmental conditions), and internal factors (e.g. size of the organisation, its structure
and objectives, complexity of implemented processes or age of technical equipment).
This document, as a method of streamlining production processes, recommends using
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the Deming cycle, which includes four basic steps: defining the organisation objectives
and identification of KPIs, measuring the current KPI values using qualitative and quan-
titative assessment methods, comparing current KPIs with their nominal values, and
analysing differences, as well as the implementation of activities to improve production
processes [5].

In the era of industrial revolution 4.0, numerous companies have modern machine
parks in which, by integrating digitally controlled machines with information technolo-
gies, it is possible to read indicators supporting the supervision of production processes
in real time [6, 7]. However, particularly in smaller enterprises (also in the one being
the subject of the study), the records are based on hand-drawn data sheets in Excel. This
hinders the ongoingmonitoring, but does not prevent an ad hoc analysis and performance
evaluation [4]. However, it requires the use of appropriate mathematical methods.

High production effectiveness is primarily determined by the reliability of the
machines and their ease of maintenance. Literature analysis proved that the above reli-
ability models and operational efficiency models were most commonly used for the
above purpose. Reliability models allow a temporary assessment of the functioning of
technical facilities. The MTBF (Mean Time Between Failure) and MTTR (Mean Time
To Repair) values are most commonly calculated [8, 9]. The former is used to measure
reliability based on the average time between failures and their frequency [10], while the
latter is based on the measurement of the average real time of repair from the moment
of reporting to removing the fault [11].

The operational effectiveness model for measuring the performance of a production
system uses primarily the OEE indicator (Overall Equipment Effectiveness) [12, 13]. It
is the product of three elements related to the availability, effectiveness of the machine
park and the quality of manufactured products [14, 15].The above model enables the
assessment of the entire production process, taking into account the time of machine
availability, their performance and the quality index of products manufactured. The
essence of OEE is based on a comparison of the actual use of the machine with its
performance indicators in ideal conditions, i.e. when production and its preparation is
carried out according to schedule. Following the literature, it should be assumed that the
desirable reference point is the level of global production proposed by Seichi Nakajime,
for which the OEE is 85.41% [4].

For the examined enterprise, one of the parameters of the OEE indicator, i.e. the
performance index, was indicated as the most desirable in the assessment of the effec-
tiveness of implemented activities. It is measured as the quotient of the actual to optimal
production (350 pieces/day in the examined enterprise) as per the relationship (1):

WQ = Qr

QO
(1)

where:
WQ – machine operational effectiveness index;
QR – actual production volume [pcs./24 h];
QO – required production volume [pcs./24 h].
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Calculated that way, it illustrates the degree of effective use of technical equipment,
enabling the identification of areas which need improvement.

In the literature analysed, to assess the production process effectiveness, the most
frequently used are the measures regarding the degree of effective use of operations and
workplace [16], as well as those related to unproductive time [17]. However, multiple
regression models are not widely used. Among the items available, Turóczy et al. point
to the possibility of its application in the chemical industry to increase competitiveness,
flexibility and adaptability in terms of the cost of operations [18]. However, Anayeche
et. al. developed a comparison of the effectiveness of the assessment of the performance
of production processes using multiple regression and artificial neural networks. They
pointed out that the latter tool may provide better results, but it is more complicated in
use and interpretation, and requires more complex input data [19].

The article consists of three main parts. The first briefly reviews the literature in
terms of the available indicators for assessing the effectiveness ofmachines and technical
equipment in production processes. Then, the subject of the study is described and the
multifactorial regression model is discussed. The third part presents the results obtained,
indicating the factors which significantly affect the volume of production. The entire
elaboration ends with conclusions and recommends the directions for further research.

3 Methodology and Subject of the Study

The subject of the study is a medical industry company that specialises in the production
of laboratory, sterile and non-sterile tips, with a capacity from 0.5 to 1,200 µl. The
production is based on injection machines which work in conjunction with an automatic
packaging system. Stainless steel moulds are used in the manufacturing process. The
manufacturing process consists of three phases. Plasticised plastic is injected into a
mould cavity closed in the machine, forming a moulding which is then pressed in the
mould and cooled. After the pressing phase, the plastic is drawn from a hopper and
plasticised, and the unit is moved away from the mould. In the last step, the moulding is
removed from the mould cavity and automatically packaged on trays.

The study covered the effectiveness of the production process of disposable medical
pipette tips manufactured by a selected machine. The data collected dated back to 2018
(from January to December) and concerned the records of each of two (12 h) shifts com-
pleted in the continuous production cycle. That way, a sheet containing 504 observations
was obtained, including variables such as shift number, tip type, number of man-hours,
tray type, employee number, and number of trays.

Linear multifactorial regression was applied for the study, which allows a qualita-
tive approach to the relationship between many independent variables and a dependent
variable. The general form of the regression model is represented by the Eq. (2):

Y = F
(
X1,X2,..., X3, εt

)
(2)

• where:
• Y – dependent variable;
• X1,X2,..., X3 – independent variables;
• εt – internal disturbances.
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An estimation of the regression function Y in relation to X in general population is
the regression function y in relation to x in a random sample, called an approximate with
the form:

ŷi = a1x + a0 + ui (3)

where:

ui = yi − ŷi (4)

Model parameters are estimated using the method of least squares (LSM). Diagno-
sis of the regression model includes statistical verification of the model, checking its
significance and significance of individual parameters, as well as the residual analysis.
The following assumptions are made for the linear regression models:

– the variance of the random component is equal for all observations: D2(εi) = σ 2 for
i = (1, 2, . . . , n) ;

– there is no significant impact of factors not included in the model on the average value
of the dependent variable: E(εi) = 0 for i = (1, 2, . . . , n);

– there is no autocorrelation of random components;
– random component εi has a distribution N (0, σ ) for i = (1, 2, . . . , n) [20].

At the first stage of the study, the collected data was evaluated. In the examined
enterprise, 80% was considered a satisfactory level of performance, and its variability is
shown in Fig. 1. An analysis of the box-plot and basic descriptive statistics indicates that
most observations are below the accepted level of satisfaction. Therefore, it is important
to identify factors which significantly affect the production processes and to point out
the areas which can be improved.
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Fig. 1. Production performance box-plot

Based on the selection of information contained in the worksheets, explanatory vari-
ables were specified and their impact on the effectiveness of the production process was
assessed. A quantitative variable was selected: the number of man-hours and qualitative
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ones: shift (first, second), calendar month, employee, type of tip (10 µl, 1000 µl) and
type of tray (FR flat red, DR deep red, FW flat white, DB deep blue).

TheAnova variance analysismakes it possible to assess the significance of the impact
of qualitative factors on the dependent variable. However, it requires that the dependent
variable in individual groups have a normal distribution. Therefore, in the first step, the
compliance of the variable performance distribution with the normal distribution was
checked in groups related to the month, the employee operating the machine, the type
of tray. To this end, the Shapiro-Wilk test was applied in which the null hypothesis
assumes that the distribution of the examined feature is consistent with the normal dis-
tribution, while according to the alternative hypothesis, the distribution of the examined
feature is different from the normal distribution. The results obtained demonstrate that
the distributions examined do not comply with the normal distribution, therefore there
are no grounds to apply the variance analysis. In such a case, it is possible to use a
non-parametric equivalent, i.e. the Kruskal-Wallis test, the results of which in individual
groups are presented in Table 1.

Table 1. Kruskal-Wallis test results.

Variable K-W test statistic value p-value

Month 145.88 0.00

Employee 20.89 0.00

Tray type 114.89 0.00

Shift 4.88 0.02

Tip type 160.58 0.00

The results of the Kruskal-Wallis test indicate a significant impact of the variables
studied on the modelled phenomenon. The value p in each case it is lower than the
adopted level of significance α = 0.05.

For the qualitative variable number of man-hours, the correlation coefficient was
examined with the variable performance. It was obtained r = 0,21, the value of t-
student’s test statisticswas 4.47, and the p-value 0.00whichmeans aweakbut statistically
significant relationship between variables.

Later, detailed analyses of individual groupswere carried out tominimise the number
of categories. Box-plots were applied (examples for themonth and type of tray are shown
in Fig. 2 and 3) and multiple comparisons of average ranks for all samples.

The analysis made it possible to combine variables which do not differ significantly
from each other into groups. For the months, 4 groups were proposed including the
registered observations: in October (1st Group), in March, May and November (2nd
Group), in February,April andAugust (3rdGroup), in January, June, July, September and
December (4th Group). Employees were divided according to the performance achieved.
Only one of themclearly stood out from the others (employee 6), therefore two subgroups
were created: the first one including the employee no. 6 and the second including the
remaining staff. For the type of trays, the analysis showed no significant differences
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Fig. 2. Performance box-plot for individual months
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Fig. 3. Performance box-plots depending on the tray type

in the effectiveness when using deep red (DR) and flat red (FR) trays, therefore it was
decided to combine them, while the others, i.e. the flat white (FW) and deep blue (DB)
trays were left unchanged.

4 Multiple Regression Model

Distinguished regressors were used to build a multifactorial regression model. Table 2
presents the estimated parameters of functions.



Application of Linear Regression for Evaluation 43

Table 2. Estimated parameters of the regression model.

Corrected R2 = 0.33
F(9.49) = 28.99, p < 0.00, Std. estimation error = 0.21

N = 504 b Std. error t(494) p

Man-hours (mh) 0.01 0.00 4.56 0.00

DR/FR tray type (DR/FR) 0.13 0.04 3.61 0.00

FW tray type (FW) −0.05 0.02 −2.53 0.01

Tip 10 (t.10) 0.11 0.04 2.81 0.01

First shift (fs) 0.15 0.04 3.58 0.00

Remaining staff (rs) 0.23 0.04 5.43 0.00

Months: 2nd group (m2) 0.08 0.03 2.30 0.02

Months: 3rd group (m3) 0.19 0.03 6.80 0.00

Months: 4th group (m4) 0.13 0.04 2.94 0.00

All estimated parameters are statistically significant, which is proven by the calcu-
lated p value of the test statistics which, in each case, is below the assumed significance
level α = 0.05.

They are interpreted as follows. Individual increase in the number of man-hours
results in a 1% increase in the effectiveness. Production on the first shift leads to effec-
tiveness increase by 15%. The use of deep and flat red trays in the production process
increases the effectiveness by 13%, with a 5% decrease when using flat white trays.
Effectiveness in the production of tips with a capacity of 10 µl increases the productiv-
ity by 11% compared to the 1,000 µl tips. In a group of employees, the reference point
was the sixth employee with the lowest performance. When the machine is operated by
other employees, the process effectiveness increases by 23%. In the group of months, the
reference point assumed was October, with the lowest average effectiveness value. Pro-
duction in months of the group 2 (March, May, November) increases the effectiveness
by 8%, in the group 3 months (February, April, August) the above indicator increases by
19% and by 13% during work in months of the group 4 (January, June, July, September,
December).

The regression equation takes the following form (3):

y = 0.01 · xmh + 0.13 · xDF/FR − 0.05 · xFW + 0.11 · xt.10 + 0.15 · xfs + 0.23
·xrs. + 0.08 · xm2 + 0.19 · xm3 + 0.13 · xm4 (5)

where:
mh – man-hours, DF/FR – DR/FR tray type, FW – FW tray type, t.10 – tip 10, fs –
first shift, rs – remaining Staff, m2 – months: 2nd group, m3 – months: 3rd group, m4
– months: 4th group.

Model verification was based on residual analysis. The compliance of their distri-
bution with the normal distribution was verified. The Shapiro-Wilk test statistics was
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S−W = 0, 825 and the value p= 0.00, and it is below the adopted level of significance
α = 0.05, indicating that there were no grounds for adopting the null hypothesis of
compliance with the normal distribution.

The next step was to examine the the independence of observation errors. The Durin-
Watson test statistics was calculated which was DW = 1.53 and indicated the existence
of a positively correlated random component. This is confirmed by the autocorrelation
plot shown in Fig. 4.

conf. interval-1.0 -0.5 0.0 0.5 1.0
0

 15 +0.055 0.044
 14 -0.042 0.044
 13 -0.046 0.044
 12 +0.015 0.044
 11 -0.053 0.044
 10 +0.025 0.044
  9 +0.023 0.044
  8 +0.072 0.044
  7 +0.097 0.044
  6 +0.048 0.044
  5 +0.063 0.044
  4 +0.109 0.044
  3 +0.195 0.044
  2 +0.112 0.044
  1 +0.219 0.044

Dalay Cor. S.E

0
72.56   0.00
70.99   0.00
70,07   0.00
68.98   0.00
68.87   0.00
67.43   0.00
67.10   0.00
66.82   0.00
64.17   0.00
59.30   0.00
58.14   0.00
56.08   0.00
50.03   0.00
30.69   0.00
24.32   0.00
  Q   p

Fig. 4. Model residual autocorrelation function plot

The above results indicate that the model did not fully reflect all relationships present
in the process. The determination coefficient obtained is not high R2 = 33% and the
residuals do not meet the required assumptions. Nevertheless, the proposed model meets
its function in qualitative analyses, indicating areas which require modification. It is
primarily inefficient staff management (the efficiency of employees of the second shift
is significantly lower than that of those working during the day) and problems in the
packaging process (placing laboratory tips in any tray other than the red one) that reduces
the effectiveness of the process.

The reason for only satisfactory matching of the model is the machine downtime.
In Fig. 5 showing the plot of observed and predicted values, it is clearly seen that the
regression function does not reflect non-production situations which affects the value
of the model residuals, but in the others it well reflects the variability of the series. The
calculated values of ex post errors presented in Table 3 are also satisfactory.

The mean squares residual (MSE) is close to zero, while the mean absolute error
(MAE) indicates that the actual implementations of the performance variable will devi-
ate by approximately 14% from the predicted values. This allows for the model to be
considered satisfactory. Furthermore, it indicates that the developed tool can effectively
support decision making in the production management process.
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Fig. 5. . A plot of values observed and predicted by the model

Table 3. Quality of predictions of the developed model

Mean squares residuals (MSE) 0.04

Mean absolute error 0.14

Relative mean squared error 0.12

Relative average deviation (MRAE) 0.23

5 Conclusions

The study demonstrated that inefficient staff management significantly reduces perfor-
mance. The productivity of employees on the second shift is significantly lower than that
of those working during the day, and the use of machinery by operator no. 6 results in
a decrease in the volume of actual production. Moreover, the laboratory tip packaging
system should be subjected to detailed analysis. It is necessary to implement improve-
ment measures aimed at identifying the reasons for the decrease in effectiveness when
packaging products in trays other than red.

The nature of the business, the method of data collection and the lack of a specialist,
analytical team prompted the search for simple mathematical tools which could support
decision making processes in the company. A multifactorial regression model was pro-
posed which is a simple and accessible tool enabling the assessment of implemented
processes by non-specialist personnel in advanced data analysis. The dependent variable
was the effectiveness, and the variables explaining the number of man-hours assigned to
product making, type of shift, month of production, number of the employee operating
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the equipment, as well as the type of laboratory tips produced and the method of pack-
aging (type of tray). A significant impact of the shift on the performance indicator (it is
15% higher during the first shift), as well as of the employee (operating equipment by
operator no. 6 results in a 23%decrease in performance) was identified. The analysis also
demonstrated a significant impact of the manufacturing month on the process effect (in
February, April and August it increased by 19%). The type of laboratory tips produced
and the packaging method also significantly affect the effectiveness of the process. The
production of smaller capacity tips increases the productivity by 11%, while packaging
in red trays increases it by 13%. The above results indicate a clear need to take cor-
rective actions leading, among others to improve the performance of operator no. 6 or
employees working on the second shift.

The developed model is primarily suitable for qualitative analyses. It well reflects
the impact of individual variables on process effectiveness. It performs its function in
the search for areas allowing for the elimination of unnecessary downtime. Moreover,
it is versatile and usable in any enterprise, the results are legible and easy to interpret,
which also speaks for its usefulness.

However, since it did not fully cope with the large variability of the process, in
particular when the performance drops to zero, in the future studies other models will be
considered that may be applicable to this type of empirical data, for example the logistic
regression model.

The objective of the article was to present the possibility of using the multifactorial
regression model to assess the effectiveness of the laboratory tip production process
in terms of factors affecting it. Preliminary statistical analysis demonstrated that in the
enterprise analysed, most observations related to situations in which the effectiveness is
below the level of 80%assumedby the company. Therefore, themain factors affecting the
implemented processes were identified and the degree of their impact was determined,
ultimately aiming to identify areas and operations which need improvement.
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Abstract. There are Optimization Problems that are too complex to be solved
efficiently by deterministic methods. For these problems, where deterministic
methods have proven to be inefficient, if not completely unusable, it is com-
mon to use approximate methods, that is, optimization methods that solve the
problems quickly, regardless of their size or complexity, even if they do not guar-
antee optimal solutions. In other words, methods that find “acceptable” solutions,
efficiently. One particular type of approximatemethod, which is particularly effec-
tive in complex problems, are metaheuristics. Particle Swarm Optimization is a
population-based metaheuristic, which has been particularly successful. In order
to broaden the application and overcome the limitation of Particle Swarm Opti-
mization, a discrete version of themetaheuristics is proposed. TheDiscrete Particle
Swarm Optimization, DPSO, will change the PSO algorithm so it can be applied
to discrete optimization problems. This alteration will focus on the velocity update
equation. The DPSOwas tested in an instance of the Traveling Salesman Problem,
att48, 48 points problems proposed by Padberg and Rinaldi, which showed some
promising results.

Keywords: Metaheuristics · Particle Swarm Optimization · Discrete
optimization

1 Introduction

Optimization problems are transversal tomany knowledge areas, as science, engineering,
management or business [1–11]. There are some that are defined as hard optimization
problems, which cannot be solved optimally by a deterministic method, within a practi-
cal time frame [12]. There are several categories for these problems, as depending on if
they are continuous or discrete, constrained or unconstrained, mono or multi-objective,
static or dynamic [13]. In this paper, a discrete version of a well-known metaheuris-
tic is proposed, particularly, a discrete version of the Particle Swarm Optimization.
The procedure of this discrete version of Particle Swarm Optimization, DPSO, will be
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demonstrated with a Route Planning Problem, specifically Travelling Salesman Problem
(TSP). Route planning is a type of problem which that aims to determine the shortest,
most cost-effective, available route from point (x) to point (y) on a map, stopping at each
given point (city). A TSP is a route planning problem in which a tour visits each city
exactly once [14]. It is a problem which is easy to define but, as the number of points
increases, the difficulty increases exponentially [15]. This paper will be divided in five
parts. In Sect. 2, a Literature Review which will focus on metaheuristics and Particle
Swarm Optimization, in Sect. 3, Discrete PSO will be explored, Sect. 4 will focus on
the Proposal, Sect. 7, Preliminary results and Sect. 8, Conclusions.

2 Literature Review

2.1 Metaheuristics

In the last three decades, a great interest and attention have been payed to metaheuristics
[16]. There are Optimization Problems that are too complex to be solved efficiently by
deterministic methods. For these problems, where deterministic methods have proven
to be inefficient, if not completely unusable, it is common to use approximate methods,
that is, optimization methods that solve the problems quickly, regardless of their size or
complexity, even if they do not guarantee optimal solutions. In other words, methods
that find “acceptable” solutions, efficiently. One particular type of approximate method,
which is particularly effective in complex problems, are metaheuristics. A metaheuristic
is an algorithm designed to solve a variety of hard optimization problems without the
need of great adjustments on each problem [12, 14]. As such, there is a wide range of
different metaheuristics which will vary according to the problem. There can be single-
solution based metaheuristics such as local search [17], simulated annealing [17, 18]
or tabu search [19], among others, or Population-Based Metaheuristics as Evolutionary
Algorithms [20] and Swarm Intelligence [21], in which PSO and DPSO is included [14].
According to Boussaïd, metaheuristics share characteristics as their inspiration by some
nature principles. These principles are borrowed from physics, biology or ethology and
they have several parameters that need to be fitted to the problem [16].

2.2 Particle Swarm Optimization

The Particle SwarmOptimization (PSO) is a population-based optimization method first
proposed by Kennedy and Eberhart [22]. A swarm, in this context, is a population of
several solutions of a given problem, and each solution is seen as an organism in a social
environment, also called particle. This method attempts to mimic the behaviour of a
swarm of individuals moving on the solution space. Its main inspiration is the behaviour
of a school of fish or a flock of birds. It can be used to solve a wide variety of problems,
including neural network training and function minimization [23]. The most important
features of the PSO are the simplicity of implementation and the absence of information
requirements for the gradient [24]. PSO algorithm is an extremely effective optimization
technique to solve multimodal continuous optimization problems [21]. As said before,
the implementation is very simple as it generates a random initial population of particles,
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in which every individual particle keeps memory of three parameters: position, velocity
and fitness, which provides a solution of the problem. At every iteration, each individual
particle updates its position based on the velocity calculated considering two factors; its
previous best position (the best solution obtained by that specific particle) and the best
one among all the particles in the population (the best solution obtained by the swarm).
The algorithm will iterate continuously until the stopping criteria is reached [22, 25].

Fig. 1. Pseudocode of the particle swarm optimization algorithm, adapted from [14, 16]

With this method, PSO has been attained great results and applied on numerous
continuous and combinatorial optimization problems [25]. Even though, it has been
reported that this algorithm as some drawbacks as premature convergence or getting
trapped in a local optima [16, 26]. There is considerable research work conducted into
the original formulation of PSO, in both continuous and discrete problems, in order to
reduce these restraints.

3 Discrete PSO

In order to be applied to discrete optimization problems, the PSO algorithm needs some
reformulation. In their work of 1997, Kennedy&Eberhart proposed a new interpretation
of PSO to solve these discrete problems. Both particles position and velocities are defined
by changing probabilities that a bit is set to 0 or 1 [27]. This probability is set by a
function of two factors, individual and social memory, which will allow the particles
to move in a state space restricted to 0 and 1 [21]. Lately, several papers had described
some changes to the initial PSO algorithm in order to solve TSP. For instance, Zhong
et al., introduced a new parameter, called mutation factor, and it helped to keep balance
between exploitation and exploration [28]. Additionally, different pairwise exchanging
operations might be used, 2-swap or 2-exchange, for instance [29]. In this paper, it is
proposed a new approach to DPSO, altering the velocity update equation.

4 Proposal

As said before, a swarm is a population of individuals seen as an organism is a social
environment. As such, for each iteration, a neighbourhood must be defined for each
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individual. There are many possibilities to define such a neighbourhood. Conventionally,
two methods are used, gbest or lbest [14]. In this paper, it has been chosen the gbest
neighbourhood, in which every particle is allured to the best solution found by any
other member of the swarm [30]. As said by Kennedy, this type of neighbourhood is
equivalent to a fully connected social networkwhere every particle is capable of compare
performances with the other members of population. The best solution found by any
member of the population represents the leader of the swarm, the one used to guide the
group toward better solutions.

Each particle results in a combination of three vectors:

• The x-vector which keeps record of the current position (location),
• The p-vector which keeps record of the location of the best solution found by any
other particle in the swarm,

• The v-vector which contains information for the direction, gradient, in which particle
will move along.

In order to adapt an algorithm used to continuous problems, some adaptations to
the algorithm in Fig. 1 must be made for discrete optimization problems. There are two
main differences, which are the mapping between particle positions and velocity models
[14]. There were made some changes from the model proposed by Talbi in his book
[14], represented by Eq. 1 and 2, Velocity and particle update position, respectively.

v[n]i(t + 1)= Int
[
c1× v[n]i(t)×Rnd() + c2 ×

(
p[n]besti − p[n]i(t)

)
×Rnd()

]
(1)

p[n]i(t + 1) = p[n]i(t)+ v[n]i(t+ 1) (2)

The main difference is:

• The random factor was substituted by a 10% probability of contribution of each social
component for the velocity update, Eq. 3.

v[n]i(t+ 1)= Int(0,1× c1 + Rnd())× v[n]i(t)+ Int(0,1× c2+Rnd())
× (

p[n]besti − p[n]i(t)
)+ Int(0,1× c3 + Rnd())× (

p[n]gbest − p[n]i(t)
) (3)

In which:

• c1 is the Inertia factor,making the particlemovewith a position and velocity influenced
by the previous state.

• c2 is the influence of the historic best, which makes the algorithm more conservative.
• c3 is the influence of the gbest.

The neighbourhood is generated by all pairwise interchange method, and the position
update equation is the same as proposed by Talbi [14].
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5 Preliminary Results

Apreliminary studywas carried out using att48, 48 points problems proposed by Padberg
and Rinaldi, and the instances are available at [31].

For the experiments of DPSO, there were tested five parameters at three different
levels. The initial values are based on thework ofOdili, Peker andVanDenBergh [15, 23,
32], and adapted for this paper accordingly. There have been performed three Taguchi
experimental designs in order to identify the best parameters to solve the problem in
study. For the design of experiments of DPSO, it was used a Taguchi L18 orthogonal
design, since there were tested five parameters at three different levels. The initial values
are described on Table 1, based on the work of Odili, Peker and Van Den Bergh [15, 23,
32], and adapted for this paper accordingly.

One important part of the study is the parameter optimization systemization which
might be used widely to test a greater number of experiments in less time. The best
parameters for DPSOwere obtained 18 trials instead of 35. On Table 1 are the parameters
which had the best results solving the att48 problem.

Table 1. Parameters Swarm size, Inertia weight, Historic best weight, Gbest weight and Iterations
without improvement with the best results solving att48.

Swarm size Inertia weight Historic best weight Gbest weight Iterations Without
improvement

162 1,5 2 0,25 1875

The best solutions were obtained using the parameters above, in which the sequence
for the problem in study is:

1 8 9 38 31 44 18 7 28 6 37 19 27 17 43 30 36 46 33 20 47 21 39 48 5.

29 2 42 26 4 35 45 10 24 32 13 25 14 23 11 12 15 40 3 34 41 16 22.

This solution has a cost of 34385, 3% higher than the optimal 33522. The full results
for the run are on the Table 2.

Table 2. Results for the att48 problem using DPSO with the optimized parameters.

Run Nº of iterations to
best solution

Best solution Deviation to
optimal

1 1068228 36915 10%

2 1053648 37568 12%

3 1643814 42249 26%

4 1440342 34385 3%

5 1179198 36054 8%

Even though the results are few, the first results are promising.
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6 Conclusions

Particle swarmoptimization is simple algorithm that can solve effectively awide range of
problems. Although, it needs an adaptation in order to be applied to discrete optimization
problems. With this paper, the initial algorithm was adapted to solve discrete problems
and to minimize the probability of premature convergence and trapping in local optima.

Some changes are proposed, namely, the inclusion of a Inertia factor, influenced by
the previous state and by a 10% probability of contribution of each social component for
the velocity update, instead of the previous random factor. In addition, the neighbourhood
is generated by all pairwise interchange method, with no changes in the position update
equation proposed by Talbi.

The initial results are promising even though there is some space to improve. The
algorithm takes a lot of time to run due to the fact that it had been developed in a VBA
environment. The algorithm improved with the tuning parameter, even though a few
more run should be needed.

As future work, it is proposed the optimization of coding in order to improve the
efficiency and the time needed of each run and the use of more sophisticated operations
on the neighbourhood search. With this, a new design of experiments should be run to
tune up parameters.
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Abstract. Robust scheduling of production jobs has been extensively studied.
New methods are being sought to support effective production scheduling in the
presence of disruptions caused by uncertain events. The range, extent and vari-
ety of uncertainty factors cannot be fully anticipated, which is why the solutions
developed should necessarily allow for handling several disruptions simultane-
ously. Therefore, this study proposes a robust scheduling method that considers
two factors contributing to the uncertainty of the schedule – machine failure and
variable technological operation times. In particular the algorithms for robust
scheduling using prediction tools: for prediction of machine failure, estimation
and implementation of redundant service time buffers and for the prediction of
variable technological operation times are presented.

Keywords: Robust scheduling · Uncertainty factors · Machine failures · Real
technological operation times

1 Introduction

Minimising makespan is the major objective function of modern manufacturing systems
[1]. Tomaintain high credibility with customers, manufacturers must execute production
processes efficiently, but most essentially, they must maintain the timeliness of order
completion [2, 3]. During production, numerous disruptions can occur that negatively
impact on the process itself and onmeeting contractual deadlines [4]. Therefore, effective
planning and control of production flow, whose key element is scheduling, becomes
crucial [5, 6]. Scheduling provides a breadth of information about the current and future
state of executed processes [7–9].

1.1 Production Scheduling Under Uncertainty

Multiple disturbances negatively impact on the nominal operating conditions. Therefore,
a well-developed robust schedule will take into account not only production processes
but also other uncertainty factors, among which the most prominent are [10–14]:
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– resource uncertainty (machine/robot failure),
– order uncertainty (new orders or due dates)
– quality and supply uncertainty (material shortage, poor product quality),
– operation yield uncertainty (incorrect estimation of operation times),
– labour uncertainty (absence or malaise of employees, reduced or extended operation
times).

A process subject to constant changes becomes disorganised. Hence, the current and
growing trend for robust scheduling studies in production management studies [15, 16].
This approach aims to produce a schedule that will be resistant to potential disturbances,
i.e. the one that accounts for the variability of production system parameters. A robust
scheduling process consists of the following levels [2, 17]:

1. Predictive scheduling (off-line) of:

– nominal schedule – based on nominal system parameters,
– robust schedule – considering uncertainty and variability as part of an executed
process.

2. Reactive scheduling in which the schedule is subject tomodification after the occur-
rence of uncertainty, i.e. in production (on-line) – implemented process changes
create an alternative version of the schedule.

The most commonly employed robust scheduling techniques include [15, 16]:
redundancy-based techniques, contingent scheduling, partial reactive approaches and
sensitivity analysis.

1.2 Practical Applicability of Robust Scheduling

Robust schedules in production environments have been intensively studied in recent
years. This approach to the construction of schedules is strongly associatedwith complex
problems – typically in flow-shop and job-shop production systems, which are widely
used forms of production organisation in real manufacturing systems [5].

The literature on robust scheduling in the context of flow-shop environments is rather
sparse. The authors tend to combine various techniques to solve flow-shop problemswith
a robust approach. The overwhelming majority of publications investigate predictive-
reactive scheduling problems, mainly focusing on the reactive level. Several algorithms
are typically selected for constructing schedules for flow-shopproblems: genetic [18, 19],
hybrid genetic [20, 21], simulated annealing [22] or local search algorithms [23]. Integer
programming models have also been reported to handle job-shop problems [24]. Major
challenges of scheduling are in terms of uncertainty of processing times andmodification
of orders, whereas the availability of equipment is considered as a secondary issue in
research.

In comparison, a greater deal of previous research into robust scheduling has focused
on job-shop systems. This model provides a better reflection of typical production
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environments, where the order of jobs is imposed by technological documentation.
Researchers have been emphasising the need for devising a different approach than
the theoretical one, thus voicing the need for a new trend to emerge in job-shop problem
research, including a predictive and reactive approach. Predictive scheduling tends to
remain somewhat in the background, whereas it is the reactive approach that is focusing
the attention of researchers. In job-shop conditions, job scheduling is predominantly han-
dled by: genetic algorithms and their hybrids [25–27], artificial immune systems [28],
stochastic programming [29], knowledge-based expert systems [30] or simple technical
solutions (e.g. shifting operations) [31].

The main uncertainty factor recognised in job-shop is the uncertainty of resources
– machine failure, tool damage, employee turnover etc. Uncertainty of operation times
is sporadically considered in job-shop scheduling investigations, whereas uncertainty
associated with orders is given negligible attention.

Existing research on robust scheduling appears to omit the predictive scheduling
level, as the attention of researchers is focused on investigating effective methods of
reactive scheduling. In addition, even if solutions for the latter are presented, they usually
address a single uncertainty factor.

Therefore, this work sets out to present an original method for designing a robust
production schedule that accounts for two-factor uncertainty: (1) technological machine
failure, (2) variable technological operation times.

A further benefit of the proposed solution is that it allows for the use of historical data,
which are subsequently implemented in the predictive production scheduling model. In
addition, historical data enable the analysis of relevant uncertainty factors.

2 Mathematical Model for Robust Job-Shop Scheduling Under
Two-Factor Uncertainty

The job-shop scheduling problem consists in assigning jobs from the set of jobs J =
{J1, J2, . . . , Jn} to the set of available machines M = {M1,M2, . . . ,Mm} so that the
schedule is optimised in terms of the objective function. Processing job Ji onmachineMj

is described as operation. Simultaneously, wemust consider the technology of processes,
which is described by the matrix of machine orders MO = [

oij
]
. Times of particular

operations are described by the matrix of processing times PT = [
ptij

]
. The size of

matrices MO and PT is m × n.
Machine failure uncertainty is determined from the following sets:

– FTMj = {
ftMj1, ftMj2, . . . , ftMjn

}
describing potential failure times of machines

(expressed in hours),
– PMj = {

pMj1, pMj2, . . . , pMjn
}
describing the probability of machine failure,

– TBMj = {
tbMj1, tbMj2, . . . , tbMjn

}
defining time buffers (length of potential service

times in minutes).

Uncertainty of processing times is given by:

– matrix PPT = [
ptij + �ptij

]
of pre-emptive processing times (the size of matrices

PPT is m × n).
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The elements of sets FTMj,PMj, TBMj and matrix PPT are computed by means of
the robust scheduling method with prediction tools.

3 Algorithms for Robust Scheduling with Prediction Tools

Figure 1 presents the flowchart of the method, derived from the computational model.
The twomain components of the process are job scheduling processes and the prediction
algorithms.

The scheduling was performed on a standard set of typical production data – the
number of technological machines, the number of jobs and the machining technology.
The data provided the input for developing a nominal production schedule, which was
subsequently subjected to modifications using the prediction algorithms:

1. Modification I – machine failure constraint – time buffers introduced in case of
potential failure of technological machines.

2. Modification II – variable technological operation time constraint – nominal
operation times are updated according to the values obtained from prediction.

Fig. 1. The flowchart of the proposed method

Machine failure prediction involved the use of Survival Analysis, typically employed
when a duration of a particular object or phenomenon is sought. On the other hand, it
is used because it provides an important insight into examined processes, which, also
in this case, becomes the basis for predicting the process behaviour [28]. The approach
followed in the prediction of variable technological operation times assumed their times
as variables. As a result, the probability calculus could be used, which allowed us to fit
the empirical data to theoretical random variable distributions, thus providing the basis
for the prediction of variable job processing times.
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3.1 Algorithm for Predicting Machine Failure

The algorithm predicting machine failure determines potential times of failure ftMji and
the probability of occurrence pMji. In order to estimate these parameters, it is necessary
to implement the subsequent stages of the proposed algorithm.

In stage 1 of the algorithm, the machine for which the prediction process will be
carried out is designated, and transfer the historical data from the set TMj:

TMj = {t1, t2, . . . , tn} [hours], (1)

where: ti – i-th time of failure.
In stage 2, the failure data for machine Mj are sorted in the ascending order and

saved by means of the sequence:

{(ti, di)}1≤k≤n, ti ∈ TMj, (2)

where: ti – time between failures, di – number of failures.
The data are subsequently filtered so as to remove outliers (atypical values).
Stage 3 of the algorithm is crucial for further inference because it is at this stage that

the Survival Function for an analysed machine is determined. This is performed by the
Kaplan-Meier estimator from the formula below:

Ŝ(t) =
{
1, for t < t1∏

ti≤t
ri−di
ri

, for t1 < t
, (3)

where: ri = ∑k
j=i dj – total number of failures.

The defined function is used in stage 4, where it serves to specify elements of the
two considered sets:

– potential machine failure times FTMj,
– probability of machine failure PMj.

For respective probability levels pi, failure times are determined ftMji (Fig. 2).

Fig. 2. Machine failure times derived from Survival Function
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From the Survival Function given by the Kaplan-Meier estimator, the probability pi
of undisturbed machine processing time ftMji is determined from the specific historical
data. Machine failure probability is obtained from:

pMji = 1 − pi, (4)

where: pMji – probability of failure, pi – probability of undisturbed processing.
As a result, the algorithm establishes the failure times and failure probability

expressed by (pMji, ft Mji) and stored in the respective sets PMj and FTMj.

3.2 Algorithm for Estimating and Implementing Redundant Time Buffers

Toproduce a robust schedule, it is first necessary to estimate service times using historical
data from set RTMj:

RTMj = {rt1, rt2, . . . , rtn} [min], (5)

where: rti ∈ (0 ; 480〉 – i-th service time (duration).
Stage 1 commences with loading, filtering and ordering historical data in ascending

order. Thus obtained, the data are divided into appropriate subsets:

RTMj = {
RTMj1,RTMj2, . . . ,RTMj8

}
, (6)

where: RTMji – subset of service times.
The subsets obtained in stage 1 are used in stage 2 of the algorithm. In this stage,

typical times ofmachine failure are defined – the cardinality of each subset is determined,
which in turn enables the visualisation of results and simplifies their analysis (Fig. 3).
In stage 2, auxiliary sets are determined; to establish service times, the subset of highest
cardinality from set RTMji is found. To this end, two auxiliary subsets are determined
RT ′

Mj and TB′
Mj:

RT ′
Mj =

{
RTMj1,RTMj2, . . . ,RTMj8

}
. (7)

then:
∨

max
(
RT ′

Mj

)TB′
Mj = RTMji; TB′

Mj = {
rti ∈ 〈

min
(
RTMji

);max
(
RTMji

)〉}
, (8)

where: RTMji – subset of highest cardinality.
Stage 3 of the algorithm divides the estimated time buffers so as to estimate their

size prior to implementation. Set TBMj is derived from:

TBMj = {
tbMj1, tbMj2, . . . , tbMjn

}
, (9)

and particular elements of sets are determined from the relationship:

tbMji =
max

(
TB′

Mj

)

np
· i, (10)
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Fig. 3. Historiogram of subsets

where: i – the number of an element from set TBMj,
np – the number of probability levels (elements of set PMj).

Depending on the number of probability levels considered by the user (elements of
set PMj), stage 3 is iteratively repeated until satisfactory results are produced – set TBMj.
The algorithm is executed for each machine included in the schedule that operates under
failure constraint.

In stage 4, service time buffers are chosen using the algorithm below:

IF pMji ≤ pkMj1
  choose time buffer tbMj1 (minimal)
WHEREAS IF pMji > pkM1 and pMji ≤ pkMj2
  choose time buffer tbMj2 (where tbMj2 > tbMj1)
  ...
WHEREAS IF pMji > pkMj(n-1) and pMji ≤ pkMjn

  choose time buffer tbMjn (where tbMjn > tbMj(n-1)
END OF CONDITION 

In stage 5 of the algorithm, service time buffers are implemented into the production
schedule as indicated by the elements of set FTMj of machine. Any interfering operation
is shifted right in the machine order of jobs (Fig. 4).

Fig. 4. Job schedule before (a) and after (b) the implementation of the service time buffer
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3.3 Algorithm for Predicting Variable Processing Times of Job

By predicting variable technological operation times, pre-emptive processing times of
operations,pptij of particular jobs are established, and as a result, changes in the operation
processing times �ptij (elements of the matrix PPT ).

In stage 1 of the algorithm, the number of operations of a specific job is defined and
historical data contained in set RPToij are loaded:

RPToij = [
rpt1, rpt2, . . . , rptn

]
, (11)

where: RPToij – real set of processing times of operation j of job i,
rptn – observed real processing time of operation j of job i.

In stage 2, the data is prepared for further analysis. They are sorted in the ascending
order, and subjected to initial statistical analysis, i.e. filtering to exclude outliers, and
subsequently to determine the minimum, maximum, average, range and quartile values.

Stage 3 of the algorithm is the initial identification of the hypothetical probability
distribution of times of operations. For this purpose, the empirical data are used to
determine asymmetry coefficient – skewness γ1 and concentration coefficient – kurtosis
γ2, determined from the k-th moment of a continuous random variable RPToij:

μk = 1

N

∑N

i=1
(rpti − μ)k , μ = 1

N

∑N

i=1
rpti , (12)

γ1 = μ3

(μ2)
3
2

, γ2 = μ4

(μ2)
2 − 3. (13)

where: μk – central moment of k–th order, N – number of observations,
rpti – real processing time, μ – average value.

Determining (γ1)
2 and γ2 of the empirical probability distribution enables pre-

liminary identification of the shape of hypothetical probability distribution using the
Cullen-Frey graph.

Stage 4 consists in approximating the parameters of the initially selected distribution
to determinewhether the theoretical distributionfits to describe the occurrence of variable
processing times of a given technological operation (whether it can be employed for
prediction). In the next step, the non-parametric Kolmogorov-Smirnov test is employed
to verify distributional adequacy of results using the empirical distribution function. The
procedure of the Kolmogorov-Smirnov test includes the verification of the hypothesis
concerning the compatibility of the empirical distribution Fn(t) from the n-element
sample with the cumulative distribution F(t) for the selected theoretical distribution. At
the level of significance α ∈ (0, 1), we set a null hypothesis:

H0 : Fn(rpti) = F0(rpti) (14)

against the alternative hypothesis:

H1 : Fn(rpti) �= F0(rpti) (15)
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In order to verify the working hypothesis, we determine the biggest difference between
the cumulative distributors, as in Fig. 5:

Dn = sup
rpt

|Fn(rpt) − F(rpt)| (16)

Subsequently, based on the tabulated data for n observations and the assumed level
of significance α, we determine the critical value dn(1 − α) for statistics Dn. Given that
Dn < dn(1 − α), then at the level of significance α, there are no grounds to reject the
hypothesis H0, and therefore the distribution of operation times is assumed to be equal
to the theoretical distribution F(rpt), which is then implemented in the prediction of
future times of given technological operations.

Fig. 5. Difference between empirical and hypothetical cumulative distribution function

Additionally, for a given probability, the range of execution values of operation j
for job i is determined (at the significance level α, the estimated value replaces
pre-emptive processing times pptij).

Stage 5 of the algorithm is executed depending on the results of the statistical infer-
ence. If the data exhibits an atypical distribution then the interval-linear nonparametric
estimation of the cumulative distribution function is performed. The results from the esti-
mation are then employed to predict the time variability. The interval-linear distribution
function F̃n(rpt) is determined from:

F̃n(rpti) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, rpt < 0
Fn( rpt1)

2 · rpt
Fn( rpt1)

, 0 < rpt < rpt1
g(rpt), rpti < rpt < rpti+1, 1 < i ≤ k − 1

Fn( rptk−1) + 1−Fn( rptk−1)
2 ·

(
1 + rpt−rptk

rptk+1−rptk

)
, rptk < rpt < 2 · rptk − rptk−1,

1, rpt < 2 · rptk − rptk−1,

(17)

g(rpt) = Fn( rpti−1) + Fn( rpti) − Fn( rpti−1)

2
+ Fn( rpti+1) − Fn( rpti−1)

2
· rpt − rpti
rpti+1 − rpti

.

Based on the designated distribution function, the values of future operation times
can be predicted (Fig. 6).
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Fig. 6. Estimated cumulative distribution function (a) prediction (b)

The execution of the presented algorithm provides information about the predicted
processing times of an investigated operation pptij, and the change in technological
operation times �ptij – that must be added in order to obtain a robust schedule.

4 Summary and Conclusions

The robust scheduling method proposed in this paper is designated for application in
schedules created under two-factor uncertainty constraint: machine failure and variable
processing times. The motivation behind the conducted works is two-fold. On the one
hand, the algorithmic method was developed in response to the paucity of similar solu-
tions that has been reported widely in the literature, on the other hand, it stems from
the experience gained in cooperation with industry. The primary aim of the method is
to produce a predictive production schedule that will compensate for the effects of the
considered uncertainty factors. The executed prediction algorithm computes a robust
production schedule, whose makespan shows little discrepancy from the real project
duration. Each of the proposed algorithms has been individually verified using a set
of historical production data. In further studies, the prediction algorithm will be tested
against a complex production environment composed of multiple machines performing
multiple processes.
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Abstract. This research intends to estimate the optimal monthly Magnetic Reso-
nance Imaging (MRI) production in a Portuguese public hospital. A time horizon
of three years, containing detailed information about the ideal amount of daily
production, is included in the evaluation. The objective is to minimize yearly
MRI exams cost and maximize the internal production to gradually reduce the
response time, which will consequently decrease the waiting list for MRI exams.
The current waiting list in the hospital under-study is around 11,4 months, a long
response time compared to the 90 days maximum waiting time pre-established by
the Portuguese National Health Service (NHS). The results obtained through the
developed linear programing model revealed that the under-study hospital must
keep the internal and external production on its maximum level for 17 months to
reach the expected waiting list length of 90 days. Given that the demand is higher
than production capacity, the model exposed that external production will not be
totally extinct for a period longer than three months during the analyzed period.

Keywords: Operations management · Waiting list management · Capacity
planning · Optimization model

1 Introduction

There is an evident global increase in demand for medical imaging techniques for the
diagnosis of medical pathologies. Magnetic Resonance Imaging (MRI) is currently the
best medical technique for body scanning with high image quality results. This aspect
represents a higher cost compared to other medical imaging techniques. Another com-
plication caused by the growing demand for MRI scans is that it overwhelms hospitals’
imaging sectors, which are unable to meet the demand due to lack of equipment, lack of
qualified personnel, and due to the fact that the response time is much higher than the
stipulated by the NHS, resulting in patient dissatisfaction.

Operations management techniques may be used as part of a hospital’s success
factors [1]. As an example, a properly capacity management is part of a lean service
model pathway for waste reduction, value-added increasing, patient flow [2], and patient
satisfaction.
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The imaging sector of the hospital where the project was developed need to manage
the capacity of internal and external production to reduce the waiting list. Thus, this
work aims implementing an optimization model capable of maximizing the internal
production by minimizing monthly cost in order to reduce the waiting list.

The present paper is divided in five sections. The first one is the project introduc-
tion. The literature review on the use of mathematical models for capacity planning is
presented in the second one. Then, the problem description is made, followed by the
model formulation. The results obtained after the implementation are shown in the fourth
chapter. In the last section, the work conclusions are exposed.

2 Literature Review

Vieira et al. (2020) stress that, besides the poor-quality health service experienced by
patients, health organizations may suffer penalties for not complying with the response
deadlines stipulated by the Central Administration of the Portuguese NHS. They also
concluded, through a case study performed in a public hospital, that personal engage-
ment is the most important input for continuous problem-solving methodologies such
as mathematical model implementation.

According to Conforti et al. (2008), the push to curb spending experienced by health
organization results in a management mindset with greater concern in maximizing the
use of available resources, thus being able to provide treatment in a timely manner
and consequently guarantee the flow of patients. The authors emphasize that the hos-
pital patient scheduling system plays an important role in the healthcare organizations
overall performance and that it is decisive for an efficient patient flow. They argue that
mathematical optimization models can result in significant contributions to the hospital
operations management progress.

Healthcare waiting list management and outpatient scheduling has been object of
academic research for over 50 years. Priyan & Uthayakumar (2016) advocate that prac-
ticing organizationsmanagement scientificmethods is an outstanding approach for oper-
ations improvements in healthcare environment. For the authors, healthcare operations
planning has to be taken as priority for nations where the importance of providing a
proper and satisfactory service is primordial, given that operations research can support
hospitals for problem solving through modeling approaches.

Addressing the same health operational management field, Farughi et al. (2020)
exposed the relevance of complementing the optimization models performance with
the use of independent algorithms. They declare that mathematical models in parallel
with agent-based and quantitative procedures has greater capacity to be converted into
benefits when compared to heuristic and empirical solutions.

Focused on capacity planning and demand forecasting, Sharifi (2014) declare that
these are complex tasks for various health services. The main aspects that translate this
particularity are the permanent uncertainty, the high users’ volume, and the complexity
of associated interconnection.
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Given that capacity planning is associated with a high financial cost of specific
resources and that it can also interfere positively or negatively in clinical cases with risk
of death, capacity planning administration is essential in the health care industry [7].

Improved operations management through relevant approaches, such as “lean phi-
losophy” adapted to the health industry, can assist in the implementation of a culture of
continuous improvement for an improved management focused on patients flow [8].

3 Problem Statement

This paper is the result of a one-year case study (Feb 2020–Feb 2021) developed in a
large Portuguese public hospital in which the imaging sector works every business day
from 8:00 to 20:00. The average number of monthly requests for MRI exams is, during
the study period, equal to 1550, against an internal capacity, considering days worked
as weekdays, of 840 MRI exams per month.

The imaging department of the under-study hospital works with the possibility of
running overtime during the weekdays and at the weekends, making it possible for the
internal production to reach a maximum average production of 1480 MRIs per month,
which would bring the average monthly internal production closer to the demand. By
internal production, this article refers to all MRI scans performed on weekdays and
overtime, including weekends.

Considering that the current waiting list for MRI exams is 10070, the average
response time for MRI scans is 6.8 months. If only the weekdays are considered, with an
average production of 840 MRs per month, the response time goes up to 11.4 months,
which means that a patient in need of medical diagnosis through MRI exam, with low
priority level, may have to wait for almost a year for this exam to be performed.

The priority levels in the imaging sector of the concerned hospital can differ from
high, medium, and low priority. The Portuguese government stipulated that 90 days is
the time limit for patients to wait, in case of no urgency, for MRI exams to be performed,
taking into account the date of doctor requisition [9].

If the hospital is unable to meet this deadline, the patient has to be routed to other
national health service entities or private units with agreements or conventions. However,
the possibility of referring patients to another public entity is unlikely since they are also
unable to respond to internal demand and the outsourcing to private units represents a
high cost to public coffers.

The fact that the capacity restrictions, at the under-study hospital, are currently
calculated using annual averages, implies that results are presented in a non-absolute
form, which can be interpreted in an ambiguous way. Another particularity is the fact
that the number of holidays and working days varies monthly and from year to year,
implying variations that significantly alter the results obtained. Also, the fact that the
personnel vacation period (July 15th to September 15th) indicates, due to the lack of
professionals, the impossibility for overtime MRI performing during this period, is a
restriction that, if not considered, results in misinterpretation of results.

This ambiguous interpretation can lead to wrong decision from the hospital man-
agement, considering that it is based only on average data, which may represent an
unreal scenario. Early investment in equipment or mistaken planning of future budgets,
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wrong personnel scheduling, and unnecessary outsourcing of services, are the standing
out among erroneous decisions that can be taken by the hospital administrative sector
due to lack of precision in the information provided with respect to the response time
for waiting list reduction.

The use of a mathematical model capable of calculating the ideal monthly internal
and external production for cost reduction aims to mitigate this problem.

Due to the high cost associated with performing MRI, these errors can lead to high
financial losses for the health organizations. In the hospital where this work was carried
out, the possibility of reducing the long waiting list for MRIs is in the out contracting
of the service for one external supplier selected through public tender. Because of the
budget constraints, this externalization has a maximum monthly limit (500 MRIs) that
makes it impossible to carry out a high number of MRIs by the external supplier.

Currently, in the under-study hospital, the monitoring of the waiting list management
for MRI exams is done in an Excel spreadsheet with limited functionalities, where
the average monthly production quantities (internal and external) need to be manually
inserted. This is a time-consuming activity and does not guarantee a reliable result, given
that this procedure does not consider the working days variation in each month of the
year neither the monthly holidays nor the personal vacation.

The research team’s role is to implement improvements in the imaging sector of
the hospital in question to be converted into benefits for patients. After analyzing the
current waiting list management, we developed a linear optimization model to minimize
the cost associated with MRI exams performed internally and externally with the aim of
maximizing internal production, considering that its costs are much lower.

Linear programing is applicable when the objective and constraints of the problem
can be translated into linear functions, which is the case of the problem identified in this
research work.

4 Optimization Model

To a better understanding how the developed linear optimization model works, this
section describes the problemmodeling. The objective is to reach and maintain the wait-
ing list close to the pre-stipulated 90 days by guaranteeing the minimum MRI external
production, thus ensuring that internal production is maximized, with priority for the
weekdays and, if possible, without practicing overtime.

Among all the problem constraints, the monthly capacity constraint is the one that
varies every month, simply because the number of working days on each month of the
year is not constant. Also, during the holiday period, there are restrictions that influence
the final result of the monthly production capacity.

Bearing in mind that the hospital has the objective of reducing the waiting list as
quickly as possible, the optimization is done globally (three years period), but the ini-
tial months are prioritized through algorithms by considering all internal and external
capacity constraints.
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In short, the system restrictions are, monthly capacity constraints, with variations in
production quantities fromweekdays to weekends. There are also restrictions on specific
holidays when the imaging sector does not work (Good Friday, Easter, Christmas, and
New Year’s Eve).

The model aims to assist the hospital in reducing the waiting list by maximizing
internal production before contracting external service in case of a waiting list higher
than 90 days. In this sense, the model was developed to work dynamically in the data
relationship between different months through algorithms inclusion.

Another aspect is the constraints imposed by the annual vacation period, which, in
July and September, reduces the overtime weekdays and weekends production capacity
to 50% and, in August, reduces the overtime production in 100%. These restrictions
are automatically imposed through an algorithm, developed by the research team, that
identifies and restricts to zero the amount of production in extraordinary hours in the
period from 15 July to 15 August.

A relevant feature of this tool is the fact that it dynamically generates the monthly
tables (three years period from the starting month), so that the optimization model can
distribute, based on the financial cost, the optimal quantity to be internally produced on
eachdayof themonth andalso theoptimal quantity to be externally produced if necessary.
Thus, the algorithms’ function is to automatically generate the existing constraints,
according to each month conditions, conditions that can vary according to the month
length, the existence of holidays in each month, and the possibility of reduction in
production due to staff vacations.

Another restriction that is automatically generated by another algorithm developed
by the research team, is the minimum quantity to be produced in each month. This
algorithm calculates, based on demand, in the waiting list, and in the maximum waiting
time pre-stipulated objective, the minimum production quantity for each month. The
same algorithm also considers, through the dynamic tables, the number of working days
of each month, taking into account the holidays that the imaging sector does not work.

Thus, the proposed mathematical model, combined with all developed algorithms,
can minimize the monthly production cost, since the unit cost per MRI internally
performed is considerably lower than the external cost production.

With the maximization of the internal MRI production, the hospital can gradually
reduce the waiting list until reaching an average response time of three months. After
reaching this goal, the model must, based on the monthly demand, establish monthly
production capable of sustaining the waiting list near to the limit stipulated by the
Portuguese NHS.

As it is an optimization problem within the operational research area, the mathemat-
ical notation of the parameters, the decision variables, the objective function, and the
problem constraints must be defined. Thus, the mathematical notation is characterized
next:

Parameters
The parameters are of 3 types:

1 - To indicate the cost of each MRI produced:
WVj (weekday value): during the business days in month j.
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OVj (overtime value): in overtime in month j.
SVj (Saturday value): on Saturdays in month j.
CVj (Sunday value): on Sundays in month j.
EVj (external value): externally produced on a specific month j.

2 - To indicate the quantity of MRIs that can be produced:
WCj (weekday capacity): during the business days in month j.
OCj (overtime capacity): in overtime in month j.
SCj (Saturday capacity): on Saturdays in month j.
CCj (Sunday capacity): on Sundays in month j.
ECj (external capacity): externally produced in month j.

3 - To indicate the necessary month production:
MDj (month demand): in a specific month j.
TheMDj parameter is calculated by the algorithm that determines theminimum quantity
to be produced in each month based on the beginning of the month Waiting List (WL),
in the average monthly Demand (D), which is calculated based on the production of the
previous year, in the Monthly Production (MP) capacity, that is automatically calculated
independently for each month, and in the desired Response Time (RT).

Indexes

i = weekdays{1, number of business days in month j}
j = months{1, 36}
k = Saturdays{1, number of Saturdays in month j}
l = Sundays{1, number of Sundays in month j}.

Decision Variables

xij = number of exams performed onweekday i inmonth j. (1)

yij = number of exams overtime performed onweekday i inmonth j. (2)

skj = number of exams performed on Saturday k inmonth j. (3)

clj = number of exams performed on Sunday l inmonth j. (4)

epj = number of exams outsourced performed in month j. (5)

xij, yij, skj, clj, epj ≥ 0
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Objective Function
Theobjective function is tominimize the cost of analyzedperiodproduction, as expressed
by the Eq. (6):

Z = Min
∑36

j=1

[∑m

i=1

(
xij × WVj + yij × OVj

) +
∑n

k=1

(
skj × SV j

) +
∑t

l=1

(
clj × CVj

) + epj × EVj

]

(6)

m = number of business days in month j.
n = number of Saturdays in month j.
t = number of Sundays in month j.
m ∈ {1, number of business days}
n ∈ {1, number of saturdays}
t ∈ {1, number of sundays}.

Constraints

∑m

i=1
xij ≤ WCj (7)

∑n

i=1
yij ≤ OCj (8)

∑k

i=1
skj ≤ SCj (9)

∑l

i=1
cij ≤ CCj (10)

epj ≤ ECj (11)

∑m

i=1
xij +

∑n

i=1
yij +

∑k

i=1
skj +

∑l

i=1
cij + epj ≥ MDj (12)

WCj, OCj, SCj, CCj, ECj ≥ 0 ∀ j ∈ {1, 36}
The model is constrained by the weekday production capacity (7), by the overtime

capacity (8), the Saturday capacity (9), the Sunday capacity (10), by the external capacity
(11), and by themonthly demand (12). The case study results are presented and discussed
next.

5 Results and Discussion

By using a Microsoft Excel spreadsheet, all information necessary to parameterize and
solve the problem was organized. The OpenSolver toll with the Simplex method was
used as optimization engine.

The model parameters data are presented in Table 1:
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Table 1. Problem parameters

Model parameters

WVj Weekday Value 1 × V (EUR) WCj Weekday Capacity 40 (MRIs)

OVj Overtime Value 4 × V (EUR) OCj Overtime Capacity 15 (MRIs)

SVj Saturday Value 4 × V (EUR) SCj Saturday Capacity 45 (MRIs)

CVj Sunday Value 4 × V (EUR) CCj Sunday Capacity 45 (MRIs)

EVj External Value 6 × V (EUR) ECj External Capacity 500 (MRIs)

MDj Month Demand Algorithmically calculated (MRIs)

Month demand algorithm parameters

WL Waiting List 10070 (MRIs)

D Demand 1550 (MRIs)

RT Response Time 3 (months)

MP Month Production Varies monthly (MRIs)

The actual costs of performing MRIs were not reported to the research team. The
only information provided about the costs is related to the occasion when the exam is
performed. Thus, we know that performing MRI internally on business days represents
the lowest cost. As for the same exam, the cost is four times higher if executed in overtime
and on weekends, and six times higher if externally performed. With this information,
we use fictitious values to find the optimal solution, however, a cost analysis will not be
displayed in this case study.

Posterior to data collection and to the analysis of the current scenario at the under-
study hospital imaging sector, the model exposed that even using the maximum external
production that is limited to 500MRIs per month, it is necessary 17months of maximum
internal and external production for the waiting list to reach the response time of 90 days
stipulated by the Portuguese health ministry.

The model additionally exposes that will be possible to reduce external production
in 62,1% in the remaining 18 months of the analysis and still maintaining the queue
close to the expected limit. The model also shows that the weekend production can be
also reduced in some months that external production is not needed. Figure 1 exposes
the necessary MRIs production during the three years analyzed period.

To better understand how it will impact the response time, Fig. 2 displays the waiting
list behavior in the analyzed period. The orange line in the graph represents the hospital’s
target (in months) for the waiting list.

It is also possible to use de model to analyze what the impact that hiring more techni-
cians or the acquisition of a newMRImachine can generate in the internal production and
consequently in the reduction of the waiting list. Other scenarios can also be analyzed
by changing the decision variables, for instance, increasing or decreasing the number of
overtime hours or by changing the monthly demand.
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Fig. 1. Required MRIs production

Fig. 2. Waiting list behavior

The capacity planning problem presented, reinforced by the lack of tools such as a
modelwith a greater level of detail and that performs dynamically thewaiting list control,
brings to light the challenges faced by hospital managers, planners, and physicians.

One of the possible reasons for this condition is related to the fact that the capital
available to health service providers is more controlled than before. This factor, associ-
ated with a greater concern on the part of citizens regarding health, causes overcrowding
in health units that do not have sufficient resources.

The developed model makes the waiting list control and the capacity planning pro-
cess simpler for the imaging sector management. The dynamism of this tool makes
it unlimited in a matter of future dates to be analyzed with a view that automatically
presents three years ahead based on the month chosen as initial.

Thus, with the fulfilment of the decision variables, the algorithms present in the
Excel tables calculate the minimum quantities to be monthly produced so that the opti-
mization model can distributes the production, with a lower cost priority and respecting
the constraints, among business days, overtime, weekends, and external production to
achieve the goal of reducing the waiting list efficiently.
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6 Conclusions

According to the feedback from the hospital management, the model will be of great use
as it addresses capacity planning in a useful and dynamic way, expressing exactly what
the monthly quantity of internal and external production is, an approach that was not
possible before the model implementation. This toll can positively impact the hospital‘s
performance in agility for data analysis and to assist decision making based on the
expected response time.

The outcomes obtained from the proposed model revealed, by meeting all problem
constraints, the period of time needed to reach the 90 days waiting list target within the
current scenario. Seventeen months is the necessary time for the goal to be achieved,
which may be considered a high period regarding patients’ notion of a valuable service.
Anyway, this is the reality of many hospitals, considering the capacity restrictions, amid
intense pressure to reduce monetary expenses.

Besides of exposing a long response time by the imaging sector of the under-study
hospital, an urgent need for increased production capacity was identified, since the
demand for MRI scans tends to continue rising. A quick solution to increase the produc-
tion would be to invest in other MRI equipment, or alternatively to find a higher level of
external service.

Based on this reality, a methodology capable of reducing waste and increase value-
added in the service performed by utilizing the existing resources is a credible action
for internal improvements that can culminate in faster response time and greater patient
satisfaction.

The developed tool represents an initial evolution in terms of improvements, but
as the need for a new project is clear, the implementation of the Overall Equipment
Effectiveness (OEE) [10] is a possibility for future work. That would be a way for
uncover wastes in the MRI exams performing process, which could then be addressed
and reduced to increase the overall effectiveness of MRI equipment.
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Abstract. The purpose of the present study consists in the development of a
conceptual model to optimize assignments between staff’s and workstations with
manual assembly processes. This model is planned to satisfy customers’ needs
without compromising workers’ health. The development of occupational risk
measurement tools is urgent and essential to prevent health problems in work
teams. Staff managers should establish appropriate assignments to the character-
istics of available and existing resources to complete the tasks without compro-
mising productivity, safety, and health. A life free of work-relatedmusculoskeletal
disorders can extend career length and the number of active workers. Therefore,
industrial managers need to integrate knowledge from different scientific fields
into their decision-making process. They need to identify, specify and focus their
efforts on the changes that characterize their productive systems (e.g., layout,
workload, cycle time, occupational diseases), and follow the evolution of demo-
graphic changes, in order to adjust, with greater celerity, their actions to different
dynamic problems. Hence, the implementation of an instrument of measure can
contribute to increasing the wellbeing of people at industrial workplaces. Conse-
quently,workers’ health is less compromisedover the spanof an entire professional
career.

Keywords: Scheduling optimization · Occupational health safety ·Work-related
musculoskeletal disorders

1 Introduction

When analyzing Occupational Health and Safety (OHS) within a globalized, diversified
and competitive market, it is very important to ensure future healthy generations. The
increasing use of ever-tightening rigorous standards (e.g., demand, deadlines, assembly
quality, differentiation models) regarding costumers’ needs can change very quickly.
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Thus, it is very important to prepare flexible manual assembly processes to cope with
the demanding variety of market requirements, but without compromising employees’
health. In warehouse management systems, where a large quantity of manual handling
is done, batch-sizing decisions can have an important influence on workload and human
performance. It can also have a strong impact on ergonomic parameters and therefore
on workers’ welfare [1]. A lot of scheduling problems (e.g., bicycle assembling, fish
handling) can be reduced by using appropriate decision support systems (DSS) on the
assembly processes [2–10]. DSS enable more efficient solutions compared to the use
of traditional methods (e.g., experience of managers, experienced workers). The results
from the scheduling of working hours can minimize hypothetical disorders if the expo-
sure is balanced regarding all the causes of injuries [11]. The optimum schedule of
production systems with manual tasks is generated by defining the most suitable work-
load for the work team. The individual work schedule is constructed with the lowest
number of resources, throuhgout the imposed takt-time [11, 12]. The exactness and
consistency of the results generated by DSS can encourage managers to question steps,
routines, and explore different scenarios and work models. These efficient ways of pre-
dicting and solving problems improve the efficiency of the decisions. These systems
can allow the decision-maker to explore a greater variety of admissible solutions and,
consequently, to choose the best one. Therefore, in the work planning and programming
phases, themarket’s active changes can force organizations to implement a vast variety of
adjustments in decision-making. A balanced workload in accordance with assumptions,
constraints, variables, and constants can lead the managers to respond more quickly
and more efficiently to the high uncertainty of supply and demand. The computational
results can demonstrate that a polynomial algorithm is highly efficient for large-scale
problems, which offers a competent solution for practical applications [13]. In addition
to time and resources, the mathematical programming models are subject to precedence,
non-concurrency, lead and lag times, and zonal constraints, being capable of capturing
multi-resource and multi-mode activities [12]. Some linear programming models are
extended for hybrid approaches [14] to explore different variants that include a lot of
characteristics that the industrial environment contains.

2 Literature Review

The planning and programming of workers’ activities and the management of machines
and equipment at production systems are iterative and dynamic processes [11]. Using
a problem approach that incorporates diverse types of information about a production
system can result in a combinatorial optimization of problems that may have different
applications in real work context (e.g., scheduling [12], sequencing, human resources
management, task assignment [15]), and add value to support daily decisions. Some
authors made mathematical models, such as the mathematical model for resource allo-
cation in emergency situations with the co-operation of non-governmental organizations
(NGOs) under uncertainty [16], mathematical models for location of temporary relief
centers and dynamic routing of aerial rescue vehicles [17–19], mathematical models for
flight-to-gate reassignment with passenger flows [20]. Thus, there is a growing body of
literature that recognizes the importance of combinatorial optimization for the resolution



Conceptual Model of Production Engineers’ 81

of programming problems [6, 11, 21]. However, despite the measures implemented to
manage the workload in industries [22], labour conditions to perform a task is mostly
not taken into consideration. Such criteria (e.g., age, gender, health condition, exposure
time, capacities of work resolution, the physical effort at the workstation) have a great
impact on workers’ health and safety and are still problems under-explored problems
and less referred at the current literature, in addition to the certification of management
systems [23]. Many organizations integrate their Management Systems [24–28], namely
the Quality Management System [29–35], the Environmental Management System [36–
40] and the Hygiene, Safety and Health at Work Management System [41–45], among
others, seeking to save human, economic and financial resources [46–53].

This case study creates a dynamic evaluation to solve the daily problems of OHS in
industrial environments with manual assembly processes. It is estimated to strengthen
scientific knowledge and to improve the industrial practices with a methodology of plan-
ning to support decision-making in those work contexts. It is also intended to contribute
to the improvement of a DSS able to plan the workload for repetitive manual tasks, thus
helping to prevent workers’ injuries and potential stops or slowdowns in production.

3 Conceptual Model

To respond to the literature gap regarding the absence of limit values, it has been created
a conceptual model as a pathway to monitor workers’ real exposure at any industrial
environment with manual assembling processes.

Fig. 1. Pathways to monitor the workers’ real exposure at any industrial environment

The conceptual model (Fig. 1) to evaluate criteria that minimize the work exposure
risks of a whole work team has four pathways. The model was tested and validated
by CPLEX® optimization software and OPL language, using test instances to generate
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the solution to the problem presented in a time format (i.e. scheduling each worker’s
map), based on a mathematical model to monitor workers’ exposure to occupational
risks in manual assembly processes. This conceptual model is estimated to contribute to
scientific advancement within the scope of Occupational Health and Safety (OHS). The
approach presented encourages the formulation of new mathematical models designed
to monitor workers’ exposure to work conditions.

3.1 Industrial Environment – Manual Assembling Processes: (Pathway 1)

Workers recurrently stay at the same workstation, exposed to the same working con-
ditions for long periods of time, even though they are able to perform work at other
workstations. Sometimes they change to another workstation but exposure is not moni-
tored. When workers undergo cumulative exposure to occupational risks that affect their
health, the production systems are susceptibles to failures and stops. People have limits.
There are no standard values to ensure that workers are exposed to safe work conditions,
similar to what happens regarding vibrations and noise. The industrial environment can
compromise workers’ OHS. Thus, it is crucial to generate engineers’ actions to monitor
workers’ exposure to occupational risks, mainly in manual assembling processes.

3.2 Data Collection – Workstations and Work Team: (Pathway 2)

It is impossible to control what it is not known. Thus, to monitor workers’ exposure to
the conditions of performing manual work, it is essential to collect some data. These
data can consist of existing information (e.g., a database, historical data, predetermined
standard times) or data that has to be investigated using methodologies (e.g., time study,
work sampling). The purpose of this data is to characterize each workstation j m W
= 1 … n: time of daily production (dj), risk situations (rj), limit of exposure to work
conditions (lj) of each worker i m P = 1… m: (Capacity (ci), Exposure condition (ei)),
which defines and characterizes each operator individually. This information will be
stored in a database that will later be used according to the objective function of the
problem to be analyzed.

3.3 Optimization of Affections – Development of the Mathematical Model:
(Pathway 3)

First, the formulation of the mathematical model (i.e., objective function) that character-
izes the problem of monitoring the exposure of a work team is developed. This function
allows to optimize the effects established between the workstations and the person who
is assigned to perform the work. The purpose of this function is to minimize the work
team’s exposure risks, by monitoring the exposure accumulated by each worker. A list of
input data (Table 1) is considered to formulate a mathematical model. The mathematical
model uses limits established by the decision-maker (e.g., industrial manager).
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Table 1. List of input data of mathematical programming model.

Description

Number of work posts Units Workstations

Daily production time Minutes

Risk of effort occurrence OCRA scale

Number of workers = Dimension of work team Units People

Capacity to perform work Minutes

Statement of exposure to work conditions Scale of Katz

Time frame of planning and programming activities Minutes Scheduling

3.4 Solutions – Actions to Monitor Workers’ Exposure to Occupational Risks:
(Pathway 4)

Workers are assigned to workstations without surpassing previously established limits,
thus enabling scenarios to be compared. This allowsminimizing longer exposure towork
conditions.

Thismindset allows recognizing the real riskmanagement, profitability, and resource
availability (i.e., human and technical). All principles must be in harmony with customer
satisfaction without harming workers’ health and safety where safety can be integrated
with quality and environment to improve workers’ quality of living. The conceptual
model (Fig. 1) helps production engineers to develop a tool for a wide range of scientific
and industrial processes, where a strong education and new ideas are always necessary
towards sustainable development.

Thus, the result generated by the objective function guides the decision-maker in
making decisions. Since the result exposes the optimization of the effects established
between workstations and workers, this allows monitoring individual exposure of the
work team and, consequently, contributing to the extension of professional careers and
healthy future generations.

4 Conclusion

The most important asset of the conceptual model is the mathematical formulation,
allowing to: extract the information about real work conditions, optimize assignments
and also generate admissible solutions in a short period of time. All solutions present a
balanced exposure regarding to the work team. This allows minimizing the penalization
associated with the frequent use of the body at work posts. Lastly, workers’ exposure is
balanced to the industrial environment under analysis.

At the real context of the shop floor, it is important to know the processing system
and also to have instruments that help to quickly make decisions. It is also essential to
previously prepare the manual assembling processes. At the start of the line, there will
exist a certain downtime at each workstation, while a produced unit does not arrive at the
end of the line. When the first workstations do not guarantee the work of the following
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workstations, they are inactive. Then, the desired production planning cannot be satisfied
within the appointed time. Normally, this depends on the demand for the products or
the absence of one or more workers, requiring to adjust the workload in a balanced way.
Consequently, workers’ health is affected to ensure the output because they stay all the
time at the same workstation.

The main limitations found in the development of this study result from gaps found
in the literature review, such as the absence of the occupational risks list and their
exposure limits. As there is no standard list or scientific documents that can serve as a
reference to allow properly filling in the matrices, the decision maker must create the
list of individual characteristics to be considered in the definition and characterization
of people and workstations. It is based on the information contained in the matrices
that the mathematical model establishes the assignments, minimizing people’s exposure
to occupational risk. As a result of the gaps found in the literature, the criteria used to
define the input data can be considered a limitation. The formulation of the mathematical
model allows the reading of any information represented in the matrices, so it would be
important to create lists of occupational risks and their exposure limits, covering new
occupational diseases that result from the emergence of industry 4.0. The last limitation
concerns the culture itself rooted in organizations in relation to industry 4.0, due to the
challenges and opportunities that this may allow in terms of people management.

Corporate culture must be aligned with the 4th Industrial Revolution in order to
adhere to newworkingmethods thatwill keep ormake companies competitive.Naturally,
without harming people’s quality of living and reconciling work with life.

The contribution of this work may stimulate future developments in extracting
zettabyte value from stored information. This information extracted from the databases
may be focused on keeping people active, healthy, safe and with quality of living, and
future work should analyze information to make decisions based on historical data:
aligned with the elimination of occupational accidents, adjusted to the training [54]
with the real needs of the work organization and focused on eliminating unwanted
work-related musculoskeletal disorders.
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Abstract. The present study proposes the product design of an innovative exter-
nal luggage storage system, analyzed from economical point of viewwhich can be
digitalized by developing the attached module in order to organize the distribution
of the passengers and luggage in the same time. It has been developed a case study
of an industrial product of which assembly uses standardized structural materi-
als among side modular subassemblies used in railway industry. The predicted
cost effectiveness of a product is an essential part of the design process that will
influence the entire workflow of the product design cycle. It consists in detailed
structure analysis of each part, manufacturing process and assemblymethods from
a cost point of view. The product studied is a modular structure that can provide
secure user-friendly storage space in public spaces. The cost analysis will provide
a full insight in the feasibility of the product from the customer point of view. The
product contains multiple modules in order to respect the ergonomic requirements
and to increase the comfort of the passengers. The main advantage of this innova-
tive baggage system is that it was designed to be fixed on the external structure of
the wagon. Thus, the passenger concerns about the safety of the luggage ends at
the beginning of the travel trip; the insufficient storage space designed in interior
of the wagon is assured outside, it also solves the problem of difficult access for
the elderly and kids accessing the storage area inside the wagon, especially when
the train is moving and decreases the time required for embarking and disembark-
ing for passenger with very big luggage. Thus, such a product would fluidize the
travel time flow of the train.

Keywords: Storage system · Railway · Cost · Structural materials

1 Introduction

Automatization represents an advancement in technology with the purpose to deliver a
more easy and relaxed way of living on a daily base life. The process of automatization
varies across the engineering fields and it consists in combining successfully different
technologies in order to make it work. Depending of the designation the automatization
process it can involvemechanical and software engineering.The correct correlation of the
two is a must in order to obtain a solid functional automatization process independent
of the field its designed for, industry automatization or consumer goods automatiza-
tion. Public transportation is a necessity for most of the developed countries and could
represent a viable ecological transportation alternative for overcrowded cities [1].
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One of the most important aspect of public transportation, beside safety and a good
tight schedule is comfort [2]. The comfort level provided by the transportation meth-
od of the passengers is a decisive factor in the transport choice of the user for a daily
commute or leisure travels. After an in-depth study of the rail passenger transportation
situation in Europe, most of the users where not pleased with the comfort of the train
carriage, especially with the storage capability of the train carriage [3]. Research shows
that 15 to 20% of travelers travel with large luggage and they don’t have enough storage
space inside the train carriage. In order to overcome this negative situation, they deposit
their luggage on the corridor, thus obstructing the people who move inside the train [4].
The solution described in this paper involves a new innovative concept located at the
ends of the train carriage on the exterior – External storage System – ESS. The ESS
concept consists in a carousel type storage device that allows those 15–20% of travelers
to store their large luggage in a safe manner without obstructing passageways and also
to improve the train time table, optimizing passenger flow at the train station. The ESS is
automated, using the train ticket’s bar code in order to allocate storage space for the users
that really needs it, thus additional personnel will not be necessary for the operation.
Being automated the storage system will provide a safer way of travel, registering the
users automatically, thus it will monitor the user and luggage data, in order to deny
transportation of dangerous items [5].

The cost of such product- ESS- will have a decisive factor in the implementation
decision, thus is imperative to determine the approximate fabrication and assembly
costs of the concept. This study will offer an analysis over the production costs of a
subassembly of the concept and will offer an insight over the production costs of the
final product. The subassembly studied is one of the storage units for the luggage and
its components through which is attached to the carrying system. The storage unit is
designed to accommodate the largest hand carried luggage on the market, and to offer
good accessibility from both sides depending on its position in the carousel. The outer
shell of the storage unit is designed to be user friendly, made from hard plastic in order
not to deteriorate the user’s luggage. The plastic shell of the unit is supported by a metal
frame that is designed to take the loads and it is attached to the carrying structure system
of the carousel. The entire storage unit assembly can move from side to side inside the
carousel in order to allow access from either side of the train but also from inside of
the carousel as well, through an access corridor. Subsequent paragraphs, however, are
indented.

2 Design and Optimization

2.1 Concept

Due to the limited internal train carriage space and European passenger train require-
ments the solution to offer more efficient storage space was to move it to the exterior of
the train. This concept required detailed analysis due to the strict train dynamics regu-
lations, thus the optimal solution was to attach it at the ends of the train carriage [6]. An
important aspect of the passenger railway system is the timetable the train must respect.
The current solution for large storage in the railway system is a separate storage train
carriage. The benefit of the separate train carriage is that it will offer large amounts of
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storage, but this advantage fails in comparison to the time needed for the passengers
to access the storage train carriage at embarkation and disembarkation, thus negatively
impacting the train timetable [7].

Our solution divides the storage space from one big unit into separate units for each
train carriage, providing better accessibility for passengers, thus shortening the timetable,
thus offering more comfort and a more cost-effective train journey. This solution unlike
the separate storage train carriage offers the possibility for the passengers to access at
any time their luggage [8]. The layout for the new external storage system provides
access and coupling for the train carriages (see Fig. 1).

Fig. 1. New External Storage System – ESS (marked green)

This aspectmeant to couple the trainwagons through the new storage systemconcept,
so a new coupling system was developed. Another criterion was that the new storage
system needs a passthrough corridor to enable people to pass through safely form one
train carriage to another.

2.2 Modular Structure ESS

This new modular structure ESS was described in [9]. It consists of a metal structure
protected by a composite outer shell, attached through a metal exoskeleton and the
coupling system to the train carriage (see Fig. 2). The whole assembly is modular and
can be attached at either end of the train carriage.

The ESS is designed to allow the passengers access to the storage capsule on both
sides, regardless of the train station placement. It is also designed to optimize the pas-
sengers flow, at embarkation and disembarkation, through the ESS ticket scan access
system that allows only one person at a time to remove their luggage, thus avoiding
crowding at the ESS access doors. The coupling system is similar to the standard one,
using a slightly modified coupling arm assuring the same functionality and safety. The
ESSmodule can be further developed to be implemented into other public transportation
methods or as a stationary storage solution and it would offer the possibility to monitor
luggage storage in public spaces, thus avoiding multiple dangerous scenarios through
luggage scanning and a user registration platform.

Themetal structure has been analyzed in [8] onflexion studies andhas beenoptimized
in order to achieve better stiffness. The choice for material is, Stainless steel E295 with
a safety factor of 3.76 (see Fig. 3). The safety factor value is critical in an economic
analysis, influencing the choice of material for manufacturing, thus the price of materials
used, so an optimal safety factor was studied and achieved for this type of application
considering multiple material variants.
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Fig. 2. The ESS assembly

Fig. 3. Safety factor comparison for the selected materials

The storage capsule dimensions (see Fig. 4) can allow storage for the largest hand
carried luggage on the market. Based on mechanical properties [10], the chosen mate-
rial for the ESS storage capsule could be either High-Density Polyethylene (HDPE)
or Polycarbonate (PC300). Most manufacturers of plastic containers use high density
polyethylene (HDPE or PEHD) as manufacturing material, being a thermoplastic made
from petroleum. These are sometimes called “alkathene” or “Polyethylene” when used
for pipes. With a high strength-density ratio, HDPE is used in the production of plastic
bottles, corrosion-resistant pipes, geo-membranes and plastic timber. HDPE density can
range from 0.93 g/cm3 to 0.97 g/cm3. Although HDPE density is higher than that of PC
300, HDPE has a lower branching, giving it strong intermolecular forces and a tensile
strength higher than PC 300. The difference in resistance is greater than the difference
in density, giving HDPE a higher specific resistance.

Starting with the standard dimensions of the luggage, presented in Table 1, the ESS
was designed in order to include 14 storage capsules inside the module. The capsule
transportation inside the module is assured by a chain transmission, C2/62 H, according
to standard [11]. The cinematics study of the structure revealed stability issues with the
capsules. The solution was to design guiding elements (see Fig. 5).
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Fig. 4. ESS capsule assembly

Table 1. Standard dimensions of the luggage

Days of travel Dimensions of the luggage Recommended height

1–4 Small hand luggage 50–60 cm

4–7 Medium hand luggage with wheels 70 cm

7–14 Medium to large hand luggage with wheels 76 cm

14–21 Large luggage with wheels (biggest size) 90 cm

Fig. 5. Capsule transportation and stabilization assembly
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The carrier and stabilizer assembly are formed by a connecting flange (1), one guide
roller (2), a support flange (3), rubber and metal bushings (3, 4), a metal shaft (5), one
ball bearing (6), a bearing housing (7), two hex bolts with nuts (8) and a stabilizer arm
(9).

3 Economic Analysis

Cost calculation wise, the study considers the recommendations from [12] which con-
sists in a product development process, respectively four stages namely, analyzing, con-
cepting, designing and finalizing. All phases have many steps, and the core activity is
designing and concepting. Hence, the analyze is very important in the design process.

According to calculus of the ESS, the study was divided in two section. In the first
section, the storage capsule, that is custom designed (see Table 1) will be analyzed,
together with the carrier and stabilization assembly and the second is the main structure
containing these capsules.

In order to provide a comprehensive cost estimation for ESS, the following relation
was used with different types of material and fabrication methods. The relation was
based on a well known study in systematic development of Solution [12]. The material
data library is based on the mechanical properties, dimensions, shapes and relative costs.

M = Vb · k∗
v · kv0 · (

1 + gw/z
)

(1)

Where: Vb - gross materials volume, k∗
v - relative costs, kv0 - relative material costs

based on volume,
(
1 + gw/z

)
– overall maintenance/ subcontracting costs - w ∼= z.

The gross material volume was provided by the CAD files of each component.
For the first study, the storage capsule costs were determined for two different mate-

rials using injection moulding. We can observe that the biggest percentage of the total
material costs is attributed to the injection moulding process (see Fig. 6, 7).

High-density 
polyethylene  

(HDPE) capsule

connec�ng 
flange

guide roller 1

bearings

support 
flange

rubber bushing
guide roller 2

stabiliser arm hex bolts sha�

Fig. 6. ESS capsules materials cost [euro]
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Polycarbonate 
(PC 300) 
capsule 

connec�ng 
flange

guide roller 1

support flange
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guide roller 2
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Fig. 7. ESS capsules materials cost [euro]

The study shows that using HDPE, as a base material for the storage capsules it
reduces the final costs with over 20% from the total material costs.

The ESS structure design uses standard structural materials. The study shows that
using this material offers better materials/manufacturing costs.

The gross material volume of the structure is similar with the gross volume of the
14 storage capsules. Thus, the optimal choice for ESS storage capsule manufacturing is
HDPE, because the material costs of the capsules and structure are proportional, from
economical point of view.

Additional to material costs, the analysis contains also the manufacturing costs. This
considers the losses, storage and manipulation costs. The relation between the two types
of costs is in Eq. 2

H = M

M ′ (2)

Where: H - total manufacturing costs andM ′ – material costs share from the product
manufacturing costs (Fig. 8).

The cost analysis gives an insight in the feasibility of this industrial product. Taking
act of all the advantages included in this ESS structure and the modularity of the capsule
storage (innovative design, improved cost, safety factor, standard luggage) we can say
that this solution can be adapted in the railway industry because can improve the demands
in ergonomics.
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Fig. 8. The capsule/structure manufacturing costs

4 Conclusions

The study shows the importance of an economic analysis in the product development
cycle and how the design process can be optimized based on simple but efficient cal-
culations regarding the manufacturing possibilities. The economic analysis shows that
regardless of manufacturing coefficient cost, the total ESS module cost is mostly influ-
enced by the storage capsule material choice, especially the material density. This is
shown in the higher manufacturing cost for the capsule with PC 300. Although the
higher costs for PC 300, the material is not representative for a higher product quality
and functionality. After the analysis we can conclude that the material type influences
the total cost of ESS with a percentage of 15%.

The ESS assembly can be obtained at the lowest cost, considering a manufacturing
ratio between 40%–70%, with 2400–3300 Euro.

This study allows the designer to optimize the material choice and manufacturing
process for this type of application reducing the manufacturing costs and complexity of
the final product and can be used for an estimation of costs in a feasibility study in order
to develop the ESS production business plan.
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Abstract. A supply chain consists of facilities that are subjected to various types
of disruption. When one or more facility in the supply chain is disrupted, its
impact propagates and reduce the performance of the supply chain. This research
paper takes into consideration the probability of a disruption scenario to design
a robust network for a supply chain. A stochastic mathematical formulation has
been presented as a mixed-integer linear programming model for maximizing the
concerned profit. For measuring the supply chain’s robustness, the final quantity
delivered after risk propagation in the disruption scenario as a robustness index
(RI) is utilized. A numerical simulation is conducted to calculate the robustness
index at different linking intensity and node threshold. The robustness index is
compared under different disruption scenarios to obtain the optimal combination
concerning linking intensity and node threshold.

Keywords: Risk propagation · Multi-echelon disruption · Supply chain
robustness · Supply chain design

1 Introduction

The supply chain faces the risk of getting disrupted by natural and human-made dis-
asters, strikes, legal contract disputes, terrorism, etc. Regardless of type, disruption in
most circumstances results in unpleasant effects such as halting various functionalities
within the network, forcing realignment with respect to logistics strategy among many
others. This turns out to be costlier in the long run. No facility is entirely immune from
predicted and unpredicted disruption. Yet, most of the research considers only a few
disruption scenarios or worst-case scenarios. In general, the primary aim of designing
the supply chain network is either minimizing the total cost or maximization of profit.
If all disruption scenario is not considered, then sometimes loss or opportunity loss in
case of disruption is significant.
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In March of 2000, a semiconductor plant operating in United States under Philips
ceased to be in operation for around 3 out of the 4 quarters in a year due to an eight-minute
fire event leading to sale loss estimated at $40 million directly and a $2.34 billion loss to
Ericsson’s mobile phone unit, as referred by Sheffi et al., in 2005 [1]. The terrorist attack
dated 11th September 2001 led to all US borders being cordoned off and cancellation
of various flights. This circumstance coerced majority proportion of assembly lines of
Ford to lie idle due to the dearth of equipment which in turn were provided from abroad
[2]. In 2009, strike at two General Motor part manufacturers prompted the shutdowns of
26 assembly manufacturer plant, which brought about the production loss of 5,00,000
vehicles and a loss of 809 million dollars to General Motor [2]. Earthquake in Gujarat,
India in January of 2001, Japan Tsunami dated March 2011, Typhoon in the Philippines
dated November 2013 are some of the instances where natural disasters have led to
disruption of various global supply chains.

Simultaneously predicting the disruption along with understanding its behaviour is
becoming possible due to the recent advancement of technology. In this research paper, a
robust supply chain network is designed by considering all disruption scenarios, includ-
ingmulti-echelon disruption. Thismodel focuses on obtaining a risk-neutral supply chain
network with the prominent feature of being robust. Further, this robustness parameter is
calculated through robustness index (RI) and can be defined as the ability of the supply
chain for performing well during uncertainty.

Recent research done on supply chain design and robustness are analysed in Sect. 2.
The modelling approach for calculating probability, supply chain design, and robustness
index calculation is explained in detail in Sect. 3. This methodology is used in Sect. 4
to optimize the network of supply chain and simulation of RI at different linking inten-
sity and node threshold. The probability of disruption scenario, supply chain network
design, Robustness Index is explained briefly in Sect. 3.1. Section 5 draws this paper to
a conclusion and deliberates some avenues for future research.

2 Literature Review

Ahmadi-Javid and Seddighi in 2013, presented the location-routing problem with a net-
work of producer–distributors that create and circulate a single item to specific clients
in a supply-chain [3]. Li et al. in 2013 review two models are for facility location design
i.e., reliable P-median problem (RPMP) and reliable incapacitated fixed charge location
(RUFL) problem [2]. Azad et al. in 2014, did provide a model for capacitated supply
chain network design (SCND) to demonstrate under occasional interruptions in facility
and logistics [4]. Klibi and Martel in 2013 proposed a methodology for the supply chain
network (SCN) under unreliability [5].Mari et al. in 2014, developed amodel to optimize
network design for a manageable and reliable inventory using resilience and sustainabil-
ity [6]. Jeong et al. in 2014, did present an integrated system to plan crisis co-ordinations
systems emergency logistics networks (ELNs) given robustness risk and efficiency mea-
surements [7]. Marufuzzaman et al. in 2014, suggested a scientific model that designs a
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dependable multi-modular transportation network, where multi-purpose hubs are liable
to site-dependent probabilistic disturbances [8]. Hatefi and Jolai in 2014, proposed a
robust and reliable model for an incorporated forward-reverse logistics network [9].

Hatefi et al. in 2015(a), considered programmingmodel with credibility constraint of
an integrated forward-reverse logistics network with uncertain disruptions in the facility
[10]. Hatefi et al. 2015(b), suggested a fuzzy possibilistic programming approach to
plan a dependable forward-reverse transport network equipped with hybrid facilities
taking into consideration uncertain and random aberration causing disruption in the
facility [11]. Sadghiani et al. in 2015, developed a multiple deterministic sets covering
model is proposed and stretched out to a possibilistic situation based robust display
by disruption profiling and scenario generation [12]. Tang et al. in 2016, conducted
a numerical simulation to measure robustness in different disruption scenarios [13].
Hasani and Khosrojerdi in 2016, presented a non-linear mixed-integer model for robust
supply chain network design under uncertainty, pointing out six strategies to alleviate
the danger of associated disruptions [14]. Table 1 give the abbreviations for uncertain
parameters and other parameters involved in objective function for designing the supply
chain network.

Table 1. Abbreviation for uncertain parameters in supply chain network design.

Abbreviation Parameter with uncertainty

D Demand

C Activity Cost (e.g., transportation, production)

S Supply quantity of various facilities within network

AF Availability of network facilities

AT Availability of transportation links/modes between network’s entities

CA The capacity of network facilities/transportation links

DC Disrupted products/supply/commodities in SC facilities

TT Transportation time through entities of Supply chain network

A Annual no. of the vehicle visit

3 Theoretical Risk Model

For delineating the risk propagation, a four-tier supply chain considered comprising
of the supplier, production center, distribution center, and customer. If the node of the
supply chain is disrupted or failed, the risk will propagate through connectivity links.

In Fig. 1, there is a simultaneous disruption at supplier1, production center2, and dis-
tribution center1. In the case of supplier1 disruption, ‘first propagation’ is from supplier1
to production center1; ‘second propagation’ is from production center1 to distribution
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Fig. 1. Facility disruption and propagation of risk between different levels.

center1 and distribution center2 and ‘third propagation’ is from distribution center1 to
customer1 and distribution center2 to customer2 and customer3. There is some hypoth-
esis followed while designing the supply chain network. The supplier can only connect
to the manufacturer, and the manufacturer can only connect to the retailer. Each node is
subjected to random disruption. Disruption can also be regional, affecting a set of nodes
simultaneously.

Each supplier has maximum capacity CAPf , beyond which it cannot supply. Simi-
larly, each manufacturer and retailer have a maximum capacity of receiving MAm and
MAr , respectively. The retailer k is subjected to demand, which is less thanMAm.Retailer
k sell the product at selling price SPr . When the quantity delivered QDr to retailer r is
more than the demand Dr , the excess is sold at a discount price with the loss of DCr . If
the quantity deliver QDr to retailer r is less than the demand Dr , the unmet demand is
lost, which incorporates shortage cost SCr . Mixed-integer linear programming (MILP)
has been implemented to design a supply chain optimized network.

Parameters
Psl: Probability of disruption scenario l.
Drk : Demand of retailer k.
Dsfli: Binary setting: 1 if supplier i in scenario l is in disruption; 0 otherwise.
Dsmlj: Binary setting: 1 if manufacturer j in scenario l is in disruption; 0 otherwise.
Dsrlk : Binary setting: 1 if retailer k in scenario l is in disruption; 0 otherwise.
Yfi: 1 if supplier i is selected; 0 otherwise.
Ymj: 1 if manufacturer j is selected; 0 otherwise.
Yri: 1 if retailer i is selected; 0 otherwise.
Qmrjk : Unit of product ordered from manufacturer j to retailer k.
Qfmij: Unit of product ordered from supplier i to manufacturer j.
LSTsrlk : Level of storage in scenario l from retailer k.
LSHsrlk : Level of shortage for retailer k in scenario l.
QDsrlk : Quantity delivered to retailer k in scenario l.
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The mathematical formulation of our problem is presented below:

Max Z =
r∑

k=1

s∑

l=1

SPk ∗ QDkl ∗ Psl(1 − Dkl)

−
⎧
⎨

⎩

⎡

⎣
f∑

i=1

FCi ∗ Yi +
m∑

j=1

FCj ∗ Yj +
r∑

k=1

FCk ∗ Yk

⎤

⎦

+
⎡

⎣
m∑

j=1

r∑

k=1

s∑
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i=1

m∑

j=1

s∑
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⎤

⎦
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⎡

⎣
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k=1

s∑
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LSTkl ∗ DCk ∗ Psl

⎤
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⎣
r∑

k=1

s∑
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LSHkl ∗ SCk ∗ Psl

⎤

⎦

⎫
⎬

⎭ (1)

Subjected to

QDkl =
m∑

j=1

(1 − Djl) ∗ Qjk ∀k (2)

QDkl = DRk + LSTkl − LSHkl ∀k (3)

QDkl ≤ MAk ∀k (4)

f∑

i=1

Qij −
r∑

k=1

Qjk ≥ 0 ∀j (5)

f∑

i=1

Qij ≤ MAj *Yj ∀j (6)

m∑

j=1

Qij ≤ CAPi *Yi ∀i (7)

QDkl,Qij,Qjk ,LSTkl,LSHkl > 0 ∀i, j, k (8)

The objective of the problem shown in Eq. (1), maximizes the expected profit, which
is obtained by subtracting the total cost from the revenue. Here, the total cost is cal-
culated as the sum fixed of each and respective, supplier manufacturer and retailer; the
variable cost of delivering product from supplier to manufacturer and manufacturer to
retailer; shortage cost, and discount cost. Equation (2) shows that the quantity delivered
to retailer k in scenario l is the sum of quantity deliver from all the manufacturer to
retailer k. Equation (3) shows that the quantity delivered to each retailer is the sum of
demand and storage minus the shortage, where demand, storage, and shortage are non-
negative integers. Equation (4) and (5) shows that the quantity delivered to each retailer
and manufacturer is less than their maximum acceptable delivery. Equation (6) shows
that the total quantity delivered to manufacturer j is more than quantity delivered from
manufacturer j. In Eq. (7), the quantity delivered from each supplier should not exceed
its maximum capacity. Equation (8) assures that the quantity supplied is not harmful.
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3.1 Model Construction

The supply chain network optimized in this research paper consists of six suppliers, six
manufacturers, and six retailers, as shown in Sect. 3.3. 1S, 2S, 3S, 1M, 2M, 3M, 1R,
2R, and 3R are internal nodes. 4S, 5S, 6S, 4M, 5M, 6M, 4R, 5R and 6R are international
nodes. The MILP model is solved using CPLEX. Table 2, Table 3, Table 4, Table 5 are
the input parameter of themathematical model illustrated in Sect. 3.2 and Sect. 3.3. Table
2 gives the simultaneous disruption probability of domestic and international suppliers,
manufacturers, and retailers. Table 3 presents the retailer side parameter: Maximum
acceptable delivery, demand, selling price before discount, shortage cost, discount-cost,
fixed cost, and the local probability of disruption. Table 4 presents manufacturer side
parameter: Variable cost per product from manufacturer j to retailer k of each product,
fixed cost, maximum acceptable delivery, and the local probability of disruption. Table 5
gives supplier side parameter: Variable cost per product from supplier i to manufacturer
j of each product, fixed cost, maximum capacity, and the local probability of disruption.

Table 2 demonstrates the simultaneous domestic, and international disruption prob-
ability of retailers is 0.00003 and 0.0001, respectively. Table 3 shows that the maximum
acceptable delivery of retailer 1R is 500, and the demand is 350. Selling price before
discount, shortage cost, discount-cost per product is 43, 8 and 25 respectively, and fixed
cost of opening retailer 1R is 700. The local disruption probability of retailer 1R is 0.04.
Table 4 presents that fixed cost, maximum acceptable deliver, and local disruption prob-
ability of manufacturer 1M is 1400, 1000, and 0.02, respectively. The variable cost of
delivering per product from manufacturer 1M to retailer 1R is 16. Similarly, in Table 5,
fixed cost, maximum capacity, and local disruption probability of supplier 1F is 1400,
1500, and 0.01, respectively. The variable cost of delivering per product from supplier
1F to manufacturer 1M is 14.

Table 2. Simultaneous disruption probability.

α*
1f α*

2f α*
1m α*

2m α*
1r α*

2r

0.00003 0.0001 0.00005 0.0004 0.00008 0.0006

Table 3. Retailer side parameter.

Retailer 1R 2R 3R 4R 5R 6R

Max. delivery 500 700 600 550 800 650

Demand 350 500 500 400 600 400

Selling price 43 49 40 52 46 54

Shortage cost 8 9 7 9 8 10

Discount cost 25 27 24 26 24 29

Fixed cost 700 900 800 1200 1000 1100

Local disr. prob. 0.04 0.03 0.02 0.07 0.12 0.11
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Table 4. Manufacturer side parameter

j k

1R 2R 3R 4R 5R 6R Fixed cost Max. delivery Local disr. prob.

1M 16 11 10 14 11 12 1400 1000 0.02

2M 5 18 14 6 12 17 1200 1200 0.04

3M 6 6 12 18 16 13 1500 800 0.03

4M 15 13 17 16 16 13 1000 1100 0.07

5M 8 13 15 11 16 15 800 900 0.09

6M 5 18 8 15 5 16 1600 1300 0.06

Table 5. Supplier side parameter

i j

1M 2M 3M 4M 5M 6M Fixed cost Max. capacity Local disr. prob.

1F 14 15 13 5 7 15 1400 1500 0.01

2F 16 11 15 19 5 19 1200 1600 0.05

3F 6 18 11 11 6 17 2300 2000 0.04

4F 17 9 7 17 19 16 1300 1700 0.11

5F 11 7 18 17 19 8 1500 1300 0.06

6F 8 19 12 11 9 14 1800 1800 0.08

4 Computational Results

Initially, we have considered 18 nodes, but the final result shows that the optimal supply
chain consists of 3 suppliers, 4 manufacturers, and 6 retailers. Table 6 shows the quantity
supplied from supplier i to manufacturer j, and Table 7 presents the quantity supplied
from manufacturer j to retailer k.

Table 6 shows that supplier 1F, 2F, and 6F are not selected, and the quantity deliver
from supplier 3F to manufacturer 1M is 1000. Similarly, Table 7 shows that manufac-
turers 4M and 5M are not selected, and the quantity delivered from manufacturer 1M
to retailer 3R is 350. With the given input data, the expected profit considering all the
disruption scenario is equal to 67133.75. When there is no disruption, the profit will
increase to 81050.

A numerical simulation is conducted to calculate RI at different linking intensity and
node threshold, and the results obtained are shown in Figs. 2, 3, 4, 5 and 6. According to
these results presented, both linking intensity increases, and the node threshold increases
with the step size of 0.1 from 0.3 to 1 and from 0 to 1, respectively. Linking intensity of
all connectivity links and thresholds of all nodes is assumed to be equal while calculating
RI. Two cases are considered; in the first case, exactly one node is disrupted, and in the
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second case, exactly two nodes are disrupted. The total number of disruption scenarios
is the first and second cases are 13C1 and 13C2, respectively.

To find RI at random node removal, we have conducted a simulation on a different
number of node removal. The RI value is based on the average of 10 simulations.

Table 6. Quantity supplied from supplier to manufacturer.

1M 2M 3M 4M 5M 6M

1F 0 0 0 0 0 0

2F 0 0 0 0 0 0

3F 1000 0 0 0 0 0

4F 0 600 800 0 0 0

5F 0 350 0 0 0 950

6F 0 0 0 0 0 0

Table 7. Quantity supplied from manufacturer to retailer.

1R 2R 3R 4R 5R 6R

1M 0 0 350 0 0 650

2M 400 0 0 550 0 0

3M 100 700 0 0 0 0

4M 0 0 0 0 0 0

5M 0 0 0 0 0 0

6M 0 0 150 0 800 0

Fig. 2. RI at the different linking intensity.
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Fig. 3. RI at different node threshold.

Fig. 4. RI at the different linking intensity.

Fig. 5. RI at different node threshold.

Fig. 6. RI at different number of node removal.
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5 Conclusions

The research paper analyses the impact of disruption on the profit and robustness of
the supply chain. Taking into account multi-echelon facility disruption, a mixed-integer
linear programming model is developed to design the supply chain network. This main
advantage of considering disruption in themathematical formulation is themaximization
of expected profit rather than profit. The result of this approach is an optimized risk-
neutral supply chain network design that also considers losses in case of disruption.
Further, a numerical simulation is implemented for measuring the robustness of the
supply chain in different disruption scenarios. The robustness index is expressed in
terms of the final quantity deliver by all the retailers.
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Abstract. Technological breakthroughs, such as the Internet of Things, Big Data
repositories, artificial intelligence or additive manufacturing, are triggering a
Fourth Industrial Revolution. This new revolution, also known as Industry 4.0, is
characterized by the combination of physical and digital worlds in digital ecosys-
tems that connect the different members in the value chain from clients to suppli-
ers and distributors. Companies are redefining their strategies based on this new
paradigm to obtain a competitive advantage. They aim to achieve more efficient
and flexible productive processes that can produce high-quality products at low
costs, investing on mass customization to satisfy their clients. Accordingly, gov-
ernments are implementing support programs that create a suitable environment
for the adoption of technological innovation strategies by the companies. Although
some programs may diverge in some objectives, they all aim to promote workers’
skills adaptation, technological supply development, and business modernization.
The Portuguese Government also released its program for Industry 4.0 support,
known as Portugal i4.0, which is intended to stimulate Portuguese economy dig-
italization. Furthermore, in latest years, it has been supporting projects through
European funds mobilizations from Portugal 2020 program. The present study
analyses whether companies that received financial support from Portuguese gov-
ernment to implement innovative projects, within the Industry 4.0 paradigm, were
able to improve economic and financial performance and competitivity gains. For
such purpose, it was applied an inference statistical method to analyse the differ-
ences verified in economics and financial indicators between the periods before
and after projects implementation in a selected group of companies.

Keywords: Industry 4.0 · Digitalization · Technology innovation ·
Competitiveness · Economic performance · Financial performance

1 Introduction

The 4th Industrial Revolution paradigm is a current priority on the executive committees’
agenda seeking to identify new opportunities to diversify markets and increase revenues
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[1]. By adopting new technology tools, companies seek to transform operations through-
out the value chain, increasing efficiency, flexibility and reliability to make them more
agile [1]. The digitalization of business and production processes is critical as it enables
better communication and cooperation throughout the value chain. The constant infor-
mation sharing with customers enables companies to offer customized products, which
can be obtained at more competitive prices due to the advances in manufacturing pro-
cesses [2]. Similarly, the direct link with different elements of the supply chain makes
its management much more efficient.

The new industrial revolution is a result of the technological advances of recent
years. The next-generation information networks emergence, the Internet of Things
(IoT) application to the industrial sector (Industrial IoT - IIoT), the radio frequency
identification (RFID) use, and the Big Data analysis and Cloud Computing use have
allowed data collection and analysis make the processes more productive flexible, faster,
and efficient, capable of manufacturing products with higher quality at reduced costs
[3].

Therefore, it is crucial that companies assess their current digital maturity and define
an appropriate strategy in order to meet the challenges of this new technological context.
According to a PWC study, published in 2016, based on responses from more than 2000
companies from 26 countries, at that time only 33% of the respondents considered their
company digitally advanced (i.e., had a high degree of their products, processes and
services digitalized) [6].

In this context, it is crucial that governments implement measures that promote
the creation of favorable conditions for the industrial sector digital evolution. These
conditions encompass numerous factors, such as the creation of financing channels, tax
incentives, technological infrastructures, access to global markets, proximity to teaching
and research centers and the training of human resources [5]. Therefore, the aim of this
study is to analyse whether the government financial support that is being invested in
Portuguese companies in the industrial sector, to implement projects within the Industry
4.0 paradigm, are allowing them to improve economic and financial performance and
competitivity gains.

2 Industry 4.0 Impacts and Challenges

After the evolution enabled by the steam engine, electricity, mass production, electronics
and automated production, the next phase of manufacturing evolution is now being dis-
cussed towards a complete production system digitalization, interconnecting machines,
people and processes [2]. Industry 4.0 aims to take advantage of emerging technological
advances to improve the industrial sector performance, enabling organizations to remain
competitive. The purpose of this new paradigm is to combine the physical and digital
worlds, namely through the creation of Cyber-Physical Systems (CPS), which allow full
digitalization of the physical assets and their integration into digital ecosystems [1]. This
principle is fundamental to the development of intelligent production processes com-
posed by sensorized machines and devices, with the ability to communicate in real-time
with each other and with other elements of the value chain in order to adapt to different
scenarios [6].
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The previous industrial revolutions had a strong impact, especially on the factory
floor and production processes. However, the 4th Industrial Revolution is expected to
have a broader impact, changing organizations’ versatility. In addition to anticipating
an improvement in the production processes with the introduction of new technologies,
this new paradigm has implications throughout the value chain, changing the way that
organizations relate to their suppliers and customers [2]. For example, according to the
study of Simões et al. (2019) [7], one of the main expected impacts of collaborative
robot’s adoption on assembly production lines is to obtain operational efficiency gains.
Participants in this study noted that the introduction of this technology improves product
quality and productivity, increases flexibility, and optimizes workspace utilization.

On the other hand, with IoT use in equipment monitoring it becomes possible to
detect and predict anomalies, through the processing of the collected information [8].
Another advantage of the use of IoT is energy efficiency improvement. Using pro-
duction cycle analysis, it is possible to make decisions that improve production lines’
planning towards an energy consumption minimization [8]. Through the adoption of
disruptive technologies and new business models developed towards the Industry 4.0
paradigm, approximately 57% of Portuguese industrial companies expect an average
revenue increase of up to 10% [4]. While around 55% of them expect cost reductions
above 10% and roughly 70% expect efficiency gains above 10% [4].

With the sophistication of the productive and organizational processes and their
interconnectedness, there are several changes in the products’ life cycle, working envi-
ronment and labor market, leading to the emergence of new challenges [1]. Thus, in
order to achieve better competitive levels, it is crucial that companies are prepared for
digital transformation by adopting the resources, strategies and frameworks best suitable
to face those challenges [9].

Alongwith capital investment, investment in human resources will be a critical factor
in this transformation process. According to Eurostat data, about 40% of European
workers have insufficient digital skills [10]. Jobs in this new context will require a
combination of multidisciplinary skills, which the current education and training system
cannot answer. According to Maresova et al., this is a field that should receive greatest
attention from companies and governments, these entities should combine efforts to train
workers in order to fit their skills with new technological trends and opportunities [11].

As the number of connected equipment and products increases, issues related to reli-
ability, system availability, and operational security become major challenges in orga-
nizations’ management. Therefore, investments in cybersecurity also become essential
to prevent data manipulation situations, unauthorized remote access, loss of intellectual
property, or in extreme cases “sabotage” of the facilities [12].

Table 1 lists the major impacts and challenges of implementing a pro-Industry 4.0
strategy that emerge from the previous literature review.
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Table 1. Key impacts and challenges of Industry 4.0 [1–4, 7, 9, 11]

Impacts Challenges

Operational efficiency Alignment with strategy

Increased productivity Resistance to change

Cost reduction Infrastructure investment

Bulk customization Human resources training

Supply chain optimization Standards creation

Labor market change Cybersecurity

3 Industry 4.0 Support Programs

Governmental institutions in various countries have, over the last few years, developed
strategic programs aimed at supporting the transformation of their industrial sectors.
Conscious of the potential impacts that the adoption of new digital technologies can
have on the efficiency and competitiveness of their economies, governments have been
implementing policies that seek to capitalize on the strengths of their industries but also
to mitigate their gaps.

The strategic programs of the different countries seek to adapt their context to the 4th
Industrial Revolution and undertake different approaches depending on their political
traditions, degree of centralization, institutional infrastructures, and type of technolo-
gies [13]. However, there are significant commonalities between the different strategic
programs, particularly in what concerns workers’ skills adaptation, technological sup-
ply development and companies’ modernization [14]. Furthermore, there is an effort
of international cooperation towards a joint priority regarding the standardization of
digital technologies and the transference of scientific and technological knowledge [2].
Some programs that are being implemented are Platform Industry 4.0 from Germany,
Alliance pour l’Industrie du Futur from France, Advanced Manufacturing Partnership
from the USA, Made in China 2025 from China, Make in India from India, and Industry
Innovation Movement 3.0 from South Korea.

The 4th Industrial Revolution is a notable opportunity for Portugal to overcome some
of its competitive barriers, such as lack of internal market scale and peripheral location.
According to the 2016 Digital Economy & Society Index of the European Commission,
Portugal was in 15th position, in terms of the level of digital competitiveness, above
the European Union (EU) average. In another UBS study, which analysed 45 countries,
Portugal was the 23rd most well-prepared economy to adopt Industry 4.0, with its infras-
tructures, innovation capacity and general competences as its main added value. As a
conclusion of these studies, it can be inferred that although the country is reasonably
well prepared for this transformation, that preparation is not yet reflected in its current
level of competitiveness [15].

With the aim of generating the conditions for the development of industry and
national services in the digital age and promoting the adoption of new technologies, the
Ministry of Economy launched in 2017 the first phase of the program “Portugal i4.0”.
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For the elaboration of this program, interviews, workshops, and auditions were carried
out with the main stakeholders from different sectors of the Portuguese economy, with
the participation of more than 200 entities and companies, including multinational com-
panies such as Bosch, Volkswagen, Altice-PT, Siemens, Microsoft, Google, Huawei or
Deloitte [16]. The strategic plan consisted of 60 public and privatemeasures grouped into
six major areas of priority action: Human Resources Training; Cooperation Ecosystem;
StartUp i4; Financing and investment support; Internationalization; Legal and regulatory
adaptation. These areas aimed to achieve three main objectives: accelerate the adoption
of Industry 4.0 technologies and concepts in the Portuguese companies; promote inter-
nationally the Portuguese technology companies; and, make Portugal an attractive hub
for investment in the Industry 4.0 context [17].

In order to accelerate the investments and adhesion by the national companies, the
Government has forecast the injection of up to 4.500 million euros in the Portuguese
economy in the following years, with about half of that amount (up to 2.26 billion) being
mobilized from the European Structural and Investment Funds through Portugal 2020.
After two years of implementation of the first phase of the Portugal i4.0 program, which
wasmainlymobilizing and demonstrating, 95%of themeasureswere implemented, with
over 24,000 companies and 550,000 people covered by the different initiatives [18].

In April 2019, the second phase of the program was launched, featuring a more
transformative logic, designed to expand the number of companies that truly capitalize
on the benefits of Industry 4.0 [18]. Analyzing the results of the first phase, the companies
that benefitedmost from the initiatives implemented were those with a greater awareness
of the themes and benefits related to Industry 4.0 andwith greater availability of resources
and skills [18]. Therefore, for Phase 2 to truly have the intended transformative impact,
it would be necessary to mobilize companies with a lower level of maturity in terms of
digitalization. To this end, it was necessary to implementmeasures aiming tomitigate the
difficulties of companies in the implementation of this type of project, usually associated
with a smaller financial and human resources capacity, and it was also fundamental to
promote the sharing of resources and knowledge among SMEs [19].

In order to bridge the identified gaps and leverage a generalized transition to Indus-
try 4.0, the 2nd phase of Portugal i4.0 considers it necessary to act on three strategic
lines: Generalize i4.0, Enable i4.0, Assimilate i4 .0 [18]. In this phase it is estimated a
mobilization of public and private investments in the amount of 600 million euros over
the following two years. The goal is to involve more than 20,000 companies in various
initiatives, train more than 200,000 workers, and finance more than 350 manufacturing
projects [20].

4 Method

Companies and Governments have over the past few years joined forces to improve
the digital capabilities of the Portuguese industry. The definition of appropriate policies
and strategies are crucial to ensure a successful transition to the digital age. Taking this
into consideration, this study aims at understanding whether the government financial
support provided for the Portuguese companies in the industrial sector to implement
projects within the Industry 4.0 paradigm in recent years are allowing them to improve
economic and financial performance and competitivity gains.
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4.1 Sample Selection

To conduct this study the companies in the Portuguese industrial sector that had imple-
mentedprojectswithin the Industry 4.0 paradigmwere considered.The sample of compa-
nies in this study consists of those that received financial support to conduct the projects,
under the Portugal 2020 program. The database of Portugal 2020 program (available on
the official website) was used to identify the companies with approved projects between
January 2014 and September 2018. Since the aim of this study is to analyse the impacts
resulting from the implementation of the Industry 4.0 paradigm, aminimum of 2 years in
the time gap was considered for each company. Therefore, in this study, only companies
with projects approved before 2017 were considered.

The projects in the Portugal 2020 official database were not typified within the
Industry 4.0 paradigm. To overcome this difficulty, it was decided to select projects
that promote the digitalization, the use of information and communication technologies,
and the development of intelligent and interconnected systems in the productive and
business context. The projects were selected searching for keywords related to Indus-
try 4.0 paradigm in the descriptive texts, in the titles, and the synthesis of the project
proposals, similar to the technique applied in the study of the Agência Nacional de Ino-
vação, in its study about R&D projects related to Industry 4.0, co-financed in QREN and
PT2020. The keywords used were: Smart Factory; Business intelligence; Digitalization;
Robotics; Automation; Internet of Things; Cloud computing; Artificial intelligence; Big
data; Machine learning; Data mining; Additive Manufacturing; Advanced Materials;
Industry 4.0; i4.0.

Based on the previous criteria, a first sample of 89 projects was obtained. However,
this first selection of projects, included projects implemented by companies, as well as
Universities, Research Institutions, Business Associations or Municipalities. Since the
scope of this study is focused on projects implemented in companies, a new filter was
applied and a final sample of 54 projects were selected (those conducted in companies).
As referred before, the database is organized by projects, and a company can have more
than one project. The 54 projects selectedwere implemented in 41 companies. A detailed
analysis on the project description of these 54 projects allowed to exclude 12 projects
that did not fit the study objective. After this detailed analysis, the final sample resulted
in 42 projects, corresponding to 31 companies (Fig. 1).

4.2 Variables Selection

A literature review was performed to identify the variables to use that best represent the
measures aimed for this study: economic and financial performance, and competitivity
gains. However, there is no consensus regarding the variables that should be used [22].
Therefore, the variables to conduct the analysis were defined based on their capacity to
measure the economic and financial performance within the context of this study. In the
following paragraphs the selected variables are presented.

Turnover (NR), which allows companies to measure corporate growth, while their
competitive position in the global market may be evaluated through the Exports variable
(EXP). One of the most anticipated effects of the implementation of Industry 4.0 is the
impact on business productivity [2]. Thus, by assessing the evolution of Gross Value
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Fig. 1. Selection of the study sample

Added (GVA), one can see if there was an exponential impact on resource use optimiza-
tion [23]. Similarly, by relating the GVA and the average number of workers with the
Apparent Labor Productivity (ALP) variable, one can evaluate the efficiency of the use
of human resources in productivity.

The evolutionof Industry 4.0 paradigmrequires companies tomakehigh investments.
Through the Return on Assets (ROA) analysis, it is possible to measure the return
on capital of the company, since this variable allows us to evaluate the capacity of
companies to generate profit by making investments [24]. However, it is important that
these investments do not compromise the company’s ability to pay off its debts in the
short term, so this study will also consider developments in the liquidity ratio (LQD),
namely the overall liquidity ratio [23]. Similarly, the financial health of companies can
also be assessed through Financial Autonomy (FINAUT) [25]. Regarding the long term,
it is advisable to resort to the degree of solvency (SOLV), since it allows to measure,
for long periods of time, the firm’s solidity against the foreign capital invested in the
company [26].

Having defined the companies’ sample and the variables to use, the data (values for
the variables)were collected using theSabi database [https://sabi.bvdinfo.com/]. This is a
private database that contains historical detailed financial information for the Portuguese
companies. Based on the financial data collected in Sabi, on the two time periods of the
analysis, the values of the economic and financial variables were calculated.

4.3 Data Analysis

This study aims to analyse whether companies that received financial support from Por-
tuguese government to implement innovative projects, within the Industry 4.0 paradigm,
were able to improve economic and financial performance and competitivity gains. In
this way, it is intended to assess the differences in economic and financial performance
between the ex-ante and ex-post periods. To conduct the data analysis a paired samples
method was applied, since it is intended to analyse the behavior of quantitative vari-
ables of the same group of companies at two different instants in time, between which
occurred events that may have influenced the evolution of variables [21]. The analysis

https://sabi.bvdinfo.com/
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of variables differences in these two instants in time, aims to assess the existence of
statistically significant differences between the preceding period and the period after the
financial incentive application.

In this type of studies, it is usual to use the parametric test, t-test, as it is a test that
allows verifying if there are statistically significant differences between the variables
average, considering the two time periods, through a test of hypothesis (t-test) (Eq. 1)
[21]. However, given the small size of the sample (31 companies), it is recommended,
before applying the t-test, to test the variables for the normal distribution. If the test
rejects a normal distribution of the variables, a nonparametric test, such as the Wilcoxon
test, should be used [21].

{
H0 : µt−1 = µt+1

H1 : µt−1 < µt+1
(1)

5 Results Presentation and Discussion

The sample consists of 7 large, 10 medium, and 14 small companies. In terms of location
(NUTS II), the 31 companies are mainly located in the North region, in a total of 17
companies, followed by the Center region with 10 companies. Overall, the 31 companies
had a total eligible expenditure allocated to the operation of e 82 330 950, resulting in
a total approved funding of e 36 728 950. Regarding the funding, the projects were
financed by European Structural and Investment Funds, more specifically, 35 funded by
the European Regional Development Fund (ERDF), and 7 by the European Social Fund
(ESF).

5.1 Hypothesis Test Results

For the data analysis, the advanced statistical analysis software, SPSS (Statistical Pack-
age for the Social Sciences), version 25, was used. Since, the sample contains only 31
values for each variable, the Shapiro-Wilk test was used to assess the normal distribution
of the variables.

After this test, it was possible to conclude that only the “financial autonomy” variable
follow a normal distribution (for both periods, before and after the project implementa-
tion) with a significance value higher than 0.05. The t-test was only used for this variable.
For the remaining variables, the Wilcoxon test was applied.

These two tests were applied to the variables according to their distribution, in order
to assess if there were statistically significant differences between the values in the
two periods, ex-ante and ex-post the allocation of the structural fund. Table 2 presents,
for each variable, the type of test that was applied, the Hypothesis test results and the
significance value. In order to understand the evolution direction of the variables, it was
decided to calculate the growth rates for each of the variables.
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Table 2. Hypothesis test results

Variables Test Result Significance Growth
rate

NR Wilcoxon Rejected 0,000 28,17

EXP Wilcoxon Rejected 0,004 25,93

GVA Wilcoxon Rejected 0,006 38,89

ALP Wilcoxon Accepted 0,739 0,96

ROA Wilcoxon Accepted 0,327 −15,87

LQD Wilcoxon Accepted 0,845 −3,70

FIN AUT Teste t Accepted 0,417 5,80

SOLV Wilcoxon Accepted 0,170 23,93

5.2 Hypothesis Test Results

The hypothesis test results allows to conclude that only three variables, turnover (NR),
gross value added (GVA) and exports (EXP), presented statistically significant dif-
ferences between the two periods. As such, only for these three variables is possible
to conclude that the technology/process implementation have statistically significant
differences regarding the Community funds application.

By analyzing the growth rate of these three variables, it can be seen that they evolved
favorably, which corroborates the expectation on improving operational efficiency and
competitiveness gains associatedwith the implementation of projects within the Industry
4.0 paradigm. The results obtained are significant, especially when compared with the
aggregate results of the manufacturing sector for the period 2014–2017. For example,
in the case of turnover, between this period, it appears that the sector grew 12,07%
[27], significantly lower than the 28,17% growth rate for the companies in the sample.
Similarly, in the case of the value-added and exports variables, there are significant
differences. In the case of gross value added, the sector grew by 25,35% [28], also below
the 38,89% of the companies in the sample. In the case of the value of exports, it was
estimated that the sector grew by 8% [29], considerably below to the 25,93% for the
companies in the sample.

On the other hand, it is also important to understand why the remaining five variables
(apparent labor productivity, return on assets, liquidity, financial autonomy, solvency)
did not yield statistically significant results. The first explanation could be the presence
of “other non-considered factors”, that go beyond the implementation of co-financed
projects, which could influence the evolution of variables. For example, for the apparent
labor productivity one possible explanation could be the lack of adequate skills of human
resources to take full advantage of the technology, or the lack of investment in training
the human resources to optimize the use of new technologies. In the case of the return
on assets variable, the results may have been influenced by the short period considered
in the study. Therefore, it may suggest considering a longer post-implementation period
for analysis. Although this suggestion may also be considered to justify the negative



Impact of Governmental Support for the Implementation of Industry 4.0 117

results on the financial variables (ROA and LQD), the results may also be justified by
the financial situation of each company prior to project implementation.

5.3 Discussion

During the research, it was not possible to find quantitative studies that assessed the
impact of Industry 4.0 strategy on the companies’ performance variables. However,
there are several studies that, although not focusing directly on Industry 4.0 technolo-
gies implementation impact, analyse the performance of companies that have applied
innovation strategies. The results of those studies can be useful to compare with the
results of this study, since the last ones also involve innovation.

For example, the study “Destination: Growth and Innovation” conducted by COTEC
Portugal (2017) [30] concludes that the most innovative SMEs tend to outperform other
SMEs. This study indicates that when comparing these two groups of companies, the
most innovative SMEs have a net result 7.8 times higher and a turnover 3.7 times higher.
Our results are in linewith the results obtained in this study, since the companies analysed
had a higher turnover than their sector. Similarly, the results of Correia & Costa (2016)
[26], shows that for the total sample of companies that implemented co-financed projects,
aiming at innovation, technological development, qualification, and internationalization,
all the variables, except apparent productivity of the work, presented similar results.

On the other hand, the results of our study can also be compared with the perspec-
tives that entities and entrepreneurs have on the implementation of Industry 4.0 related
projects. For example, according to a study conducted by PWC [4], 43% of Portuguese
industrial companies are expected to achieve revenue increases of over 10% by imple-
menting Industry 4.0 projects, in addition to an improvement in resource efficiency and
cost reduction. This study also estimates that production times can be accelerated by
about 120% and the time to put the products on the market can be reduced by about
70% [4]. The results obtained for the evolution of gross added value, turnover and
exports allow us to conclude that expectations about efficiency gains, cost reduction and
increased revenues can be achieved through a strategy of technological updating.

Another conclusion from this PWC study is that more than half (60%) of the national
companies surveyed expect that investments in Industry 4.0 can be paid back within
2 years or less through an investment of approximately 5% of annual revenues. A similar
value (56%) was presented in this PWC study for the overall companies on the other
countries surveyed [4]. However, in our study, the hypothesis test results for the asset
return variable did not allow to verify the existence of statistically significant differences,
so, as already mentioned, it will be expected that a period of more than two years will
be necessary in order to truly return on the investments made in this area. Therefore, the
optimistic expectations of most respondents in the PWC study may not be true.

6 Conclusions

The implementation of the Industry 4.0 paradigm in the industrial sectors is expected
to improve companies’ performance and competitivity gains. The financial support pro-
vided by governments is crucial for the ability of making such investments, and, con-
sequently, improve local economies. This study aimed to analyse whether government
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financial support invested in Portuguese companies of the industrial sector to implement
projects within the Industry 4.0 paradigm are allowing those companies to improve eco-
nomic and financial performance. The results show that turnover, gross value added, and
exports of companies supported by the government in projects within the Industry 4.0
paradigm present statistically significant differences for the results before and after the
implementation of the projects. Given the high growth rates for turnover and exports,
it can be argued that the expectations of increased revenue and competitiveness associ-
ated with the implementation of Industry 4.0 were met. Similarly, the increase in gross
value-added shows that the adoption of new technologies and new organizational mod-
els makes possible to optimize the use of resources, and, therefore, increase operational
efficiency and cost savings.

Taking into account the results of this study, to achieve the full potential of Industry
4.0, it will be necessary that Governments promote measures that allow the industrial
sector to digital update itself. The current industrial revolution requires that the various
elements of the value chain (suppliers, producers, distributors, retailers) be at similar
digitalmaturity levels, in order to guarantee a fluid and efficient exchange of information,
capable of promoting the optimization of processes and cost reduction.

The short period of analysis may have been one of the major study’s limitations. This
study only considered projects targeted at Industry 4.0 that were implemented with sup-
port from the Portugal 2020 program. In order to have data to compare the performance
and competitiveness of companies before and after the project, it was decided to limit the
analysis to companies that received funding between 2014 and 2016. Since the nature
of this type of projects, in general, implies a significant transformation of production
processes and management practices, which are assumed to take a long time to oper-
ationalize and realize the expected performance gains, the time window analysed may
be too short to evaluate the impact in some performance and competitive dimensions,
such as apparent labor productivity, return on assets, liquidity, financial autonomy, and
solvency, which did not yield statistically significant results in this study. Another limi-
tation of the present study is the difficulty in isolating the origin of the impacts analysed.
In other words, it is assumed that the financial support and the nature of the implemented
projects were responsible for improving the competitiveness indicators that proved to be
statistically significant (turnover, gross value added and exports). However, one cannot
completely exclude the possibility that other factors related to the companies’ context
could also have impact on these results.

This study could be complemented, in the future, with interviews with companies’
managers in order to understand and contextualize the quantitative results. These inter-
views can be used to understand how the projects were implemented, what synergies
were created within the company and with the other elements of the value chain, what
major changes occurred at the level of structures and organization, what were the major
obstacles and challenges they faced during the implementation.
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Abstract. In this paper we work, in the context of Euclidean Jordan
algebras, on the problem of finding admissibility inequalities for primi-
tive strongly regular graphs. We connect each strongly regular graph to
a particular Euclidean Jordan algebra A spanned by the natural powers
of its adjacency matrix and by the identity matrix. By creating an expo-
nential series with the elements of a Jordan frame of A, we are able to
deduce some necessary conditions for the existence of a strongly regular
graph.

Keywords: Euclidean Jordan algebras · Graph theory · Strongly
regular graphs

1 Introduction

In this paper we establish a couple of necessary conditions for the existence of
strongly regular graphs. To study the existence of these graphs constitutes a
difficult and challenging problem in the field of Combinatorics.

In the background of our research, we consider a particular Euclidean Jordan
algebra related to a strongly regular graph. We are then able to establish some
asymptotic inequalities involving the elements of the spectrum and the parame-
ters of the strongly regular graph. Failing the compliance of these inequalities
renders the existence of such a graph impossible.

The presentation of our results is divided in the following manner. In Sect. 2
we present the most important theoretical concepts and results for the devel-
opment of our work. Strongly regular graphs are addressed in Subsect. 2.1 and
Euclidean Jordan algebras are surveyed in Subsect. 2.2. In Sect. 3, we associate
a an Euclidean Jordan algebra A to a strongly regular graph via its adjacency
matrix and we are able to deduce some exponential inequalities involving the
elements of the spectrum and the parameter set of a strongly regular graph.

2 Theoretical Background

Along this section we will describe the basic concepts about strongly regular
graphs and Euclidean Jordan algebras needed for our paper. Our aim is to
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
J. Machado et al. (Eds.): icieng 2021, LNME, pp. 121–133, 2022.
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establish admissibility conditions over the spectrum and over the parameters
of strongly regular graphs.

2.1 Strongly Regular Graphs

Herein, we assume that the reader is familiarized with the basics of Graph
Theory. See [1] for a detailed survey.

A graph is called simple if it doesn’t contain multiple edges, that is, different
edges connecting the same pair of vertices, or loops, which are edges that connect
a vertex to itself. A graph that permits multiple edges is called a multigraph.
More precisely, a simple graph X is a pair (V (X), E(X)) where V (X) is a non
empty set of elements called vertices and E(X) is a set formed by ordered pairs
of distinct elements of V (X) called edges.

A graph X such that every pair of distinct vertices is adjacent is called a
complete graph. The degree of a vertice x of a graph X is the number of edges of
E(X) incident to x. A graph X is called p−regular if all the vertices of X have
the same degree p.

Given two graphs X1 and X2 such that V (X1) ∩ V (X2) = ∅, the union
X1 ∪ X2 is a graph such that the V (X1 ∪ X2) = V (X1) ∪ V (X2) and such that
E(X1 ∪ X2) = E(X1) ∪ E(X2). A graph that can’t be expressed as the union
of two graphs is called a connected graph, otherwise, it is called a disconnected
graph.

A strongly regular graph (srg), X, is a simple regular graph such that the
number of common neighbors to any pair of vertices in X is fixed and depends
only on the nature of adjacency of that pair of vertices. This special class of
regular graphs was introduced for the first time introduced by R. C. Bose in the
paper [2].

Moreover, a (n; p, a, c)-srg is a p-regular graph with n vertices in which any
pair of adjacent vertices has a common neighbors and any pair of non-adjacent
vertices has c common neighbors. The set (n; p, a, c) is normally referred to as
the parameter set of G.

The adjacency matrix of a (n; p, a, c)-srg G is a 01-matrix of order n, where
each entry is 1 if the corresponding vertices are neighbors and 0 otherwise. It is
known (see [1]) that this adjacency matrix A satisfies the equation

A2 = pIn + aA + c(Jn − A − In),

where In denotes the identity matrix and Jn is the all ones matrix, both of order
n. Also, the eigenvalues of A, frequently referred to as the eigenvalues of G, are
p, r and s, where r and s are such that:

r =
a − c +

√
(a − c)2 + 4(p − c)

2
,

s =
a − c − √

(a − c)2 + 4(p − c)
2

.
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It is known as well that, if X is a (n; p, a, c)-srg, then any eigenvalue of X is in
modulus less or equal than p.

We finish this very short survey on strongly regular graphs with the inte-
resting relationship of these graphs with their complement graphs. Indeed,
if X is a (n; p, a, c)-srg, then its complement, G, is a (n; p, a, c)-srg where
n = n, p = n − p − 1, a = n − 2 − 2p + c and c = n − 2p + a.

A srg X is primitive if and only if X and X are connected. A (n; p, a, c)-srg is
not primitive or imprimitive if and only if c = p or c = 0. To exclude trivial cases,
we consider X to be a primitive srg and also not empty and not complete, which
implies that its parameter set must satisfy the condition 0 < c < p < n − 1.

Given a parameter set, it is not trivial to decide if there is a corresponding
srg. In fact, there are many parameter sets called unfeasible because there isn’t
a corresponding srg. To decide if a given parameter set is feasible or unfeasi-
ble is a challenging problem in the field of Combinatorics. Among the relevant
admissibility conditions on these graphs parameter sets we can refer the Krein
inequalities, presented in [3] by Scott.

2.2 Euclidean Jordan Algebras

To deduce our feasibility conditions over the spectrum and over the parameters
of a srg G we will make use of a particular Euclidean Jordan algebra associated
to G.

A Jordan algebra, A, is an algebra over a field K with finite dimension
endowed with a product of vectors ♦ : (a, b) �→ a♦b that is bilinear mapping,
from A × A to A, such that we have a♦b = b♦a and a♦(a2♦♦b) = a2♦♦(a♦b),
for any vectors a and b of A where a2♦ = a♦a.

A non zero vector of A, e, with the property e♦a = a♦e = a for all a in A,
is the unit vector of the algebra A.

From now on, we will suppose that the field K is the field of the real numbers
as we will only consider real Jordan algebras. Furthermore, in the remaining of
this text, we will only consider finite dimensional Jordan algebras containing a
unit element e.

Example 1. Let A = Sym(n,R) be the algebra over the field R of real symmetric
matrices of order n, with the operation a♦b = ab+ba

2 , where a and b are vectors
of A. We will show that A is a Jordan algebra.

Let a be a vector of A. We firstly, define the powers of a as: a0♦ = e, a1♦ = a,
a2♦ = a♦a and am♦ = a♦a(m−1)♦, for m in N. But since a2♦ = a♦a = aa+aa

2 =
a2+a2

2 = a2 then, using induction over m, we obtain am♦ = am for any m in N.
Now, we will prove that A is a Jordan algebra. Indeed, we have, for any a

and b in A, a♦b = ab+ba
2 = ba+ab

2 = b♦a and
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a♦(a2♦♦b) = a♦(a2♦v)

= a♦
(

a2b + ba2

2

)

=
a

(
a2b+ba2

2

)
+

(
a2b+ba2

2

)
a

2

=
a3b+aba2+a2ba+ba3

2

2

=
a3b+a2ba+ba3+aba2

2

2

=
a2(ab+ba)+(ba+ab)a2

2

2

=
a2(ab+ba)+(ab+ba)a2

2

2

=
a2(a♦b) + (a♦b)a2

2

=
a2♦(a♦b) + (a♦b)a2♦

2
= a2♦♦(a♦b).

Example 2. Let A = R
m. Then A equipped with the componentwise multiplica-

tion of elements of A defined by

c♦d = (c1, c2, · · · , cm)♦(d1, d2, · · · , dm) = (c1d1, c2d2, · · · , cmdm),

where c = (c1, c2, · · · , cm) and d = (d1, d2, · · · , dm) are vectors of A, is a Jordan
algebra.

Indeed, for c = (c1, c2, · · · , cm) and for d = (d1, d2, · · · , dm) in A we have

c♦d = (c1, c2, · · · , cm)♦(d1, d2, · · · , dm)
= (c1d1, c2d2, · · · , cmdm)
= (d1c1, d2c2, · · · , dmcm)
= (d1, d2, · · · , dm)♦(c1, c2, · · · , cm)
= d♦c

and, also,

c♦(c2♦♦d) = (c1, c2, · · · , cm)♦((c21, c
2
2, · · · , c2m)♦(d1, d2, · · · , dm))

= (c1, c2, · · · , cm)♦(c21d1, c
2
2d2, · · · , c2mdm)

= (c31d1, c
3
2d2, · · · , c3mdm)

= (c21c1d1, c
2
2c2d2, · · · , c2mcmdm)

= (c21, c
2
2, · · · , c2m)♦(c1d1, c2d2, · · · , cmdm)

= c2♦♦(c♦d).
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Note that the unit vector of the Jordan algebra A is the vector e = (1, 1, · · · , 1).

Example 3. In this example we consider the subspace B of the Jordan algebra
A = Sym(n,R) of Example 2 generated by B0, B1, · · · , Bl−1 and Bl of A whose
entries are zero or one such that:

i) B0 + B1 + B2 + · · · + Bl = Jn where Jn is the all ones matrix of A;
ii) B0 = In;
iii) BiBj =

∑l
k=0 αk

ijBk.

Here we must observe that, for c and d in B, we have that cd = dc where cd and
dc are the usual multiplication of the matrix c by d and the multiplication of
the d by c respectively. We, firstly must note that

BjBi = (BiBj)T

=

(
l∑

k=0

αk
ijBk

)T

=
l∑

k=0

αk
ijB

T
k

=
l∑

k=0

αk
ijBk

= BiBj

and, secondly, that, for c and d two elements of B, we have c =
∑l

i=0 βiBi and
d =

∑l
j=0 γjBj . Therefore, we have:

cd =

(
l∑

i=0

βiBi

)⎛

⎝
l∑

j=0

γjBj

⎞

⎠

=
l∑

i=0

l∑

j=0

βiγjBiBj

=
l∑

i=0

l∑

j=0

βiγjBjBi

=
l∑

i=0

l∑

j=0

γjβiBjBi

=
l∑

j=0

l∑

i=0

γjβiBjBi

= dc.
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Therefore, c♦d = cd. Note that

c♦d =
cd + dc

2

=
cd + cd

2

=
2cd

2
= cd.

Now, we have that B is closed under the operation ♦ since is closed for the
operation cd. Indeed, we have

cd =

(
l∑

i=0

βiBi

)⎛

⎝
l∑

j=0

γjBj

⎞

⎠

=
l∑

i=0

l∑

j=0

βiγjBiBj

=
l∑

i=0

l∑

j=0

βiγj

l∑

m=0

αm
ij Bm

=
l∑

m=0

⎛

⎝
l∑

i=0

l∑

j=0

βiγjα
m
ij

⎞

⎠ Bm.

Therefore, since cd is in B, then c♦d is in B. So, we conclude that B is a subalgebra
of A and, therefore, it is a Jordan subalgebra of A. And the unit of B is the
identity In.

Example 4. Let m be a natural number and consider the real vector space
Am+1 = R

m+1 equipped with the product ♦ defined, for a and b ∈ Am+1,
by the equality

a♦b =
[

a|b
a1b + b1a

]
,

where a =

⎡

⎢⎢⎢⎢
⎢
⎣

a1

a2

...
am

am+1

⎤

⎥⎥⎥⎥
⎥
⎦

, b =

⎡

⎢⎢⎢⎢
⎢
⎣

b1
b2
...
bm

bm+1

⎤

⎥⎥⎥⎥
⎥
⎦

, a =

⎡

⎢⎢⎢⎢
⎢
⎣

a2

a3

...
am

am+1

⎤

⎥⎥⎥⎥
⎥
⎦

and b =

⎡

⎢⎢⎢⎢
⎢
⎣

b2
b3
...
bm

bm+1

⎤

⎥⎥⎥⎥
⎥
⎦

.

Now, we will prove that a♦b = b♦a and that a♦(a2♦♦b) = a2♦♦(a♦b). Indeed,
we have the following calculations:

a♦b =
[

a|b
a1b + b1a

]
=

[
b|a
b1a + a1b

]
= b♦a,
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a♦(a2♦♦b) = a♦((a♦a)♦b)

= a♦
([ ||a||2

2a1a

]
♦

[
b1
b

])

=
[

a1

a

]
♦

[ ||a||2b1 + 2a1a|b
||a||2b + 2b1a1a

]

=
[

a1b1(||a||2 + 2||a||2) + (||a||2 + 2a2
1)a|b

a1||a||2b + (2a2
1b1 + ||a||2b1 + 2a1a|b)a

]

and

a2♦♦(a♦b) =
([

a1

a

]
♦

[
a1

a

])
♦

([
a1

a

]
♦

[
b1
b

])

=
[ ||a||2

2a1a

]
♦

[
a1b1 + a|b
a1b + b1a

]

=
[

a1b1(||a||2 + 2||a||2) + (||a||2 + 2a2
1)a|b

a1||a||2b + (2a2
1b1 + ||a||2b1 + 2a1a|b)a

]
.

Hence, we deduced that a♦(a2♦♦b) = a2♦♦(a♦b). We have shown that A is a

Jordan algebra. The unit element of A is the element e =
[

1
0

]
. Indeed, we have

e♦a =
[

1
0

]
♦

[
a1

a

]

=
[

a1

1a + a10

]

=
[

a1

a

]

= a.

Since Am+1 is a commutative algebra then the unit of Am+1 is the element

e =
[

1
0

]
.

An Euclidean Jordan algebra (EJA), A, is a Jordan algebra endowed with
an inner product ·|· with the property (a♦b)|c = b|(a♦c), for all a, b and c in A.

Example 5. The Jordan algebra A = Sym(n,R) endowed with the inner product
·|· defined by a|b = trace(a♦b), for all a and b in A, is an EJA (see [4]).

An EJA is called simple if and only if it has only trivial ideals and any non
trivial EJA is a direct sum of simple Euclidean Jordan algebras.

Example 6. The algebra A = R
m endowed with the component wise multi-

plication of vectors and with the usual inner product is an EJA. Indeed, for
e = (e1, e2, · · · , em), f = (f1, f2, · · · , fm) and g = (g1, g2, · · · , gm) in A we have
that:
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(e♦f)|g = ((e1, e2, · · · , em)♦(f1, f2, · · · , fm)) |(g1, g2, · · · , gm)
= (e1f1, e2f2, · · · , emfm)|(g1, g2, · · · , gm)

=
m∑

i=1

eifigi

and that

f |(e♦g) = (f1, f2, · · · , fm)| ((e1, e2, · · · , em)♦(g1, g2, · · · , gm))
= (f1, f2, · · · , fm)|e1g1, e2g2, · · · , emgm)

=
m∑

i=1

fieigi

=
m∑

i=1

eifigi.

Therefore, since we have (e♦f)|g = f |(e♦g) for any e, f and g in A, then the
Jordan algebra A is an EJA.

Euclidean Jordan algebras have many applications on several fields of Mathe-
matics, namely on establishing the formalism of quantum mechanics [5], on com-
binatorics [6,7], on constructing the theoretical foundations for the interior-point
methods [8–10], as well as in applications to statistics, [11,12], and to robotics,
[13]. We would also like to mention the generalization of the Cauchy interlacing
theorem over hermitian matrices to simple Euclidean Jordan algebras and the
generalization of the Fischer, Hadamard, Bergstrom and Oppenheim inequalities
and others over determinants in matrix theory to Euclidean Jordan algebras, see
[14,15]. Regarding the theory of interior point methods, we would also like to
refer the interesting and clear works of Farid Alizadeh, presented in the chapter
An introduction to formally real Jordan algebras and their applications in opti-
mization of the book [16].

For thorough surveys on Euclidean Jordan algebras, the reading of the mono-
graphs [1,17–19] is suggested.

The vector a in A is an idempotent of A if a2♦ = a. Two vectors a and b
of A are called orthogonal if a♦b = 0. A set {e1, e2, . . . , ek} is called a complete
system of non-zero orthogonal idempotents (CSOI) if each element of the set
is an idempotent, each two different elements of the set are orthogonal and
e1 + e2 + · · · + ek = e.

Example 7. Consider the EJA A = Sym(n,R) and let Eii, for i = 1, · · · , n, be
the matrix such that (Eii)kj = 0 if k �= i or j �= i and (Eii)ii = 1. Let l be in N

such that 1 < l ≤ n − 1. The set
{

l∑

i=1

Eii,

n∑

i=l+1

Eii

}

is a CSOI of A.
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Example 8. Consider the EJA Am+1. Then, the set
{[ 1

2

− a
2||a||

]
,

[ 1
2

+ a
2||a||

]}

is CSOI of Am+1, where a is a non zero vector of Rm.

Example 9. Let m and l be in N such that 1 < l ≤ m − 1, and let’s consider the
canonical basis

<e1, e2, · · · , em> = <(1, 0, · · · , 0), (0, 1, · · · , 0), · · · , (0, 0, · · · , 1)>

of Rm. Then {
l∑

i=1

ei,

m∑

i=l+1

ei

}

is a CSOI of the EJA A = R
m equipped with the componentwise operation

of two vectors a = (a1, a2, · · · , am) and (b = (b1, b2, · · · , bm) of Rm defined by
a♦b = (a1b1, a2b2, · · · , ambm).

The rank of an element v in A is the least natural number k, such that the set
{e, , v1♦, v2♦, . . . , vk♦} is linearly dependent and we denote it by rank(v) = k.
The rank of the algebra A is denoted by rank(A) and is defined through the
equality rank(A) = max{rank(v) : v ∈ A}. The vectors of A whose rank is equal
to the rank of A are called regular. Note that the set of the regular vectors of A
is an open and dense set in A.

Let’s consider a regular vector v of A and let’s consider the natural number
r = rank(v). Then the set {e, v1♦, v2♦, · · · , vr♦} is a linearly dependent set of
A and the set {e, v1♦, v2♦, . . . , v(r−1)♦} is linearly independent set of A. Hence,
there are reals a1(v),2 (v), . . . , ar−1(v) and ar(v) such that vr♦ − a1(v)vr−1♦ +
· · · + (−1)rar(v)e = 0, where 0 is the zero vector of A. The polynomial in λ

pv(λ) = λr − a1(v)λr−1 + · · · + (−1)rar(v)

can be, therefore, deduced which is designated as the characteristic polynomial
of v. Observe that each ai is a homogeneous polynomial of degree i in the coor-
dinates of the vector v in a given basis of A. Though pv is deduced for a regular
element of A, the definition can be extended to any element of A, considering
that each ai is homogeneous and the already referred property of the set of reg-
ular elements of A which is dense in A. The eigenvalues of v are defined as the
roots of the pv, λ1, λ2, . . . , λr−1 and λr. Finally, the numbers a1(v) and ar(v) of
pv are called the trace and the determinant of v, respectively.

For each element v in an EJA A, there are unique real numbers α1(v), α2(v) ,
. . . ,αk−1(v) and αk(v), all distinct, and a unique CSOI {v1, v2, . . . , vk}, such
that

v = α1(v)v1 + α2(v)v2 + · · · + αk(v)vk. (1)
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The decomposition of v presented in (1) is called the first spectral decomposition
of v and the numbers αj(v)’s appearing in (1) correspond to the eigenvalues of v.

An idempotent u is primitive if u is not the zero vector of A and is an
idempotent of A and if the writing of it as the sum of two non-zero idempotents
is impossible. A CSOI such that any element of it is primitive is called a Jordan
frame (JF).

Example 10. The set {[ 1
2

− a
2||a||

]
,

[ 1
2

+ a
2||a||

]]

is a JF of the EJA Am+1, where a is a non zero vector of Rn.

Example 11. The set
{e1, e2, · · · , em},

where <e1, e2, · · · , em> is the canonical basis of Rm, is a JF of A = R
m endowed

with component wise multiplication of vectors and the usual inner product of Rm

For each v in an EJA A, there is a JF {v1, v2, · · · , vr} and real numbers
β1, β2, · · · , βr−1 and βr such that

v = β1(v)v1 + β2(v)e2 + · · · + βr(v)vr. (2)

The decomposition (2) is called the second spectral decomposition of v.
We finish this subsection on Euclidean Jordan algebras with a pertinent

observation. Let n be a natural number, A be a real EJA with dimension and
rank equal to n and v be a regular element of A. Since the set of regular vectors
of A is dense in A, then there is a unique CSOI, S = {e1, e2, · · · , en}, such that
v =

∑n
i=1 λiei. But this means that S is a linearly independent set of A and,

therefore, S is a basis of A.

3 Exponential Inequalities over the Spectrum
of a Strongly Regular Graph

From this point onwards, we are considering G to be a (n; p, a, c)-srg, such that
n − 1 > p > c > 0, with adjacency matrix A with the three distinct eigenvalues,
p, r and s. Observe that in our notation p and r are the non-negative eigenvalues
of G and s is the negative eigenvalue of G.

In order to deduce our admissibility inequalities for G we will start by con-
necting a real EJA with dimension and rank equal to 3 to A.

We consider the EJA of the symmetric matrices of order n, denoted by
Sym(n,R), equipped with the map

a♦b =
ab + ba

2

endowed with the inner product a|b = trace(a♦b), representing ab and ba the
usual products of matrices the matrices a by b and of b by a. The algebra
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Sym(n,R) has a subalgebra, A, that is generated by the identity matrix, In,
and the natural powers of A. The subalgebra A is an EJA with dimension and
rank equal to 3 due to the fact that A has three distinct eigenvalues. We denote
by B = {E1, E2, E3} the unique JS of A associated to A, whose elements are
given by

E1 =
1
n

In +
1
n

A +
1
n

(Jn − A − In),

E2 =
|s|n + s − p

n(r − s)
In +

n + s − p

n(r − s)
A +

s − p

n(r − s)
(Jn − A − In),

E3 =
rn + p − r

n(r − s)
In +

−n + p − r

n(r − s)
A +

p − r

n(r − s)
(Jn − A − In).

For the following part of our work some notation needs to be introduced.
The set of real matrices of order n will be denoted by Mn(R). For any matrices
G = [gij ], H = [gij ] in Mn(R), we denote by G ◦ H = [gijhij ] the entrywise
product of the matrices G and H and by G ⊗ H = [gijH] the Kronecker product
of G and H. Additionally, for any non-negative integer number m and for any
D ∈ Mn(R) we define the powers Dm◦ with the equalities: D0◦ = Jn,D1◦ = D
and for m ≥ 2 we define Dm◦ = D(m−1)◦ ◦ D (see [20]).

We are now in conditions to construct the following series of entrywise powers
of the elements of B. For ε > 0, consider the exponential series, Sε, defined as

Sε =
+∞∑

k=0

(εE2◦
3 )k◦

k!
.

After some algebraic manipulation we can rewrite Sε as

Sε = exp
(

ε

(
(rn + p − r)2

(n(r − s))2

))
In + exp

(
ε

(
(−n + p − r)2

(n(r − s))2

))
A

+ exp
(

ε

(
(p − r)2

(n(r − s))2

))
(Jn − A − In). (3)

At this point, we consider the element S3ε = E3 ◦ Sε. We, then, have that

S3ε =
3∑

i=1

qi
3εEi

is the spectral decomposition of S3ε with respect to the JF B of A. Note that
qi
3ε ≥ 0 for i ∈ {1, 2, 3}. We establish the inequality (5) of Theorem 1 by an

algebraic analysis of the eigenvalues q13ε, making use of the equality (4)
rn + p − r

n(r − s)
+

−n + p − r

n(r − s)
p +

p − r

n(r − s)
(n − p − 1) = 0, (4)

noting that for p < n
3 we have that

n − p + r

rn + p − r
>

2
3r + 1

,

and supposing that q13ε ≥ 0.
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Theorem 1. Let a, c, p and n be natural numbers such that 0 < c < p < n − 1
and let G be a (n; p, a, c)-srg and with the eigenvalues p, r and s. If p < n

3 then
we have that

(3r + 1)(3r + 2)r > 2p. (5)

Now, making an analogous study of the element

S′
ε =

+∞∑

k=0

(εE2◦
2 )k◦

k!

as we did before and by the spectral analysis of the eigenvalue q12ε of spectral
decomposition

E2 ◦ S′
ε =

3∑

i=1

qi
2εEi,

we deduce the next inequality.

Theorem 2. Let a, c, p and n be natural numbers such that 0 < c < p < n − 1
and G be a (n; p, a, c)-srg with the eigenvalues p, r and s. If p > 2n

3 then we have
that

|s|(3 |s| − 1)(|s| − 1) >
2
3
(n − p − 1). (6)

The results obtained in Theorem 1 and Theorem 2 provide two admissibil-
ity conditions for the existence of an imprimitive srg. Using these conditions
we are testing parameter sets for their existence but we can already conclude,
from inequalities (5) and (6), that the positive eigenvalue r can’t be too small
compared with the regularity p of a srg of order n when p < n

3 and the nega-
tive eigenvalue s can’t be too small compared to the regularity n − p − 1 of the
complement graph when p > 2n

3 .
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Abstract. Poor stakeholder management repeatedly comes up as one of the main
reasons for unsuccessful projects. This issue takes a higher dimension when we
look at the inter-organizational context,where traditional stakeholdermanagement
practices may be insufficient. This paper investigates stakeholder management
applied to the context of collaborative research and development (R&D) programs
between university and industry, a particular form of inter-organizational relation-
ships. A large case study involving anR&Dcollaboration between a university and
an industry in Portugal, collaborating with each other for more than seven years,
with 170million euros of investment, is analyzed based on participant observation
and document analysis. A methodology for stakeholder management in collab-
orative programs between university and industry is proposed, which includes
several systematic practices. For example, in the process of identify stakeholders,
it is suggested to identify the expectations, required contributions and previous
experience of stakeholders, and in the process of monitor stakeholder engage-
ment comes, to define KPIs for measuring their engagement evolution. This is a
methodology that considers the subjective aspects of human action and, therefore,
applies tools and techniques that fully involve the stakeholder, such as surveys to
monitor their self-engagement. The methodology can be used as a starting point
for the systematic development of stakeholder management processes in any large
collaborative project and program.

Keywords: Stakeholder management · University-industry collaboration ·
Program and Project stakeholders · Inter-organizational relationships

1 Introduction

In spite of the perceived advantages of university-industry collaborations (UICs), there
are also inherent challenges, namely different cultures, different short, medium, and
long-term objectives, and initiatives complexity [1]. Barnes, Pashby, and Gibbons [2]
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suggest that good project management minimizes most of the problems associated with
the culture gap inUIC. Fernandes et al. [3] demonstrated the value of projectmanagement
for different UIC stakeholders. Nevertheless, projects continue to fail as results do not
meet stakeholder expectations [4]. Looking at projects, they all have stakeholders who
are impacted or can impact the project positively or negatively, and some stakeholders
may have a limited ability to influence the work or outcomes of the project, while
others may have a significant influence on the project and its expected outcomes [5].
The unique nature of collaborative projects makes many traditional project management
practices insufficient [6]. The boundaries of a collaborative project become even wider
and the knowledge more diversified [7], which means that coordinating stakeholders in
these conditions represents a critical issue that needs to be addressed to increase project
success [8].

This paper focuses on stakeholder management in inter-organizational programs,
with a view to the success of collaborative projects. More specifically this paper seeks
to answer the following question: How can organizations effectively manage stakehold-
ers of large UIC programs? To address this question, the authors analyzed the existing
literature on stakeholder management practices and conducted a longitudinal case study
to develop a stakeholder management methodology for this particular context of inter-
organizational collaborations. The case study analyzes a collaboration between a uni-
versity and a major industry in Portugal, the Bosch-UMinho collaboration. The Bosch-
UMinho collaboration has lasted for more than seven years and represents an investment
of more than 170 million euros. The proposed stakeholder management methodology
is intended to give an important contribution to inter-organizational collaborative large
programs and projects, by the systematization of stakeholder management processes,
and to benefit future research in this field.

This paper begins with a review of the research literature on collaborative programs
between university and industry and stakeholder management. Next, the case study is
presented, starting by presenting the Bosch-UMinho collaboration and the stakeholder
management practices under the collaboration. Then, the proposed methodology for
stakeholder management in UIC programs is presented, and the paper closes with the
research conclusions, where the limitations and next steps are also identified.

2 Background

This section focuses on a literature review of UIC programs and stakeholder manage-
ment. In the context of UIC programs, the benefits, conflicts of interest, and possible
solutions are analyzed. On stakeholder management, four processes are analyzed: iden-
tify stakeholders, plan stakeholder engagement, manage stakeholder engagement, and
monitor stakeholder engagement. Next, themain differences in themanagement of stake-
holders in traditional and collaborative R&D projects and the main practices applied to
this context are discussed.

2.1 University-Industry Collaboration R&D Programs

University-industry knowledge transfer is a broad concept that identifies a wide set of
interactions between companies and universities that aim at the exchange of knowledge
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related to research, science, and technology [9]. Fromageneral perspective, the exchange
of knowledge and skills between university and industry contributes positively to reduce
market failures and realizing the full social benefits of R&D investments [10]. Fernandes
and O’Sullivan [11] emphasize several benefits of R&D collaborations for companies,
universities, and society. According to the authors, through these collaborations, the
companies can acquire knowledge capable of generating additional profit, as well as
improving the knowledge and skills of their scientific work. As for the benefits for uni-
versities, the additional income resulting from the collaboration can be used to improve
their research conditions (e.g., by purchasing equipment or by hiring researchers), the
collaborations can also be used to attract and retain researchers, and, finally, there may
be in-kind benefits resulting from the action of universities in R&D collaborations, such
as an increase in the desire of companies to employ students and additional sponsored
research [11].

Universities and industries have distinct objectives and face several conflicts and
constraints [12]. Looking at the culture and interests of industries,weunderstand that they
need tomove fast and get results that can be translated quickly into economic advantages,
as well as take ownership of those results, while the university culture emphasizes the
long term and open discussion of results, leveraging more and more research projects
and sticking their results in the public domain [13]. Also, the culture of open science,
which refers to the free exchange and dissemination of new ideas, may be degraded by
UIC, just as researchers at the university may also have restrictions on the dissemination
of results obtained, a situation that might perjure the service provided at the university to
students and other researchers [10]. Other challenges of UIC programs are the high levels
of uncertainty, significant pressure in terms of creativity and innovation, individually
oriented workers, and project members residing in different workplaces [14, 15]. All
these issues have beenwidely addressed in recent years, alongwith the need to overcome
the existing obstacles and with the increasing pressures of the globalization process [9].
In short, the existing contrast between Universities and Industry can increase the value
of collaboration but is also a source of obstacles [12]. In the absence of appropriate
coordination, conflicts of interest may be damaging the innovation of several sectors
[13].

Given the effects of these collaborations, it is crucial to ensure successful manage-
ment of UIC to realize the advantages on both sides and also to society [12]. Analysis of
UIC has shown that many of these R&Dprojects, in spite of being highly promoted, have
failed [16]. Chin et al. [16] indicate the main reasons present in the literature for these
failures: different levels of commitment between partners; non-existence of a trusting
relationship; different motivations and objectives; unclear requirements; and poor plan-
ning and progress monitoring. The literature on project management for research collab-
orations includes numerous prescriptions, suggesting that successful collaborations are
management-intensive [13], i.e., the failure factors of collaborative university-industry
R&Dprojects can bemitigated through the implementation of project management prac-
tices [6, 16, 17]. However, the unique nature of collaborative projects and the common
conflicts among stakeholders make many conventional project management practices
ineffective [6]. A practice is defined as a specific type of activity that may employ one or
more techniques and tools to carry out a project management process [18]. In this regard,
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Barnes et al. [2] developed a best practice model for managing university-industry R&D
collaborations that provided important additional insights into the dynamics of collabo-
rative R&D projects, particularly that a strong collaboration is based on strong personal
as well as organizational relationships. Also, Fernandes et al. [19] emphasize the align-
ment of program goals and outcomes with stakeholder expectations in their integrated
program and project management approach.

2.2 Stakeholder Management

The definition of stakeholdermostwidely used and recognized by researchers is authored
by Freeman [20] who defines the concept as any group or individual who can affect or be
affected by the achievement of the company’s objectives. The definition of stakeholder
includes all individuals, groups, and entities related to the project, regardless of whether
they are internal or external to the organization [21]. The PMBOK [5] suggests four pro-
cesses for conducting stakeholder management: identify stakeholders, plan stakeholder
engagement, manage stakeholder engagement, and monitor stakeholder engagement.

Identify stakeholders is the process of regularly identifying project stakeholders
and analyzing and documenting relevant information about their interests, involvement,
influence, interdependencies, and potential impact on project success [5]. Jepsen and
Eskerod [22] note that stakeholders need to be characterized concerning their required
contributions, the expectations and benefits they have regarding rewards for delivering
their contributions, and their power about the project. Although the importance that
should be given to all stakeholders is extolled, in practice it is not always feasible to
meet all expectations and deliver all benefits, and there is a need to pay more attention
to certain specific groups to the detriment of others. Thus, the project manager should
consider the most important stakeholders, ensuring that there is the necessary collec-
tion of information about their expectations [22]. In this field, the PMBOK [5] suggests
mapping the stakeholders to categorize them. Mitchell, Agle, and Wood [23] allow the
identification of the various types of existing stakeholders based on unique or combined
attributes like power, legitimacy, and urgency. In turn, Bourne [24] developed the stake-
holder circle, a methodology that allows you to identify and prioritize key stakeholders,
develop an engagement strategy and an appropriate communication plan, to ensure that
the needs and expectations of these stakeholders are understood and managed. This is
a methodology that maps the key stakeholders according to their ability to influence
the success of the project [24]. Eskerod and Larsen [25] argue that to understand the
motivations and behaviors of project stakeholders, it is necessary to conduct an analysis
that includes the stakeholders’ past experiences and, more importantly, their perceptions
and interpretations of the past, as well as their expectations for the future. Pouloudi
and Whitley [26] advocate a set of principles that characterize stakeholder behavior.
They are stakeholders depend on the specific context and time; stakeholders cannot be
seen in isolation; the position of each stakeholder may change over time; and, finally,
feasible options may differ from stakeholders’ wishes. The authors advocate the use
of these principles to understand organizational and inter-organizational reality, explain
past circumstances, and use the findings to realistically plan future activity [26]. In short
Pouloudi andWhitley [26] argue that within a specific context, the process of stakeholder
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identification and analysis must be iterative, adopting a long-term perspective in explor-
ing who are the stakeholders and what are their views. The risk of considering all these
aspects to obtain richer insights about the stakeholders is that the project representatives
who should interact with the stakeholders become paralyzed due to excess of informa-
tion [25]. Therefore, those responsible for stakeholder management must seek a balance
between having as much information about stakeholders and not be overloaded of infor-
mation [25]. The main output of the stakeholder identification process is the stakeholder
register, a document that includes stakeholder identification, assessment, and classifica-
tion information [5]. This information forms a basis for decisions, objectives, and plans
for the project [22].

Plan stakeholder engagement is the process of developingmethods to involve project
stakeholders based on their needs, expectations, interests, and potential impact on the
project [5]. The PMBOK [5] suggests that the project manager assesses stakeholder
engagement through the assessment matrix. Bourne [24] proposes defining strategies
for all stakeholders or stakeholder groups, with special attention to prioritized stake-
holders. All information should be considered to develop a communication strategy
(communication plan), which will manage the expectations and perceptions of stake-
holders [24]. Finally, the frequency and regularity of communication varies according
to the interest and level of support of each stakeholder, but also with the phases of the
program [11].

Manage stakeholder engagement involves the process of working and communi-
cating with stakeholders to meet their needs and expectations, address issues, and pro-
mote appropriate stakeholder involvement [5]. Stakeholder engagement management
can also be defined as the various communication practices, processes, and actions that
an organization (or project team) must undertake to engage stakeholders to ensure their
commitment or reduce their indifference or hostility [27].

In turn, monitor stakeholder engagement is the process of monitoring project stake-
holder relationships and adapting strategies to engage them by modifying engagement
plans and strategies [5]. Hermann [28] defined several phases for a stakeholder manage-
ment model where he included the continuous monitoring phase and the measurement
phase and suggests defining performance indicators (KPIs).

Considering that collaborative R&D projects are an evolution of non-collaborative
projects (traditional projects), driven by recent market demands imposed to organiza-
tions, it is necessary to adapt project management practices to the reality of the col-
laborative context. Urbinati et al. [7] summarized the main differences in stakeholder
management in traditional and open or collaborative R&D projects. Table 1 shows the
differences in stakeholder management in traditional and collaborative R&D projects, as
well as themain requirements of stakeholdermanagement in collaborativeR&Dprojects.
The literature on stakeholder management practices specifically in the collaborative con-
text may still be scarce. Elias et al. [29] propose a stakeholder analysis methodology
that assists stakeholder management in collaborative projects. There are eight steps to
follow, the first seven are based on Freeman [20] and the last step is based on Mitchell
et al. [23]. The steps are developing a stakeholder map of the project; preparing a chart
of specific stakeholders; identifying the stakes of stakeholders; preparing a power versus
stake grid; conducting a process level stakeholder analysis; conducting a transactional
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level stakeholder analysis; determining the stakeholder management capability of the
R&D project; and analyzing the dynamics of stakeholders.

Table 1. Stakeholder management in traditional vs collaborative R&D projects (adapted from
Urbinati et al. [7]).

Project stakeholder
management in
traditional R&D projects

Project stakeholder
management in
collaborative R&D
projects

Requirements for
stakeholder management
in collaborative R&D
projects

Control and
coordination
mechanisms over the
project

Control is exercised by a
single firm and
coordination is
formalized and
proceduralized:
coordinated interaction
among stakeholders

Control is spread among
the different stakeholders
involved and there is
informal coordination:
active participation of all
the partners in the project

Assign responsibilities
among the different
stakeholders involved in
the project

Conflict management Conflicts are often
managed with ordinary
conflict management
practices

Conflicts appear to be
more frequent due to
project openness and the
higher heterogeneity
degree of the stakeholders

Adapt common conflict
management practices to
the collaborative context
or create new ones

Engagement of
stakeholders

Stakeholders are engaged
through clearly defined
objectives and
agreements

Stakeholder engagement is
seen as a dynamic and
continuous process that
builds on on-going
relationships

Involve stakeholders
continuously in each
phase of the project

Maintaining
stakeholder
relationships

A few stakeholders
continue the
collaboration after the
closure of the project

Most of the stakeholders
continue the collaboration
after the closure of the
project

Work on maintaining
relationships with
stakeholders over time,
reinforcing the long-term
view of collaborations

Stakeholder
satisfaction

Stakeholder satisfaction
is measured according to
performance metrics:
time, cost, quality

Stakeholder satisfaction is
sensed through continuous
project scoping to forecast
the project success

Consider stakeholder
satisfaction as a key
objective of the project;
understand stakeholder
satisfaction and their
subjective perceptions

Managerial
commitment

A set of policies is
designed to maximize
stakeholder engagement
in the project

Managerial commitment
affects the propensity of
stakeholders to disclose
information to the others

Coordinate stakeholders
and directly and
positively influence their
behavior; build
relationships with
stakeholders through
engagement
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Looking at the research of Fernandes et al. [30] that identifies key initiatives in the
different phases of the program management lifecycle, it is notable that although these
initiatives arise in an investigation into the general context of managing UIC, many of
these initiatives are strictly related to stakeholder management, namely the identification
of expected benefits and performance indicators (KPIs) and the regular management of
project risks and problems.

3 Research Methodology

This is a qualitative research and is based on the interpretive paradigmwith an exploratory
orientation. The research strategy adopted is a longitudinal case study. The case study
allows answering central questions of a research project, namely the “how” and “why”
of certain events in a real-life context [31]. This research aims to identify the practices
employed in stakeholder management and combine them with those proposed by other
scholars to develop a methodology for stakeholder management for inter-organizational
collaborations. In a first phase, a literature review was conducted to collect, analyze,
and understand relevant information on UIC programs and stakeholder management,
followed by data collection and analysis of the Bosch-UMinho collaboration through
document analysis and participatory observation, thus enabling the identification of the
practices carried out to manage its stakeholders. The governance model is included in
the most relevant documents analyzed, as well as several documents that supported the
management of the program and its constituent projects (e.g., project charters, benefits
register, and lessons learned register). Observations were conducted at work routines,
celebrations, workshops, and meetings at all organizational levels, as well as informal
gatherings during the stakeholder management activities. Observation is commonly crit-
icized for a potential lack of reliability [32]. However, coupled with other qualitative
methods, observation is a crucial holistic research method, enabling researchers to gain
a better understanding of the insider’s perspective [33]. Finally, the methodology for
stakeholder management in UIC is proposed.

4 Case Study

In 2013, due to the demand for increasingly advanced technologies, Bosch Car Mul-
timedia, in Portugal, and University of Minho started what would become the largest
innovation collaboration in Portugal and one of the largest collaborations between indus-
try and university in Europe [34]. The first phase was called HMIExcel. After the success
achieved with this R&D program, the collaboration moved forward in 2015 with a new
program, named INNOVATIVE Car HMI, which also presented excellent results in June
2018 [34]. In July of the same year, the collaboration moved on to the 3rd and current
phase, with three R&D programs in parallel: Sensible Car, Easy Ride, and Factory of the
Future [33]. Since 2013, the beginning of the collaboration, more than 170 million euros
have been invested in creating solutions for mobility and connected industry, creating
critical knowledge that actively contributes to increasing the competitiveness of Portugal
in the global market.
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The collaboration has established a collaborative governance model which aims
to provide roles and responsibilities, processes, and tools to ensure the governance of
programs and its constituent projects developed within the collaboration for R&D [35].
The program coordination includes four people: two program directors and two program
managers, each representing University of Minho and Bosch [35]. Looking specifically
at their roles and responsibilities for the stakeholder approach, the governance model
describes themain roles and responsibilities regarding stakeholders and communication,
the phase of the program lifecycle they fall into, and the respective responsible person
(body or member). These roles and responsibilities represent pragmatically the practices
carried out in the Bosch-UMinho collaboration to perform stakeholder management. As
a result of the participative observation and document analysis of the governance model
and other management documents, it was possible to identify, in Table 2, the existence of
practices to identify, plan,manage, andmonitor the engagement of programstakeholders.

Table 2. Stakeholder management practices in Bosch-UMinho collaboration programs.

Process Sub-activity

Identify stakeholders Identify stakeholders
Identify stakeholders’ needs
Identify stakeholders’ expectations

Plan stakeholder
engagement

Plan actions to ensure stakeholder engagement
Plan communications with stakeholders

Manage stakeholder
engagement

Align expectations among stakeholders
Gain general stakeholder acceptance of program objectives
Ensure the program stakeholders involvement and continuous
commitment
Promote the dissemination and sharing of the program’s results
Promote synergies between the projects of the program
Coordinate the participation of subcontracted external entities
Implement the program’s communication plan
Carry out knowledge talks and innovation workshops on the specific
or transversal themes of the projects in the program
Ensure effective communication between the various projects’
stakeholders of the program
Carry out other types of events, e.g., welcome sessions for the new
human resources of the collaboration and technical and financial
audits

Monitor stakeholder
engagement

Define performance indicators (KPIs)
Analyze stakeholder dynamics

5 Methodology for Stakeholder Management in UIC Programs

The proposed methodology is based on stakeholder management processes, practices,
and tools collected from the literature as well as on the processes, practices, and tools
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used in the Bosch-UMinho collaboration.We highlight two central aspects to the success
of stakeholder management in UIC. Firstly, the importance of the existence of a Program
and Project Management Office (PgPMO) or similar structure, since this PgPMO team
presents great relevance in actively supporting the program coordination and project
teams, which in turn are responsible for stakeholder management [30, 35]. Secondly,
the importance of defining the roles and responsibilities of the different stakeholders,
commonly established in a governance model. The methodology comprises four main
activities, based on the PMBOK stakeholder management processes [5]: identify stake-
holders, plan stakeholder engagement, manage stakeholder engagement, and monitor
stakeholder engagement. Each activity is broken down into sub-activities (practices), as
shown in Table 3. The table discloses the research method used to reach them within
the case study analysis, as well as the literature references where they were identified.
As detailed in the next subsections, the activities proposed are linked to the program
management lifecycle of Fernandes et al. [19], which is divided into four phases: pro-
gram preparation, program initiation, delivery of program benefits, and program closure.
This link is made considering the level of effort spent on different activities of stake-
holders management, during the program management lifecycle, similarly to Figure 8
in Fernandes et al. [11], which intends to portray this abstract concept.

5.1 Identify Stakeholders

The first activity ‘identify stakeholders’ (A1) aims to collect relevant information about
the UIC program’s stakeholders, information that will allow to efficiently manage their
participation in the program. This is a step that should be performed at program prepa-
ration and program initiation, but it is not limited to these two stages due to the dynamic
nature of the stakeholders. The information should be reviewed and updated periodically
or whenever there are changes in the UIC program [5, 26]. It is up to the program coor-
dination to define the most appropriate update periodicity considering the specificity of
the program it coordinates. Therefore, the sub-activity ‘Collect stakeholder identifica-
tion information’ (A11) should be carried out dynamically, i.e., starting with an initially
limited core of stakeholders and then each stakeholder identifies other stakeholders
(snowball technique) [26, 36, 37]. Questionnaires, focus groups and workshops can also
be conducted to collect stakeholders’ information [5, 24, 30, 35, 37] , as well as to
‘identify the contributions needed from each stakeholder’ (A12), to ‘identify stakehold-
ers’ expectations’ (A13), to ‘collect information on stakeholders’ previous experiences’
(A14), to ‘analyze interdependencies/relationships between stakeholders’ (A15) and to
‘analyze the level of stakeholders’ engagement’ (A16). Given the need to pay more
attention to certain stakeholders, it is necessary to ‘assess and classify the stakeholders’
(A17). There are several classification tools such as the power/interest matrix [35], the
classification of stakeholder types by Mitchell et al. [23], that deems on the attributes
power, legitimacy and urgency or stakeholder circle by Bourne [24]. This classification
allows to ‘prioritize stakeholders’ (A18). Finally, and as a result of all the previous sub-
activities, it is essential to ‘document all information in the stakeholder register’ (A19)
[5], to establish a basis for planning stakeholder engagement.



Stakeholder Management in University-Industry Collaboration Programs 143

Table 3. Stakeholder management methodology for UIC programs.

Activity ID Sub-activity References Research Methods 
A

1:
 Id

en
tif

y 
st

ak
eh

ol
de

rs
 

A11 
Collect stakeholder identification 
information. 

[5], [24], 
[29], [35] 

Observation /      
Document Analysis  

A12 
Identify the contributions needed 
from each stakeholder. 

[5], [22], 
[24], [29] 

- 

A13 
Identify stakeholders’ expecta-
tions. 

[7], [22], 
[24], [26], 
[29], [30] 

Observation /      
Document Analysis  

A14 
Collect information on stakehold-
ers' previous experiences. 

[25], [26] - 

A15 
Analyze interdependencies/rela-
tionships between stakeholders. 

[5], [26] - 

A16
Analyze the level of stakeholders’ 
engagement. 

[5], [29] - 

A17 Assess and classify stakeholders. [5], [22], [29] - 

A18 Prioritize stakeholders. [5], [24], [29] - 

A19 
Document all information in the 
stakeholder register. 

[5], [29] - 

A
2:
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st
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r 
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m
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t A21 

Establish the desired level of 
stakeholders’ engagement. 

[5] - 

A22 
Develop strategies and actions to 
secure stakeholder engagement. 

[5], [7], [24]  Observation/         
Document Analysis 

A23 Create the communication plan. [5], [24]  Document Analysis 

A
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A31 
Apply strategies and actions to en-
sure stakeholder engagement. 

[5], [7]  Observation /      
Document Analysis 

A32 
Implement the communication 
plan. 

[5], [27]  Observation /       
Document Analysis 

A33 
Address, anticipate and respond to 
risks and concerns related to stake-
holder management. 

[5], [30] Observation /      
Document Analysis  

A
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m
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t 

A41 Define KPIs. [28], [30]  Document Analysis 

A42 
Monitor the effectiveness of stake-
holder engagement strategies and 
actions. 

[5], [29] - 

A43 
Monitor the effectiveness of com-
munication. 

[5] Document Analysis 

A44 
Analyze changes in stakeholder 
dynamics. 

[26], [29]  Observation  

A45 
Adapt strategies and actions to en-
sure stakeholder engagement. 

[5], [7] Observation /       
Document Analysis 

A46 
Monitor stakeholders' management 
capability. 

[29] - 
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5.2 Plan Stakeholder Engagement

‘Plan stakeholder engagement’ (A2) occurs during the program initiation phase and
aims to develop approaches to engage stakeholders based on the information gathered in
the previous activity. The level of stakeholder engagement should be analyzed using the
stakeholder engagement assessment matrix suggested in PMBOK [5] and ‘establish the
desired level of stakeholders’ engagement’ (A21) to ensure the program success. The
analysis of engagement (current and desired) allows to develop appropriate approaches
to engage program stakeholders based on their needs, expectations, interests, and poten-
tial impact on the program. Literature suggests holding workshops [24] to ‘develop
strategies and actions to secure stakeholder engagement’ (A22) which results in the
stakeholder engagement plan. Additionally, to better manage stakeholders’ expectations
and perceptions it is necessary to ‘create the communication plan’ (A23) attending to the
needs of each group of stakeholders.Within the scope of communication, it is essential to
provide communication platforms to facilitate information sharing among stakeholders
[30, 35].

5.3 Manage Stakeholder Engagement

‘Manage stakeholder engagement’ (A3) starts during program preparation and program
initiation phases, however, it is during the delivery of program benefits phase that there
is a higher proportion of effort in this activity. ‘Manage stakeholder engagement’ is
supported by the stakeholder engagement plan resultant from A22. It is during this
activity that what has been planned is put into practice by ‘apply strategies and actions
to ensure stakeholder engagement’ (A31), ‘implement the communication plan’ (A32),
and ‘address, anticipate and respond to risks and concerns related to stakeholder man-
agement’ (A33). InBosch-UMinho collaboration, several initiatives fostered the involve-
ment and commitment of program stakeholders, namely the implementation of mech-
anisms for recognition and motivation, meetings, events for sharing results, welcome
sessions for new human resources of the UIC program, innovation meetings, knowledge
talks, and workshop, as recognized in literature [5, 30, 35, 37].

5.4 Monitor Stakeholders Engagement

‘Monitor stakeholder engagement’ (A4) as ‘manage stakeholder engagement’ (A3) is
based on stakeholder engagement plan resultant from A22. This activity aims to analyze
whether all activities of stakeholder engagement management are having the intended
effect, and therefore ‘monitor of stakeholder engagement’ takes place simultaneously
within ‘manage stakeholder engagement’. To ‘monitor the effectiveness of stakeholder
engagement strategies and actions’ (A42) it is essential to ‘define KPIs’ (A41) to create
a way to measure the aspects to monitor stakeholders, many of them related to subjec-
tive aspects of human action, as well as to ‘monitor the effectiveness of communication’
(A43). The KPIs can analyze aspects such as participation in meetings events, and even
stakeholder satisfaction within the project and the program as a whole [35]. It is also
recommended in these mentioned sub-activities the evaluation of the level of engage-
ment of stakeholders through the stakeholder engagement assessment matrix suggested
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in the PMBOK [5]. However, there is a need to collect the most accurate information
possible regarding the level of stakeholder engagement. Since engagement is a sub-
jective aspect of human action, perceptions for monitoring it can vary from person to
person, so it is interesting to compare the perspective of the UIC program coordination
with the stakeholder’s perspective, throughout a stakeholders’ self-assessment of their
level of engagement. Another essential aspect of stakeholder engagement monitoring is
to ‘analyze changes in stakeholder dynamics’ (A44) since these changes influence the
outcome of stakeholder engagement planning andmanagement of stakeholders’ engage-
ment activities. In short, both the results of KPIs and changes in stakeholder dynamics
lead to the need to ‘adapt strategies and actions to ensure stakeholder engagement’
(A45). It is also suggested to ‘monitor stakeholders’ management capability’ (A46)
using a capability index. In Bosch-UMinho collaboration the monitoring of stakehold-
ers’ engagement ismade essentially by surveys every year, assessing various aspects such
aswhether stakeholders are satisfiedwith the communication - ‘monitor the effectiveness
of communication’ (A43).

6 Discussion and Conclusions

The research reported in this paper has both practical and theoretical contributions. This
research builds knowledge in the area of stakeholdermanagement by adopting a practical
process view for developing a methodology focused on inter-organizational collabora-
tion programs, in the form of university-industry collaborations, which brings together
unique challenges such as different organizational cultures and often competing stake-
holders’ expectations and needs. Therefore, to answer the research question: How can
organizations effectively manage stakeholders of large UIC programs? It is proposed a
methodology that summarizes the management of stakeholders into four main interac-
tive activities: ‘identify stakeholders’, ‘plan stakeholder engagement’, ´manage stake-
holder engagement’, and ‘monitor stakeholder engagement’ that is mainly grounded
on the stakeholder management processes from PMBOK [4]. Given the complexity of
governance of these types of cross-organizational programs, the proposed methodology
identifies a systematic set of sub-activities, i.e., stakeholders’management practices, that
must be performed, as well as a set of tools and techniques to support the execution of
these activities and sub-activities. The methodology differs from others by encouraging
the use of multiple practices, tools, and techniques, and by introducing the participation
of the stakeholder itself in its engagement assessment. In this way, it makes it possible
to combine the opinion of the program coordination with the opinion of the stakeholder.
This proposal aims to collect information that is as real as possible, since in stakeholder
management many subjective aspects of human action are evaluated. The methodology
also stands out for the implementation of a stakeholder management capacity index.

In future studies a focus group could be developed on participants in UIC programs,
to confirm and expand these research findings. Participant opinions on the proposed
methodology for managing stakeholders and new practices could be collected. Finally,
it could be explored the suitability of this methodology in other inter-organizational
contexts.
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Abstract. This paper deals with multi-objective location-routing problems
involving distribution centres and a set of customers. It proposes a new two-stage
solution method that comprehends the concept of sectorization. Distribution cen-
tres are opened, and the corresponding opening cost is calculated. A subset of
customers is assigned to each of them and, in this way, sectors are formed. The
objective functions in assigning customers to distribution centres are the total
deviation in demands of sectors and the total deviation in total distance of cus-
tomers from centroid of sectors, which must be minimized. Afterward, a route
is determined for each sector to meet the demands of customers. At this stage,
the objective function is the total distance on the routes in the sectors, that must
be minimized. Benchmarks are defined for the problem and the results acquired
with the two-stage method are compared to those obtained with NSGA-II. It is
observed that NSGA-II can achieve many non-dominated solutions.

Keywords: Location-routing problems · Sectorization · Multi-objective
optimization · Two-stage method · NSGA-II · Pareto optimality

1 Introduction

One of the most important problems in supply chain management is the location rout-
ing problem (LRP), which is about the placement of facility location and also routing
between the customer and facilities. Several methods have been developed to solve LRP,
which is an NP-hard problem [1–3]. LRP is generally related to geographical aspects,
therefore sectorization can be useful to solve it. Sectorization Problems (SPs), tack-
les with dividing a large political territory or districts of sales, airspace, municipality,
healthcare, electric power, emergency service, internet networking, police patrol, public
transportation network, social facilities, collection and transportation of solid waste in
municipalities, etc., into smaller regions [4–8]. SPs are usually multi-objective and the
equilibrium of load, distance, client, contiguity, and compactness are the criteria that
are usually considered in sectorization [9].
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In this work, we deal with a multi-objective location-routing problem (MO-LRP),
in which there are potential distribution centres (DCs) and also customers. Considering
some objective functions, sectorization is done such that a subset of the DCs is selected
to be opened and then a subset of customers is assigned to each of the chosen DC. Thus,
each DC and its assigned customers form a sector. A route is defined for each sector
to meet the demands of customers. We propose a novel two-stage solution method, and
apply it to solve benchmarks of the problem. Benchmarks are also solved with the non-
dominated sorted genetic algorithm (NSGA-II) algorithm, which is a well-known and
efficient multi-objective evolutionary algorithm [10]. The results of the methods are
compared and the advantages and disadvantages of the methods are discussed.

There are studies in the literature that solve this problem on the basis of sector-
ization approach. Barreto et al. [11] integrate some hierarchical and non-hierarchical
clustering techniques into a sequential heuristic algorithm to solve this problem. Mart-
inho et al. [12] propose a method consisting of pre-sectorization, sectorization, routing,
and multi-criteria evaluation phases to deal with multi-criteria and large dimensions
of the capacitated location-routing problem. Different from these studies, we propose a
new two-stage method on the basis of sectorization to solve MO-LRP, which is a hybrid
method that includes both heuristic searches and a mixed-integer non-linear optimiza-
tion model. To solve the problem based on the model, a solver of MATLAB’s optimiza-
tion toolbox is used. Another contribution of the article is the adaptation of the classical
NSGA-II on the basis of sectorization to solve MO-LRP. We compare and interpret the
results of the two applied methods.

The other chapters of the study are such that in Sect. 2 the problem and the proposed
solution model are described. The experimental results are presented and discussed in
Sect. 3. Conclusions about the study are provided in Sect. 4, as well as several possibil-
ities for future work.

2 Problem Description and Solution Method

The MO-LRP tackled in this paper involves a set of potential DCs and customers in
different geographical locations with known demands. A subset of the DCs is selected
to be opened and the corresponding opening cost is calculated. Each customer must be
assigned to a single DC, in such a way that the assignments are balanced and compact.
That is accomplished by the objectives of minimizing the total deviation in demands of
sectors and the total deviation in total distance of customers from centroid of sectors.
The objective function of the routing stage is to minimize total distances on the routes
in sectors. It is assumed that all customers are connected [12–14].

To solve this problem, we propose a two-stage method. In the first stage, different
subsets of DCs, with at least one DC, are randomly generated. Both the number of
DCs and selection of DCs to open are decided randomly. For each subset, the following
steps are done: the first objective function, i.e. the cost of opening DCs, is calculated.
Customers are assigned to the opened DCs to minimize the second and third objective
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functions, which are the total deviation in demands of sectors and the total deviation
in total distance of customers from centroid of sectors. The number of sectors is equal
to the opened DCs.

In the second stage, a route is defined for each sector. Each route starts from a
DC and visits once all customers in the related sector and returns to the same DC. The
objective function at this stage is to minimize the total of the routes in the sectors and for
this aim, a travelling salesman problem (TSP) is solved for each sector. Thus, objective
functions are acquired for each subset of DCs. This process is then repeated for other
DCs subsets and the results are compared based on Pareto optimality.

To better understand the problem and the solution method, we present an illustra-
tive example. In Fig. 1(a), squares represent potential DCs and circles are customers. As
seen in Fig. 1(b), in the first stage, a subset of the DCs is selected to open and the cor-
responding cost is calculated. Here, the selection is made randomly. One of the opened
DCs is in blue and the other in green. Customers are assigned to DCs to minimize the
total deviation in demands of sectors and the total deviation in total distance of cus-
tomers from centroid of sectors. Customers assigned to each DC are in the same color.
As shown in Fig. 1(c), in the second stage, a route is defined for each sector, minimizing
the total distance on them. Thus, all of the objective functions are determined for the
opened DCs.

Fig. 1. An illustrative example

In the first stage, different subsets of DCs are generated and the process outlined in
Fig. 1 is repeated for all of them, and the results are compared on the basis of the Pareto
optimality concept. Different methods can be used to select DCs subsets. In this study,
we choose them randomly.

In the next two subsections, the solution method is explained mathematically. Some
of the used terminology and notations are summarized in Table 1.
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Table 1. Used notations

Objective functions:

f1 Total cost to open DCs

f2 The total deviation in demands of sectors

f3 Total deviation in total distance of customers from centroid of sectors

f4 Total distance on the routes in sectors

Sets and indexes:

i ∈ Ī = {1, ..., I} Index of customers

l ∈ L̄= {1, ...,L} Index of DCs

m ∈ M̄ = {1, ...,M}Index of sectors

Parameters:

COl Opening cost of DC l

DSi j Distance between customer i and customer j

DEi Demand of customer i

VC Capacity of each vehicle

Variables:

DEm Total demand of customers in sector m

CEm Total distance between the centroid and customers in sector m

n Number of opened DCs

Binary decision variables:

xl Decision variable about if DC l opened or not

ymi Decision variable about if customer i belongs to sector m or not

zmi j Decision variable about if the path from customer i to customer j is on the route in sector m or not

2.1 First Stage of the Solution Method

At this stage of the problem, to open, different subsets of DCs are searched. For each
subset of DCs, as defined in Eq. 1, f1, is calculated.

f1 =
L

∑
l=1

COl × xl (1)

where

xl =

{
1, if DCl isopened

0, otherwise.
(2)

The number of opened DCs is obtained as in Eq. 3.

n=
L

∑
l=1

xl (3)

A subset of customers is assigned to the opened DCs. Each DC and its assigned
customers form a sector. The sectors must be balanced in terms of demand and dis-
tance. The objective functions for assigning customers to DCs are: the total deviation
in demands of sectors and total deviation in total distance of customers from centroid
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of sectors, that must be minimized, defined as in Eqs. 4 and 6. The number of sectors
formed in this way is equal to the number of open DCs.

Min f2 =
M

∑
m=1

|DEm − D̄E| (4)

where DEm = ∑I
i=1DEi × ymi and D̄E = ∑M

m=1 DE
m

n and

ymi =

{
1, if customer i is insectorm

0, otherwise.
(5)

Min f3 =
M

∑
m=1

|CEm −C̄E| (6)

where C̄E = ∑M
m=1CE

m

n .
The coordinates of the centroid of each sector are calculated as the average of the

coordinates of the customers in the sector.
Equation 7, imposes that each customer is only assigned to one sector.

M

∑
m=1

ymi = 1, ∀i ∈ Ī (7)

Each vehicle is allocated to a single sector. It is assumed that the fleets are homo-
geneous, i.e. the capacity of the vehicles is the same. Therefore, there is no need for a
decision variable for assigning the vehicles. However, the total demand of customers in
each sector must be less than or equal to the capacity of each vehicle, which is imposed
as in Constraint 8.

DEm ≤VC, ∀m ∈ M̄ (8)

It should be noted that at this stage multiple subsets of DCs are searched, and each
of them has corresponding f1, f2, and f3. A subset of DCs that may give a good result
in terms of one the objective functions may cause bad results for others, which is not
desirable based on the Pareto optimality concept.

2.2 Second Stage of the Solution Method

At this stage, a route is determined for each sector. Starting from and returning to a DC,
all customers of a sector are visited once on the route. The objective function of this
stage, f4, as defined in Eq. 9, is the total distance of routes in sectors, which must be
minimized.

Min f4 =
I

∑
i=1

I

∑
j=1

DSi j × zmi j (9)
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where

zmi j =

{
1, if the path f rom customer i to customer j is on the route in sector m

0, otherwise.
(10)

After achieving f1, f2, f3 and f4 for each DCs subset, a comparison is made between
the results of different DCs subsets in terms of Pareto optimality.

2.3 Implementation of the Solution Method

As outlined in Fig. 2, the general steps of the implemented solution method can be
summarized as: in the first stage of the method, 20 subsets of DCs are created randomly.
For each subset of DCs, f1 is calculated and sectorization is performed according to f2
and f3 objective functions. Here, sectorization means assigning customers to the opened
DCs to minimize f2 and f3. In the second stage, a TSP is solved for each formed sector
to minimize f4. In this way, for each subset of DCs selected randomly, relevant f1, f2,
f3 and f4 are achieved. The results obtained for different subsets are compared in terms
of Pareto optimality.

Fig. 2. General steps of the two-stage method
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We use the intlinprog function in both stages of the model to solve the problem,
which is a binary integer linear programming solver in the optimization toolbox of
MATLAB. The objective functions defined as in Eqs. 4 and 6 are non-linear, and since
the intlinprog function of MATLAB requires linear objective functions, they are lin-
earized. It is also possible to solve non-linear models in MATLAB but in this case, the
nonlinear part of the objective function must be added as a constraint. The reason is
that MATLAB, currently, does not have a solver for non-linear objective functions. To
linearize the objective functions, as defined in Eq. 11, non-negative variables Am and
Bm, ∀m ∈ M̄, are added to objective function f2.

Min f2 =
M

∑
m=1

Am+
M

∑
m=1

Bm (11)

Furthermore, the following m constraints are added to the model:

DEm − D̄E −Am+Bm = 0, ∀m ∈ M̄ (12)

Am andBm ≥ 0, ∀m ∈ M̄ (13)

In a similar way and using non-negative variables Cm and Dm, ∀m ∈ M̄, objective
function f3 is linearized.

Min f3 =
M

∑
m=1

Cm+
M

∑
m=1

Dm (14)

Furthermore, the following m constraints are added to the model:

CPm −C̄P−Cm+Dm = 0, ∀m ∈ M̄ (15)

CmandDm ≥ 0, ∀m ∈ M̄ (16)

2.4 NSGA-II

In addition to the two-stage method, the problem is solved using NSGA-II, which is a
fast, elitist and efficient multi-objective evolutionary algorithm proposed by Deb et al.
in 2002 [10]. We implement this algorithm on the basis of sectorization, whose stages
are summarized in Fig. 3. As seen, the stages of this algorithm are similar to the two-
step method.
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Fig. 3. Stages of NSGA-II to solve the problem

In the algorithm, for each individual in the initial population, a subset of potential
DCs is opened, randomly. Each customer is assigned to the nearest opened DC. If the
number of customers assigned to a DC is zero, then it is assumed as not opened. After-
ward, using the nearest neighbor heuristic, a TSP is solved. A route is defined starting
at a DC, visiting the nearest customer at each stage, repeating this process until all cus-
tomers are visited, and returning to the DC. During other iterations, new individuals
are derived using crossover and mutation operators. A one-point crossover is used to
search for better customer assignments. Applying the mutation operator, an open DC
is randomly selected to close and its customers are assigned to another DC, which is
randomly selected to open. If all DCs are open, one of them is closed randomly and
its customers are added to another DC, which is also chosen randomly. The objective
functions of the new individuals formed in this process may change, in which case they
must be recalculated. The parent and offspring populations are selected and merged
with each other. Using non-dominated sorting, Pareto fronts are formed and then the
new population is chosen using the selection operator. The general steps of the imple-
mented NSGA-II can also be found in [15].

3 Experimental Results

The two-stage method and the NSGA-II algorithm, outlined in Figs. 2 and 3, were
implemented in MATLAB on an Intel Core i7 processor, 1.8 GHz with 16 GB of RAM.
The parameters used in NSGA-II are: population size = 200, number of iterations =
500, crossover rate = 0.6 and mutation rate = 0.1.
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Indicating as Number of customers × Number of potential DCs, three benchmarks
are generated as 12 × 5, 15 × 8 and 20 × 10. In addition, it is assumed that in each
benchmark the number of available vehicles, which have the same capacity, is equal
to the number of potential DCs. The capacity of each vehicle is calculated as: 1.3 ×
(Total demand of customers/Number of potential DCs). We use the discrete uniform
distributions asU(10,100) to create customers’ demands. Furthermore, the coordinates
of both customers and DCs in two dimensions are generated according to the normal
distribution as N(50,10). The opening cost of each DC in all the benchmarks is equal
to 10.

Implemented codes and details about solutions can be accessed from the corre-
sponding author’s email address.

The number of non-dominated solutions obtained by NSGA-II for 12×5, 15×8 and
20×10 benchmarks are 60, 78 and 125, respectively. The CPU times for 500 iterations
of NSGA-II for these benchmarks are 789, 876 and 948 s, respectively. The maximum
running time of the solver is adjusted to 30 min in each stage of the two-stage method,
even though finding the optimal solution for problems with 10 and 15 customers takes
less than 2 and 10 min, respectively.

The obtained results are presented in Table 2, in which, n shows the number of open
DCs. The two-stage method achieves only one solution for each subset of DCs, but
NSGA-II finds multiple solutions. For each benchmark, results are presented for only
two subsets of DCs. In addition, only two solutions of NSGA-II are presented for each
subset of DCs. Results of the same DCs subset are given for each n. Therefore, it can
be said that Table 2 contains only some example solutions, as there are similar states for
other solutions. The selection of the presented solutions is done randomly.

Table 2. Acquired results for the benchmarks

Benchmark NSGA-II Two-Stage method

n f1 f2 f3 f4 n f1 f2 f3 f4

12 × 5 5 50 77.60 44.23 24.13 5 50 5.20 9.41 42.10

5 50 115.20 23.72 20.83

4 40 118 25.13 30.91 4 40 14 1.28 40.34

4 40 236 4.06 45.10

15 × 8 8 80 161 22.70 7 8 80 57 7.61 29.66

8 80 149.25 25.66 16.61

7 70 365.14 13.09 21.10 7 70 28.86 7.50 31.67

7 70 167.14 23.75 13.03

20 × 10 9 90 439.77 39.90 11.05 9 90 24.66 10.99 30.17

9 90 316.22 48.33 11.25

8 80 247 9.53 33.29 8 80 11.00 5.75 40.87

8 80 160 12.04 35.21
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As seen in Table 2, considering Pareto optimality the solutions found by the methods
for each benchmark do not dominate the other. The solutions obtained by the two-stage
method are significantly better than the ones found by NSGA-II in terms of the total
deviation in demands of sectors and the total deviation in total distance of customers
from centroid, however, NSGA-II achieves better results in terms of the total distance
on the routes in sectors. The two-stage method finds optimal solutions for the sector-
ization stage, but the best routes of them are worse than the non-dominated solutions
found by NSGA-II. For each subset of DCs, NSGA-II achieves multiple non-dominated
solutions, while the two-stage method offers only one. Although the two-stage method
achieves good results, when the number of customers is more than 20, no optimal result
was found within 30 min, which can be considered as a long time to solve a problem in
this size.

4 Conclusion and Future Work

In this paper, MO-LRP is considered, which comprises four objective functions to be
minimized as: minimizing the cost of opening DCs, the total deviation in demands of
sectors and the total deviation in total distance of customers from centroid of sectors,
and total distance on the routes in sectors.

Different from studies in the literature we propose a new two-stage solution method
based on the sectorization. In the first stage of the solution method, different subsets of
the potential DCs are searched. Also, a subset of customers is assigned to each of them
and in this way, customers are divided into sectors. In the second stage, the problem of
routing is solved for each sector of the first stage.

We also solve the problem with NSGA-II. As another novelty, we implement
NSGA-II on the basis of sectorization, such that the problem is divided into sectors and
then a route is defined for each the sectors. The two-stage method provides one out-
put for each subset of DCs, while NSGA-II achieves multiple non-dominated results,
which can be considered as an advantage by decision-makers. The results obtained by
the two-stage method are better in terms of minimizing the total deviation in demands
of sectors and the total deviation in total distance of customers from centroid of sectors,
while NSGA-II finds better results according to total distance on the routes in sectors.

Although the operators used in NSGA-II are simple, the achieved solutions seem
competitive. In future studies, it is planned to use more efficient operators and heuristics
in NSGA-II, especially for routing.

The solution method is designed based on sectorization, meaning that customers are
geographically divided into subsets. This procedure can be especially useful to solve
large-scale problems. The benchmarks in this study are small in size and we plan to
suggest new methods to solve larger benchmarks. Even though the two-stage method
may not be successful in solving large problems in terms of computation time, it can be
used as a tool to evaluate the performance of the method planned for the future to solve
large-scale benchmarks.

The parameters used in the methods affect their performance. For example, in the
first stage of the two-step method, 20 subsets of the DCs are randomly selected. This
is just a practical choice and different numbers can be used instead of 20. Also, the



158 A. Teymourifar et al.

used parameters in NSGA-II affect its performance. In future works, the effect of the
selected parameters on the results will be investigated.

Also, it is planned to use the penalty or barrier technique to deal with MO-LRP.
There are studies in the literature based on this approach to solve multi-objective prob-
lems [16], in which new objective function is defined including the initial objective
function and penalization for constraints violation, dealing with feasibility and opti-
mality together.
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Abstract. While several attributes have been used to describe a teacher’s profile,
content knowledge and communication skills remain outstanding [1]. Oral com-
munication, the ability to prepare and run interesting presentations, transferring
the knowledge and skills in a clear and comprehensive manner is one of the most
important competencies that an academic teacher should acquire. In this study,
we propose a model of communication competencies management for academic
teachers to identify competencies gaps and help make decisions related with train-
ing initiatives and development activities. In our study the communication profile
of an academic teacher, which can be used to assess verbal and nonverbal skills is
examined involving 92 doctoral students who would be future academic teachers
at Poznan University of Technology (PUT). To build a profile a questionnaire was
created. We use data exploratory steps and undertake data reduction procedures to
enable us simplify observations into three key dimensions: non-verbal communi-
cation competences, verbal clarity competence and verbal richness competence.
We examine these factors for the moderating effect of the source of evaluation
(students assessment versus expert assessment) and find that whereas assessments
tend to be consistent across student and expert evaluators, student evaluators tend
to be more generous in their judgement than expert evaluators

Keywords: Model of competency management · Communication
competencies · Competency profile of an academic teacher

1 Introduction

One of themost important task of academic teachers is passing the knowledge to students
and taking care od high quality of didactic process. To reach those goals, the academic
teacher need not only to academic up to date knowledge, but also social competen-
cies [2, 3], which enable them to share information in effective way and build positive
relationships with students. For teachers-to-be, one of the most important professional
competences is the communicative competence [4–6].

The article is about communication competency level of doctoral students at Poznan
University of Technology, who are going to be academic teachers in the near future. The
paper focuses on the oral communication competence, the ability to share the knowledge
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with students, and give an effective presentation. The aim of this paper is to develop a
model of communication competencies management for academic teachers. The model
shows the basic steps of communication competence management.

To reach those goal the research on 92 students from five different groups was
conducted. During the research the communication competency level of students during
public speech was examined. To evaluate students a questionnaire to measure verbal and
nonverbal aspects of communicationwas created. Each student gave a short presentation,
after which he/she was evaluated by two persons: another student and an expert. Skills
related with verbal and nonverbal communication were examined.

The empirical part of the study focused on following research questions:

1. What is the communication competency level of PhD students (future teachers) at
Poznan University of Technology? What is a communication competency profile of
a future academic teachers?

2. Are there differences in the level of communication competency between the students
of different departments?

3. What are students communication competencies gaps?
4. Is there a difference in communication competency evaluation of an expert and

students? In which areas the evaluation differs most?
5. Is there a correlation (and what is the strength of correlation) between any commu-

nication skill? Is there a correlation between verbal and nonverbal communication
skill?

To answer those research questions, various statistical methods were used. In the
article the profile of a communication competency necessary for public speaking was
created. The profile consist of verbal and nonverbal behaviours, which a teacher needs to
demonstrate while giving the presentations. The profile, including needed indicators can
be used by universities to evaluate teachers communication competencies. Developing a
profile is a first step in the presented model of communication competence management.
Themodel can be used for identifying competencies gaps, making decisions related with
training initiatives and development activities. The application of this model may thus
improve the quality of teaching at different universities.

2 Communication Competencies of an Academic Teacher

The first step to build the communication competencies model is to analyze the job
description of an academic teacher [7]. Universities publish different job descriptions,
showing tasks, goals, responsibilities and requirements of academic teachers [8]. As an
example, a job description at PUT is presented. At the university teachers are responsible
for:

“- conducting didactic classes and developing educational offer (tasks related with
this category include for instance designing, preparing and developing teaching mate-
rials; providing high quality of teaching, assessing and supporting students’ learning
process),
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- conducting scientific researches (tasks relatedwith this category include e.g.writing
andpublishing the articles,monographs etc. basedon the conducted researches; receiving
a patents and utility models),

- participating in organizational work of the university (tasks related with this cat-
egory include: promoting the university and the unit e.g. participating in scientific
or research and development projects; membership in the international bodies of the
organizations; participating in the organization of the conferences).”

Basing on responsibilities and tasks which a person is to perform on particular job
position, a set of competencies creating a profile is being designed. Competencies are
aptitude, skills and knowledge used to effectively perform tasks in givenwork conditions
[4, 9, 10]. Scholars distinguished competencies of the academic teachers and emphasize
the following as most important: professional competencies, educational competencies,
science and research competencies, publication competence, lifelong learning com-
petencies, information and communication technologies (ICT) competencies, social-
cultural competencies, motivational competence, and communication competencies [4,
11, 12]. Communication competencies of teachers are equally necessary for teachers’
success as methodical skills [1, 13]. Communicative competence is a prerequisite for the
didactic process, so it is essential for teachers to acquire a oral/public communication
competencies [14, 15].

Teachers convey the information through the use of verbal and nonverbal communi-
cation. Poor speech delivery is a barrier to information transfer. Teachers should work on
the verbal aspects of their presentations, make a structure of their presentation with clear
purpose and present the content in such a way, that it is adapted to the characteristics of
an audience [16]. Academic teachers content should present in a way that can be easily
understood by the public. Speakers should stick to the main thread of the speech, avoid
building overly long sentences and enrich the presentation with examples, anecdotes
and jokes [17]. Equally, speakers should avoid use of notes during their speech. Non-
verbal communication embraces all body language communication, and also includes
clothing, environmental factors and the manner in which we use time [18]. Nonverbal
communication includes ways of talking (e.g., pauses, stress on words), posture (e.g.,
slouching), facial expression, appearance, closeness, eye movements, head movements,
sounds, hand movements, etc. [1, 19, 20].

3 Development of a Communication Skills Management Model
for Academic Teachers

Our review of earlier literature suggests that new models and tools for competence
management are required [21–26]. Competence management focuses specifically on
identifying and locating competencies. Managing competencies involves administering
several systems, processes and initiatives to ensure that the organization and its members
are collectively utilizing their competencies to achieve organizational operational and
strategic goals [27–31].
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A profile of communication competencies is thus a very important competence man-
agement tool. It is a valid, observable, and measurable list of the knowledge, skills, and
attributes that include the key behaviours required for excellent execution of a partic-
ular role [21, 32, 33]. The profile is organized into tiers of competencies and includes
descriptions of the activities and behaviours associated with each competency [34, 35].
Analyzing the communication competences of the academic teacher, a profile of com-
munication competencies necessary for public speaking was developed (Fig. 1). In the
given example, behaviours regarding verbal and non-verbal communication have been
specified. We use a rating from 0 to 5, where 0 means no communication skills, whereas
5 indicates a very high level of a given competence.

Fig. 1. Academic teachers profile of communication competences during presentation (Source:
Authors)

The chart shows that the communication requirements of teacherswere set at high and
very high level. When managing the communication competences of academic teachers,
it is necessary to recognize their abilities at the beginning of Doctorial studies.
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Each university should haveMatrix of Academic Teachers’ Communication Compe-
tencies (MATCC) – a tool containing requirements towards academic teachers. MATCC
involves the whole behaviours/indicators related with communication competency, not
only those related with public speaking. The profile of communication competencies
(Fig. 1) is a part of university requirements towards academic teachers.

Identification of the doctoral students’ social skills is therefore a necessary stage. By
examining the communication competencies of a given doctoral student at the beginning
of the studies, and then comparing them with the MATCC, the competence gaps of each
PhD student will be determined. Basing on this information, a plan for developing and
improving competence gaps will be set up. Then the PhD student should improve his
communication skills practically by completing tasks.

The main conditions for improving teacher communication skills comprise:

– cognitive understanding of a given communication competence (learn its meaning,
purpose);

– acquiring and practising certain behavioural skills by the teacher (one should have the
opportunity to practice it, to learn about it);

– feedback on the performance of tasks with usage of certain competence;
– consolidating the acquired skill, using it as often as possible until it becomes a fully
automated, natural activity, fully integrated with other behaviours [36–38].

After each year of doctoral studies, the PhD student’s communication knowledge and
skills should be assessed. The actual knowledge and skills of the respondent represents
PhD Student X’ Communication Competencies Profile (SCCP). It is a detailed record of
a person’s communication competences. SCCP changes, as PhD students improve their
skills. Matrix of Academic Teachers’ Communication Competencies (MATCC) may be
alsomodified. For instance, the introduction ofmodern communication tools will require
the use of other communication channels and this will affect on new requirements toward
teachers.

The final stage of managing PhD students’ communication competences is to exam-
ine the doctoral student’s communication knowledge and skills after completing doctoral
studies. Comparing the competences of a given academic teacher with the current com-
petency requirements (MATCC) at a given university, the final version of academic
teacher communication competency profile is being created. The profile may indicate a
shortage or an excess of communication competencies. In case of competency gap, the
process of competency development is continued.

Communication competencemanagement allows the organization to identify knowl-
edge and skills gaps that may help to assess and refine the need for teachers and profes-
sional training initiatives. This information can be used for the mapping of professional
development of the university members [39]. Through the development of an effective
teachers’ communication competence management system, the quality of teaching can
be significantly improved [5, 40, 41].
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Fig. 2. Model of communication competences management of academic teacher (Source:
Authors).

4 Methodology of Research

We study the communications competencies of doctoral studies by administering a sur-
vey among 92 first-year doctoral students at Poznań University of Technology between



166 M. Spychała et al.

October 2018 and January 2019. We divide these students in five distinct groups (see
Table 1) depending on their areas of study.

Table 1. Student groups and data collection (Source: Authors).

The number of group Faculty The numbers of PhD students

Group 1 Faculty of Mechanical Engineering
and Management + Faculty of Civil
and Environmental Engineering

19

Group 2 Faculty of Transport Engineering +
Faculty of Electrical Engineering +
Faculty of Electronics and
Telecommunications

14

Group 3 Faculty of Computing + Faculty of
Technical Physics

23

Group 4 Faculty of Chemical Technology +
Faculty of Engineering Management

16

Group 5 Interdisciplinary group - PhD
students from outside Poznan
University of Technology

22

We divided our study in seven distinct stages as set out in Fig. 3 below.

Stage 1 Preparation of questionnaires regarding the examination of communication 
competences of doctoral students/academic teachers

Stage 2 Preparation of a competence profile regarding communication competences of 
academic teachers during presentations at the Poznan University of Technology 

Stage 3 Selection of the group of PhD students - all students of the first year of PhD 
studies who attended interpersonal communication classes

Stage 4 Conducting research of competence levels - each of the PhD students conducted 
a 5-minute presentation on the given topic. Doctoral students had 30 minutes to prepare 
their speech.

Stage 5 Assessment of the level of communication competences performed by an expert 
and auditor at the same time - another doctoral student. After the presentation, each 
doctoral student was assessed by an expert and auditor. Questionnaires prepared in stage 
I (two-source assessment) were used for the assessment

Stage 6 Comparison of competence requirements developed in stage 2 with average 
assessments of competence levels regarding communication made by an expert and PhD 
student

Stage 7 Statistical analysis of test results - linear regression …

Fig. 3. Main stages of PhD student’s communication competencies research (Source: Authors).
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It can be assumed that when conducting communication competence assessments,
the method of assessing the competent activity of a PhD student in the workplace was
used, as his task wasn’t different from the tasks he performs during the classes. This
method is one of the most valuable techniques for measuring professional competences,
because it relies on observation and assessment of behaviours that are ‘real’ indicators
of any given competence. In this case, doctoral students were evaluated by an observing
expert and another observing doctoral student during the students’ presentation. Two-
source assessment, i.e. the use of information from listeners - doctoral students and an
expert in the process ofmeasuring communication competences providesmore objective
results than in the case of self-assessment.

5 Results

We analyse our data by following three phases of statistical analysis. First, we explore
the items’ correlation (Pearson Correlation coefficient, p < 0.05) by treating the data
as two datasets – expert scores and student scores. Wheas all non-verbal competences
items correlated with each other in the expert scores data set, we note only one item that
could not correlate with the rest in the student scores data set (“The speaker controls the
time during the presentation”). In a similar way, whereas all verbal competences items
correlated with each other in the expert scores data set, one item would not correlate
with the rest in the student scores data set (“The speaker enriches his/her presentation
with jokes, anecdotes and examples”).

Second, we looked closer at the items’ variation and simplify the data set using
exploratory factor analysis. During this stage, we aggregate the expert and student scores
data sets in one data set by joining all responses under common variables but distinguish-
ing the source of evaluation by creating a new dummy variable (source: 1= student, 2=
expert). An initial correlation matrix (Pearson Correlation coefficient, p< 0.05) showed
that all non-verbal competence items correlatedwith each other, as was the case of verbal
competence items. In the case of the non-verbal competence items, we observed that
the data was robust enough for subsequent data reduction through factor analysis (KMO
measure of sampling adequacy= 0.905; Bartlett’s Test of Sphericity, p< 0.05). Indeed,
our principal component extraction offered a unidimensional solution that explains a
cumulative variance of 52.5%. As for the verbal competence items, our data was also
robust enough for further data reduction through factor analysis (KMOmeasure of sam-
pling adequacy= 0.839; Bartlett’s Test of Sphericity, p< 0.05). However, our principal
component extraction of verbal competence items suggested a two-factor solution that
explains a cumulative variance of 63.6%. We extracted two dimensions following Vari-
max rotation and Kaiser normalization that lead to a solution with greater contrast. The
first dimension “clarity” resulted from the loading of six items (see Table 2), explaining
43% of the total variance across the data. The second dimension, “richness” resulted
from the loading of two items and explained 20.5% of the total variance across the data.
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Table 2. Factor loadings of verbal competences itemset showing twodimension loadings (Source:
Authors).

Rotated Component Matrixa Component

1 2

The speaker knows the purpose of his/her speech .806 .045

The content of the speaker’s speech is clear and adapted to the auditorium .826 .228

The speaker knows the grammar, he/she builds sentences correctly .573 .399

The speaker sticks to the main thread of the speech .827 .195

The speaker speaks without notes .735 .186

The speaker avoids too long sentences and too many words in his/her
speech

.678 .196

The speaker enriches his/her presentation with jokes, anecdotes, examples .055 .890

During the speech he/she is self-confident (knowledge about the topic of
the presentation and self-awareness)

.317 .725

Extraction Method: Principal Component Analysis
Rotation Method: Varimax with Kaiser Normalizationa.
a. Rotation converged in 3 iterations

To ensure repeatability of the study, instead of creating regression scores directly
from our factor analysis, we created sum scores for each dimension by adding up the
relevant items into one score. In this way, we created three new variables: Non-verbal
competence score (NVCS) that involved tine summing up of the nine non-verbal item
scores on a response-by-response basis, Verbal clarity score (VCS) that involved the
summing up of the first six from the eight verbal competence items, and Verbal richness
score (VRS) that involved the summing up of the last two items from the eight verbal
competence items. We explore these new factors and find that all three factors correlate
with each other at a 95% confidence interval (p < 0.05) (Table 3).

Table 3. Non-verbal and verbal competence scores correlation (Source: Authors).

Non-verbal
competence
score

Verbal clarity
score

Verbal richness
score

Non-verbal
competence
scores

Pearson
Correlation

1 0.473** 0.653**

Sig. (2-tailed) 0.000 0.000

Verbal clarity
score

Pearson
Correlation

1 0.435**

Sig. (2-tailed) 0.000
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To assess any differences across the student groups (groups I through V, see Table 1)
we conducted post-hoc (Tukey’s) tests for significance of differences between groups
and find no real difference in means except for between Group I and Group II in the
case of verbal clarity. In a similar way we used post-hoc (Tukey’s) tests to detect an
significant difference in these factors across the two types of sources of evaluation
(student evaluation vs expert evaluation) and find significant differences in means across
the two verbal competence factors. A further independent samples t-test confirms our
observations above as well as that that NVCS and VCS had unequal variance across the
two sources of evaluation (Table 4).

Table 4. Independent samples t-test for significant differences in factormeans and variance across
evaluation source (Source: Authors).

Levene’s test for
equality of
variances

t-test for equality of means

F Sig. t df Sig.
(2-tailed)

Mean
difference

Std error
difference

95% confidence
interval of the
difference

Lower Upper

Non-verbal
competence
score

Equal
variances
assumed

7.174 .008 −1.397 184 .164 −1.301 .931 −3.138 .536

Equal
variances
not
assumed

−1.397 176.033 .164 −1.301 .931 −3.139 .536

Verbal
clarity score

Equal
variances
assumed

5.224 .023 −5.624 184 .000 −2.484 .442 −3.355 −1.612

Equal
variances
not
assumed

−5.624 183.307 .000 −2.484 .442 −3.355 −1.612

Verbal
richness
score

Equal
variances
assumed

.290 .591 −2.050 184 .042 −.581 .283 −1.139 −.022

Equal
variances
not
assumed

−2.050 183.449 .042 −.581 .283 −1.139 −.022

The third stage of our analysis involved an analysis of Non-Verbal Competence
Score (NVCS) as a predictor of Verbal Clarity Score (VCS) and Verbal Richness Score
(VRS) moderated by the source of assessment (AT). For this step, we used Model 1 as
a method developed for SPSS [42], and find that the correlation between NVCS and
VCS is different across the two types of assessment (see Fig. 4). In similar way, also
suggests that the correlation between VRS and VCS is different across the two types of
assessment. However, we find no significant difference in correlation between NVCS
and VRS across the two types of assessment.
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NVCS as predictor of VCS NVCS as predictor of VRS

VRS as predictor of VCS

Note:
AT = -0.5 is PhD student assessment
AT = 0.5 is expert assessment

Fig. 4. Moderator analysis of NVCS, VCS and VRS as cross-predictors across evaluation source
(Source: Authors).

6 Summary and Conclusions

Our findings suggest important implications on two areas. From a conceptual perspec-
tive, we find that our instrument that measures verbal and non-verbal competencies
offers a reliable and consistent approach in measuring academic teacher performance in
teaching. We observe that although student appraisers tend to be more generous in their
judgement over their expert appraiser counterparts, assessments tend to be consistent
across a diversity of competency levels. From a methodological perspective, we note
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that the proposed instrument has an opportunity to be used across universities in measur-
ing the performance of academics in class – whether novice or expert, helping simplify
existing student appraisal approaches while encouraging improved student response.
Lack of student feedback on academics’ classroom approaches is a frequent problem in
many universities, and we hope that this instrument may help, at least in part, lead to
better human resource performancemanagement. Equally, our proposed instrument may
track individuals’ competency development during training – an especially important
element as universities engage doctoral candidates in classroom work intent on helping
candidates prepare themselves for future classroom roles.

Our proposed method is however still novel and warrants additional research. We
acknowledge that this study relies on a rather small sample and consider this as a mere
pilot approach that should be the starting point for further research. For instance, one
important dimension that this study does not consider is culture, particularly context and
explicitness [43, 44]. We recognize that context/explicitness has an important influence
on styles of communication and associated effectiveness in delivering a message. Would
our proposed method be equally applicable in countries and audience with different
levels of context?
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Abstract. In reference to the context of the theme, it is important to refer that
the labour market is becoming more demanding, being up to the educational
institutions to prepare their students, who in many cases develop projects without
appreciating the industry’s true difficulties and challenges.

Themain objective of this presentworkwill be to demonstrate that it is possible
to build regional innovation systems, through the product design development of
strategies that bring academy and industry closer together. Starting by preparing
future design professionals with specific competences, trained also in knowledge
in practice and experience-based learning.

Thus, in the methodology, a theoretical argumentation will be performed,
supported on bibliographic analysis, where the construction of regional innovation
systems will be studied, through the product design and development strategies,
the reality of R&D activities in Portugal, and the profile of ceramic industry
companies.

The result will be the development and application of a teaching model based
on product design and development strategies, supported by experience-based-
learning applied to the students of the Polytechnic Institute of Cávado and Ave (in
Barcelos, Portugal) in partnership with a local ceramic industry.

In conclusion, it is expected that the project contributes to the construction
of regional innovation systems, to new achievements brought by the academy
for industry, which will culminate in product design and development strategies,
performed in partnership with industry and accordingly to the expectations of all
involved in this process.

Keywords: Regional innovation systems · Sustainability resources ·
Experience-based learning · Knowledge in practice · Ceramic industry

1 Introduction

The connection between academy and industry is essential in the training of profession-
als capable of adapting to several professional settings. With the growing technological
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innovation and globalization, several similar products emerge in the market, being fun-
damental to invest in the differentiation, which will allow consumers to distinguish
between competing offers, being Design of crucial importance.

The role of institutions must be to prepare future professionals, with the objective to
contribute for the development of the industry, which on the other hand, in many cases,
industry is not prepared to understand the role of Design.

Preserving what a country has best, could be a way to face competition and the
designer has a crucial role, thus it should take advantage of tangible value (properties,
characteristics andmaterial processing), and intangible values (cultural values, symbolic
values) elaborating an analysis and an evaluation, that, consequently, could be applied
in the context of the product.

During this research, it will be highlighted the way the bridge between the academy
and industry could be done in a way to improve their students’ training, based on
experience-based learning [1], and direct contact with the realities of the professional
world, being the ceramics the approached area because it is one of the oldest transformed
materials, and a strong national resource, and because regional innovation systems [2]
is a priority.

For Portugal, the ceramic industry is an activity with centuries of history, since the
Arabic influences of the occupation period, going through the contacts with the east, till
the consolidation and affirmation of their own productive system that nowadays exports
all over the world. With the emergence of the theme, it also appears the cooperation
with a faience production company, which was available to cooperate in this project,
reinforcing the idea that this union is good for the students and for the company in a
reinforcement of knowledge in practice.

This connection between design and regional innovation systems [3] is vital for the
preservation and revitalization of obsolete techniques and knowledge, as well as for the
product design and development strategies [4, 5], filled with memories and culture, but
that fulfill the needs of the today’s society.

In teaching design, the best way to stimulate systemic thinking is to expose students
to industry, to the realities of production processes, and it is crucial to make a leap
forward in how this teaching is carried out and what methodologies are addressed.

In conclusion our intention is to comprehend if it is possible to build regional inno-
vation systems, through the product design and development of strategies that bring
academy and industry closer together.

Starting by preparing future design professionals with specific competences, trained
also in knowledge in practice and experience-based learning [6].
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2 Literature Review

As it is acknowledged by a study supported by APICER1, Portugal 20202, Compete
20203 and by the European Regional Development Fund [7], in terms of strategic posi-
tioning, each country is very dependent on factors like the perceived quality, the brand
awareness, the industry identity, which may be more traditional or more innovative, the
price of production factors and their own geography.

Regarding Portugal, the ceramic industry has a dynamic position, given that depend-
ing on the sub-sector, its competitive advantage lays more on the cost or on the differ-
entiation. It is equally shown that the development of high quality products and value,
added, as well as the concern with sustainability resources issues, has influenced the
ceramics growth [8], and has helped in the recognition of the Portuguese image.

As the Portuguese ceramic industry differentiated itself from the international mar-
kets through the price factor, and competition ended up by responding to that strategy
with low-cost prices, it became essential to change the strategic plan, investing this way
in the differentiation of products, and in adapting them to new consumption patterns.

Being one of the strategic options, to a productive process level, the investment in
research and development (R&D), which allows to develop new products and new and
more efficient manufacturing ways, making possible the reduction of production costs
without increasing the differentiation of offer to the final client.

One of the ways to reach that maturity in management, development and innova-
tion could be the introduction and proper management of design skills in the business
environment [9].

In 2013, Portugal spent on R&D, the equivalent to 1.36% of gross domestic product
(GDP), less than the European Union (UE) average. One of the objectives of the Europe
2020 Strategy is to increase investment (public and private) in R&D and innovation to
3% of UE, GDP [10]. Ageing and climate will also have an impact on R&D agendas,
future Research and Development (R&D) [11, 12] agendas will be strongly influenced
by societies ageing, climate change, health challenges and the growth of everything
that’s digital, the Organization for Economic Cooperation and Development (OECD)
considers [13].

According to APICER [7], the country has designed ceramics worldwide, recog-
nizing the importance of commercial value and the value of sustainability, developing
projects of greater durability and suitability in terms of use.

With the advance of technologies and the demands of new markets, it is, there-
fore increasingly desirable that the academic training of designers should no longer be
essential- theoretical and should integrate practical components in various areas, pro-
moting the participation of students in the business processes of product design and
development strategies, through protocols that may be developed and that aim to enrich
both parties.

1 APICER—Portuguese Ceramics Association.
2 Portugal 2020- Partnership Agreement adopted by Portugal and the European Commission in
which are defined the principles of programming that establish the economic, social and territorial
development policy to promote Portugal between 2014 and 2020.

3 Compete 2020 - Managing Authority of the Competitivity and Internationalization Operational
Program-Structure in the State’s central Administration.
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Contributing to the training of future design professionals with specific skills, also
trained in knowledge in practice [14–16] and experience-based learning [17–19], may
be the answer to the new challenges expected from the industry.

There are three strategies to achieve competitive advantage in companies: low cost,
differentiation and focus [20].Within innovation themain elements are products, materi-
als, services, and organizational structures or processes, and companies generally begin
this search for innovationwhen changes in competition, demand and technologies appear.

The percentage of active population in the R&D sector is slightly lower than
the European average, with universities and public institutes standing out for their
importance.

A policy of innovation and technology diffusion at regional level [21] has to be
inherently horizontal, involving regional, industrial and economic policy, education and
vocational training and science and technology policy.

New product design and development strategies will allow collaboration with
regional innovation systems, finding ways to keep products from losing their character
and origin, but also allowing the creation of contemporary products within the regional
tradition, as well as to consider sustainable resources [22] and business models for
enterprises that foresee the application of the circular economy [23] model.

In the Barcelos region, ceramic production is very high, the economic and social
context of this municipality is closely linked to this production, due to the existence of
a large community of potters. The production of products is a way of transmitting the
identity and recognition of the region.

The ceramics sector is becoming more and more distinguished internationally, with
the growing investment in design and innovation. The Portuguese industry in this sector
has increased the quality of its products and invested in differentiation and competitive
prices. Being characterized by tradition and handcraftedmanufacturing, alongwith tech-
nological evolution, this industry is in 14th place in the world export ranking, employing
around 16,704 workers in a total of 175 companies [24].

3 Methodology

The methodology used has evolved with the exploration of the problem, being the main
philosophical influence in the work, the belief that all knowledge is socially constructed
[25]. This study is exploratory, which according to Collis & Hussey [26], points to
a conducted study when there are few researches on the theme, providing a bigger
familiarity with the subject in analysis turning it more explicit for later research.

As far as the process is concerned, it will be used a mixed approach, being a method-
ology through which the investigator collects, analyses and mixes (integrates or relates)
qualitative and quantitative data in one study or in many phases of the same research
program Johnson, R., Onwuegbuzie A. & Turner L. [27], with the intention to pro-
duce/create data based on perspectives of different analysis. So, this study will focus
on three distinctive approaches, being that in a first phase, the focus will be on the con-
textualization of the theme, which will englobe the collection of dissertations, thesis,
scientific articles, books and websites, and where it will be presented a brief description
of the essential aspects, so that then an interpretive reading of the analyzed bibliography
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can be performed, as a way of research of the existent relation between the authors’ ideas
and the researches problems outlined for this work.

In a second phase, data collection and analysis techniques will be used to understand
a pattern that can be applied in different contexts.

To achieve the objective of this work, it will be necessary to analyze a varied universe
of differentiated research in a type of companies, those that have shown interest in intro-
ducing innovation through their products and selecting one. Thus, it will be the categories
of content analysis that were considered relevant in this research work, which should be
investigated in each statement, later forming the argument related to the construction of
regional innovation systems.

The practical part of the project relies yet on an analysis of practical cases of objects
and products development in the area ceramic products, exposing and analyzing in detail
one specific study case of a newproduct developed. The study case in analysis, apart from
the collection and bibliographical review, through which it studied and systematized
about the role of Design and its importance in the development of new products as
the focus on industrial production, also considered the Design-Based-Research (DBR)
research methodology based on practice, which allows a review and a perception of
case studies through more democratic research practices and recognizing technology
as a system beyond its tools [28], researchers can increase their impact on educational
practice.

4 Results

Once the need has been identified and starting with the need of preparing design profes-
sionals with specific skills, also trained in knowledge in practical and experience-based
learning, a teaching model supported by the objective of bringing academy and industry
closer together will be analyzed, demonstrating that it is possible to contribute to the
implementation of regional innovation systems through product design and development
strategies. The area addressed is the industry of ceramics because it is a strong national
resource and because regional innovation systems is a priority.

A teaching model based on experience-based learning was developed in the area of
product design, which was carried out in the Design School of the Polytechnic Institute
of Cávado and Ave, during the Designer’s Work Methodology Curricular Unit in 2018,
a project that consisted in working with a ceramic industry in the region. The work had
as its title, Science Fiction, technological advances, sustainability and design.

For the studyof this teachingmodel, the briefing, the performedworkingmethods, the
executed development process, and the final results were analyzed. The project briefing
consisted in the identification of a ceramic industry in the Barcelos region, north of
Portugal. A proposal was presented to the students, which after a careful analysis of the
company, the type of products produced, the manufacturing processes, the customers,
among other factors, stimulated new solutions that fitted in the regional innovation
systems. This solution could be a product within the area of recycled or recyclable
materials.

The project should reflect creative and innovative responses to all consumers’
demands and needs that can be marketed and produced industrially, demonstrating the
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connection between design and project planning and development, and the union of
areas such as technology, engineering and materials.

Throughout the project development, six crucial phases take place, the first three
being more theoretical, and the following ones presenting a passage to the practical part,
both described and presented in a document.

Once the theoretical phase is over and already with the collaboration of the company,
it is initiated the process of plaster molds [29] in order to be filled with ceramic slip,
mixture of clay and water used for moulding the products (Fig. 1).

Fig. 1. Process of plaster moulds.

The obtained products result well in a formal way, presenting a white and opaque
shade (Fig. 2), however, they do not pass to the final phase of finishing.

Fig. 2. Result of molded ceramic products

The analysis of this teaching model matched the needs of the company and there
is already a demand from other companies to implement the same strategy. In total 43
new innovative proposals were developed by the students, which allowed the company
to think through a partnership with the institution, present new collections and open the
way to international fairs.

4.1 Case Study – Product Design and Development Strategies

Once the teaching model was presented, there was the decision to test it in a totally
industrial environment, in a more technical proposal that aims to innovate more than just
for the shape, but also technically.
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The ceramic industry that hosted the project was the same one that supports the
testing of the teaching model. For the production of the products in faience the company
contemplates several processes, the paste arrives at the factory in the shape of discs, is
transformed, by mixing it with silicate and water, in proper tanks (Fig. 3), controlling
the density and weight.

The plaster moulds are made, in most cases two pieces are used, then moving to
the creation of a three-dimensional model in clay, a first mould is produced covering
completely half of the object and creating fittings (called male-female).

Fig. 3. The initial processes for mould preparation.

After a few minutes of drying (about 30 min), the box is removed and the used
material is completely removed, so that no traces remain that could alter the shapes,
leaving the other half uncovered, and then the previous procedure is repeated for the
development of the second part of the mould.

Secondly, for the production of the product, the different parts of the mould are re-
attached using tight rubber straps, and then the liquid faience paste is poured through a
drying period of about one hour and a half.

In the end, the excess liquid paste is poured and then the mould is opened before the
piece is completely dry, so that somefinishes can be done, such as cutting excessmaterial,
or making details, such as gluing or holes. After a complete drying period, the pieces
undergo the first firing of ceramics, which lasts for about seven hours, at a temperature
of approximately 1100 °C. After that, the pieces are glazed and only then they pass to the
final firing which takes less than one hour at a temperature of approximately 1070 °C,
which serves as a bond between the glass and the raw material.

In the analysis of the opportunities for improvement, it is sought to understand what
type of product can be developed, so that it brings advantages for the company, and
therefore an analysis of the competing market is made. This way, it is possible to reach
some conclusions, particularly that the production of parts often brings costs that are not
overcome by the products’ trade, namely, costs of materials such as faience pulp and
plaster, electricity from the oven, among others.

How to innovate is always the question, and in this partnership, it was presented
the possible use of a finish that gives insect repellent properties to the product. Thus,
besides the project development, it was also indispensable to know what the market
offers in terms of repellent products, because it is essential to know what is already
being marketed, and how a new production can stand out from the others to face the
competition.
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The repellent the company had access to, consists of IR 3535, it was developed by the
Smart Innovation Nanotechnology company located in Barcelos [30] and it is dedicated
to research and development, working with various industries and using nanotechnol-
ogy. This repellent called Repel Mosquito is biocompatible and keeps mosquitoes away
without killing them. It can be applied to various materials such as paints, varnishes,
tents, school, military and police clothes, home textiles, wipes, among other examples. It
has a four-year duration, and it can keep insects away up to a radius of forty centimeters.

It can also prevent diseases caused by mosquito bites such as malaria and yellow
fever [31]. In the present case, this product is applied to the pieces as a varnish. The
repellent substance is in the liquid state and is previously mixed in this solution.

The mixture is made only at the time of applying the varnish or paint. This substance
has a characteristic odor and transparent appearance. The company has also performed
some repellency tests, which prove the effects, being its basis confidential.

4.2 Ceramic Products with Insect Repellent Properties

After the analysis of several concepts, some ideas to combine functionalities and forms
of each one are established, in order to reach a more promising idea, analyzing some
details such as fittings and forms.

This product consists of two main parts, the ceramic vase and a metal structure, the
third part, is optional. It can be used with the vase and will be used in accordance to the
user’s choice.

The main vase can be used in conjunction with the metal frame with the optional
part, or alone, with all parts fitting together. The metal structure can be used to guide
plants, such as vines, helping their grow, and can be used repeatedly on itself. The set
is a versatile product (Fig. 4), which the user can assemble according to his needs and
preferences.

Fig. 4. Ceramic product set with insect repellent properties.

The prototype of the ceramic (Fig. 5) products was developed according to the
previously analyzed process. In the end the piece is painted and only then the varnishwith
repellent properties is applied. For the application, 50 ml of the repellent substance for
each liter of varnish, is introduced. It ismixed and ready for use as soon as a homogeneous
result is obtained, with two applications.

After the production of the parts, a small test was done with the part where the
housing with the repellent substance was applied, as a way to check if the repellent
effect really works or not. For the test, it was used a faience vase with repellent varnish;
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Fig. 5. Ceramic product set with insect repellent properties, prototype.

a white sheet with measurement mark; a transparent plastic box to retain the insects
(flies; bees; flying insects, ants). The test was conducted in a transparent container in
order to observe the behaviour of the insects.

A ceramic piece is placed under a white sheet where the repellent finish has been
previously applied and marks with measurements of 10 in 10 cm are outlined. Along
each mark an item of food (fruit and jam) was placed. The test was performed at room
temperature of 24° and lasted 20 min. After an analysis during the test process, it was
observed that the insects didn’t approach the surface with repellent. Most of the insects
remained on the walls of the plastic box between 10 and 20 cm from the vessel with
repellent. No insect mortality rate was verified during the test.

5 Conclusion

This research arises from the need for cooperation between academy and industry,
enhancing bridges that benefit the students’ learning, who need to be prepared to face
possible future scenarios in the labour market.

Starting this process, through a collection of information focused on the ceramic
industry, product design and development and the need for regional innovation systems
in Portugal, it was possible to apply a model based on experience, as a way to promote
a closer relationship between academy and industry.

It is necessary to continue to raise the companies’ awareness in the ceramic sector,
for the adoption of practices that lead to a qualification of their social and environmental
performance, and an improvement in productivity and competitivity, but also to consider
sustainable resources and business models for companies that foresee the application of
the circular economy model.

From the partnership between the ceramic company Irmãos Ferreira, from Barcelos
in the north of Portugal, it was possible to demonstrate the application of the teaching
model brought by the academy to the process of project development and get to know
the results obtained. Therefore, we concluded that there is still a lack in the academy
concerning the practical part, in the way that the students developed the products within
the university, not having all the necessary means for the execution of the products.

The teaching model that empowers the execution of projects in partnership with
companies is fruitful for both parts. This model is characterized by establishing some
fundamental stages, such as getting to know the company, its objectives and vision, and
production methods, the competition it faces in the market, customers and their needs,
among others.
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In this particular case, it was proposed to the company to innovate and to distance
itself from the competition by applying a finish to their ceramic products in which a
substance with an insect repellent effect is incorporated.

Upon this results the possibility of creating aproduct that improves people’s quality of
life has arised. The impregnated repellent is calledMosquito Repell, and is characterized
for being biocompatible, preventing diseases caused by mosquito bites that are highly
deadly, and is composed of IR 3535, keeping mosquitoes away without eliminating
them, which is good for the normal functioning of ecosystems. This finish has a forty-
centimeters radius of action, and a four-year duration.

One of the goals of this research is the development of a design project in partnership
with a company, in order to explore, analyze and develop teaching models based on
experience, and that aims for regional innovation through design strategies.

This way, it is possible to say that this purpose was achieved. On the side of the
industry, it was verified the knowledge of new strategic approaches for the innovation
and creation of value to the products, as well as the valorization by the competences of
product design.

By the end of this development, the benefits of this cooperation between the academy
and the industry are clear, for both.

Acknowledgments. Portuguese Foundation for Science and Technology (FCT).

References

1. Cameron, B.H.: Experience-based learning. In: Encyclopedia of Information Technology
Curriculum Integration (2011)

2. Cooke, P.: Regional innovation systems, clusters, and the knowledge economy. Ind. Corp.
Chang. 10(4), 945–974 (2001). https://doi.org/10.1093/icc/10.4.945

3. Asheim, B.T., Gertler, M.S.: The geography of innovation: regional innovation systems. In:
The Oxford Handbook of Innovation (2009)

4. Richey, R.C., Klein, J.D.: Design and Development Research Methods, Strategies and Issues
(2007)

5. Cross, N.: Expertise in design: an overview. In: Design Studies (2004)
6. Andresen, L., Boud, D., Cohen, R.: Experience-based learning: contemporary issues. In:

Understanding Adult Education Training, 2nd edn., pp. 225–239 (2000)
7. PwC: Capacitação da indústria da Cerâmica Portuguesa Um cluster, uma estratégia, mercados

prioritários (2016)
8. Félix, M.J., Duarte, V.: Design and development of a sustainable lunch box, which aims to

contribute to a better quality of life. Int. J. Qual. Res. 12, 869–884 (2018). https://doi.org/10.
18421/IJQR12.04-06

9. Best, K., Kootstra, G., Murphy, D.: Design management and business in Europe: a closer
look. Des. Manag. Rev. 21, 26–35 (2010)

10. Cappelletti, M.: Investimento das empresas da UE em investigação e desenvolvimento ficou
abaixo da média mundial em 2013. https://observador.pt/2014/12/04/investimento-das-emp
resas-da-ue-em-investigacao-e-desenvolvimento-ficou-abaixo-da-media-mundial-em-2013/

11. Bremser, W.G., Barsky, N.P.: Utilizing the balanced scorecard for R&D performance
measurement. R&D Manag. 34, 229–238 (2004)

https://doi.org/10.1093/icc/10.4.945
https://doi.org/10.18421/IJQR12.04-06
https://observador.pt/2014/12/04/investimento-das-empresas-da-ue-em-investigacao-e-desenvolvimento-ficou-abaixo-da-media-mundial-em-2013/


184 M. J. Félix et al.

12. Hall, B., Hayashi, F.: Research and Development as an Investment. National Bureau of
Economic Research (1989)

13. Garrido, N.: OCDE destaca impacto do envelhcimento e do clima nas agendas de I&D
14. Sanchez, R.: “Tacit Knowledge” versus “Explicit Knowledge” Approaches to Knowl-

edge Management Practice. Department of Industrial Economics and Strategy, Copenhagen
Business School (2004)

15. Dick, W., Carey, L., Carey, J.O.: The systematic design of instruction (2005)
16. Friedman, K.: Creating design knowledge: from research into practice. In: IDATER 2000

Conference (2000)
17. Andresen, L., Boud, D., Cohen, R.: Experience-based learning. Underst. Adult Educ. Train.

2, 225–239 (2000)
18. Pruett,M., Thomas,H.: Experience-based learning in innovation andproduction.R&dManag.

38, 141–153 (2008)
19. Becker, J.J.,Wits,W.:An experience-based approach to teaching product design. In: Bohemia,

E., Eger, A., Eggink, W., Kovacevic, A., Parkinson, B., Wits, W. (eds.) Proceedings of the
16th International Conference on Engineering and Product Design Education, pp. 688–693.
Design Society (2014)

20. Porter, M.E.: The Competitive Strategy: Techniques for Analyzing Industries and Competi-
tors. Simon & Schuster, New York, United States (2004)

21. Doloreux,D., Parto, S.: Regional innovation systems: current discourse and unresolved issues.
Technol. Soc. 27, 133–153 (2005). https://doi.org/10.1016/j.techsoc.2005.01.002

22. Bhamra, T., Lofthouse,V.:Design for Sustainability:APracticalApproach.Routledge,Milton
Park (2016)

23. Bocken, N.M.P., de Pauw, I., Bakker, C., van der Grinten, B.: Product design and business
model strategies for a circular economy. J. Ind. Prod. Eng. 33, 308–320 (2016). https://doi.
org/10.1080/21681015.2016.1172124
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Abstract. The process of sectorization aims at dividing a dataset into
smaller sectors according to certain criteria, such as equilibrium and
compactness. Sectorization problems appear in several different contexts,
such as political districting, sales territory design, healthcare districting
problems and waste collection, to name a few. Solution methods vary
from application to application, either being exact, heuristics or a combi-
nation of both. In this paper, we propose two quadratic integer program-
ming models to obtain a sectorization: one with compactness as the main
criterion and equilibrium constraints, and the other considering equilib-
rium as the objective and compactness bounded in the constraints. These
two models are also compared to ascertain the relationship between the
criteria.

Keywords: Sectorization · Multi-criteria · Integer programming

1 Introduction

The problem of sectorization consists of dividing a set of points (which can
represent clients, inhabitants, students, etc., depending on the specific context)
into smaller subsets called sectors, respecting specific criteria. This procedure is
often used to break down a large problem and divide it into smaller sub-problems
[1], enabling a more organized and simplified approach to a complex scenario.

In sectorization, the goal is that the resulting sectors are as identical as pos-
sible concerning certain features, which vary with the applications. For instance,
when designing sales territories for a company, balance in terms of the allocated
workload (e.g. number of clients) between the salespersons should be assured.
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However, if the problem concerns the waste collection, the main feature to con-
sider would be the (geographical) size of each sector in order to avoid unbalanced
routes within each sector.

Despite the variety in criteria, there are more common features that appear
in different contexts, such as equilibrium (or balance) and compactness.

Equilibrium is concerned with an equal division of the elements in the dataset
among the sectors according to an activity measure (number of clients, work-
load, travel times, etc.). In political districting, a balanced sectorization would
have approximately the same number of voters in each sector. In the case of sales
territories, the regions of responsibility in which the market area is subdivided
should be balanced in sales potentials [2]. In municipal waste collection, a simi-
larity in the quantities of collected waste in each sector is desired [1]. Therefore,
the balance of the number of points in each sector is the equilibrium criterion
used in this work.

Compactness is related to the geographical regularity desired for the shapes
of the sectors, meaning that sectors without pointy ends or irregular shapes are
preferred, since a rounded shape will ensure the points inside it are as close as
possible to each other [3]. However, since a rigorous definition of compactness
does not exist [2], it is measured differently, according to the context of the
problem and the solution method being applied. For instance, in sales territory
design, compact sectors mean that no customer is too far away from the facility
it is assigned to [4]. In this paper, we measure compactness using the distance
between every two points in a sector.

Sectorization problems (SP) have been discussed widely in the existing lit-
erature, with their applications ranging from transportation mobility districting
to the design of districts in healthcare [5], electrical supply [6], and foresting [7].
In commercial applications, the definition of the sectors has a great impact on
the company costs and therefore needs to be optimized.

Solving these problems is a difficult task, and there is no one-size-fits-all
method that can be applied in every context. On the contrary, the methods
used are generally very dependent on the application, as the literature illus-
trates. Approaches mainly follow Location-Allocation, Facility Location or Set
Partitioning [2]. The approaches described range from exact ones, using mathe-
matical programming [8], to general and/or dedicated heuristics [5,9], or taking
advantage of the strengths of both, known as hybrid methods [10].

With such vast and relevant applications, SP’s study is of great interest to
society and science. As such, we propose two models for sectorization where
compactness and equilibrium are taken into account since these are the criteria
that most SP strive to satisfy. This study aims to create sufficiently generalized
models, which can be used in the most diverse scenarios. In the first model,
compactness is in the objective function and equilibrium is controlled in the set
of constraints, and in the second, the equilibrium criterion is considered for the
objective function and compactness is bounded in the set of constraints. Fur-
thermore, we solve both these models and evaluate the obtained results relative
to the mentioned criteria.
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The paper is organized as follows. Section 2 contains a brief literature review
on sectorization applications. In Sect. 3, the used criteria are defined and the
integer programming models are presented. Section 4 contains a discussion con-
cerning computational tests for each model, and the comparison between the two
models concerning the different criteria. Finally, Sect. 5 summarizes the conclu-
sions of the presented results and provides possible directions for future work.

2 Relevant Literature

This section includes a selection of relevant publications regarding SP. The most
cited publications in the surveyed literature on sectorization concern the Political
Districting Problem [11] and Sales Territory Design [2,4,9], which can be used as
benchmark to compare the trend in terms of extending the scope of sectorization
problems to new applications (airspace, energy, harvesting) and methods.

Regarding policy applications, sectorization is of importance in designing
political districts, assigning neighborhoods to schools, water supply and electrical
power distribution [6].

Health management is also an important application field, where sectoriza-
tion may be used either in locating health care services or in the transportation
of patients, as well as for optimizing the service performance of health organiza-
tions. It can also be useful at a higher health management level: Farughi et al.
[5] divide the health system of the South Khorasan Province in Iran into 10
health districts, so that each district can oversee the performance of its health
organizations.

Commercial applications in logistics operations such as sales and services
territory design usually integrate sectorization with vehicle routing problems
[9]. Environmental problems that require sectorization concern the management
of Municipal Waste Collection [12], street cleaning and maintenance operation
zones, public transportation, forest management and harvesting.

Airspace sectorization is fundamental in an Air Traffic Control system [13].
Airspace is usually divided into several sectors, each assigned to a team of con-
trollers that are responsible for the air traffic flow and capacity management of
that sector.

Lin et al. refer that good districts with balanced resource allocation are the
basis of good tactical and operational performance, improving delivery efficiency
and effectiveness [8].

As for solution methods, in healthcare sectorization problems, the most
used exact method is mixed-integer linear programming (MILP) and the vehicle
routing problem is considered by many authors (VRP). The focus was mainly
attributed to a wide range of criteria and other dimensions [8]. The main crite-
ria follow balance and compactness, which dominate over the others (contigu-
ity, boundaries, capacity, accessibility). Furthermore, the importance of patient
admission, supplier selection and staffing were heavily studied [14].
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The existing literature highlights the socioeconomic composition (neighbor-
hood racial sorting or racial desegregation) and capacity as the two main problem
characteristics in school districting problems. Bouzart [15] assigns students to
schools’ socioeconomic compositions, while considering the total travel distance,
in a MILP model applied to data from Greenville, South Carolina. In Caro et al.
[10], an optimization model together with the geographic information system is
used to solve the school districting problem using real-life examples from the
city of Philadelphia.

3 Sectorization Models

This section is concerned with the multi-criteria SP where compactness and equi-
librium are taken into account. In order to understand the relation between these
two criteria, we propose two quadratic integer programming models (inspired by
[2]), where, alternately, one of the two criteria is used in the objective function
and the other in the constraints.

In most sectorization problems, the concept of “sector center” is used, which
represents the point of origin and/or distribution of activities to the remaining
points in the sector. For instance, in problems involving distribution centers,
there are fixed locations out of which the centers must be selected. Depending
on the approach, these points can either be calculated through a method of
choice or be an input of the model. In the scope of this paper, we consider the
centers to be parameters that are known beforehand, as is the case with most
applications.

Let us then start by considering Model A, where compactness is used for the
objective function.

The following parameters are used in this model: a set S of n points, which are
to be assigned to a predefined number of k sectors; diw, the Euclidean distance
between every two points i and w in S; Q = �n

k �, a target number of points per
sector; cj , the center of sector j; and 0 ≤ τe ≤ 1, the tolerance for the equilibrium
criteria. For some combinations of n and k, it was necessary to choose values of
τe in this interval that ensure feasibility of the model.

The decision variables are defined as:

xij =

{
1, if point i is assigned to sector j

0, otherwise
i = 1, . . . , n, j = 1, . . . , k.

The definition adopted for compactness is that of [2], measuring the total
distance of the points to the center of the sector they are assigned to:

k∑
j=1

n∑
i=1

dicjxij . (1)

The balance between sectors is determined by comparing the sector size with
the target number of points per sector Q. Thus, Model A is defined as:
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Min
k∑

j=1

n∑
i=1

dicjxij (2)

Subject to
k∑

j=1

xij = 1, ∀i = 1, . . . , n (3)

n∑
i=1

xij ≥ 1, ∀j = 1, . . . , k (4)

Q(1 − τe) ≤
n∑

i=1

xij ≤ Q(1 + τe), ∀j = 1, . . . , k (5)

xij ∈ {0, 1}, ∀i = 1, . . . , n, j = 1, . . . , k. (6)

The objective function (2) minimizes compactness. Constraints (3) ensure that
each point must be assigned to one and only one sector. Constraints (4) ensure
that each sector must have at least one point assigned to it. Constraints (5)
limit the number of points in each sector (sector size) up to a given tolerance τe,
guaranteeing that there is some equilibrium in the sectors’ size. Constraints (6)
define the domain of the decision variables.

Regarding Model B, the equilibrium function is defined according to [1],
which measures the variance of the number of points in each sector:

k∑
j=1

(qj − q̄)2

k − 1
(7)

where qj =
∑n

i=1 xij are the quantities assigned to each sector j and q̄ =
∑k

j=1 qj

k
is the average sector size, with j = 1, . . . , k. The definition of compactness is
maintained.

The decision variables remain the same. To the previous parameters, we also
add Dj =

∑n
i=1 dicj , the total distance from all points to the center of each

sector j = 1, . . . , k, and 0 ≤ τcom ≤ 1, the tolerance for compactness. Model B
is described below.

Min
k∑

j=1

(qj − q̄)2

k − 1
(8)

Subject to
k∑

j=1

xij = 1, ∀i = 1, . . . , n (9)

n∑
i=1

xij ≥ 1, ∀j = 1, . . . , k (10)

n∑
i=1

dicjxij ≤ Dj

k
(1 − τcom), ∀j = 1, . . . , k (11)

xij ∈ {0, 1}, ∀i = 1, . . . , n, j = 1, . . . , k. (12)
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The objective function (8) addresses equilibrium by minimizing the variance of
sector size. Constraints (11) limit the total distance within each sector up to a
mean distance per sector with a given tolerance τcom, so that there are no points
in a sector that are too far from the center. Constraints (9), (10) and (12) are
maintained from the previous model.

4 Computational Tests

Computational tests were conducted on 50 instances of different sizes (ranging
from 30 to 1000 points) for 5, 10 and 15 sectors. The models in Sect. 3 were
implemented in IBM ILOG CPLEX Optimization Studio 12.9 and all tests were
performed on a machine with a Intel Core i5 CPU at 1.80 GHz and 8 GB RAM.
Instances are generated randomly using the normal distribution following a two-
step procedure to create unbiased and neutral data. Each instance consists of
groups of nodes with different mean and variance. Moreover, instances contain
the coordinates for each node and the adjacency matrix. The instances are avail-
able in [16].

In this section we will discuss the results obtained for two instances: one of
size 438 and the other of size 1000. Although we only show the results for these
two instances, the tests guarantee that they are representative of the behavior
displayed by the remaining 48.

Table 1 and Fig. 1 display the results for an instance of 1000 points and 5 sec-
tors. This table (and the remaining ones in this section) contains the compactness
value and sector size (and the respective interval amplitude) for different values
of the equilibrium tolerance τe, as well as the optimal value for compactness
(“Comp*”) when optimizing this criterion with no tolerance on the equilibrium.
The figure visually represents the compactness function and the sector sizes’
amplitude for a given equilibrium tolerance. The line for optimal compactness is
used only as a visual reference for the compactness function, as it is independent
of the equilibrium tolerance.

Table 1. Results of Model A for an instance of 1000 points and 5 sectors.

n = 1000, k = 5, Comp* = 5222.27, Q = 200

τe Compactness Sector sizes Amplitude

0.25 5222.27 [233 221 223 173 150] 83

0.2 5230.05 [233 221 213 173 160] 73

0.15 5245.72 [230 221 203 176 170] 60

0.1 5270.13 [220 220 197 183 180] 40

0.05 5312.12 [210 210 192 198 190] 20

We can observe a trade-off between the compactness function and equilib-
rium, since the higher the tolerance required for equilibrium (and, consequently,
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higher amplitude in sector size and less balanced distribution among the sectors),
the better the value of compactness and vice-versa. Furthermore, a tolerance of
25% is enough for compactness to reach its optimal value of 5222.27. As for the
equilibrium, for this tolerance, there is a big difference between the largest and
smallest sectors, with 233 and 150 points, respectively (thus, an amplitude of
83). Table 2 and Fig. 2 show results for a smaller instance of 438 points and 5
sectors, where the same trade-off can be observed and similar conclusions are
reached.
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Fig. 1. Trade-off between compactness and equilibrium for an instance with 1000 points
and 5 sectors (Model A).

Table 2. Results of Model A for an instance of 438 points and 15 sectors.

n = 438, k = 5, Comp* = 8308.96, Q = 87

τe Compactness Sector sizes Amplitude

0.25 8308.96 [69 98 69 98 104] 35

0.2 8309.44 [70 98 70 97 103] 33

0.15 8326.27 [74 99 74 91 100] 26

0.1 8383.31 [79 95 79 90 95] 16

0.05 8470.66 [83 91 83 90 91] 8
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Fig. 2. Trade-off between compactness and equilibrium for an instance with 438 points
and 5 sectors (Model A).

Considering the same instance of 1000 points but with the sectorization being
conducted with 15 sectors, Table 3 and Fig. 3 show a similar trend. However,
the plots for both the compactness function and the amplitude display “steps”,
showing that a small variation in the equilibrium tolerance has no effect on the
solution. This is even more evident for smaller instances, as shown in Table 4
and Fig. 4, regarding an instance with 438 points divided into 15 sectors.

In both instances, we can also observe that with a higher number of sectors
k, a higher equilibrium is achieved between the sectors, as the amplitude varies
less and is smaller overall. That can be explained by the fact that there are fewer
combinations for the assignment of points to sectors due to a large number of
sectors.

Table 3. Results of Model A for an instance of 1000 points and 15 sectors.

n = 1000, k = 15, Comp* = 3108.66, Q = 66

τe Compactness Sector sizes Amplitude

0.25 3325.06 [75 70 82 50 82 68 79 50 50 50 82 71 66 50 75] 32

0.2 3406.70 [76 70 79 53 79 70 69 53 53 53 79 73 68 53 72] 26

0.15 3545.92 [75 73 75 57 75 72 59 57 57 57 75 75 69 57 67] 18

0.1 3685.25 [72 72 72 60 72 72 60 60 60 60 72 72 72 60 64] 12

0.05 3883.89 [69 69 69 63 69 69 64 63 63 63 69 69 69 63 69] 6
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Fig. 3. Trade-off between compactness and equilibrium for an instance with 1000 points
and 15 sectors (Model A).

Table 4. Results of Model A for an instance of 438 points and 15 sectors.

n = 438, k = 15, Comp* = 4794.91, Q = 29

τe Compactness Sector sizes Amplitude

0.25 5002.41 [22 32 29 26 22 28 30 36 36 28 36 22 22 33 36] 14

0.2 5151.42 [24 34 29 26 24 28 32 34 34 28 34 24 24 29 34] 10

0.15 5242.30 [25 33 30 25 25 29 33 33 33 29 33 25 25 27 33] 8

0.1 5477.38 [27 31 30 27 27 29 31 31 31 31 31 27 27 27 31] 4

0.05 5614.65 [28 30 30 28 28 29 30 30 30 30 30 28 28 29 30] 2

Given the various solutions obtained for different tolerance values, in a real-
life scenario the best solution would be chosen by the decision makers, according
to their preferences and the nature of the problem at hand.
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Fig. 4. Trade-off between compactness and equilibrium for an instance with 438 points
and 15 sectors (Model A).

As for Model B, where the equilibrium function is optimized instead, Table 5
summarizes the results for the two previously tested instances of size 438 and
1000 points, considering 5 and 15 sectors, showing instance size, number of sec-
tors, equilibrium function, compactness function, optimal compactness value,
unbounded compactness value, ideal target value Q, sector sizes and amplitude.
In the table, we observed that a variation in the compactness tolerance had no
effect on the equilibrium function for the tested values (0 ≤ τcom ≤ 0.25).

Furthermore, the sectors are almost perfectly balanced in size, even though
their compactness is much worse than the optimal possible value for that
instance. However, by using Model B without any constraints for compactness
(constraints (11)), the obtained results would be worse regarding compactness
(represented in the column “Unbounded Comp.” in Table 5).

Table 5. Results for Model B for two instances.

Size k Equi. Compactness Comp.* Unbounded Comp. Q Sector sizes Amp.

438 5 0.3 16744.28 8308.96 23411.88 87 [87 88 87 88 88] 1

438 15 0.171 18474.83 4794.91 26377.59 29 [30 29 . . . 29 29] 1

1000 5 0 8487.52 5221.98 15853.74 200 [200 200 . . . 200] 0

1000 15 0 11509.42 3108.66 17309.79 66 [67 67 . . . 66 67] 1
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5 Conclusions and Future Work

Sectorization problems arise in several contexts and are approached differently
depending on the applications. Nonetheless, some similarities can be observed
among them, namely the criteria according to which a sectorization should be
conducted, such as equilibrium and compactness. One contribution of this paper
is discussing the results of two generalized integer programming models that
address those criteria due to their relevance. Model A optimized compactness
with a bounded equilibrium, and Model B tackles the reverse situation.

Computational tests were conducted in CPLEX 12.9 on 50 instances (of sizes
ranging from 30 to 1000 points, and for 5, 10 and 15 sectors). They allowed us to
understand, for Model A, how did the compactness function behave for different
values of the equilibrium tolerance, and, for Model B, the relation between the
variance of sector sizes and the compactness tolerance. Moreover, for the first
model we also considered the sizes of the obtained sectors and compared the
overall amplitude (i.e. the difference between the largest and smallest sector
sizes) in order to assess the quality of the sectorization in terms of equilibrium.

These tests allowed us to conclude that there is a trade-off between criteria:
in the case of Model A, the higher the tolerance for equilibrium, the better
the compactness of the sectorization; in the case of Model B, variations in the
compactness tolerance did not have any effect on the equilibrium function, even
though the values of compactness were better in comparison to Model B without
constraints for compactness.

The inclusion of other criteria in these models (such as contiguity) and the
tuning of tolerance parameters can be further explored. Furthermore, another
distance metric could be used, such as the L1 metric, or even the travelling time
between two points. Additionally, different measures could be considered for the
addressed criteria and compared to the obtained results.
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Abstract. Digitalization has spread across business and supply chains,
becoming irreversible and affecting how companies run their businesses
and fulfill their demand. This paper discusses the main aspects that pro-
pel and hinder digitalization in supply chains are. One could divide the
boosters into two groups: the application of technological advances and
circular boosters. On the other hand, the barriers are either sporadic or
persistent. Despite the perceived barriers, if correctly applied, digitaliza-
tion brings more benefits than problems to supply chains. Furthermore,
recognizing this might help practitioners who are still reluctant about
digitalization.

Keywords: Supply chain · Digitalization · Technological advances ·
Cyber-risk

1 Introduction

In the past, supply chains were defined by their physical flows, exchanging prod-
ucts, and information from one node to another, following a linear perspective
[1,2]. From the two last decades on, we have witnessed the strengthening of
digitalization among firms and, concurrently, among supply chains.

This process is not novel [2,3]; nevertheless, it became an irreversible trend
after information gained its rightful importance for manufacturers and service
providers who were seeking to increase their market share through customization.
Digitalization represents the adoption of capabilities that improve organizations’
competitiveness and involve all stakeholders [4–6]. This process is distinct from
digitization (the replacement of processes or tools with digital analogs) [5,7].

According to Mussomeli et al. [1], traditional supply chains and digital supply
chain networks are different.1 Digital supply networks are digital supply chains
where a dynamic environment with integrated networks exists. These integrated
networks allow supply chains to disseminate information among stakeholders,
facilitate automation, value addition, and insights [1].

1 In [1, p. 06] there is an illustration that clarifies the difference among both concepts.
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Scrutinizing the supply chain’s digitalization has become a priority, essen-
tially due to increases in demands’ volatility and the requirements supply chains
face [8]. The customers try to maximize their value taking into account the
trade-offs between price, delivery time, quality, uniqueness. Customers’ access
to the Internet and social media allows them to buy in physical stores next door
or from sellers in a different part of the world.

Nevertheless, both processes (digitalization and digitization) are rooted in
Information and Communication Technologies (ICT) because only through their
implementation, business perspectives changed dramatically. ICT benefit firms
because they foster information exchange [9–12], ease decision-making [11,13,14],
and decrease the likelihood of production and logistics errors [15–17].

When digitalization and digitization are interconnected, a new phenomenon
takes place: Industry 4.0. In this context, Industry 4.02 stands for a radical trans-
formation [15,18] of industry processes, operations, and services [9], considering
disruptive, connected, and intelligent technological solutions [14], which are com-
bined with human resources3 [4], creating smart factories [16] and integration
[18]. Such a new paradigm modifies the foundations of how people and firms
interact with each other, defining new priorities to researchers as they evaluate
Industry 4.0 potential causes and effects under multiple scopes.

Although this transformation began in some specific sectors (automotive,
technology, and biology industries [15]), it spread quickly to others. This spread
happened because digitalization empowers firms, enabling the forecast of its
products/services demand, resources’ availability, and the identification of bot-
tlenecks and process variability [7], and the reduction of mistakes [3].

Although some authors [4,9,14,20] did comprehensive studies in many dig-
italization dimensions, none has shed light onto the aspects that incentive the
process, nor on the elements that may hinder it. Therefore, this paper describes
the boosters and barriers of a digitalization process’ in supply chains.

We divided the remainder of this work as follows: Sect. 2 will discuss aspects
that induce digitalization in supply chains, Sect. 3 will provide elements that may
hinder this process, and, finally, Sect. 4 makes some final remarks and proposes
future research topics.

2 Boosting Digitalization

The digitalization booster represents every aspect that positively impacts the
digitalization process in companies/supply chains, increasing their financial
results and improving companies/supply chains’ relations with stakeholders.
These boosters split into two groups: application of technological advances and

2 “Industry 4.0” has been used to represent the Fourth Industrial Revolution as did
in [4,9,14,16,18], which is different from the idea of smart factories as in [11,19].
Additionally, the term ‘Industry 4.0’ rooted new ones, like Logistics 4.0 [15] or Supply
Chain 4.0 [2].

3 The participation of humans is not a consensus in this concept. For a different
perspective, see [19].
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circular boosters. The second group encompasses situations that simultaneously
influence and benefit from digitalization.

The most common digitalization booster is the application of technological
advances, divided by [14] as: core and complementary. According to Hahn [14],
core technologies connect people, technical systems, and organizations produc-
ing an environment for smart relations, increasing autonomy, and well-informed
decisions, such as Big Data Analytics, cloud computing, or artificial intelligence.
Notwithstanding, complementary technologies aggregate tools to induce pro-
ductivity, agility, and responsiveness, like the Internet of Things, blockchains,
sensors, cyber-physical systems, 3D printing [21].

Companies make use of technological advances seeking to gain productivity in
their processes in order to achieve scalability and flexibility [14], meaning that, in
a broader sense, they are willing to increase their competitiveness [11]. However,
Hahn [14] found a gap regarding the employment of technological advances’
business impacts, especially considering their potential productivity outcomes,
therefore:

– Hypothesis 01: Managers who employ technological advances in their pro-
duction observe better financial results after doing it.

– Hypothesis 02: Application of technological advances increases companies’
flexibility.

Even though applying such technologies is utterly necessary for boosting
digitalization, other factors also contribute to the digitalization process within
supply chains. The following boosters are defined as circular because they are
simultaneously inductors and consequences of digitalization in a virtuous cycle,
which means that they propel digitalization and benefit from it.

The first circular booster is the increase in market competitiveness. Con-
sidering that supply chains are focused on offering services or products that
fit consumers’ needs, creating value for them, digitalization enables mass cus-
tomization [3,8,9,12,16,22], and redesigns production networks [19]. Through
digitalization, supply chains expand their markets [21]. The second aspect of
competitiveness improvement regards the simplification or the automation of
processes (production, procurement, inventory, tracking, control),4 reducing the
financial costs of managing information, delivering to final consumers, resource
planning [2,16,20,22,23], improving flexibility, accuracy, and efficiency [2].

As proposed by Alicke, Rexhausen, and Seyfert [2], Supply Chain 4.0 would
impact firms by decreasing operational costs (by 30%), lost sales, and inven-
tories (each by 75%). These values derived from the authors’ “experience with
numerous studies and quantitative calculations” [p. 08]; however, the authors do
not present such studies database, and the calculations’ methodology was not
discussed in their article, therefore:

4 For a more comprehensive improvement example, see [2, Exhibit 2].
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– Hypothesis 03: The market pressures managers to increase digitalization
within their companies.

– Hypothesis 04: Automatizing improves companies’ financial results.

The second circular booster is transparency for stakeholders [10,20,24]. As
supply chains become more explicit about their processes, stakeholders are
assured about standards, equalizing information asymmetries [24,25]. A col-
laborative environment among supply chain nodes [9,26], and constant combat
against data manipulation [23] creates transparency for consumers. Finally, as
the information that flows through nodes can be tampered with by any agent,
collaboration for continuously scrutinizing data is useful.

Despite realizing the importance of transparency as a critical success factor
for supply chains,5 Gani and Fernando [10] only discuss the transparency in
frameworks for ensuring safer practices. Thus, in a broader perspective:

– Hypothesis 05: Transparency increases companies’ responsiveness.

The third circular booster is traceability. Traceability contributes to elimi-
nating fraud during transportation and logistics, which can benefit from authen-
tication [27], and improve storage, avoiding losing track of materials/products in
warehouses [28]. This booster is essential, especially in the food industry [8,27]
because of concerns with quality and safety [3,23], or even specific characteris-
tics, like kosher food. In the food industry, traceability also allows data-driven
predictions regarding diseases or weather changes’ impact on crops [3]. Other
sectors, such as the clothing and pharmaceutical industry [24], also started ben-
efiting from traceability. For example, the clothing sector enabled consumers to
regard sustainability and labor practices. Traceability also allows the pharma-
ceutical industry to prevent counterfeit pharmaceuticals from entering the chain,
improve the control over prescribed-drugs, and rapidly deal with manufacturing
problems, for instance, recalling low-quality products.6

As recently discussed by Kittipanya-ngam and Tan [3], for traceability to
turn into an asset in food supply chains, both inter-firm collaboration and
government-to-government partnerships must occur, otherwise “no matter how
advanced the technologies are to support the supply chain operations, such ben-
efits will never happen.” [p. 170]. Meaning that, for companies/supply chains
to benefit from the results of quickly responding to problems or shifts in the
market, they must have real-time awareness of their products/processes, then:

– Hypothesis 06: Traceability increases companies’ resilience.

Despite circular boosters’ apparent importance, there have been no studies
dealing with digitalization impacts in supply chains. Regarding technological
advances, Ehie and Ferreira’s framework [21] was the only one dealing with
5 These authors [10] use originally the term ‘cyber supply chain’, which is a “digitally

integrated supply chain” [p. 5306].
6 The examples are not comprehensive, but allow readers to grasp the booster’s use-

fulness.
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their effects on digitalization. Kittipanya-ngam and Tan’s case-based conceptual
framework [3] built guidelines for implementing these technological advances in
food supply chains.

The conjunction of hypotheses 04 to 06 builds foundations for hypothesis 07.
On the one hand, these elements (automatizing, transparency, and traceability),
previously defined as inductors of digitalization, and their results (improvements
in financial results, responsiveness, and resilience) foster firms’ survivability. On
the other hand, as survivability is an essential feature to firms’ stakeholders,
decision-makers’ actions must account for it, creating grounds for digitalization
as a strategy for reaching such a feature. This feedback relates to the circularity
of boosters (market competitiveness, traceability, and transparency) and their
relation with digitalization, therefore:

– Hypothesis 07: Circular boosters foster digitalization.

Figure 1 summarizes the concepts presented in this section. It describes the
supply chains’ positive impact side, which results from the application of tech-
nological advances and the impact of circular boosters. Only circular boosters
contain a virtuous cycle for digitalization.

Fig. 1. Supply chains’ digitalization boosters

3 Digitalization Barriers

Digitalization barriers are aspects that harm the digitalization process. These
barriers represent everything that prevents firms/supply chains from achieving
digitalization. Just as the boosters, two groups divide the barriers: persistent and
sporadic. Managers’ experience becomes a tool for dealing with their negative
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impacts in companies/supply chains, enabling the division of possible barriers
into these two groups.

The digitalization process also comes with financial costs.7 These costs might
be related to the acquisition of technological advances or its development through
Research & Development departments [6,29]. Knowledge transfer also creates
financial costs through training and processes standardization, even if this trans-
fer happens within companies or supply chain partners [12,20]. This knowledge
sharing may create tensions costs amongst partners [3]. Financial costs are barri-
ers because employing technological solutions or redesigning processes will con-
tinually demand high investments from industries despite the obtained know-
how.

Moreover, decision-makers’ common pitfall as they use technological advances
or modify them in their businesses’ processes is not to consider the full range of
related costs [6,27]. Thus:

– Hypothesis 08: The costs of implementing technological advances are more
restrictive than those associated with transferring technology.

Another potential barrier to the digitalization process relates to trust issues
[5,29]. In cases where machine interaction replaces human contact, it becomes
less likely that the partners know who is on the other side of negotiations [22].
Another situation that creates trust issues among the supply chain’s stakehold-
ers relates to the collaboration to engage in an industrial ecosystem [3,12,25],
meaning that sometimes information is critical, and companies may not want
to share it. Finally, on this barrier, it is also possible to lose confidence in part-
ners if they suffer from cybersecurity issues [11,29]. As the manager’s know-how
increases, it becomes easier to deal with all the cases presented, which once
built a wall of distrust issues among partners. This experience enables decision-
makers to forecast potential scenarios that could obstruct the relationship with
stakeholders.

Di Vaio and Varriale [22] pointed as a potential limitation of their study
about the implementation of Port Communication Systems in sea-land supply
chains the need to investigate further specific aspects of inter-organizational
relationship systems, such as trust between players. This problem may extend the
frontiers of this specific supply chain because trustful relations are a fundamental
aspect of economic relations, and, the authors describe, trust as a “relevant inter-
organizational characteristic(s)” [22, p. 229], then it is important to study if:

– Hypothesis 09: Digitalization decreases trust among partners.

A third barrier relates to technical requirements and standards to be ful-
filled as supply chains add technological tools for reshaping their manufacturing
processes, operations, and services [3,4,19,20]. A potential problem such require-
ments may bring regards supply chain members’ capabilities [4], since adjust-
ing capabilities may redesign the network, diminishing nodes, and increasing

7 The costs exemplified here will not cover all possibilities. For other costs, see [27].
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responsibilities in remaining ones. Added to that, full benefits from meeting such
technical requirements/standards only come from horizontal integration among
supply chain nodes [15,28]. This third barrier also represents a sporadic prob-
lem; once the gaining in managers’ experience, facilitates reshaping or attending
requirements.

The decision about digitalization, especially deriving from the employment
of technological advances, builds a continuous condition of resources’ allocation
by decision-makers [10]. Despite these authors recognized this need, no study
empirically assessed this engagement yet. Hence:

– Hypothesis 10: Process changes that emerged from applying technological
advances take more engagement than other process changes.

Despite the barriers mentioned earlier, cyber-risk8 is the last critical for dig-
italization. This barrier is crucial because digitalization creates technological
dependency through technological application directly in production/processes
or when employed to support production. Cyber-risk derives mainly from access
points that enable information sharing between external supply chain part-
ners, allowing exploitation of technical and human vulnerabilities [10,15,19].
Cyber-risk creates direct (e.g., production impediments, regulatory problems,
and fees) and indirect (i.e., mistrust among partners, reduction of market value)
costs [26,30]. Additionally, even after surpassing all previous barriers, cyber-risk
remains a potential impediment due to its dynamics and unpredictability [30],
meaning that, just like costs, cyber-risks are a persistent barrier.

Cyber-risk also poses in-company problems and inter-organizational ones,
ergo “resilient supply chains can better prompt to react (to cyber-risks).” [30,
p. 65]. Nevertheless, to become resilient, traditional supply chains must redesign
their processes, focusing on increasing their resilience. Moreover, as presented by
Siciliano and Gaudezi [30], “companies suffer from poor communication, over-
confidence in technical investments and lack of integration and alignment of
measures and procedures throughout the whole SC.” [pp. 65–66], therefore:

– Hypothesis 11: Cyber-risks increase processes’ changes at the firm level.
– Hypothesis 12: Managers are confident in firms’ cybersecurity.
– Hypothesis 13: Managers are confident in the supply chain’s cybersecurity.

Ergo, there are two types of barriers: sporadic (trust issues and technological
requirements) and persistent (cyber-risks and costs). This division considers the
managers’ experience. If, on the one hand, experience builds a path to overcome
sporadic barriers, persistent barriers, on the other hand, remain, and they are
only manageable using this experience, thus:

– Hypothesis 14: Persistent barriers’ impact on digitalization is higher than
sporadic barriers’ impact.

8 We opt to aggregate IT and cyber risks under cyber-risk terminology. For those
interested in their differences, see [30, p. 59].
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Figure 2 condenses the negative impact side. There is a difference in each
barrier’s impact to supply chains, described by the arrow’s continuity linking
each barrier’s group to supply chains. On one side, there is a dashed arrow
linking sporadic barriers to supply chains. This arrow indicates that managers’
experience would be enough to deal with these barriers’ negative impact. Con-
versely, a straight-arrow links persistent barriers to supply chains, indicating
that managers’ experience can only reduce the flow but cannot block it.

Fig. 2. Supply chains’ digitalization barriers

4 Final Remarks

Industry 4.0 is a shift in paradigm that changed the way people and firms interact
with each other. One of the primary sources of this shift is the digitalization that
points to a new business direction. This paper described the aspects that interfere
positively and negatively with digitalization in supply chains. Figure 3 sums up
these concepts and condenses the crucial aspects of Figs. 1 and 2.

The hypotheses presented in Sects. 2 and 3 are the building-blocks for our
framework. Collecting managers’ perceptions from different sectors allow the
study to assess these blocks. As we opt to work with companies spread through-
out the economy, it may be possible to find sectoral specificities that can indi-
cate the need for further focused studies. Furthermore, evaluating this set of
hypotheses will help determine how boosters and barriers impact digitalization
in companies and concurrently in supply chains. Figure 4 represents the diagram
for a research framework created to observe managers’ perspectives about the
impacts of digitalization boosters and barriers.
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Fig. 3. Supply chains’ digitalization: boosters and barriers

Fig. 4. Supply chains’ digitalization research framework

The first phase defines concepts and hypotheses about digitalization boost-
ers and barriers. The conceptualization derives from a literature review dis-
cussing the characteristics that divide boosters and barriers. After consolidating
the hypotheses, a questionnaire collects managers’ perceptions of digitalization’s
positive and negative impacts. The third phase measures the consensus through
membership functions over digitalization’s impacts on supply chains. Finally, the
study focuses on finding ways to manage the negative aspects of digitalization.

Digitalization process creates a thin line between boosters and barriers, as
perceived by [9], meaning that even though supply chains benefit from the pro-
cess, managers must consider new ways to deal with potential problems. Such
awareness tends to improve firms’ management process9 since it increases pre-
paredness and flexibility through the analysis of what-if scenarios [19].

Alongside that, if correctly used, the benefits of passing through the digital-
ization process are higher than the costs for implementing it in supply chains
[22]. Nevertheless, researchers need to focus on this quantification to solidify the

9 For a strategic perspective of how inserting digitalization into supply chains, see
[1, Figure 4].
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idea. Besides that, not all products, especially food, can be cultivated anywhere
[3], then digitalization plans must consider such impossibilities.

Digitalization also impacts the way integration10 processes. Digitalization,
for instance, creates space for omnichannel supply chains [15,16], representing
an integration that flows further from horizontal and vertical integrations [18].
Using technological advances allows processes’ integration in both directions; it
also provides to supply chains’ nodes real-time data on flows [2,31,32] that are
useful for decision-making, increasing resilience.

Practitioners who want to begin their digitalization process must consider
three steps [1]: 1) think big, 2) start small, and 3) act fast. The first step is
related to the first circular booster (market competitiveness). The second step
considers both the technological requirements barrier and the cyber-risks bar-
rier. The third step tries to break with the conception of waiting for the right
moment since, as previously mentioned, the digitalization trend is irreversible.
Before operationalizing them, decision-makers should carefully plan this process.
Otherwise, the companies or supply chains might suffer from massive setbacks.

Additionally, managers must be aware that there is no ‘one-fits-all’ solution;
therefore, despite becoming more experienced, their experience should not blind
them against the barriers’ dynamics, especially in terms of cyber-risks.

Future studies on the digitalization process should concern with: 1) assessing
how each group of boosters and barriers impacts managers’ perception of digi-
talization in supply chains. 2) Understanding how humans relate with machines
in their work routines, as suggested by [15]. Furthermore, 3) the implications of
supply chains’ digitalization on an omnichannel perspective, as in [16,20].
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Abstract. The management of end-of-life vehicles (ELVs) is a key element for
global sustainability. In this context, vehicles dismantling companies need to
improve their production processes in order to achieve not only cost-effective,
but also sustainable systems. Major challenges for these companies result from
the enormous variety of components to be disassembled and stored, and from
uncertainty at the ELVs’ supply and at the components demand. In this paper,
a study for the improvement of the processes associated with the locating and
identification of stored components in the warehouse of a Portuguese ELVs dis-
mantling companywas developed, observing the company’s current processes and
the potential opportunities for improvement. From here, propositions were made
to update the warehouse management system (WMS), warehouse layout, compo-
nents location/ identification and its codification. This study is potentially useful
for the case-study company as well as other businesses from the same sector.

Keywords: Process improvement · End-of-life vehicles ·Warehouse
management system

1 Introduction

The amount of consumer goods globally discarded has become one of the main chal-
lenges for sustainable development. In this regard, the management of end-of-life goods
is a key-element for sustainability, which means answering to the negative impact they
may have for the environment as pointed out by [1, 2, 3].

This is the case for the automotive industry. The automobile has become popular
worldwide, transforming people’s lifestyle and habits. There is an increasing number of
vehicles circulating, and thus an increasing number of end-of-life vehicles (ELVs) [4].
This consequently makes the 3Rs (reuse, recovery and recycle) gain a more important
place in public management (see e.g. [5, 6]). This is especially true because ELVs create
great volumes of material residue, besides dangerous oils and fluids [2].
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In this context, European countries must assure the collection of residues from ELVs
and their delivery to authorized treatment installations [7]. In Portugal the Sociedade de
Gestão de Veículos em Fim de Vida (or Society for ELVs), Valorcar, is the institution
responsible for promoting the correct management of waste related to the vehicle life
cycle.

Dismantling companies have a particular manufacturing process: parts or residues
from vehicles on the end-of-life are already a final product, differently from the man-
ufacturing companies, which require the fabrication and assembly of a final product.
Still, dismantling companies share similar processes to traditional manufacture, such as
purchasing, storage, marketing, and distribution. They are also similar for the fact that,
once they belong to a free-competition market, they need to aim the increase in produc-
tivity and production efficiency, as well as finding ways to address market demands in
order to keep themselves competitive and profitable (see e.g. [8, 9]).

Oneof the strategies utilized to reduce cost of production and increase the competitive
potential of a business is to improve the storage management [10]. The order picking is
the activity that absorbsmore time and labour in awarehouse and influences significantly
the efficiency of the supply chain. A simple form of obtaining more efficiency in order
picking involves the assignment of more proper places for the storage of items [11].

In the case of ELVs, to efficiently manage the operations for recovery of components
is a challenging problemdue to the uncertainty of quantity, age and quality of the returned
vehicles [12]. Besides, the materials flow planning in a dismantling company is highly
complex once it involves a high level of volatility on the demand for disassembled
components, high variety of components for storing (with distinct sizes), differences in
technical conditions for every component, and workers’ subjectivity for taking decisions
about choosing which components to reuse. Therefore, storage becomes one of the most
important processes in a dismantling company [9].

This work aims to propose improvements in the locating and identification pro-
cesses at the warehouse of ELVs components. This proposition was developed based on
literature and on an already existing process in a car dismantling company.

The reuse of ELVs is a well-known subject in literature [13]. However, there are not
works that consider problems in the area of dismantling companies storage installation,
and every action taken to improve the competitive position of these companies is valued
and desired [9]. Since there few studies on the subject and, to the best of knowledge,
this does not address the problem of identifying/locating items in the warehouse of
dismantling company, this work plays an important role as case study.

The remainder of the paper is as follows. Section 2 makes a concise literature review.
Then, Sect. 3 presents the methodology used in the study, and Sect. 4 describes the
applied work. Finally, Sect. 5 presents the concluding remarks, highlighting suggestions
for further research work.

2 Background

Every product on the end of its life has a reverse logistics to be studied in order to
decide its best way of treatment. Reverse logistics is the collection of goods used by
consumers and their transportation to a suitable termination [14]. In this sense, ELVs
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draw attention to themselves because of the contradiction between fast increase in car
sales and their low recovery rate (see e.g. [13, 15]). Knowing that vehicles have a
considerable environmental impact on every stage of their lifecycle [16] and that the
quick development of new technologies in automotive industry has shortened vehicles
lifecycles, the disposal of ELVs exercises a strong pressure over the environment and
human life [5].

Aiming for a sustainable development regarding the ELVs, reverse logistics manage-
ment was adopted in several sectors and considered a highly highlighted option among
the strategies suggested to solve these problems [5]. Besides environmental conservation,
the application of strategies in reverse logistics services can also produce economic and
social benefits [13, 17]. The economic aspect is presented by the maximization of profit
- through recycling industry, for example [18]. If the system is profitable, it becomes
more attractive to investors. The social dimension is related to the implementation of
a recovery net. The creation of new jobs and the standardization of operations lead to
human development [17].

Ene and Öztürk [14] and Phuc et al. [5], among others, investigated the optimization
of vehicles reverse supply chain, which includes several stages for products recovery and
residue management. These stages comprehend strategies such as recycling, reuse and
remanufacture [19]. Recycling refers to the creation new products from the raw material
from the original product [20]. To reuse is to use the same piece again for its original
purpose, and remanufacturing is the processing of the main product of the component
back into its original form [21]. The dismantling companies benefit especially from the
sales of metals for recycling and of components for reuse. The low-value non-metallic
residues, such as plastics, glass, and composites, are usually crushed and sent to a landfill
site or for recycling (see e.g. [17, 22]).

For Xiao et al. [15], the features of the industry involved in the reverse supply
chain are different for developed countries and developing ones. In developing coun-
tries, the illegal ELVs market is still very strong. This fact interferes in formal recovery
and dismantling companies’ performances, making them lose their competitiveness and
bringing risks for traffic security, environmental protection and resources utilization.
Therefore, the optimization of reverse logistics net efficiency is imminent, as well as
the dismantling companies’ necessity to improve their production processes and achieve
sustainable systems for ELVs recovery [8].

3 Methodological Procedures

Gerhardt and Silveira [23] refer that applied research creates knowledge for practical
application, intending to solve specific problems, involving local truths and interests.
This study is of applied nature because it aims to apply process improvement theories
into the reality of a certain model of company. According to Silva and Menezes [24]
this research can be considered a qualitative approach, as it does not require the use
of statistical methods and techniques, and researchers tend to inductively analyse their
data. It can also be considered an exploratory research because it aims to provide greater
intimacy with the problem, having as basis literature review, interviews with people and
examples analysis [25]. The research strategy utilized in this paper is the application of
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BPM (Business Process Management) concepts, composed by two steps: analysis and
propositions, as suggested in literature.

The organization chosen for the application is an ELVs dismantling company,
founded in 2008, located in the Industrial Zone of Castelo Branco, Portugal. The com-
pany operates with twelve employees and acts receiving and treating ELVs - which
includes the removal and separation of materials for posterior reuse, recycle or suitable
disposal. Themain business area of the company is the commercialization of components
extracted from the ELVs; but they also sell new components.

Theworkwas executed in two stages: (i)Analysis of the current state (ii) Propositions
for improvement. The analysis of the current state started with an interview with the
company owner, so he could introduce the company’s main goals and difficulties. In the
local visits, an active observation of the macro process of the dismantling was made,
since the removal from the company site until the storing of components. The aimwas to
understand how these processes interrelate. Later, the drawing of this macro process and
inner processes was made, utilizing the software Bizagi Modeler and BPMN notation.
In parallel, data and perceptions from the people involved in the activities were collected
to help in the analysis making.

After understanding and visualizing these processes, it was possible to search for
improvements [26]. The propositions made for improvements for this company were,
therefore, based on the observation of their processes, on the theoretical framework
presented here in this paper, alongside with the company’s manager perceptions about
their needs and challenges.

Dismantling companies can benefit from the application of Lean tools, even though
these companies business models are different from those of production companies
[27], and there may be some barriers for their implementation, especially regarding the
possibility of reducing levels of storage, as pointed out by Hasibul et al. [8]. Thus, for
the propositions, Lean concepts were also utilized to suggest improvements, aiming to
reduce waste.

For analysing a process, ABPMP [28] suggests as a good practice to perform bench-
marking - to learn from the best practices of similar organizations. The development
of the propositions also utilized benchmarking, taking as reference another dismantling
company in Portugal, appointed byValorcar as the national reference forwarehouseman-
agement; and a company from the textile sector, from the same region of the dismantling
company, because it also had a large warehouse to manage.

At the end the proposals were critically analysed by the company’s manager through
a presentation - inwhich he also contributedwith appointments. The results of the applied
work are described in the next section.

4 Study

This section describes the current situation concerning of the company production
processes. In addition, there are presented the difficulties of the process of locating
components and propositions for its improvement.
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4.1 Company Current Situation

The company dealswith awide range of reusable component types,which are dismantled
and stored, with the uncertainty of demand (result of the durability of the components
in vehicles in service, accidents, etc.) and with the uncertainty on the arrival of the ELV
for dismantling. One strategy used by the company to deal with this kind of uncertainty
is to keep in storage a high number of components. This however resulted in three
main problems identified by the production manager: (i) high time required for order
picking; (ii) lack of control of storage; and (iii) hard identification of components in the
warehouse, because of the way they were stored.

Fig. 1. Macro process of an ELV dismantling (Level 0).

The company follows the process activities imposed by Valorcar [29]. Figure 1
presents the mapping of level 0 (macro process) of the company. All data registration is
based on a spreadsheet.

The first process, receiving the ELV, involves the tasks of requesting the neces-
sary documents for cancelling the ownership and executing the cancellation, controlling
destruction licenses, de-pollute the vehicle (removal of fluids and hazardous compo-
nents) and storing it at the company’s yard (open storage). All documentation tasks are
performed by the administrative sector. In this step, it is not made a management register
- as an inventory entry, for example. The handling of the vehicle is performed by internal
logistics. They take the vehicle to the place where it is de-polluted and, later, the same
employee allocates it back in the company’s yard. The location of the vehicle in the yard
is currently not documented.

Thedismantling process includes the decision andorder ofwhich car to dismantle and
which components to remove. Next, the vehicle is taken to the dismantling workstation
where components are extracted. After dismantling, components are separated in two
main types with economical value for the company: (i) components for reuse (e.g.
engines); and (ii) components for recycling (e.g., bumpers). The decision concerning
which vehicles and components are dismantled, depend on the manager’s empirical
knowledge. He decides whatmay or not be dismantled based on his empirical knowledge
about potential demand, economic value of the components and (expected) quantities in
stock.

The third process, storage, involves storing the compacted carcass and materials for
recycling in the yard, besides the storing of the components which will remain in stock
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for sale. The focus here is in the storage of components. This process begins when an
employee reaches the component in the dismantling workstation, uses a white marker
and writes the name and model of the component, allocating it in a pre-established shelf.
There is a person responsible for the warehouse, but there isn’t a standard procedure
for storing the components - workers allocate and withdraw the components from the
warehouse without any record of these operations.

Regarding the pre-established locations in the shelves, a study about the warehouse
layout was never done and the company utilizes a combination of open storage (yard)
and dedicated storage (components warehouse). The components organization in the
warehouse is done without considering criteria such inventory turnover rates or order
piking costs. The only criteria occasionally used are the component weight and dimen-
sions, so heavy items such as engines are usually kept on ground level of the warehouse
shelfs. The storage is made of horizontal and vertical shelf units and there is not a
standard identification on the shelves. Moreover, there are no performance indicators
implemented.

The process of locating/identifying items in warehouse is based on the memory of
two employees responsible for the task. Sometimes this results in dismantling component
the client wants in a stored vehicle, when this component is already in stock, but workers
didn’t find it.

The last process refers to the delivery of the component to customers.

4.2 Improvement Propositions

After this initial analysis, it became clear that the process of locating/identifying com-
ponents is critical and interferes directly with the delivery of value to the costumer, and
the company has interest in improving it. Therefore, propositions are focused here.

Warehouse Management System. It is known that a warehouse management system
must have tools for supporting the main steps and logistics of the entry process (or
reception), production and exit (or expedition) [30]. When looking for possibilities of
improvement for this process, it was clear that it was related to all the processes shown in
Fig. 1. All could be facilitated if there were records of the components since the arrival
of a new ELV at the company, until the delivery of reusable components or recycling
materials. Thus, the first suggestionwas the implementation of awarehousemanagement
system, which should receive data through all the steps previously described. ABPMP
[28] identifies principles that must be applied in a macro process in order to improve it.
Among them, there is one about modelling: to invert the modelling course. This means
to start the modelling by the deliverables that the process must generate and recognize,
in this reverse path, the inputs, references, and the infrastructures associated with each
transformation. This principle was utilized to understand how locating/identifying a
component at the right moment in time affects every other process performed inside the
company. In order to make the moment of the sale efficient - the implementation of a
WMS to help locating components - all the other processes were remodelled.

Warehouse Layout. Throughout an analysis process it became clear that there were
important improvements to be done in the warehouse layout, concerning the allocation
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of components to shelfs and identification of components. Although the warehouse is
well located in the company site, between the dismantling site and the company store
(selling point), what may favour the time spent in movements, its internal layout should
be improved. This included developing a codification system for the warehouse’ shelves
in order to better identify the components location. The suggestion was also to keep
the dedicated storage, with a fixed place for each product, and to adopt performance
indicators such as the turnover storage, which means that the products are distributed by
the storage area, according to the turnover - even though at first there would be scarce
data to do it. The dedicated storage smooths the employees’ adaption to the changes in
the layout and it is useful for components with great variability of weight, decreasing the
efforts with displacement; the turnover storage helps the company to also decrease the
time spent by employees moving inside the warehouse [31]. The turnover information
will be obtained by the WMS.

Components Codification. An alphanumeric coding was suggested to classify the
components removed from the ELVs. It is composed by two initial digits, indicating
the automobile brand, as it already is utilized by the company (e.g., Audi - AU). This is
followed by three digits, which indicate the car model; The next two digits indicate the
year of the model and the finally five digits (three for the component type and two for
the components variations) indicate the component classification. An example of com-
ponents variations is the window-winding mechanism there can have four variations for
a same car model: right front, left front, right rear, and left rear.

Fig. 2. Example of alphanumeric coding for ELVs components. Source: the authors.

Figure 2 shows an example of component coding. Acknowledging that code 005
refers to window-winding mechanism, the four codes mean that there are four variations
for this type of component. This type of coding is useful even at the arrival of ELVs at the
company, because the coding of brand, model, and year can be used. Some components
may be used bymore than one car brand or model (e.g. engine). This way, the component
coding and its variations can be used in isolation, to locate this type of components.
Searching in a data base for the last five digits, will allow all similar components can
be found regardless of its brand and model. The storage coding can also be done by
addressing. Addressing is a technique that facilitates locating the items. In the addressing
system, the warehouse can be divided into places, streets (shelves), columns, and levels
[32]. We adapted this system for the company in the following way:
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• W_=W0(externalwarehouse);W1 (mainwarehouse);W2 (secondfloorwarehouse);
W3 (store storage); W4 (warehouse under construction).

• S_ = S1; S3; … S25 (Left side shelves − odd numbers); S2; S4; … S26 (Right side
shelves − even numbers).

• C = A, B, C, D, E (corridor letter)
• L = 0 (ground); 1 (level 1); 2 (level 2); 3 (level 3); 4 (level 4); 5 (level 5).

The warehouse location may be implemented using bar codes or RFID to facilitate
the register of new components in the system.

4.3 Remodelled Processes

After above improvement proposals, the receiving, dismantling, storing, locating, and
delivering processes were remodelled. This subsection describes the changes each
process suffered.

Fig. 3. Modeling of the process of locating components (Level 1).

The receiving process was changed to consider the tasks of inserting the ELV data
(brand, model, and year), which of its components can be reused and where is in the
company yard. This way, even though the ELV is not already dismantled, its components
are already considered as part of company storage. The responsible for the external
logistics can make this register with a mobile device or a tablet. Each vehicle can be
coded as it is suggested here, as well as they can receive bar codes or RFID, to facilitate
the communicationwith the system, decrease spent time, cost, and errors in the collection
and insertion of data [33].

The dismantling process was provided with information concerning components
demand and in-stock availability, etc. to support decision making. Demands for this
type of business is hard to be determine, however, authors like Hao et al. [34] already
suggested a way of do it. The information from administration to external logistics can
be done via WMS. The storage process will substitute the white marker for labels with
the component’s codes. After dismantling each component must be registered in the
system and updated with the new location inside the warehouse (replacing the first one
given in the yard). With these changes, it is expected to decrease the customer’s waiting
time, which gives a better perception about the company’s value.
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In this way the locating/identification of components in the warehouse will not
depend on employee’s memory. All the locating can be done via the WMS (Fig. 3).
The information flow between the company store and internal logistics can also be done
in the WMS. At the delivering process, the sale must be registered in the same system
so that the component is no longer accounted as available.

5 Conclusions and Future Research Work

Warehouse management in ELVs companies is not trivial, once the uncertainty of supply
and demand for ELVs components creates a wide range of storage needs. This essential
result from the large number of components and the large variability in size, weight,
shape and volume of these.

In this paper, we presents some of the solutions developed for the problem of locat-
ing/identifying components at the components warehouse of Portuguese ELV disman-
tling company. It is acknowledged by the authors that the improvements discussed in here
are not of instant implementation, given that data required by the electronic warehouse
management systems. However, it constitutes a basis for the development of a strategic
management of processes and a starting point for a culture of continuous improvement.

Future research should integrate demand forecast and financial issues in the ware-
house management system, in order to allow for decision making considering the
potential impact on the company’s profit.
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Abstract. A common finding in absenteeism research is that women are, on
average, more absent from work than men. Currently, there is a particular absence
culture for women since gender inequality is still a problem in the Portuguese’
workplace. As it is exposed in this article, there are several causes of absenteeism
associated with gender that are qualitatively different for men and women. In
order to face this problem, a study was developed on a real company producing
electric components, although due to confidentiality it is not possible to name
the company. By using lean principles and concepts and improving women’s
working conditions through different line operation mode, ergonomic changes
and an incentive system, employers can reduce women’s absenteeism but also
have a significant impact on the companies’ revenues. A Rabbit Chase operating
mode was simulated and the results are promising in terms of reducing the impact
of absenteeism in the production performance as well as having the potential of
reducing the absenteeism itself.

Keywords: Absenteeism · Gender equality · Simulation · Lean production

1 Introduction

Absenteeism is frequently defined in dictionaries as a habitual pattern of absence from
a duty or obligation without good reason. The part “without good reason” is not shared
by every definition but even with or without a good reason, employee’s absenteeism is a
challenge that many companies must deal every day. Absenteeism definitely translates
into a significant negative impact on companies’ performance. Absenteeism is a cost for
organizations since it frequently leads to labour productivity reduction, greater difficulty
in meeting delivery dates, greater difficulty in planning the work, increase in stress at
work, aswell as other negative consequences.Moreover, in the long run, absenteeism can
culminate in an employee getting fired or even quitting. Consequently, the recruitment,
training and adaptation process of the new employee can have negative impacts on the
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normal operation of the company. Some interesting insights about cost of absenteeism
is presented by [5].

In 2017 the absenteeism rate in Portugal was of 6.81% according to Portuguese
institute of statistics [7] being sickness the main cause, representing 45,91% of absence.
Sickness is also referred in other studies as being the main expression of absence
behaviour [9]. Other common causes of absenteeism are family responsibilities, preg-
nancy and maternity leave, minor illnesses, acute medical conditions, injuries, burnout,
stress among others. Going back to the Portuguese reality, on average in 2018 the Por-
tuguese workers missed almost six days (5.9) of work per year, due to sickness [12]
resulting in an estimated 2.200 million euros in costs for the national health system. It
becomes quite clear that the absenteeism plays a major role in the economy and for that
and many other reasons should be reduced.

Companies around the world face this problem with greater or lesser difficulty and
with greater or lesser impact on their performance. This study takes place in a company
where the managers are very concerned about the levels of absenteeism among their
female workers. The managers are committed in finding ways of reducing this problem
and took advantage of an interesting opportunity of having external help. This study was
conducted by a team of industrial engineering and management students while carrying
out a Project Based Learning program at theUniversity ofMinho in the north of Portugal.
This one semester project took place in a local company, with around 300 employees,
mainly dedicated to the assembly of electric components. One of the problems presented
to the students to solve was high absenteeism rate among the female employees, which
were around 90% of the workforce in the assembly cells. This absenteeism was having
an extreme negative impact in the productivity and response capacity of the company.

2 Absenteeism and Gender

Since in this study the main problem was the female absenteeism it is important to
understand the possible differences between female and male absenteeism. Since there
is little literature on the subject and limited statistical data on absenteeism and its causes
in Portugal, this topic turned out to be very relevant. In order to understand the context
of the Portuguese population, it was collected statistical information from Pordata [14].
This is a certified statistic database with data related to Portugal.

The active Portuguese population by age group is presented in Table 1. The age
groups with the higher number of people working were in 2018 the age groups from
35 to 44 years of age with a bit more than 1384 thousand workers followed by the age
group from 45 to 54 years of age with a bit more than 1322 thousand workers. This is
particularly important because the absenteeism can higher in these age groups because
people are more likely to get ill and miss work.
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Table 1. Active population: total and per age group [15]

Year Age group (thousands of individuals)

Total Under 25 years 25–34 35–44 45–54 55–64

2005 5461,4 541,3 1446,2 1367,0 1150,7 631,1

2010 5489,7 418,2 1325,4 1450,0 1273,1 699,3

2015 5195,2 369,5 1083,6 1443,3 1284,3 768,7

2016 5178,3 364,2 1054,8 1429,3 1295,6 795,6

2017 5219,4 371,3 1033,4 1407,5 1314,3 845,6

2018 5232,6 371,9 1016,4 1384,2 1322,5 881,2

Another factor that can be relevant is that although the average monthly basic wage
of workers has been steadily increasing over the years, the difference between genders is
maintained over the years, with men earning in average more than women. This fact that
can be seen in Table 2 may lead to more absenteeism, as women can feel less motivated
[17].

Table 2. Average monthly subsidy: total and per gender [16]

Year Gender (euro - average)

Total Masculine Feminine

2005 764,7 832,5 672,0

2010 899,0 976,7 800,8

2015 913,9 990,1 825,0

2016 924,9 997,4 840,3

2017 943,0 1012,3 861,2

In Portugal, the gender salary gap tends to widen as the population gets older [17].
For workers under 30, the gender salary gap is e 5.6 per hour and this value continues
to increase with age.

2.1 Causes of Absenteeism and Its Relationship with Gender

Despite all the progress made so far in promoting gender equality at work, when talking
about differences in absenteeism values the reality is indeed disquieting. In general,
there are stereotypes about women that create a culture of expectation and legitimacy
around female absenteeism and lead to real absenteeism. In fact, it is often reported in the
literature that absenteeism in women is higher than in men, and this is usually justified
by several reasons. Studies show that women usually have a weaker immune system
than men and ill more often. Others point maternity leave and childcare as absenteeism
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causes since women are usually associated with the role of caregiver [13]. Additionally,
the authors point to bullying and stress as a cause of female absenteeism.

Women and absenteeism is a topic that has been discussed by politics since World
War I and that has comeuponcemore overWorldWar II. Since then, absenteeismcultures
have been settled according to gender, namely that absenteeism would be more accept-
able for women than men. Several reasons have also been invoked to explain women’s
absenteeism culture such as less interesting jobs, poorer working conditions, more frag-
ile psychological and physical health, family and childcare responsibilities. Finally, it
can be argued that women are more absent because it is more socially acceptable for
them to be [4].

Regarding the Sickness, and according to the same authors, women tend to call more
sick days since they are the ones who suffer the most from physical symptoms such as
insomnia, migraine headaches and depression. According to the Order of Psychologists,
in Portugal, absenteeism has increased due to work-related stress and mental health
problems. In addition to absenteeism, the consequences of poor mental health create
numerous negative effects on businesses, such as reduced performance and productivity,
low motivation and high employee turnover [2].

Regarding occupational diseases, in 2017 women had more occupational diseases
than men and the age group that most suffered from occupational diseases was the one
between 50 and 54 years old, as shown on Table 3 [1].

Table 3. Occupational diseases: total and per gender

Age group (years) Total

Feminine Masculine Total

25–29 22 8 30

30–34 88 43 131

35–39 243 78 321

40–44 359 136 495

45–49 439 161 600

50–54 670 233 903

55–59 501 228 729

60–64 211 164 375

65–69 7 26 33

Total 2.554 1.087 3.641

Moreover, according to the Portuguese Health Ministry the main disease that is
causing absenteeism amongst women is musculoskeletal injuries, specifically low back
pain and neck pain [11], which are also the most common injuries work related.
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Maternity Leave. When compared to men, women take more days off on maternity
leave. In 2007, 92.6% of the women that had children took a maternity leave. Conse-
quently, only 7.4% of the men took paternity leave. This means that women tend to be
absent from work longer than men [3].

Assistance to Family Members. In most families the role of women is unequivocally
linked to the role of caregiver, either because men refuse this responsibility, or because
women prefer to be carers. On the other hand, for many couples, the choice of who
should be absent from work to care for their family is a result of a rational economic
choice since women earn on average 18.2% less than men [4]. The problem is that while
maximizing couple income, women enter a cycle, where lower wages justify higher
absenteeism which in turn justifies lower wages [10].

Moreover, about 18.1% of all women aged 15–64 regularly provide care for children
under the age of 15 (in addition to their own children or spouse’s children) and to sick,
disabled or elderly people. In total, about 64.4% of caregivers were women [6].

2.2 The Costs of Absenteeism

The absence from work may be justifiable or unjustifiable. Absences motivated by the
impossibility of working due to illness, accident, assistance to a child, grandson or
household member are considered justified. Any other absence, such as maternity leave,
is considered as unjustified [18].

Justified absences and those authorized by the employer are paid by the company.
Concerning absences due to pregnancy, these are considered parental leave. In Portugal,
this leave has a duration of 120, 150 or 180 consecutive days and is paid by Social
Security [18].

InPortugal, direct and indirect costs of absenteeismare around3.6%ofGrossDomes-
tic Product. Half a million Portuguese do not work daily for unjustified absences or
casualties, representing about 3.7 billion euros per year [8].

This chapter emphasised the importance of studying absenteeism and the role it plays
in companies, highlighting its high costs. In this context, it is crucial that employers
properly manage their human resources and the absence of their employees, as this
absence can cause a serious problem when it goes beyond normal limits.

3 Statistical Data Collected in the Company Under Study

First of all, to develop this study it is important to know this company population, their
characteristics, in order to connect these aspects with the absenteeism involved in the
company. The main features of this population that are going to be analysed are: age
range, gender, level of education, type of worker and working time. All values shown
on Table 4 and Table 5 were given by this company from 2018 data.
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Table 4. Company’s population: age range (%)

Age range 18–30 31–40 41–60

(%) 12% 8% 81%

Table 5. Company’s population: gender (%)

Gender Female Male

(%) 82% 18%

By interpretation of these results, it is easily concluded that the majority of the
company’sworkers are female (82%), have age comprehendedbetween41 to 60years old
(81%) and are working on the company for more than 20 years (66%). Also, concerning
to the level of education of these workers, 34% of them have only done the 3rd cycle
and almost half of the population has studied only until High School (48%).

Overall, the workers’ population is mostly women and have been working on the
company for a long time that reflects on the high number of people being on the oldest
age group of 41 to 60 years old.

3.1 Causes of Absenteeism

According to the company data related to causes of absenteeism among their employees
the numbers are presented in Table 6. The main cause of absenteeism, with 38%, is the
professional off sick meaning that workers skipped work because of an illness that was
developed while working. On the other hand, 33% missed work because they were sick,
and it was not work related, while 14% did it because of family assistance.

Table 6. Company’s population: causes of absenteeism (%)

Causes of absenteeism (%)

Off sick 33%

Professional off sick 38%

Family assistance 14%

Others 15%

3.2 Absenteeism and Gender

Firstly, the relation between the causes referred above and the workers’ gender was
analysed. Through Table 7 it is evident the disparity between men and women absence,
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since this organization is mostly constituted by women, as shown above. Evidently, the
company needs to analyse the causes of this absenteeism as well as figure out what is
wrong and try to get around the problem.

Table 7. Company’s population: causes of absenteeism by gender (%)

Gender Off sick Profissional off
sick

Family assistance Others

Female 91% 100% 96% 84%

Male 9% 0% 4% 16%

Total geral 100% 100% 100% 100%

This company’s production processes require a very thorough manual operations.
Therefore, women’s professional off sick has the higher percentage in comparison to
men that have none since man don’t do this type of work in this company. Frequently,
women are associated with being more precise and delicate. In result they are the ones
hired to do this type of work.

The second big disparity is related to family assistance. This reflects on 96% of
absence due to family assistance by women. Once again female workers have the highest
percentage comparing to male workers. As mentioned before, in most families the role
of women is unequivocally linked to the role of caregiver.

3.3 Absenteeism and Age Range

As shown above, the age group that predominates in the company is the oldest one (41–
50 years old) and it is the same one that has the highest percentage of absenteeism, as it
is possible to see by the results from Table 8.

Table 8. Company’s population: causes of absenteeism by age range (%)

Age range Off sick Profissional off sick Family assistance Others

18–30 years 0% 0% 1% 5%

31–40 years 0% 0% 3% 11%

41–50 years 80% 64% 49% 72%

More than 50 years 20% 36% 47% 13%

Total 100% 100% 100% 100%

Furthermore,most of theworkers of this companyhave beenworkingon the company
for a long time, which means they are doing thorough operations for a large period of
time. As a result of this, 64% of the worker from 41 to 50 years old, have been absent
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due to professional sickness and 80% due to not Work-Related sickness, which can be
caused by this being one of the oldest age groups (see Table 8 and Table 9).

These results are congruent with the ones shown on Table 9, related to the absence
relation with working time, since the highest percentage of absenteeism is on the group
that has been working on the organization for more than 20 years. In consequence, 90%
of the workers have been absent due to professional diseases and 78% due to not Work-
Related diseases. Once again, this happens because people who are working there for
the longest time are probably on the oldest age group.

Table 9. Company’s population: causes of absenteeism by working time

Working time Off sick Profissional off sick Family assistance Others

Less than 2 years 0% 0% 1% 7%

2–5 years 0% 0% 0% 2%

6–10 years 8% 0% 1% 6%

11–20 years 13% 10% 54% 25%

More than 20 years 78% 90% 44% 60%

Total 100% 100% 100% 100%

Overall, the group that has more impact on this company’s absenteeism are the
oldest women, with age comprehended between 41 and 50 and have been working on
the company for more than 20 years.

4 Current Situation of the Assembly Process

The production area designated to this project is dedicated to the assembly of circuit
breakers of 3 different types. The 3 types of products are assembled every day according
to the master production schedule, but no line is assigned to a particular product.

There are 5 assembly lines with 5 workstations each (see Fig. 1) producing a mix of
these three types of products. In the current condition the workers are allocated to fixed
position in the assembly cell, changing to a different workstation every 4 h. These lines
work in an 8-h shift per day. The shift does not correspond exactly to 8 h but to 457 min
to be precise because of cleaning and a team meeting.

The absenteeism problem can be viewed here in the following two different per-
spectives: (1) How to reduce absenteeism and (2) how to reduce its impact in the pro-
duction performance. The perspective that may be easier to solve is the second one and
that was the reason why the team started to approach the problem. It was necessary to
understand howworkers’ absenteeismwas influencing the production performance. One
question was raised: is the absenteeism just influencing the production output or also
the productivity?

From the data collected for a quite long period resulted that when there are 5 workers
in the line the production output is in average 232 units per shift. The team create a
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Fig. 1. Representation of the existing layout.

simulation model using SIMIO software representing the reality as much reliable as
possible (see Fig. 2).

Fig. 2. Simulation model for one line.

The results obtained from the simulation model in terms of production output during
one shift with 5 workers is quite similar to the average obtained from the production
records. The real production is 232 units per shift in average and 233 units per shift
was obtained from the simulation model (see Table 10). The workers’ utilization rate
obtained was very high (97.24%) and with the Work-In-Process was of 14 products in
average.

When running the same simulation model with one worker missing and using the
same kind of solution in terms of workers organization as the real solution the results in
performance are greatly reduce as expressed in Table 10. This is caused by the highly
unbalanced line resulting from the lack of one worker. With one worker missing the line
produces only 123 devices per shift with productivity of only 30.75 units/worker.shift
and with a Work-In-Process of 124 products. The productivity drops dramatically 34%.

By analysing the table above, it is possible to realize that when one worker is missing
and another one from the same line must work on two different jobs, the line produces
less 110 products, which means a decrease of 47,21%.
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Table 10. Number of devices produced with one worker missing and without absenteeism.

Number of worker Production output (units/shift) Productivity (units/worker.shift)

4 workers 123 30.75

5 workers 233 46.6

When comparing the Work-In-Process from the different scenarios, the conclusion
is that this number is almost 9 times bigger when one worker is missing. The reason
behind this amount of WIP is that because of the unbalance nature of the line with only
4 workers the amount of WIP is necessary to keep all four workers busy all the time.

5 Suggestions to Decrease Absenteeism Rate

From the analysis of the previous results, it is possible to evaluate what needs to be
modified in order to reduce the impact of the absenteeism in the production performance
as well as reducing the impact of the existing production approach in the absenteeism.
The assumption is that if the repetition of the same operations decreases then the risk of
developing musculoskeletal disorders also decreases. With this purpose, one of the next
steps to meets project goals is the attempt to implement a different operating mode for
the line, including more job rotation, especially some kind of Rabbit Chase operating
mode.

5.1 Implementation of Rabbit Chase

The Rabbi Chase operating mode has not only the advantage of being easy to set up
and manage, but it also leads to low inventories and fast lead times. By using Rabbit
Chase, it is expected that the lack of one or more workers will have almost no impact
on productivity and production costs. Furthermore, as each operator is responsible for
producing a product from the start until the end, which is not the current case, they have
more responsibility. This leads to better quality of the products.

In order to prove the benefits of this operating mode that were stated before, SIMIO
software was used once again. Using the same simulation run time, the scenarios of
having 4 or 5 workers were tested, as it was performed before. A comparison between
the existing operatingmodewith theRabbit Chase operatingmode in terms of production
output and productivity is presented in Table 11.

The line produces less 15 products when changing the operating mode to
Rabbit Chase with 5 workers. This reduction in productivity (from 46.6 to 43.6
units/worker.shift) was expected since this operating mode leads to waiting times when
the number of workstations is the same as the number of workers and job stations are
not perfectly balanced. On the other hand, when one worker is missing, the production
output from the line only reduces 38 products, contrary to the fixed positions’ scenario,
where there is a negative production difference of 110 products. The productivity when
one worker is missing is even higher than when all workers are present due to the reason



230 J. Dinis-Carvalho et al.

Table 11. Production output and productivity in the different scenarios.

Production output Productivity

Fixed position Rabbit chase Fixed position Rabbit chase

4 workers 123 180 30.75 45

5 workers 233 218 46.6 43.6

explained before. Thismeans that the impact of an employeemissingwork ismuch lower
with Rabbit Chase. Due to the fact that there is an extremely high level of absenteeism
in the company, this is the best option for them. Based on these results, since workers
are missing every day, this Rabbit Chase option results better if all 5 lines work with 4
people than the existing solution where some lines work with 5 workers and one line
with less than 5. The WIP comparison presented in Table 12 shows the benefits of the
proposed operating mode.

Table 12. Total of work-in-process in the different scenarios (units).

Fixed
position

Rabbit
chase

4 workers 124 4

5 workers 14 4

Besides the production differences, with Rabbit Chase there is a huge decrease in the
Work-In-Process, as it can be seen in the table above. This is especially notorious with 4
workers, with a difference of about 3100%. This means that by adopting this operating
mode, there is going to be less waste.

To conclude, this operating mode also reduces the utilization rate of workers (see
Table 13). This may lead to less stress and, consequently, less absenteeism. Since in the
Rabbit Chase mode each worker must perform all assembly and testing operations this
leads to less risk for the development of musculoskeletal issues and less absenteeism in
the long run. Moreover, in this new operating mode workers are standing and moving a
bit from workstation to workstation instead of being sitting on a chair for 4 h straight.

Table 13. Workers’ utilization rate in the different scenarios.

Fixed
position

Rabbit
chase

4 workers 98,75% 93,57%

5 workers 97,24% 89,70%
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5.2 Other Suggestions

In addition to the previous solution, there are several other important options, such as:

Rewards and Recognition. In the company under study there is a Post-It systemwhere
employees can make suggestions to improve their jobs. Every week, there is a team that
analyses these proposals and checks if they are good changes to the workers. When the
suggestion is applied, the company rewards the worker who suggested it, financially or
otherwise. Although there is no study on the direct relation between this reward system
and a less absenteeism rate or better performance, this system of recognizing the workers
may be an option to overcome this problem.

Improve Supervisory Quality. The assembly line under study has a line manager
who supervises and assists workers in their tasks while providing time for mutual
communication. Still, it is always important that other managers do it regularly as well.

Promotion Expectations. By making employee effort result in a reward, including
career advancement, is important. However, unlike what is explained above in the
Rewards and Recognition point, this possibility is unknown in the company. Still, it
is considered important that this can happen by increasing workers’ motivation and
interest in work.

Improve Workplace Conditions. In addition to improving the line layout, the aim is
to improve workstation conditions at an ergonomic level. Among the most highlighted
problems, after some observations and interviews with employees, it was found that
the work chairs are not padded and little adjustable to the person, the foot rests are not
adjustable in all workstations and the small dimensions in the stations and low shelves
limits the operators’ movements. In terms of raw material, it has small dimensions,
which results in a high visual effort due to the exhaustive activities which results in
detailed tasks and requires operators to adopt critical positions. In this sense, after some
ergonomic evaluations, it is intended to improve the positions adopted by alternating
sitting and standing, modifying benches and enlarge their workspace.

These may be possible solutions to decrease absenteeism in the company, always
remembering that satisfied workers are more productive. However, a broader and
more comprehensive reflection of the problem is essential in order to change absen-
tee behaviours that are often not only related to workers’ satisfaction at work. This
improves not only the company’s performance and its cooperative image, but also the
productive costs that it loses.

6 Conclusion

Women’s absenteeism is definitely higher than men’s, therefore it is important to under-
stand the causes of this absenteeism and its social context. It was proved that women
continue to be the ones who take parental leave and provide care to family members, for
this reason they are the main caregivers. Moreover, women still earn less than men. Con-
sequently, in a situation where one spouse must stay at home, the woman is eventually
chosen.
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Since the company under study is mostly composed by women and they are the ones
who are more absent, their reasons are not controllable. As a result of that, the company
must be the one trying to adjust their productive system to that problem: women’s
absenteeism. So, in order to reduce the organization’s absenteeism, it was suggested the
adoption of a new operating mode that allows increasing the operators’ versatility and
turnover. It was also shown the impact that the absence of an operator causes if she
misses work, as it can be seen in the simulation model presented.

Besides this, one of the major causes of absenteeism in the company is occupational
disease. Therefore, it is important to use ergonomic studies and suggest improvements
in this area to combat this cause. Finally, the adoption of methodologies and techniques
that increase workers’ motivation and the use of salaries incentives will be fundamental
to decrease companies’ absenteeism rate.
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Abstract. Water loss is one of the factors that most affect a concession-
aire’s financial sustainability. Early detection of any anomaly in water
consumption is very valuable. This article aims to carry out a prelimi-
nary study to detect change points in consumption associated with water
meter malfunction. The dataset is composed of water consumption mea-
surements of two different companies (a hotel and a hospital) located in
the north of Portugal, obtained during a complete year. Different meth-
ods were implemented in order to study its effectiveness in the detection
of change points in the time series related to a sharp decrease in water
consumption. Results suggest that the Seasonal Decomposition of Time
Series by Loess method (STL) and the combination of several breakpoint
detection methods is a suitable approach to be implemented in a soft-
ware system, in order to help the company in anomaly detection and in
the decision-making process of substituting the water meters.

Keywords: Time-Series Decomposition · Breakpoint detections ·
Water losses · Water meters

1 Introduction

Water is an essential good for human life, as water resources are increasingly
scarce, so it is necessary to use measures to bridge current and future gaps in
water supply and demand [1].

Water loss could have multiple causes including metering errors, leakage,
public usage such as firefighting, and theft [2]. Defective water meters do impair
water supply management, but they also affect the financial sustainability of
utilities, justifying the need for a detailed analysis of water consumption data
by meter [3]. The apparent loss has a significant role in water loss because these
represent 30–40% of total leakage [4].
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In the literature, we can find various techniques for loss detection in water
meters [5], suggesting the creation of indicators based on age, pressure and vol-
ume water estimating the meter replacement period [6].

This is a preliminary study of water consumption time-series, in order to imple-
ment/construct an algorithm that will be able to determine structural changes
associated with water meter malfunction. The long-term purpose is to implement
the algorithm in order to help a company, Águas do Norte, in anomaly detection
and in the decision-making process of substituting the water meters.

To test de adequacy of the methods proposed in this study we apply them in
two case studies: a hotel and a hospital in the time-horizon between 01/12/18
and 30/11/19.

This article is divided into five parts: the first part summarizes the existing
literature on losses in water meters and factors that may lead to measurement
failures. The second part describes the case study and the dataset, followed
by the methodology chapter description. In the fourth, the part we perform an
analysis of the results, ending with a brief discussion and conclusion of the results
obtained, where remarks on the future investigation are also described.

2 Literature Review

Due to the consumption of uninvoiced water, concessionaires may experience
breaks in their financial sustainability. Recently, regarding a European study,
Liemberger and Wyatt [7] reported losses of approximately 26.8 millionm3 per
day, equivalent to 9.8 billionm3 in losses in a year. Another result of this same
study is that Europe occupies the 6th position in 13th positions with the biggest
breaks on the sustainability of concessionaires.

According to the water balance of the International Water Association
(IWA), are able to obtain the amount of water without a prescription (Non
Revenue Water (NRW)) through the difference between the amount of water
that is introduced into the system and the amount of water that is billed by
companies to their customers [8]. Water without revenue not only corresponds
to actual and apparent losses but also to authorized and uninvoiced consump-
tion. All systems have water losses [9], and it is neither possible nor economically
viable to reduce them in their entirety. The reduction, however small, has a pos-
itive impact on companies revenues and is also one of the reasons why they seek
new methods to avoid them.

Water meters are devices used by utilities to measure and bill the consumption
of water that has been made available and consumed by their customers. No water
meter is capable of registering 100% of the volume that passes, but there are more
accurate meters according to the type of flow that passes through it [10].

Real losses or physical losses correspond to the volume of water that is lost
in the network and in the infrastructure of the management entities [9]. These
losses are usually caused by leaks in the pipes, valves, and other components of
the network [11]. When there are high quantities of water in the network, and
they remain for a long period of time there is a greater likelihood of leaks and
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broken pipes or plumbings [8]. Real losses exist in greater quantities and are
more difficult to detect by concessionaires.

Unbilled authorized consumption is the use of water but the concession-
aire has no monetary return from it [8]. These are consumptions that, although
sometimes unmeasured, are actually consumed by the suppliers themselves, or
by established social commitments such as when used in fires by firefighters [9].

The apparent losses are not physical losses but financial losses [12]. It is
extremely difficult to quantify them and despite being in a smaller volume it
generates a greater economic impact for companies [13]. The International Water
Association (IWA), according to the water balance describes the apparent losses
as unauthorised consumption and meter inaccuracies. These are the type of losses
that this empirical work relies on.

Measurement errors can be avoided if the management company performs
adequate maintenance of water meters and stipulates periods of exchange for
them [14], since as the meters get older the water volume that is not registered
tends to increase [15]. Criminisi et al. [12] affirm that the wear and the lack of
maintenance and calibration of the meters, make the meters obsolete, thus losing
their efficiency. The authors also point out that the incorrect choice of the class
and application of it can also lead to these inaccuracies. Meter errors not only
affect the control of water systems but also the financial management of entities.
According to [3] the water losses of the meters caused by inaccuracies can be
minimized by analyzing their performance and investigating the causes of these
same inaccuracies.

Several approaches may be found in the literature to deal with the problem of
water demand prediction (see Beńıtez et al. [16], for an exhaustive description of
the latest works on that thematic). However, only a few dedicate their interest in
explicitly exploring and finding changes in water consumption. In that context,
we highlight the study of Hester and Larson [17] where they successfully employ
breakpoint and decomposition analyses to explore changes in water use for three
North Carolina municipalities between 1990 and 2014.

3 Case Study and Dataset Description

The company Águas do Norte, in the year 2018, had losses of around
2,700,000 m3 of non-invoiced water, corresponding to about 3.67% of the value
of the entire system [18]. With such a high volume of losses, the company seeks
strategies to decide the best moment to replace the water meters. There is a
need to seek and adopt strategies to make decisions to replace meters not only
based on the maximum estimated volume, or the useful life, because it does not
define which mechanism is working out of the ordinary.

In order to respond to this need, this study aims to develop an algorithm
that considers different ways of detecting discrepancies in consumption, integrat-
ing later with a Business Intelligence platform where alerts will be given when
anomalies in consumption are verified. This tool will give important support to
the company in managing and the decision-making of replacing or repairing the
water meters.
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To demonstrate the adequacy of the methods proposed in this study, we
apply them to two company datasets: a hospital water consumption time-series
and a hotel water consumption time-series with a time horizon of 01/12/18 until
30/11/19. Both the hotel and the hospital are located in the north of Portugal.
The collected data is broken down into periods of 15 in 15 min, hour to hour or
daily observation. In the present study, the daily data corresponding a 2 water
meters will be analysed.

4 Methodology

The methodology adopted focuses on the application of a set of statistical instru-
ments that aim to validate for the subsequent implementation of an effective
algorithm for change point detection on water consumption time-series.

Detecting the structural breaks in the trend of the series, related to a sharp
decrease in water consumption, allows us to detect a possible failure in the water
meter and alert the company. Note that, a malfunction in the water meter will
be reflected in a lower than expected registration of the water consumption. Our
analysis goes through three main phases:

Step 1 – Exploratory analysis, in order to detect consumption patterns,
variations, and seasonality in the series under study;

Step 2 – Time-series decomposition, to extract the trend component asso-
ciated with the water meter performance;

Step 3 – Time-series structural change detection, to detect critical moments
on the water meter performance.

These steps will allow, in the end, the historical interpretation of data in
order to decide if the water meter should be replaced.

4.1 Step 1 - Exploratory Analysis

During the last decades, the L-moments, introduced by Hosking [19], have
gained great popularity and have been widely used in many hydrological applica-
tions, such as in the analysis and statistical characterization of residential water
demand data [20]. In the present study, we examine three statistics based on the
first three L-moments λi: mean value (=L-mean = λ1), L-variation, τ2 = λ2/λ1,
and L-skewness, τ3 = λ3/λ2. The mean value expresses the central tendency of
the dataset. L-variation is analogous to the conventional coefficient of variation
(ratio of the standard deviation to the mean value) and quantify the variability of
the data values. For positive variables such as water flow measures, L-variation
takes values in the range [0, 1]. L-skewness is a dimensionless measure of the
asymmetry of the random variable analogous to the conventional skewness coef-
ficient. L-skewness takes values in the range [−1, 1] where L-skewness equal to
zero means that the distribution is symmetric while the distribution is right or
left for positive and negative values, respectively. The L-variation and L-skewness
coefficients have the advantage to be more robust, to outliers in the data, than
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conventional measures, coefficient of variation, and skewness, which means that
they suffer less from the effects of sampling variability [19].

4.2 Step 2 - Time Series Decomposition

When analyzing the time series of daily water consumption (in m3) we need to
be able to decompose the series eliminating seasonality and the non-explained
variability (also known as remainder). Thus, eliminating measurement error due
to noise (that varies depending on the flow rate at which the meter is working)
and seasonality effects.

For that purpose, we consider in the proposed algorithm three different ways
of decomposing a time series, depending on its nature (additive or multiplica-
tive). The general representation of a time-series decomposition approach is given
as:

Yt = f(st, ht, εt)

where Yt is the time series value (actual data) at period t, st is the seasonal
component (or index) at period t, ht is the trend-cycle component at period
t, and εt is the irregular component at period t. In this particular analysis,
water meter performance is directly related to the trend component, ht. The
additive decomposition is, then, given by: Yt = st+ht+εt, and the multiplicative
decomposition by: Yt = st × ht × εt.

Seasonal trend decomposition based on Loess (Locally Estimated Scatterplot
Smoothing), also known as STL decomposition, has been the preferred procedure
for additive seasonal decomposition, in water related time-series decomposition
(e.g. Hester and Larson [17] and Beńıtez et al. [16]). The smoothed Loess based
in adjustment the polynomial regression, weighted for an observation time when
the weights decrease with a distance nearest neighbor [21].

The package stats includes the function decompose that implements mecha-
nisms to remove seasonality, trend, and error using moving averages, where they
are calculated through the series sequential samples. This function allows the
two types of decomposition, additive and multiplicative. To simplify, the func-
tion determines the trend through moving average, the seasonality is calculated
through the mean in all periods for each time-space, centralizing it. The error is
determined by removing the trend and seasonal values from the original series.

As we want a flexible algorithm to accommodate any kind of time-series
we opt to implement the three decompositions described above and iterate each
subsequent step (2–4) to the three decompositions and compare the final results.

4.3 Step 3 - Breakpoint Detection

As Hester and Larson [17] explains, structural change methods may be used to
estimate a long-term trend, identifying periods of statistically significant change.
They are, indeed, effective because these methods are specifically intended for
exploratory cases where a regression parameter may have changed, but at an
unknown point.
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To clarify, in an ordered sequence of data y1:n = (y1, . . . , yn) we say that a
change point has occurred if there is a moment, τ ∈ (1, . . . , n − 1) such that the
statistical properties of (y1, . . . , yτ ) and (yτ+1, . . . , yn) are somehow different.

The detection of the change point can be put as a hypotheses test, with the
null hypothesis being that there is no change point the alternative hypothesis is
that there is a point of change.

There are several packages in R, with functions implemented able to detect
breakpoints in a time-series, whether it is structural changes in the mean, vari-
ance, or the general distribution.

The strucchange package tests structural changes in linear regression models.
In this package, we will use the breakpoint method that will allow us to calculate
the breakpoints in the time series, given the number of breaks. The function will
return the number of ideal points [22].

The changepoint package provides an algorithm that allows multiple detec-
tions of the change points, the package is composed of three methods: the neigh-
borhood segment, the binary segmentation, and the PELT (Pruned Exact Linear
Time). In the study we will test the binary segmentation and the PELT pro-
cedure, testing the changes on the mean and variance of the time-series [23],
not use a neighborhood segment because it’s necessary attributes a maximum
number of change points, limited the size of segmentation [24].

The Binary Segmentation (BS) is the most used method, regarding the
changepoint analysis. Scott and Knott [25] applied the initial algorithm in search
of binary segmentation. As Eckley et al. [26] simplifies, this method initiates by
applying a single changepoint test statistic to the entire data if a changepoint
is identified the data is split into two at the changepoint location. The proce-
dure is then repeated on the two new data sets, before and after the change. If
changepoints are identified in either of the new data sets, they are split further.
The process continues until no changepoints are detected in any partition of the
data.

The method PELT implements an algorithm proposed in [29], that minimizes
the expression given by

∑m+1

i=1
[C(y(τi−1+1):τi ] + βf(m),

where C is a cost function for a segment and βf(m) is a penalty to guard
against overfitting. The minimization is done by using a dynamic programming
technique to obtain the optimal segmentation for m + 1 changepoints reusing
the information that was calculated for m changepoints.

The package Cpm provides several functions to allow parametric and non-
parametric distribution-free change detection in the mean, variance, or general
distribution of a time-series, which constitutes an advantage since it relaxes
parametric assumptions on the data under analysis.

In analysis will use only the nonparametric methods because the algorithm
tests the time series without needing to know its nature. In particular, we made
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use of the function processStream used to detect multiple change points in a
sequence of observations. As the Ross et al. [27] explain, the observations are
processed in order, starting with the first, and a decision is made after each
observation if changes occur at the point. In this empirical analysis, we address
different tests statistics such as: Mann-Whitney test statistic, to detect location
shifts in a stream with a (possibly unknown) non-Gaussian distribution; Mood
test statistic, to detect scale shifts in a stream with a (possibly unknown) non-
Gaussian distribution; Lepage test statistics to detect the location and/or shifts
in a stream with a (possibly unknown) non-Gaussian distribution; Kolmogorov-
Smirnov test statistic, to detect arbitrary changes in a stream with a (possibly
unknown) non-Gaussian distribution; and Cramer-von-Mises test statistic, to
detect arbitrary changes in a stream with a (possibly unknown) non-Gaussian
distribution [27].

5 Results

5.1 Exploratory Analysis

Figure 1 displays the mean value, L-variation and L-skewness coefficients by
month-to-month, day-to-day, and hour-to-hour for the hotel and hospital. The
mean value in the hospital exhibits small monthly changes with slightly higher
values between August and October. In contrast, large variation among months
is observed in the hotel with a significant increase in the mean value (Fig. 1(a))
during the summer months. Regarding L-variation and L-skewness coefficients
(Fig. 1(b), (c)), a small fluctuation in the L-variation coefficient is noted from
month-to-month in both companies, while higher fluctuations are noted in the L-
skewness coefficient mainly for the hospital during the summer months. Despite
the high fluctuation, all L-skewness values are positive (i.e., right-skewed data).

From day-to-day, both companies show different mean values on the weekend
days comparing to the mean values on the weekdays (Fig. 1(d)). However, while
the hotel shows the higher mean values in the weekend days, the mean values
in the weekend days in the hospital are the smallest ones. Regarding the two
shape statistics (Fig. 1(e), (f)) a small fluctuation is noted in both. L-variation
values remain almost invariant at around 0.4 in the hotel and at around 0.1 in
the hospital. Most L-skewness values are concentrated in a narrow interval which
ranges from 0.1 to 0.4 for both companies.

From hour-to-hour, while the hotel shows a typical daily consumption pat-
tern, i.e., low flows during night hours, a sharp morning and evening/night peaks
and a moderate flow during the day [28], (Fig. 1(g)). Observing the pattern of
L-variation and L-skewness coefficients (Fig. 1(h), (i)) the main differentiation is
noted between the daily ad night hours. For both shape statistics, a sharp night
peak is observed in the hotel. In the hospital, the L-variation values remain
almost invariant and a day peak is observed for the L-skewness.



Anomaly Detection of Water Consumption 241

Fig. 1. Variation per month (Figures a, b and c), per day (Figures d, e and f), and per
hour (Figures g, h and i) of the Mean, L-variation, and L-skewness values.

5.2 Time Series Decomposition

Additive decomposition is used when the variation in seasonality is constant
throughout the series, whereas multiplicative decomposition is used when sea-
sonality increases throughout the series. We note that the additive and multi-
plicative decomposition of both the hotel and the hospital, the trend, seasonality,
and observations are identical.

5.3 Breakpoint Detection

Results of hotel water consumption time-series (Table 1) indicate that the pack-
age Strucchange has detected 3 change points. The PELT algorithm applied
to changes on the series mean was the one that detected a higher number of
change points (215). However, the same algorithm applied to the detection of
changes in variance detected only 4 change points. The Binary Segmentation for
detection on variance disturbances detected 3 change points, while detecting 5
change points on mean changes of the series. Using the Cpm package, the Lep-
age statistic detected 29 change points, the Kolmogorov-Sminorv detecting 26,
the Cramer-von-Mises and Mann-Whitney detected 28, and, finally, the Mood
process detected 17 change points.
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For the hospital case (Table 1), the Strucchange package detected 4 change
points, the PELT algorithm, for mean disturbances, detected 235 change
points and only 2 change points, for variation changes in the time-series. The
Binary Segmentation for mean disturbances detected 5 change points while the
same method applied for variance disturbances detected only 2 change points.
Using the Cpm package, the Lepage statistic detected 29 change points, the
Kolmogorov-Sminorv detected 24 change points, the Cramer-von-Mises and
Mann-Whitney detected 26 change points and finally, the Mood process detected
16 change points.

Table 1. Number of breakpoints detected and its locations, for hotel Water Consump-
tion Time-Series Trend (decomposed by STL)

Water meter 1 Water meter 2

Method Breakpoints
detected

Location of
breakpoint

Corresponding
dates

Breakpoints
detected

Location of
breakpoint

Corresponding
dates

Strucchange 3 135;236;
299

14/04/19;
24/07/19;
25/09/19

4 107;161;
225;279;

17/03/19;
10/05/19;
13/07/19;
05/09/19

PELT (change
in mean)

215 ——— ——— 235 ——— ———

BinSeg
(Change in
mean)

5 135;236;
297;318;
338;

14/04/19;
24/07/19;
23/09/19;
14/10/19;
03/11/19;

5 4;108;
162;231;
269;

04/12/18;
18/03/19;
11/05/19;
19/07/19;
26/08/19

PELT (change
in variance)

4 133;236;
298;339

12/04/19;
24/07/19;
24/09/19;
04/11/19

2 252; 268 09/08/19;
25/08/19

BinSeg
(Change in
variance)

3 133;237;
297

12/04/19;
25/07/19;
23/09/19

2 228; 276 16/07/19;
02/09/19

processStream
(Lepage
statistic)

19 ——— ——— 29 ——— ———

processStream
(Kolmogorov-
Smirnov)

26 ——— ——— 24 ——— ———

processStream
(Cramer-von-
Mises)

28 ——— ——— 26 ——— ———

processStream
(Mann-
Whitney)

28 ——— ——— 26 ——— ———

processStream
(Mood)

17 ——— ——— 16 ——— ———

Analyzing Fig. 2, we can see that some methods detect the same change
points, for both time-series under study, the method implemented by struccha-
nges, the binary segmentation for mean changes, and the PELT algorithm for
variation changes, detect several proximal structural breaks between them.



Anomaly Detection of Water Consumption 243

Fig. 2. Comparison of the different methods applied

6 Discussion and Conclusions

This empirical study consists in the application of methods to detect change
points, i.e., breakpoints, in the water consumption time-series of a water com-
pany located in the north of Portugal. For that, we considered a case study
concerning a hotel and a hospital data.

The analysis of seasonality shows a different water consumption pattern in
the two understudy companies. While the hotel shows a pattern similar to
residential consumption [20,28,30]; with higher consumptions during summer
months (Fig. 1(a)), weekend days (Fig. 1(d)), and daily hours (Fig. 1(g)), the
hospital shows a different pattern with higher consumptions in the last months
of the summer and in the autumn months (Fig. 1(a)), weekdays (Fig. 1(d)) and
small variation between daily and night hours consumptions (Fig. 1(g)).

The time-series analysis shows that there is a weekly seasonality and that,
implementing the additive and multiplicative decomposition, we encounter no
differences in the time-series trend between both procedures.

With the breakpoint detection methods used, we can understand that the
PELT algorithm for detecting changes on the mean is not very effective since
it detects more structural breaks, compromising the algorithm efficiency, aug-
menting the probability of false positives detection.

For a better prevision power of the algorithm, it will be used a combination
of several methods for detection incorporated in software R. The alarm will only
be given when the structural break detected has a negative slope and is above an
error that the company considers critical. Also, the methods implemented in the
cpm package may not be effective for our purpose since there was the detection
of several points that could generate a great number of false positives and take
the concessionaire making bad decisions, what we want to avoid.

Although the results obtained in the study are promising and allowed us to
detect change points, critical indicators for the substitution of the water meters,
it is necessary to continue to deepen and test new methods in order to obtain an
improved algorithm to accurately detect the change points, not indicating false
positives and lead the concessionaire into taking a bad decision, which we need
to prevent.
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Further research aims to extend the analysis of time series to hourly peri-
ods and, also, to every 15 min. Also, to perform an analysis of the influence of
external variables (e.g. temperature, precipitation) on water consumption explor-
ing different machine learning techniques, for example LSTM (Long short-term
memory).
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Abstract. Commonly, social innovation is defined as new ideas proposals to the
needs of humans. However, there is a lack of a well-definition comprehensive
leading the fragmentation of field research. On the other hand, the contribution
of universities for social innovation development is still less investigated. In this
sense, this study intends to explore interrelations between universities and social
innovation in relation to different lines of investigation employed. For this, a con-
tent analysis was applied to results obtained by Cunha et al. [1]. Five categories
of analysis were defined. Findings revealed that there are a number of studies
that applied qualitative research to investigate practical examples of social inno-
vation inside of universities and few empirical studies. A link among keywords
social innovation, higher education, and social entrepreneurship was found. Fur-
thermore, the analysis showed that there is not a leader country but a distribution
across several countries, where Spain and United Kingdom stand out. Thus, this
result suggests that it would be helpful to develop an instrument to measure aca-
demics’ engagement with social innovation research and practice. In addition,
this research contributes to current knowledge regarding the role of universities
in social innovation model, providing new theoretical and practical insights of
investigation.

Keywords: Social innovation · University · Content analysis

1 Introduction

Innovation is commonly thought in terms of economic impact driven by research, devel-
opment and training in science and technology, where important social aspects are some-
times ignored. Social innovation emerges to overcome complex societal challenges in
an effective, efficient, and sustainable way, where the value created accrues primarily
to society as a whole [2]. In this context, European Union (EU) has been incorporating
social innovation into major policy documents, such as EU 2020 Strategy for smart,
sustainable and inclusive growth, and EU budget to improve the european economy and
create employment [3]. The concept of social innovation is not recent. For example,
Agostini et al. [4] Showed that this concept has been around since at least the second
half of the 19th-century. However, a clear and concise definition of social innovation
does not exist in the current literature: Mulgan et al. [5] defined social innovation as
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“new ideas that work in meeting social goals, suggesting a somewhat narrower defini-
tion: innovative activities and services that are motived by the goal of meeting a social
need and that are predominantly developed and diffused though organizations whose
primary purpose are social”; while benneworth and cunha [6] defined social innova-
tion as “a socially innovative practice that delivers social just outcomes by developing
novel solutions in border spanning learning communities thereby creating social value
by promoting community development, hence forming wider collaborative networks,
and challenging existing social institutions though this collaborative action”. The lack
of a commonly comprehensive definition leads to a fragmentation of the research field
and to a low use of social innovation practices in a large number of activities, such as
new products or services produced by either the third sector, or the private or public
sectors [7].

Oeij et al. [8] demonstrate that to analyze and to study social innovation an approach
about the complexity of social innovation process is needed. In this sense, a number of
models were developed to describe the process of social innovation, for example: Ben-
neworth and Cunha [6]; Oeij et al. [8]; Mulgan [9]; Westley et al. [10]; Neumeier [11].
For Mulgan [9], the social innovation process follows a logic specific of development,
identifying four main stages that explain the social innovation process: 1) generating
ideas by understanding needs and identifying potential solutions; 2) developing, proto-
typing and piloting ideas; 3) assessing then scaling up and diffusing the good ones; and 4)
learning and evolving. On the other hand, Benneworth and Cunha [6] based their model
in three elements: the progress of the innovation, the agency of the innovator, and the
building up of the societal capacity. These authors proposed a model with seven stages
interlinked: 1) idea generation; 2) creation of experimental space; 3) demonstrator; 4)
decision to expand; 5) support coalition; 6) codification; and 7) diffusion. The literature
related suggests that processes of social innovation have more similarities than differ-
ences compared to technological innovations. However, the social innovation differs of
technological and commercial innovations in the following aspects: goals (public/social
value versus economic value); stakeholders (socially deprived groups versus investors;
social entrepreneurs versus capitalist entrepreneurs); and infrastructure [10, 11].

Little literature conceptualizes the role of the university on social innovation process,
partly due to the recent emphasis of university in profit–making and commercialization
activities. Universities seek to improve the impact of their research by financing in
technology commercialization services but it fails to support a number of impacts of
non-commercial research. Several authors argue that universities respond to pressures
for change adapting a process whereby service provision is co-delivered with different
stockholders [12, 13]. Given competitive situation of universities, McKelvey and Zaring
[14] claim that universities should be viewed as using resources and reacting to pressures
from the external environment and stakeholders, felt over time. Thus, universities can be
defined as delivering various knowledge-intensive services (or outputs). In this context,
there is need to help the connection among researchers and research users so that research
support decisions about public policy and professional practice [14].

For an economist, knowledge transfer provided by the university is associated with
public and private goods. From a social innovation viewpoint, the services provided
by universities should be the ones contributing to improved social welfare through both
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direct and indirect effects [14]. Several studies emerge in this research field. For example,
[15] and [16] propose a framework for support the embedding of social innovation edu-
cation across the disciplines of higher education. Almeida et al. [17] applied triplex helix
dynamic model to explore the diffusion and expansion of cooperative incubator in social
entrepreneurship. Benneworth and Cunha [6] intend to understand how universities con-
tribute to knowledge- based urban development (KBUD). For these authors, universities
are important sources of knowledge for society, that is, should be prepared to support
social innovation actions and address societal challenges of the 21 century. In this sense,
they identified six potential roles of universities (knowledge provider, knowledge bridge,
financer, landlord, adviser, and mentor) based in their provided inputs which could con-
tribute to social innovation process (knowledge, material resources, “know-how” and
“know-who”).

The higher-education is one of key players in creating state-of-the-art knowledge.
By transferring knowledge into social use, universities can generate a number of bene-
fits to society. Thus, understanding social innovation in universities and the transfer of
knowledge into social sector is essential. The main objective of the present study is to
fill in the gap identified in the literature by applying content analysis taken into account
the connection between social innovation and universities found in Cunha et al. [1] in
relation to different lines of investigation employed. The research contributes to cur-
rent knowledge regarding the role of universities in social innovation model, providing
new theoretical and practical insights. Practical contributions include the opportunity
of university managers and policymakers to reflect about this interrelatedness in the
development of new more effective policies.

2 Methodology

Cunha et al. [1] applied a systematic literature review taking into account the connection
between social innovation and universities following a transparent and explicit protocol.
In order to determine the research profile, these authors submitted 42 papers to a bib-
liometric analysis. In this sense, the present study employs a content analyses to results
obtained by Cunha et al. [1], especially for the more cited research. Ten studies were
imported to Nvivo qualitative data analysis software (version 11) for content analysis.
The purpose of content analysis is to organize and elicit meaning from the collected data
and to draw realistic conclusions from it [18]. For Krippendorff [19] content analysis is
“a research for making replicable and valid inferences from texts to the context of their
use”. The content analysis method is commonly articulated to results of systematic liter-
ature reviews in order to explore data that are highly organized and contextualized. The
process of content analysis comprises several steps that may be revisited and repeated
many times as emergent insights dictate. Four main stages have been identified in the
related literature: the decontextualisation, the recontextualisation, the categorisation,
and the compilation [18]. Following this procedure, the data was analysed repeatedly
by the authors and coded into categories consistent with approaches applied in prior
research [19]. Some categories that originated these nodes had been previously defined
in the systematic literature reviews, while others emerged during the analysis. After the
coding phase, frequencies of concepts were computed, exploring the relation between
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nodes. Following the literature, it is assumed that the importance that each category
corresponds to the frequency it appears in studies [18].

3 Key Findings

3.1 Sample Description

Based on results found by Cunha et al. [1], the ten most cited papers were selected
for the content analysis, allowing to contribute for a better understanding of the role of
universities in fostering social innovation. Particularly, this criterion allows to explore
the research tendency, type of research, and authors. Table 1 shows the main researches
characteristics under evaluation. By analysis of Table 1, it is verified that the two studies
more often cited in literature were published in 2009 in area of social science. This
observation suggests that this research topic is recent as cited in Cunha et al. [1]. Phipps
and Shapson [21] paper with title “Knowledge mobilisation build local research collab-
orations for social innovation” is the most cited study. Despite most studies are in the
area of social science, it is verified also that this field of investigation is comprehensive
to more one area of knowledge: Business, Management and Accounting.

Table 1. Characterization of ten studies under evaluation

Author Periodicals Subject area Document
type

Number of
citations

Phipps and
Shapson [20]

Evidence and Policy Social science Article 22

Raufflet [21] Journal of Business
Ethics

Social science Article 8

Cippolla and
Bartholo [22]

International Journal
of Design

Business management
and accounting

Article 8

Benneworth
and Cunha [6]

European Journal of
Innovation
Management

Business management
and accounting

Article 7

Rivers et al.
[15]

Higher Education,
Skills and
Work-based Learning

Social science Article 7

Almeida et al.
[17]

International Journal
of Technology and
Globalisation

Social science Article 6

Rivers et al.
[16]

Higher Education,
Skills and
Work-based Learning

Social science Article 6

Unceta, et al.
[23]

Innovation Business management
and accounting

Article 6

(continued)
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Table 1. (continued)

Author Periodicals Subject area Document
type

Number of
citations

Reznickova
and Zepeda
[24]

Journal of
Community and
Applied Social
Psychology

Social science Article 5

Meckelvey
and Zaring
[14]

Industry and
Innovation

Business management
and accounting

Article 5

3.2 Content Analysis

Content analysis fell on four topics of analysis. For each topic, several categories and
nodes are identified. A summary list of themost relevant nodes for each topic is presented
in Table 2.

Table 2. List of the most relevant nodes for each topic explored

Topic Category Nodes (Classification)

Type of research Application Pure research

Applied research

Objectives Exploratory

Descriptive

Explanatory research

Methods of data collection and analysis Quantitative

Qualitative

Type of work Literature review

Research paper

Conceptual paper

Region of publication Country Brazil

Canada

Italy

South Africa

Sweden

United Kingdom

United States

Spain
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3.3 Type of research

To of explore the type research, each study was grouped according to application, objec-
tives, information sought, and type of work. Regarding to category Application, the
results suggest that 80% of studies under evaluation employs an Applied research while
20% use a Pure research. In this sense, the results seem to indicate that the main aim
of most studies was to answer certain specific questions, closely associated with the
solution of specific problems. For most studies, the purpose is related to the analysis of
case studies about social innovation, where the findings cannot be usually generalized.
Applicability of the new knowledge generated is related to the specific topic, partic-
ularly to strengths and weaknesses of examples of social innovation inside or taken
by universities [15–17, 22]. On the other hand, these results seem to suggest that few
studies approach social innovation from the point of view of new knowledge creation
about the role of universities on social innovation process and on ways of measuring
the impact of social entrepreneurship [6]. In the same line, emerge the results about
category Objective. This category was divided in three classifications or nodes: descrip-
tive research, explanatory research, and exploratory research. Figure 1 summarizes the
relative importance of each classification. The results show that 60% of studies under
analysis followed an exploratory research. According to literature, exploratory studies
are a value source to understand new phenomenon; to seek new insights and to assess
the problem from a new point of view [25]. The exploratory research intends clarify-
ing concepts, gathering explanations, and formulating hypothesis about the topic under
research. In this context, the representativeness of exploratory research corroborated by
the literature reviewed show that social innovation is an inspiring concept, but yet little
defined in literature. This diversity poses important challenges to the definition, analysis
and measure of social innovation. Additionally, little literature conceptualizes the role of
the university on social innovation process. Thus, descriptive and explanatory research
was only found in 20% of studies each, suggesting that few investigations about the
role of universities in social innovation exist whether focus on cause-effect relationship
through development of theories or hypotheses to analyse the forces that caused a certain
phenomenon to occur [25].

In order to explore the methods of data collection and analysis, two classification
emerged: qualitative and quantitative. Commonly, quantitative term refers to the tradition
since the 17th century [26]. Quantitative approaches involve the generation of data
in quantitative form which can be subjected to quantitative analysis. The purpose of
this approach is to create a data base where it is possible to infer characteristics of
or relationships between the population [27]. On the other hand, qualitative approach
comprises to subjective assessment of attitudes, opinions and behavior. This approach
generates data either in non-quantitative form, but it is possible to explore several factors
which motivate individuals to behave in a particular way or which may like or dislike
a particular thing. Thus, qualitative approach is concerned with the quality or nature of
human experiences and what these phenomena mean to participants [26, 27].
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20%

20%60%

Descrip�ve research

Explanatory research

Exploratory research

Fig. 1. Relative importance of each classification of category Objective.

The results obtained show that all studies reviewed applied a qualitative approach.
In certain way, this result was expected given the main field of research of those studies:
social sciences. The related literature describes qualitative research as naturalistic and
interpretative, where their orientation derives from social sciences, especially of sociol-
ogy and anthropology. Furthermore, the purpose of studies was exploring individuals’
behaviour and attitudes in case studies related to social innovation.

Table 3 illustrates classification of studies by type of work. As outcomes, 80% of
studies refer to research paper, while the remaining 20% comprise literature review
and conceptual paper. These results seem to indicate that there is lack of studies to
develop new concepts or to reinterpret existing ones, as reported by authors Benneworth
and Cunha [6]. Following the previous results, it is found that several studies seek to
interpret social innovation projects developed within universities, such as Cipolla and
Bartholo [22] and Reznickova and Zepeda [24].

Table 3. Classification of studies by type of work

Classification (nodes) Frequency relative (N = 10)

Literature review 10%

Research paper 80%

Conceptual paper 10%

Regarding keywords often employed in the sample studies, Fig. 2 demonstrates that
of 28 keywords found, social innovation and higher education were the most cited,
as expected by selection criteria. The keyword social entrepreneurship was the third
more cited. Thus, these results seem to indicate there is a connection between social
innovation, higher education and social entrepreneurship. This link to some extent can
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be explained by the transfer of knowledge between universities and society implied by
academic entrepreneurship.

0

2

4

6

8

Changemaker
attributes

Employability

Higher education

Social

Social
entrepreneurship

Social Innovation

Stakeholders

Triple helix

Fig. 2. Keywords often employed in the studies of sample (number of often).

3.4 Region of Publication

Currently, one of the core policies of European Union focuses on social innovation
projects in terms of theory, methodology, policy areas, in order to bring strategic impli-
cations for policymakers, stakeholders and the broader public in a comprehensive way
[28]. The three main objectives of these incentive policies are: promoting social inno-
vation as a source of growth and jobs; sharing information about social innovation in
Europe; and supporting innovative entrepreneurs and mobilising inventors and public
organisations [28].

In this context, in order to investigate whether there is a leading country on the
research topic of social innovation and universities, the papers were classified by country
of publication. Figure 3 illustrates the number of publications by the eight countries
found. The results show there is not a leader country but a distribution across several
countries. Only Spain and United Kingdom stand out with two researches. In spite of
European Union view of social innovation as a path of change there is no country or
European region that focuses on the role of universities in social innovation.
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Fig. 3. Number of publications by the eight countries found

4 Conclusion

The aim of this study is to analyse the research profile that highlights the role of universi-
ties in social innovation. Considering the lack of studies in this subject and in accordance
with social innovation concept and the core role of higher-education, a study was devel-
oped to understand how the research fits into the different lines of investigation defined.
In this context, a content analysis was applied to results obtained by Cunha et al. [1].

Social innovation is an inspiring conceptwhere the lack of a comprehensive definition
leads to a fragmentation of the research field. Furthermore, universities play an important
role stimulating technological change and innovation. However, their contribution for
social innovation has been less investigated.

The findings of this study demonstrated that most studies employed an applied
research approach, where themain purpose of studywas exploratory. Regarding tometh-
ods of data collection and analysis the results showed that all studies applied qualitative
methods to subjective assessment of attitudes, opinions and behaviour. For evaluation
of work type, most studies referred to research paper, where they seek to interpret social
innovation projects developed within universities campi. Social innovation, higher edu-
cation, and social entrepreneurship were the most cited keywords. In relation to country
of publication, the analysis showed that there is not a leader country but a distribution
across several countries,whereSpain andUnitedKingdomstandoutwith two researches.

To sum up, it can be concluded that the study of universities’ role in the social
innovation process is an emerging topic of research, although of paramount importance.
This study highlights several researches on social innovation practical examples inside
universities, where qualitative research is privileged. In this context, it is necessary to
investigate in an empirical point of view. Particularly, it is critical to develop tools to
measure the social innovation trends of academics, where university individuals are of
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utmost relevance in the process of social innovation. This approach will allow better
understanding on higher education contribution for social innovation.
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Abstract. In this manuscript is extended from a previous study that carried out
an analysis of the waste management system of the Portuguese Navy ships,
restricted to the pollution contemplated in Annexes I, IV and V of Marpol 73/78,
namely hydrocarbons, sewage and all types of garbage. Analyze the methods and
types of storage and disposal of ship waste to ensure existing equipment, operat-
ing conditions and on-board waste management plans. However, it is not enough
just to evaluate the materials and procedures. The knowledge and cooperation of
the military on board the environment is also a decisive factor. A questionnaire
was created and implemented for the garrison of some NRP warships with the
permission of the commander of the Portuguese navy. Earlier we were able to
use Exploratory Factor Analysis (EFA) to identify important queries to the latent
variables that take into account waste management skills. Analysis of variance
techniques (both univariate and multivariate cases) were used to obtain important
independent variables that helped to explain the chosen EFA factors.

Keywords: Waste management · Navy and environment · Pollution of ships ·
Sea pollution · Literacy · Statistical analysis · ANOVA

1 Introduction

The illusion that the sea has the ability to absorb all pollution has long remained. Since
the Navy has a very close relationship with the marine environment, it is a continuous
concern to reduce the environmental impact of ships in their missions. How waste treat-
ment is carried out on Portuguese Navy ships is a pertinent question. Implementing a
waste management system (WMS) correctly on board helps to minimize the ecological
footprint, which must comply with national and international regulations that cover the
entire process from collection, separation and treatment types to discharges or storage
of produced waste. Given that the Portuguese Navy has some aged ships in its fleet,
the current task is to find out under what conditions the WPS is implemented, when
possible This study takes interest on the garrison’s status in terms of training and envi-
ronmental awareness. It is important to note that ships are the main focus of this work,
we have visited several ships and other ground support units and collected data in inter-
view mode and applying questionnaires.
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This work started from [1], where the author resumed the specific regulations about
the topic. In addition, in the same monograph, we implemented a questionnaire to assess
knowledge, attitudes and practice (KAP) in waste management during boarding time for
NRP ships. Using an incomplete sample of the embarked staff, a preliminary statistical
analysis was performed on [2,3] to be used as a support for the current work. In this
manuscript, we continued the statistical approach proposed in [4,5].

This article consists of an introduction, results and concluding remarks sections,
a Sect. 2 where we present some motivations and references to the legal regulation of
waste management in the marine environment. Section 3 has some details about the
methodology. Empirical application can be found in Sect. 4.

2 Preliminaries

In accordance with the principles of sustainable development, the most important legal
tool for dealing with marine environmental issues with regard to the management of
ship-generated waste and cargo residues in EU ports is an important element to be stud-
ied. Receiving waste and cargo residues from ports is especially important for organi-
zation. In [7] the author describes the existing environmental tax system, the basis for
calculating such taxes, several ports in Europe, namely Rotterdam, Antwerp, Klaipeda,
Szczecin.

Another issue related with waste management is the life cycle of ships with age
restrictions related to their operations. When the ship is no longer economically prof-
itable, it is recycled or thrown away. Abandoned ships contain many hazardous mate-
rials, so special care must be taken to handle waste in accordance with national and
internationally available rules. In this connection, dismantling and ship clothing, ship
recycling facilities for recycling machinery and infrastructure must be well designed to
comply with all regulations so as not to generate contaminated waste that is harmful to
humans and the environment. The authors of [6] promoted a study to design an environ-
mentally friendly or environmentally friendly ship recycling workshop, a pilot project
that predicted the rise of old used merchant ships.

In [7], the authors placed particular emphasis on the legal provisions of international
law that define how waste and exhaust gases are treated on ships (MARPOL; MARPOL
Appendices 5 and 6). Due to the standardization and automation of the handling of
shipping, shipping orders and documents are issued in accordance with classification
societies in certain countries.

The Portuguese navy has been trying to become more and more green in recent
years. The Navy’s Admiral Chief of Staff has defined the security and health policy for
the Navy’s work and environment, where there are environmental guidelines on land
and ships to which all military, military and civilian work and contribute for good waste
management and environmental protection. In [8] the author gives a good description of
this effort. This work has completed these studies in order to carry out a waste manage-
ment analysis of Portuguese naval ships and restricts the study to the residues mentioned
in Annexes I, IV and V of Marpol 73/78. For this analysis, a questionnaire with relevant
questions about knowledge, practice and attitudes was completed and implemented on
the crew of the NRP ship to gather the information necessary about the waste manage-
ment.
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3 Methodology

3.1 Analysis of Variance

Experimental Design One Factor. The purpose of these techniques boils down to
comparing k treatments (k ≥ 2). Suppose there are k groups of individuals chosen at
random. Each group is subject to treatment, i, i = 1, . . . ,k. Each group does not nec-
essarily have the same group of individuals. Consider ni the number of individuals in
group i. If in each group the number of individuals is equal, the design is denominated
as balanced. When two independent (k = 2) random samples are available, t-tests can
be established to compare means, when there are k > 2 independent samples there is
no way to establish this test to proceed with their analysis. It is necessary to resort to
a completely different technique known as analysis of variance. The data of k samples
are generally presented as yi j, the response of individual j in sample i.

TheoreticalModel. Formal inference to compare means of different treatments implies
the definition of probabilistic models. It is assumed that the relative data on the i− th
treatment have a normal distribution of mean μi and variance σ2. IfYi j is a random vari-
able (rv) associated to the observed value yi j the theoretical model can be represented
by (1)

Yi j = μi+ εi j, ( j = 1, . . . ,ni, i= 1, . . . ,k), (1)

with εi j rv’s independents and Gaussian

εi j ∩N(0,σ2) (2)

The model can be rewritten as (3)

Yi j = μ +αi+ εi j, (i= 1, . . . ,k, j = 1, . . . ,ni). (3)

We are able to obtain confidence intervals at (1−α)× 100% for each μi. Since
μ̂i = yi and from (1) and (2) we can conclude

yi ∩N(μi,σ2) (4)

following
yi − μi

σ/
√
ni

∩N(0,1) (5)

or, if σ is unknown,
yi − μi

S/
√
ni

∩ t[N−k]. (6)

The confidence intervals (CI) considering a confidence level (1−α)× 100% for
each μi are given by (7)

yi − t[N−k;1−α/2]
s√
ni

≤ μi ≤ yi+ t[N−k;1−α/2]
s√
ni
. (7)
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To investigate whether the treatments have identical means or not can be tested the
hypothesis (8) using as statistical test the formula (6)

H0 : μ1 = · · · = μk versus H1 : some μi are not equal. (8)

A rejection of H0 means that there is experiential evidence that treatments differ from
each other. In terms of the effect of treatment αi, the above hypothesis can be described
as

H0 : α1 = · · · = αk = 0 versus H1 : some αi are not null. (9)

To perform the test defined by (9) it is necessary to calculate the total variability of
μ̂i = yi around μ̂ = y given by the sum of squares of treatment deviations (16)

SSTREAT =
k

∑
i=1

ni (yi − y)2 . (10)

A large SSTREAT suggests that the treatments are distinct. It is necessary to take its
average value, dividing by the degrees of freedom (11)

MSTREAT = ∑k
i=1 ni (yi − y)2

k−1
(11)

and compare with the variability of each observation within the sample, i.e., with
the mean sum of squared errors defined as (12)

MSE = s2 =
∑k
i=1 ∑ni

j=1 (yi j − yi)
2

N− k
=

SSE
N− k

. (12)

The F test statistic associated to test hypothesis (9) is given by (14)

F =
average sum of squares due to treatments

mean sum of squares of residuals
(13)

=
MSTREAT
MSE

∩F(k−1,n− k). (14)

The critical region of test (9), for significance level α is given by (26)

F|H0
> F(k−1,n−k,1−α). (15)

The total variability SST (16) is measured by the squared mean of the deviations of
each observation from the overall mean

SST =
k

∑
i=1

ni

∑
j=1

(yi j − y)2 (16)

and can be decomposed by the sum of two terms: the inter-group variability given by
SSTREAT and a variability within each group SSE, given by (17)

SST = SSTREAT +SSE. (17)

This relationship is generally presented in tabular form, the ANOVA table.
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Contrast Analysis. There is often a need to infer about differences in expected values
(e.g. μ3 − μ5). At other times, the parameter of interest is more general than the simple
difference in means and can be seen as the difference in expected value ‘blocks’ (e.g.
1
2 (μ3 +μ5)− 1

3 (μ1 +μ2 +μ4). Such differences lead to the notion of contrast. Contrast
is no more than the linear combination of μ ′

i s,

L=
k

∑
i=1

ciμi (18)

such that the sum of the coefficients ci is null

k

∑
i=1

ci = 0.

The sample estimator contrast L defined by é is given by (19)

̂L=
k

∑
i=1

ciμ̂i =
k

∑
i=1

ciY i. (19)

A Priori Comparision. From the fact of ̂L be Gaussian ??, we conclude that

T =
̂L−∑k

i=1 ciμi

S

√

∑k
i=1

c2
i
ni

∩ t[N−k]. (20)

A CI with a confidence level of (1−α)× 100% for the contrast L given by (3.1)
can be deduced from (20) and it is given by

̂l± t[N−k,1−α/2] × s

√

√

√

√

k

∑
i=1

c2
i

ni
ou (21)

k

∑
i=1

ciyi ± t[N−k,1−α/2] × s

√

√

√

√

k

∑
i=1

c2
i

ni
. (22)

A Posteriori Comparisions. When the hypothesis of equality of means of the different
treatments is rejected, it is urgent to make more detailed multiple comparisons between
the different averages, since there are at least a couple of distinct averages between
them. You only know which or which of these pairs are. Thus, if the explanatory variable
influences the dependent variable, it is necessary to ascertain which levels have actually
expected different values. The Tukey method or Scheffé method are the most used.
In the present manuscript we use the Scheffé method. Follows a brief summary about
Scheffé method.
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Scheffé Method
The Scheffé method [9] allows you to test any kind of contrast and not just simple
differences.

A posteriori CI with a confidence level of (1−α)× 100% for the contrast L (see
definition (3.1) by Scheffé é method is given by

̂l±
√

(k−1)F[k−1,N−k,1−α] × s

√

√

√

√

k

∑
i=1

c2
i

ni
ou (23)

k

∑
i=1

ciyi ±
√

(k−1)F[k−1,N−k,1−α] × s

√

√

√

√

k

∑
i=1

c2
i

ni
, (24)

with F[k−1,N−k,1−α] the quartile with order 1 − α from a rv with distribution F de
Snedcor with k−1 e N− k degrees of freedom.

To test the hypothesis (25)

H0 : L=
k

∑
i=1

ciμi = 0 versus H1 : L �= 0 (25)

considering a significance level α it is enough to verify if the zero value belongs to the
CI (23) with a (1−α)× 100% confidence level for the contrast L or considering the
critical region (26)

F|H0
> (k−1)×F[k−1,N−k,1−α] (26)

with F the statistic test given by

F =

(

∑k
i=1 ciY i

)2

S2 ×∑k
i=1

c2
i
ni

∩F(k−1,N− k). (27)

Notice that the method of Scheffé [9] is just one of the methods that can be found
in the literature to perform multiple comparisons, or in general, to test all possible con-
trasts at the same time, to see if at least one is significantly different from 0. Other
possibilities can be considered, e.g. the Tukey method, a parametric approach to test
all possible pairwise differences of means to determine if at least one difference is sig-
nificantly different from 0, or a non parametric approach like Jonckheere-Terpstra test
[10,11] or Kruskal Wallis test [12,13]. Kruskal Wallis test is a nonparametric alterna-
tive to the one-way ANOVA, a rank-based nonparametric test that determines if there
are statistically significant differences between two or more groups of an independent
variable on a continuous or ordinal dependent variable. Some nonparametric methods
are described with some detail by the authors of [14–17].

3.2 MANOVA

Multivariate analysis of ANOVA (MANOVA) is an extension of univariate analysis
of ANOVA (ANOVA). In ANOVA, we examined the statistical difference between
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the continuous dependent variable and the independent grouping variable. MANOVA
expands this analysis with several consecutive dependent variables in mind and groups
them into weighted linear combinations or complex variables. MANOVA compares
whether the newly created combination is different from other groups or levels of
independent variables. In this way, MANOVA primarily tests whether the independent
grouping variables at the same time constitute statistically significant fluctuations in the
dependent variable. MANOVA assumes that the observations are independent of each
other, there is no standard for sampling, and the samples are completely random. The
independent variable is categorical and the dependent variable is continuous or scaling
variable. The dependent variables cannot be closely related. The authors of [18] suggest
that the correlation should be at least r = .90. The data are multivariate gaussian with
homogeneity of variance in distinct groups.

The Levene variance test is applied to evaluate the variance homogeneity between
groups of independent variables. The Box M test evaluates the similarity of covariants
between groups. This corresponds to multivariate variance homogeneity. The signifi-
cance of this test is usually determined considering low significance levels due the fact
that this test is generally considered very sensitive. The statistics η2 shows the vari-
ance of the independent variable. Used as power size on the MANOVA model. Some
posterior tests cam be applied to evaluate if there exists significant differences between
the groups. The multivariate F test is basically the sum of the mean squares SS of the
source variable divided by the mean error of the source variable MSE.

4 Empirical Application

4.1 The Questionnaire

After authorization by the Portuguese Surface Fleet Commander, the data collection
was carried out through questionnaires and some successive visits to the ships, in which
the person responsible for waste management was boarded on board each ship and
the questionnaires were distributed to the military belonging to each garrison. After
approval by the commander of the Portuguese Navy Surface Fleet, data collection was
carried out through a questionnaire applied to the embarked personnel of each autho-
rized ship. The questionnaire is divided into two parts, the first part includes socio-
demographic variables and personal details (detailed in Fig. 1).

Fig. 1. Questionnaire questions. Questions about the socio-demographic information about each
participant.

The second part of questionnaire is composed with questions that allow to evaluate
KAP about waste management (detailed in Fig. 2).



264 M. F. Teodoro et al.

Fig. 2. Questionnaire questions. Questions about the knowledge, Attitude and Practice of each
participant about waste management.

The major part of questions from second part use of Likert scale with four levels
from 1 to 4 (1 - Totally Disagree, 2 - Partially Disagree, 3 - Partially agree, 4 - Totally
Agree; also some questions have a “yes” or “No” answer. Question related to identifying
the factors that contribute to poor waste management has an open answer.
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4.2 Sample Characterization

The collection of data was done taking into consideration that we are interested to know
how waste treatment is carried out on Portuguese Navy ships, if there exists a waste
treatment plan adapted to the characteristics and needs of each ship and which are the
conditions, how is condition of the equipment on board for processing waste and if
the garrisons are aware of the importance of minimizing the environmental impact of
ships. Were performed fifteen interviews to on board Waste management Officers to
understand the application of a WMS; there were 241 participants from garrisons that
responded the questionnaires; the chief of the port support service and the head of finan-
cial management and supply section were also interviewed (Fig. 3). In this manuscript
we have focused our attention in questionnaires data set.

Fig. 3. Collection data.

The questionnaire answers are described as follows. In Fig. 4, the distribution of
gender and age is summarized. The sample is composed by 64% of men and 36% of
women. People at almost 46% are under 30, and between 38% between 30 and 40. The
oldest participant is 51 years old. Information about the environmental issues training
and recycling at the home can be found in Fig. 3. Approximately one third of the partic-
ipants (36%) performed environmental education training. About 68% of participants
recycle at home.

Fig. 4. Sample distribution per gender, per age, per environmental education training attendance,
per use of recycling at home. Left: Gender (male/female); Center left: Age; Center right: envi-
ronmental training (no/yes); Right: Recycling use (no/yes). Source [1]
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4.3 Results and Final Remarks

In [4,5], the statistical analysis of the questionnaire was performed. The alpha-
Cronbach coefficient was coherent to a good internal consistency, the We measure the
homogeneity and internal consistence of questionnaire and respective validation.

A preliminary data analysis using the questionnaire data set and taking into account
the non-quantitative nature of the relevant variables, we have computed some measures
of association between the distinct questions: the non-parametric Spearmann correla-
tion coefficient and Friedman’s non-parametric test for samples [3,5]. Both tests were
significant (p− value < 0.001) meaning that in general questions have not the same
distribution Fig. 5.

Fig. 5. Sample distribution of ranks Q21–Q220. Source [4].

The paired T-test, McNemar’s test for frequencies comparison, Crochan’s Q test for
binary variables comparison. Also were performed the Friedman test (p-value< 0.001)
and kendalls coefficient of concordance test (p− value< 0.001). All tests conduced to
the same conclusion: the distributions of considered questions are distinct [2].

In [5] were also performed unilateral tests for median considering each question
Q21–Q220, the Wilcoxon test and the signal test. We can say that more than 50% of
participants have declared that there exists the daily environmental care, consider it an
important procedure, also consider that some waste can be left in sea, the waste storage
contributes to welfare, security and hygiene of staff. Also consider that the existent
equipment to process waste is not enough. The staff declares to know the internal and
external rules but claims that there is not a good offer of formation in environmental
education. Also we could confirm that environmental awareness is increasing.

In Fig. 6 is displayed the composition of sample per rank and the distribution of the
attendance of environmental training per rank. Clearly, it is not uniformely distributed.
The correlation between the training course attendance and the rank is strongly signifi-
cant (p− value< 0.001).
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Fig. 6. Left: Rank percentage; Right: Distribution of environmental education attendance per
rank. Source [1].

In [1] we also have applied an exploratory factorial analysis to reduce the dimen-
sionality of the problem. Four factors were selected and was identified a meaning
for each: F1 combines variables that characterize Awareness, F2 combines variables
from Hygiene and Sa f ety, F3 combines variables from Practice. This new variables
were introduced as independent variables in a ANOVA uni-dimensional model in [5].
The factor associated with Hygiene and Sa f ety issues conduced a significant model
(p− value< 0.05) when is related with the kind of ship.

In the present work, we could obtain a model with a global F test with a p−value=
0.073, using a two dimensional anova (see Table 1 where the kind of ship and the first
interaction between rank and the kind of ship were significant as covariates to explain
the Awareness variable (the dominant factor F1 obtained in [4] by EFA).

Table 1. Analysis of variance. Dependent variable: Awarness (factor 1 obtained by EFA in [4]).
Explanatory variables: Kind of ship, Rank (first order interaction with kind of ship).

Source Type III sum
of squares

df Mean square F Sig.

Corrected model 29.297a 20 1.465 1.529 0.073

Intercept 0.800 1 0.800 0.835 0.362

Q1 3 1.916 2 0.958 1.000 0.370

Kind ship 10.680 6 1.780 1.858 0.089

Q1 3 * Kind ship 18.411 12 1.534 1.602 0.092

Error 210.703 220 0.958

Total 240.000 241

Corrected total 240.000 240

The rank revealed significant differences in the first factor F1 when we consider
different levels of ranks in intersection with the kind of ship. The F test conduced to
a p− value = 0.09. We can find such differences in the Fig. 7 where is displayed the
difference (effect) of the global mean of the factor F1 relatively to the mean per rank
for each level of kind of ship. Notice that from Fig. 7, in general we can evidence that
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the oficial and sargento greater effects on F1, than praça. Considering each kind of
ship level, the lancha is the one with bigger effect on the factor F1, followed by veleiro
and patrulha oceânica. Distinct effect padrons are achievd with fragata, hidrográfico,
lancha hidrográfica and corveta contributing with smaller effects on factor F1.

Fig. 7. Effects of the kind of ship in factor 1: difference between the mean estimates per each
level with the global average.

In Table 2 we have displayed the Scheffe simultaneous 90% intervals for the mean
difference of Awarness when are considered distinct ranks. The only significant interval
for the mean difference of Awarness is obtained when we consider oficial and oficial
ranks. The results appear to be adequate and in accordance with the fact that a higher
rank corresponds to a major rate of an environmental training.

Table 2. Multiple Comparisons: Scheffe simultaneous 90% intervals for the mean difference of
Awarness for several levels of ranks. The mean difference is significant at the 0.10 level.

(I) Categoria Mean difference (I-J) Std. error Sig. 90% Confidence interval

Lower bound Upper bound

Oficial Sargento 0.0817538 0.19576567 0.917 0.3405607 0.5040684

Praça 0.3202526* 0.14834720 0.100 0.0002312 0.6402739

Sargento Oficial −0.0817538 0.19576567 0.917 −0.5040684 0.3405607

Praça 0.2384987 0.17436088 0.394 −0.1376405 0.6146379

Praça Oficial −0.3202526* 0.14834720 0.100 −0.6402739 −0.0002312

Sargento −0.2384987 0.17436088 0.394 −0.6146379 0.1376405
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The results are compatible with the fact that smaller ships have no WMP, with few
elements on board and with short time missions, the waste volume is reduced, does not
represent a problem. With bigger ships, the majority have a WMP, some times with-
out enough conditions to apply the plann, a minority without a WMP corresponds to
older ships (like corveta) that were built in a time where environmental issues were not
considered. Also were studied another kind of relations with the 3 factors obtained by
EFA, including the computation of an indicator of good practices combining the infor-
mation of some questions. The results appear to be promising but will be presented and
discussed in a future article.
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Abstract. Themodels of productionmanagement and business organization have
been constantly improving. Industrial conglomerates have emerged in the last
decades, resulting in large centers of biotechnological and pharmaceutical knowl-
edge. Initiatives related to the sharing of demands between companies, and more
recently, sharing of research and development infrastructure, have transformed
business models creating new opportunities for the biotechnology segment around
the world. Following this trend, this article seeks to map large companies in the
biotechnology sector, analyzing data from regulatory agencies, scientific articles,
reports from regional development and innovation centers and other market infor-
mation disclosed, Aiming to pointing out agglomerations in large hubs and initi-
ating a discussion of the possibilities for the development of new technologies and
the strengthening of the Brazilian biotechnology market. This article analyzed the
main clusters in Europe and United States of America, listing some of its largest
companies, market sectors, research and innovation projects. As a result, we con-
cluded that these large conglomerates have been benefited from their location and
commercial relationship. We believe that this research can serve as a basis for new
studies related to models that can foster the development of new biotechnologies
between companies and their innovation ecosystem. As a suggestion for new dis-
cussions, the continuity of studies related to the concepts of sharing economy is
required, especially in the Brazilian context, seeking innovative solutions to fac-
tors that hinder the strengthening of the world biotechnological market, mainly
those related to the costs of research, development and innovation (RD&I) of new
technologies.

Keywords: Biotechnology market · RD&I · Innovation

1 The Biotechnology Market

During the convention on biological diversity of the United Nations Organization - UN
(1992), the concept of biotechnology used worldwide was defined, establishing Biotech-
nology as the area of biology that uses biological systems, living organisms, or derivatives
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thereof, to develop or modify products and processes for technological and specific use.
Since then, the biotechnology sector has been a promising bet for solving several com-
plex problems in contemporary society, from the treatment of diseases, development of
biomaterials, agricultural techniques, clean production and innovative solutions to fight
climate change in a sustainable way.

Biotechnology has revolutionized markets and has the potential to improve various
fields of knowledge through the development of new products and processes. Among
some of the current research with great impact, we can mention the use of bioplas-
tics, biofuels, enzymatic detergents, production of food in culture (meat for example,
reducing the need to use land, natural resources and antibiotics), biopesticides, biofer-
tilizers, cosmetics, clothing and so many other markets that can benefit from the use of
new techniques and inputs. Following this global trend, Brazil biotechnological mar-
ket can be improved by understanding international models of cooperation on research,
development, innovation - RD&I of the global biotechnology market, strengthening
the biotechnology industry in the region and assisting the study of future public sector
incentive policies.

In this article, we researched some of the main biotechnological companies and
hubs in the Europe and North America regions, listing the major technology centers by
area of knowledge and business concentration. In parallel, some initiatives and projects
to strengthen the biotechnological sector in the national level were analyzed, initiating
a discussion on the future of biotechnology in Brazil. The data was obtained through
reports from regulatory agencies, scientific articles, reports from regional development
and innovation centers and other market information disclosed.

2 The International Market and Analysis of Data
from the Biotechnology Segment

Theworld consumermarket has undergone a change in its productionmodels and product
engineering. Countries like the United States, Spain and China observe the exponential
growth of startups focused on research, development and biotechnological innovation
(RD&I), advancing in several areas of knowledge in a collaborative and interdisciplinary
way (Phillips 2019).

According to a report by the consultancy GlobalMarket Insights (2019), the biotech-
nologymarket should surpass themark of $ 729billion dollars in the year 2025. Similarly,
analyzing the year 2018, it was possible to evidence an exponential growth especially in
the bioagriculture segment, moving the equivalent of $ 35 billion dollars in the year. Sev-
eral fields of research and biotechnology hubs have emerged in recent years, in Europe,
for example, the biotechnology segment is identified as one of the sectors that most
employs and generates income. In the next paragraphs, we seek to map some of the
major hubs in the European biotechnology segment. The list of companies analyzed in
this research is shown in Table 1 – “Biotechnological research centers”.

Regarding to data analysis, cities with a large concentration of companies focused on
biotechnological research, development and innovation were chosen for this research.
Factors such as territorial location, development of new projects (presence of scientific
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Table 1. Biotechnological research centers.

Region Biotechnology companies

Amsterdam UniQure, Arthrogen, Agendia, Kiadis

Barcelona Ysios capital, Minoryx Therapeutics, Aelix Therapeutics, Leukos Biotech,
Peptomyc

Berlin Mologen, RenovaCare, ImmunoLogik e Solaga

London Orchard Therapeutics, Nightstar, Autolus, Cell Medica, Motif Bio e ReViral

Basel Actelion, Basilea, Polyphor, Allecra, Idorsia (spin-off da Actelion) e Santhera
Pharmaceuticals

Oslo Zelluna, Nordic Nanovector, Targovax, PCI Biotech e AlgiPharma

Munich MorphoSys, Medigene, Wilex, 4SC e Oryx

Lyon Adocia, Poxel e Alizé Pharma, Imaxio, Fab’entech, Enyo Pharma, Erytech,
APCure e Orega Biotech

Vienna Hookipa, AFFiRis, Themis, Nabriva e Apeiron

Oxford Oxford Nanopore, Oxford Biomedica, OxSyBio e Oxitec

articles or patents) and local cooperation were evaluated. Concerning the main data
collected, we would like to emphasize the cities described below, as follows.

Amsterdam is considered one of the major centers of European biotechnological
knowledge, has several companies conducting research focusing on gene therapy, new
models and techniques to improve compatibility in bone marrow transplantation, devel-
opment of new procedures aimed at combating diseases such as arthritis and cancer
breast cancer (reducing the need for chemotherapy that has more intense and harmful
side effects to patients), among other important researches ofworldwide relevance. Some
of the its main companies: uniQure, Arthrogen, Agendia, Kiadis.

In Spain, the city of Barcelona is a reference as the largest national biotechnological
center, with exponential growth in recent decades. The region has a large number of
startups and research focused on the treatment of rare diseases such as HIV, cancer and
leukemia. Among the main companies in the segment can be mentioned: Ysios capital,
Minoryx Therapeutics, Aelix Therapeutics, Leukos Biotech, Peptomyc.

The city of Basel stands out as the headquarters of the company Actelion, one
of the largest biotechnology companies in Europe. It also has other large companies,
like Basilea, Polyphor, Allecra, Santhera Pharmaceuticals and Idorsia (spin-off from
Actelion).

In Berlin, companies with a focus on the use of cyanobacteria for the production
of biogas, treatment of cancer, HIV and methods to heal burns and wounds by stim-
ulating the development of stem cells stand out. Most relevant companies: Mologen,
RenovaCare, ImmunoLogik and Solaga.

The city of London has a structured ecosystem for supporting and developing compa-
nies (startup to the highest levels of maturity) and benefits from the proximity to institu-
tions, financing agents and investors. The city has been the subject of major investments
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in biotechnology in recent decades and has companies such as Orchard Therapeutics,
Nightstar, Autolus, Cell Medica, Motif Bio and ReViral.

Munich is known as a business hub, it has several universities and research institutes
and because of that it has attracted many biotechnology startups in the last decades,
among which we can mention: MorphoSys, Medigene, Wilex, 4SC and Oryx.

In the region of France, Lyon is the country’s second largest city and is often cited
as one of the cities with the best quality of life in Europe. It has more than 60 thousand
workers allocated in the biotechnology segment and also has a cluster of companies
focused on the treatment of diabetes (Adocia, Poxel and Alizé Pharma), infectious dis-
eases (Imaxio, Fab’entech, Enyo Pharma, Erytech, APCure and Orega Biotech) among
others.

The Oslo region stands out mainly in the development of research related to oncol-
ogy and microbial infections, the city has important biotechnology companies such as
Zelluna, Nordic Nanovector, Targovax, PCI Biotech and AlgiPharma.

The Oxford business conglomerate has companies working on DNA sequencing,
gene therapy, regenerative medicine and methods to prevent Zika, malaria and dengue
through mosquito reengineering. Among the main members of this cluster we can high-
light Oxford Nanopore, Oxford Biomedica, OxSyBio and Oxitec. The city has large
laboratories and universities that help to strengthen its research and applied scientific
development conglomerate.

The capital Vienna has large companies working on vaccines, immuno-oncology and
development of antibiotics for multi-resistant bacteria, among which we can mention
Hookipa, AFFiRis, Themis, Nabriva and Apeiron.

In the United States, in view of the importance of the biotechnological segment and
following this global trend, in 2016 the businessman and creator of Facebook Mark
Zuckerberg and Priscilla Chan, highlighted the potential of the biotechnological and
medical research market by making large investments in the creation of a Biohub in
a collaborative and integrated with three leading teaching and research institutions:
Berkeley, UCSF and Stanford.

Youtie and Shapira (2008) implemented studies on Georgia’s innovation and tech-
nology hub, establishing the importance of this type of organizational arrangement for
the development and economic strengthening of the region. In the same way, Baark and
Sharif (2005) studied the transformation of a shopping center into an innovation hub
in Hong Kong, strengthening the business ecosystem in this region of China. In both
cases, the proximity and sharing of physical and technological resources resulted in an
efficiency gain in the development of new technologies.

Analyzing the data from these global biotechnological centers, we can conclude
that the organization of knowledge conglomerates around the world are present in cities
that have a policy of fostering innovation. Through public policies and the provision of
infrastructure and skilled labor, these cities were able to create large centers of biotech-
nological research and development, new clusters and Hubs were established on the last
decade in this regions and changed the way the market relates to society. Understanding
these models and mapping these determinants is a relevant factor for the development
of this type of experience in the Brazilian market.
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A relevant fact was to verify the common presence in these centers of a cooperative
model between companies, government and society, one of the main pillars of the triple
helice concept (for more information see (Bruneel et al. 2010; Etzkowitz et al. 2017;
Ribeiro 2018).

Another interesting information is that all these centers have a knowledge generator
university, with biotechnological research projects, and technical related degrees on the
region. The interaction between this ecosystem generates a beneficial cycle in which
the university is aligned with the needs of the local market and serves as a factor of
regional development through the supply of qualified technical labor for the region.
Likewise, the presence of laboratories and specialists proved to be an attractive factor
for the establishment of these companies in the region.

Economic factors were also analyzed and considered as limiting factors to the devel-
opment and creation of new companies in the analyzed biotechnological production
centers. The operational cost, security, intellectual and legal protection were the limiting
factors for the creation of these research centers.

Considering the results of the data analysis, as well as the concept of shared econ-
omy, we see an opportunity for the creation of large centers of shared biotechnological
research, focusing on the interaction between companies, government and university,
creating an environment conducive to strengthening the biotechnological segment and
reducing operating costs, thus making the region more efficient and competitive in a
globalized market.

The study of the large biotechnological conglomerates around the world mentioned
above has a lot to contribute to the development of models of cooperation and promotion
at the national level, creating newbusiness, research and industrial development opportu-
nities in our innovation ecosystem, especially for the small biotechnological companies
and startups.

Through strategies aimed at product engineering and market alliances (horizontal
and vertical cooperation), small biotechnology companies have shown an increase in
representativeness in the world market in branches previously dominated exclusively by
large pharmaceutical companies (Heitzmann 2019).

In more developed countries, the biotechnology clusters are located in regions with
competence in the area, as they depend on efforts of interaction between actors, such
as teaching and research institutions, incubators and technology parks, commercial and
industrial associations, quality and standardization entities, risk investors, in addition to
organization and resources capable of strengthening interaction, synergy, collaboration
and competition (Suzigan et al. 2005).

Thus, the creation of knowledge-intensive clusters converges with the prospect of
strengthening the critical basis for coagulation of the actors responsible for the techno-
logical performance of countries and regions, such as companies, teaching and research
institutions, startups, financing agencies and venture capital, technology parks and
government.

Similarly, business hubs are collaborative environments capable of stimulating the
development of technologies through the sharing of tangible and intangible resources;
with a focus on connectivity, these spaces bring together companies in order to create
innovative products and services using the common coworking infrastructure in a shared
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and collaborative way. The city of St. Louis in the United States, for example, outlined
strategies for creating its BIOHub and emerged as one of the fastest growing markets
with a focus on life sciences (Marris 2008).

Nevertheless, John (2014) defines Hubs as business, research and development envi-
ronments capable of providing adequate spaces for PD&I support and especially valuable
networking for the promotion and maturation in micro and small companies (MSEs) and
startups. With regard to clusters, John (2014) argues that:

“... clusters can be described as a group of mutually dependent and related busi-
nesses grouped in the same locality or region in a city ... clusters can also be
established virtually through networking networks ... hubs and clusters are closely
interconnected and associated with the same phenomenon (p. 03) ”.

Universities and research institutes are an important part of the existing cluster mod-
els. The relevance of the role of universities and institutes of science and technology
(ICTs) in building sustainable creative economies is recognized as one of the main rea-
sons for the development and rise of this type of practice. Ruiz (2010), analyzes in his
research the role of universities and agents of science and technology in the structuring
of an innovation hub in the UK organization Nesta, located in the United Kingdom,
demonstrating the impact of these organizations in promoting the development of new
technologies in the region.

In this sense, Chesbrough (2003) describes a model of open innovation and indus-
trial cooperation in order to facilitate the interaction and transfer of knowledge and
technologies. In his point of view, the researcher states that in order to obtain benefits
from research and development of a product in competitive economies, it is necessary
to exchange knowledge with other organizations, creating mutual gain relationships and
reducing transaction costs.

Considering the results of this research, we have evidenced through the final data
analysis that the main concepts related to the success in the experiences of this biotech-
nological centers are related to practices of open innovation, shared economy and triple
helix aligned with economic, political and local infrastructure factors. The study of
these factors has great potential to contribute to the Brazilian biotechnology research,
development and innovation market.

3 The Brazilian Biotechnological Market: Considerations
and Opportunities

According to a survey organized by the OECD (2013), Brazil occupies the 12th position
in the number of biotechnology companies - the State of São Paulo occupying the 20th
place - with a population of 314 firms, 152 of which are located in São Paulo (Fig. 1).

Considering the 27 federation units, 14 of them have technology-based companies.
The State of São Paulo covers almost half of the companies in this sector (48%), Minas
Gerais has a little more than a fifth of the companies (21.3%) and in Rio de Janeiro they
have 10%.

Considering the field of public policies for biotechnological industrial development,
the government of the state of São Paulo (Brazil), through its economic development
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Fig. 1. Biotechnology companies by countries and in São Paulo. Source: OECD 2013, adapted
from Freire (2014).

secretary, has encouraged studies of new models for sharing and promoting industrial
production and innovation. Debates about Open innovation projects, relationships with
startups and the creation of innovation hubs have been encouraged, especially those
related to the triple Helix concepts, highlighting the role of state and federal institutes,
universities and research centers.

The multidisciplinary nature of the biotechnology field, connecting large areas of
knowledge, requires scientific research on interaction models capable of strengthening
scientific research that allows investigating the results from a technological, economic
and social point of view.

The variables involved in the process of innovation and development of technologies
are not linear and suffer great interference according to the sector in which the company
is inserted.While sectors that are intensive in scale direct a large part of their investments
towards the maintenance of an already developed process, science-based sectors such
as biotechnology companies invest a large part of their resources in the generation of
knowledge and new technologies.

It is relevant to mention the research by Guiliani (2005), evaluating the organization
of clusters and their capacity for evolution and consolidation. We can emphasize the
fact that in the last decades, research, development and innovation models have been
the object of study in the most diverse fields of knowledge. Research relating new
techniques and analysis of complex systems began to modify the way that companies
organize their production model and interact with the market. The growth of startups,
competing directly with traditional large companies, has caused many entrepreneurs and
researchers to rethink the existing PD&Imodels in their business, seeking the dynamism
and culture of reengineering present in these new entrants in their business chain.

Likewise, following the concepts of the Sharing economy, large companies and
markets around theworld have devised strategies to foster innovation through the sharing
of goods and services. Ribeiro (2018) found the main factors related to the mortality of
basic research in micro and small companies (MSEs), showing the sharing of laboratory
infrastructure as an alternative for solving the main factors related to the abandonment of
promising projects in their field: lack of R&D equipment, laboratory infrastructure and
specialized operational/technical knowledge. Thus, the principles of sharing economy
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are directly related to the increase in the efficiency rate in converting basic research into
new technologies for the market.

In fact, the agglomeration of companies in a specific segment in order to obtain
better market opportunities is not new in this century alone. Throughout history, the
most diverse agents belonging to the same line of business have joined together seeking
strength to present demands to the government, negotiate with suppliers and customers
and even the use of tactics now considered unethical, such as controlling the supply of
determined well to control its price in times of high demand (as was the case with the
organization of oil exporting countries - OPEC, for example). The great news of this
decade is related to a new model of innovation and collaboration among its agents, and
not only to the sharing of information inherent to its market itself.

Innovation R&D hubs share their infrastructure and technical knowledge applied in
the production and development of new products and present a good opportunity for
new studies, thus identifying more efficient production models through alternatives for
better use and use of their available physical resources.

This article analyzed themain clusters inEurope, listing its largest companies,market
sectors, research and innovation projects. We infer that these large conglomerates have
benefited from their location and commercial relationship. As a suggestion for new
discussions, we verified the possibility of analyzing Brazilian biotechnological centers
by regions, comparing the Brazilian’s development centers experience (especially in the
regions of São Paulo, Rio de Janeiro and Minas Gerais) with the formation of European
clusters listed in this scientific article.

Through the analysis of the world organization of biotechnological clusters, their
formation, structure, specificities and individual skills, we aim to contribute to the dis-
cussion of new models and possibilities of productive arrangement. We believe that the
continuity of studies related to the concepts of sharing economy is relevant, especially in
the Brazilian context, seeking innovative solutions to the factors that hinder the strength-
ening of the world biotechnological market, mainly those related to the costs of research,
development and innovation (RD&I) of new technologies.
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Abstract. Optimization is the process of obtaining the best solutions to specific
problems. In the literature, those problems have been optimized through a plethora
of algorithms. However, these algorithms have many advantages but also disad-
vantages. In this article, a New Hybrid Algorithm for Supply Chain Optimization,
NHA-SCO has been proposed in order to improve the benefits of objective func-
tion convergence. For the analysis of the results, three assembly companies have
been utilized as case studies. These companies present their supply chains, i.e., net-
works where products flow from their raw material to the final products delivered
to clients. These supply chains must satisfy different objectives, such as maxi-
mize benefits and service level and minimize scrap. For the evaluation of results,
NHA-SCO has been compared to other well-known optimization algorithms. In
the presented case studies, the NHA-SCO algorithm performs faster, or it con-
verges in fewer iterations, obtaining similar or even better results than the other
algorithms tested.

Keywords: Optimization · Supply chain · Metaheuristics · Hybrid algorithm

1 Introduction

The technologicalwave has grown in the last years. These changes have greatly improved
decision-making; however, they have also brought new problems that involve more vari-
ables and information, complicating and streamlining these processes. In this scenario,
it is essential to find fast and optimal solutions. Optimization is the process of obtaining
the best solutions (optimal state) to specific problems. In this sense, Global Optimization
is a technique to solve any optimization problem to find an optimal state from a large set
of elements or states [1]. In the literature, a plethora of algorithms has been developed
to optimize different problems. However, these algorithms have many advantages but
also disadvantages. Thus, new algorithms have been developed which combine different
characteristics of other algorithms to optimize faster while getting better results [2].
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In the industry, companies try to improve their services by optimizing their Supply
Chain (SC). [3] defined SC as an entity network where the raw material or product flows
through it. This network includes distribution centers, markets, clients, transporters,
industries, and providers. The study of SC is significant within organizations since it
offers information to company stakeholders to make decisions and changes. These deci-
sions and changes could enhance the behavior of an organization to improve its benefits
and the quality provided to final users [4]. In this sense, global optimization allows opti-
mizing a SC, but an optimizer must make the process; in this case, the chosen optimizer
is an algorithm.

In [5], a hybrid algorithm was developed to optimize a SC. It consisted of combining
different characteristics of several optimization algorithms to obtain a new algorithm that
optimizes faster than others. The optimization algorithms used are known asmetaheuris-
tics.Metaheuristics are algorithmsusually inspired bynature [6] that help to solve general
problems utilizing objective functions [7–9]. This paper aims to describe an improve-
ment of the previous algorithm proposed. Specifically, the changes made to enhance the
algorithm are discussed, and also the reasons why these changes were made. To analyze
the benefits of the new algorithm, three case studies were utilized. The first case study
is the same as shown in [10], but variables were modified. The second case is similar
to the previous; however, the SC is handled individually per product in each period.
Finally, the last case study is the optimization of raw materials cutting through patterns.
The rest of the paper is organized as follows. In Sect. 2, the case studies are presented.
Section 3 briefly explains the optimization algorithms utilized. Section 4 describes the
New Hybrid Algorithm for Supply Chain Optimization, NHA-SCO. Section 5 reports
the results of the proposed algorithm. In Sect. 6, these results are discussed. Finally, the
conclusions are included in the last part.

2 Case Studies

Three case studies were utilized in this work. The first case study is related to a com-
pany where televisions are assembled. The second and third case study belong to the
same company in charge of assembling furniture. The names of the companies are not
mentioned due to a confidentiality agreement signed with the companies.

2.1 Case Study I

The first case study corresponds to maximizing the benefit and service level in an assem-
bly company. Benefit: Maximize the profit of the company, i.e., the resulting value of
the sum of all distributed products multiplied by its sell price, subtracted by the amount
of the costs of assembly, distribution, transportation, and storage (1). Service Level:
Maximize the service level offered to clients (2).
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where: b is the product, j is the plant, k is the market, z is the period. Variables: Pzjb is
the total amount of product b assembled in plant j at period z, PDzjkb is the quantity of
product b sent from plant j to market k at period z, Izjb is the final inventory of product
b in plant j at period z. Constants: CMzjb is the unit cost of raw material supplied to
assemble b to plant j at period z, CEzjb is the cost of assembly of product b in the plant
j at period z, CIzjb is the unit holding cost of product b in plant j at period z, PVkb is the
sale price of product b in market k, CTzjkb is the cost of transporting one unit of product
b from plant j to market k at period z, Dzkb is the demand for product b of customer k
at period z, Ijb0 is the initial inventory level of product b in the plant j, ptjb is the time
required to produce product b in plant j, ttzj is the time available to produce in plant j at
period z, SSzjb is the safety stock of product b in plant j at period z.

Subject to the following constraints. Constraint (3) ensures that the quantity of
distributed products in a market at each instant is less than the total amount of produced
products in every plant. Constraint (4) guarantees that the time available at each plant
in each moment is higher than the time required to produce products. Constraint (5)
ensures that the products distributed to the markets from the plants should be less than
the demand at each instant. Equation (6) defines the inventory balance for the products
in each plant at each moment. Constraint (7) ensures that the inventory of products at the
end of each instant is higher than the safety stock in each plant. The quantity of products
produced, stored, and distributed in a market in each plant at every moment is always
positive and are guaranteed through Constraint (8).

∑
j
Pzjb ≥ PDzjkb; ∀ z, k, b (3)

∑
b
ptjb*Pzjb ≤ ttzj; ∀ z, j (4)

∑
j
PDzjkb ≤ Dzkb; ∀ z, k, b (5)

Izjb = I(z−1)jb + Pzjb −
∑

k
PDzjkb; ∀ z, j, b (6)

Izjb ≥ SSzjb; ∀ z, j, b (7)

Pzjb, PDzjkb, Izjb ≥ 0; ∀ z, j, k, b (8)
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2.2 Case Study II

The second case study is themaximization of the SCbenefit.Benefit:Maximize the value
of the benefit obtained subtracted by the sumof distribution, inventory, and transportation
costs (9).

f 3 =
∑

k,b
PVPkb*PVkb −

∑
b
PRb*CPb − I *

∑
b
CPb * Invb *Tb −

∑
k,b

CTb *PDkb (9)

where: b is the product, k is the market. Variables: PVkb is the quantity of product b
sold in market k, PRb is the production of product b, PDkb is the quantity of product b
distributed to market k. Constants: PVPkb is the selling price of product b in market k,
CPb is the unit production cost of product b, Invb is the inventory of product b, Tb is
the average inventory time of product b, I is the defined interest rate, CTb is the cost of
transport of product b, Dkb is the demand in the market k of the product b.

Subject to the following constraints. Constraint (10) ensures that the products dis-
tributed to the markets should be higher than the demand. Constraint (11) guarantees
that the production plus the inventory of the products meet at least the demand. The
quantity of products produced, distributed, and sold in a market is always positive and
are guaranteed through Constraint (12).

∑
k,b

PDkb ≥
∑

k,b
Dkb; ∀ k, b (10)

PRb + Invb ≥ PDkb; ∀ k, b (11)

PRb, PDkb, PVkb,≥ 0; ∀ k, b (12)

2.3 Case Study III

The last case study corresponds to the minimization of scrap produced by the cut of raw
material. Scrap: Minimize scrap generated by plants (13).

f 4 = min
{
cx : x ∈ Zη

+
}

(13)

where: c is the cut pattern, x is the cut frequency, i is the raw material, j is the pattern.
Variables: aij are the produced cuts, xj are the frequency cuts applied. Constants: ej is
the inventory available, di is the demand for cut pieces.

Subject to the following constraints. Constraint (14) guarantees that the demanded
quantity of cuts pieces is satisfied by the sum of the produced cuts multiplied by the
frequency of the cuts. Constraint (15) verifies that the frequency cuts applied to each
pattern do not exceed the available inventory. Constraint (16) satisfies that the quantity
of cut produced and the frequency cuts implemented are always positive.

∑η

j=1
aijxj ≥ di; ∀ i, j (14)

∑η

j=1
xj ≤ ej; ∀j (15)

aij, xj,≥ 0; ∀ i, j (16)
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3 Optimization Algorithms Utilized

The algorithms utilized were the following, Multi-objective Pareto archives evolu-
tionary strategy (M-PAES), Multi-objective particle swarm optimization (MOPSO),
Non-dominated Sort Genetic Algorithm 2 (NSGA-II) and NSGA-II K-means.

M-PAES is a memetic algorithm designed for multi-objective problem resolution. It
uses the technique of local searching, specifically with the PAES (Pareto archives evo-
lutionary strategy) procedure. The individuals used in each iteration combine and mute
themselves to generate new individuals [11]. This algorithm takes time to be executed
since iterations consists of many processes with several operations. MOPSO is a modifi-
cation of the Particle SwarmOptimization (PSO) algorithm. It uses the Pareto frontier to
determine the movement of the particles through the search space [12]. This change was
made to compete with algorithms that work with multi-objective problems. NSGA-II is
a genetic algorithm modified to work in multi-objective problems. It changes the sorting
of individuals through a new method called non-dominated sorting [13]. uNSGA-II is
a modification of NSGA-II that works with a few numbers of individuals. Therefore,
the runtime is also reduced [14]. NSGA-II K-means is a modification of the NSGA-II
algorithm. In this case, this algorithm tries to split the population into different clusters.
Each cluster will pass for a NSGA-II process that takes less time for each group due to
the number of members [15].

4 New Hybrid Algorithm Developed

4.1 Previous Hybrid Algorithm

[10] presented a hybrid algorithm which consisted of a combination of three algorithms:
micro-algorithm (i.e., an optimization algorithm with a few number of individuals),
NSGA-II, and MOPSO. NSGA-II was the basis algorithm. The parents’ selection was
made with MOPSO procedures. After each iteration, the population was reduced multi-
plying by a factor to decrease runtime and computer memory. As genetic algorithms, the
crossover and mutation are based on probability, which relies on a randomly generated
number. Mutation usually takes a random value for the entire space of the problem, but
in this algorithm, a sub-space was created to find solutions faster. The previous hybrid
algorithm was compared with the other two algorithms in only one case study. The
case study was the minimization of costs of a SC and the maximization of the service
level offered to clients. The algorithm was compared with NSGA-II and MOPSO algo-
rithms. The results obtained showed that the hybrid algorithm was faster in runtime in
comparison to the other algorithms [10].

4.2 Creation of Sub-spaces

The creation of sub-spaces was developed to improve the algorithm mutation. This
consists of reducing the search space of individuals in each iteration. At the start of the
problem, this sub-space would be like the same space, which is a width space. However,
in the next generations, this should be reduced to have fewer options knowing that there
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are the best individuals. This reduction relies on a variable xz, which will be cut in some
iterations. This is something similar to PSO, where the particle is limited to the max
speed.

4.3 New Hybrid Algorithm for Supply Chain Optimization

This algorithm for SC optimization, which was named NHA-SCO, has substantially
changed since many features have been replaced, and others eliminated. In the selection
operation, the MOPSO process is not always perfect because on some occasions could
not converge. Therefore, it was necessary to change this selection method to NSGA-II
non-dominated sorting. In each generation, the crossover operation is executed. The
crossover and the mutation are similar to the previous algorithm. The mutations of
the individuals have more diverse values from the new sub-space generated by xz. After
generating the newchild, the population is re-evaluated throughNSGA-II non-dominated
sorting. Before finishing the generation, it is necessary to calculate the generation mod
of a number. This number depends on the max number of iterations. If the result is zero;
then, xz reduces its value, and the population is increased.Micro-algorithmmade a twist,
instead of reducing the population, it has increased. This change was made due to, at
the start of the process, individuals have more variable values. Thus, it would be easier
to get parents in a short set of individuals. However, at a large number of iterations, the
individuals will have similar values. For that reason, it is necessary to have more options
to choose from. It is essential to know that the algorithm starts with a few individuals,
e.g., 10 or 20. These changes produce that NHA-SCO takes more iterations to converge,
but the speed has been reduced incredibly. Figure 1 presents the resulting flowchart of
the new hybrid algorithm NHA-SCO.

5 Results

5.1 Case Study I

Many runs were made to find a mean of runtime and the number of iterations of each
algorithm. Some algorithms converged to better values than others. These values are
presented as the SC benefit and service level. In Table 1, the results of running the
algorithms are presented. The results obtained were the runtime and the number of
iterations required to converge; and values of the benefit and service level offered.

Table 1. Comparison of optimization algorithms for the Case Study I

Algorithm M-PAES MOPSO Previous hybrid NHA-SCO

Runtime 1020 s 51.32 s 24.79 s 8.08 s

Number of iterations 8141 2848 3110 3050

SC benefit ($) 4314,239 4263,268 4359,815 4360,030

Service level 99% 98.6% 99.9% 99.9%
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Fig. 1. Flowchart of the new hybrid algorithm NHA-SCO.

5.2 Case Study II

It is necessary tomaximize the SC benefit. However, for this case, the SC is partially opti-
mized. The running of the algorithm is for each product per period. There are 12months;
however, it is presented only the first two months of the year for illustration purposes.
Table 2 and Table 3 show the expected benefit taken from [15], and the output values
after running the four optimization algorithms.
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Table 2. Results after running case study II with the optimization algorithms in January

Product Expected
value

uNSGA-II
output value

NSGA-II
K-means
output value

Previous
hybrid
algorithm
output value

NHA-SCO
algorithm
output value

PTC002B 1,258.25 1,084.21 1,258.25 1,258.25 1,258.25

PTC007B 1,027.91 801.91 1,027.91 1,027.91 1,027.91

PTC009D 156.73 148.65 148.65 156.73 156.73

PTC012B 801.87 676.73 801.02 801.87 801.87

PTC018B 775.21 533.49 775.21 775.21 757.46

PTC021B 593.47 509.77 593.47 593.47 593.47

Table 3. Results after running case study II with the optimization algorithms in February

Product Expected
value

uNSGA-II
output value

NSGA-II
K-means
output value

Previous
Hybrid
algorithm
output value

NHA-SCO
algorithm
output value

PTC001B 70.4 70.39 70.39 70.39 70.39

PTC002B 428.58 418.59 418.59 428.57 428.57

PTC007B 12.58 0 0 12.57 12.57

PTC008B 1,681.5 1,681.49 1,681.49 1,681.49 1,681.49

PTC009D 519.19 519.19 519.19 519.19 519.19

PTC010B 2.66 0 0 2.65 2.65

PTC012B 269.56 266.81 266.81 269.56 266.81

PTC018B 913.43 913.43 913.43 913.43 913.43

PTC021B 609.7 609.69 609.69 609.69 609.69

5.3 Case Study III

In this case, it is necessary to minimize the scrap generated by the plants after cutting
the raw material. It would be running each product per month. As in Case Study II,
Table 4, and Table 5 present the expected values and output values of each optimization
algorithm.



288 C. Cevallos et al.

Table 4. Results after running Case Study III with the optimization algorithms in January

Product Expected
value

uNSGA-II
output value

NSGA-II
K-means
output value

Previous
hybrid
algorithm
output value

NHA-SCO
algorithm
output value

PTC002B 1,258.25 1,084.21 1,258.25 1,258.25 1,258.25

PTC007B 1,027.91 801.91 1,027.91 1,027.91 1,027.91

PTC009D 156.73 148.65 148.65 156.73 156.73

PTC012B 801.87 676.73 801.02 801.87 801.87

PTC018B 775.21 533.49 775.21 775.21 757.46

PTC021B 593.47 509.77 593.47 593.47 593.47

Table 5. Results after running Case Study III with the optimization algorithms in February

Product Expected
value

uNSGA-II
output value

NSGA-II
K-means
output value

Previous hybrid
algorithm
output value

NHA-SCO
algorithm
output value

PTC001B 70.4 70.39 70.39 70.39 70.39

PTC002B 428.58 418.59 418.59 428.58 428.58

PTC007B 12.58 0 0 12.577062 12.577062

PTC008B 1,681.5 1,681.5 1,681.5 1,681.5 1,681.5

PTC009D 519.19 519.19 519.19 519.19 519.19

PTC010B 2.66 0 0 2.655796 2.655796

PTC012B 269.56 266.81 266.81 269.56 266.81

PTC018B 913.43 913.43 913.43 913.43 913.43

PTC021B 609.7 609.69 609.69 609.69 609.69

6 Discussion

Several algorithms have been tested to compare the results. Each case study has its
algorithms to execute. Findings represent important algorithms features, such as speed
and convergence values, and the number of iterations that the algorithm takes to obtain
the objective value. In the next subsections, the results obtained in each case study will
be discussed.

6.1 Case Study I

Figure 2a, and b show the convergence of the benefit obtained and service level offered
to clients, respectively. These figures present the next features:
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• M-PAES takes more runtime, but it gets better solutions to the problem.
• MOPSO does not converge to good solutions, but it takes less time than M-PAES.
• Hybrid algorithms have faster runtime, but they use more iterations to converge than
MOPSO.

NHA-SCO and the previous algorithm are better in convergence to the solution.
However, the previous algorithm converges faster in the first iterations. Although this
could seem a disadvantage, it is not, since the number of iterations is compensated with
the speed of the algorithm. This is presented in Table 1, where the number of iterations
to converge of the hybrid algorithms are similar, but the runtime of the new algorithm
and the old are different. New hybrid algorithm runtime is 33,33% of the previous
hybrid algorithm runtime. The number of iterations of both hybrid algorithms is more
significant than MOPSO, but the service level convergence is better than MOPSO, as
shown in Figure 2a, and b.

Fig. 2. a) Convergence of the benefit function. b) Convergence of the service level function.

6.2 Case Study II

Case Study II results, presented in Table 6, show that NHA-SCO takes more time in
completing the running than the old algorithm. However, the new hybrid algorithm
converges to the solution in fewer iterations than other algorithms. uNSGA-II takes
the minimum runtime, but it has the worst number of iterations to converge. NSGA-II
K-means takes more time but gets better results than uNSGA-II.

Table 6. Comparison of optimization algorithms for Case Study II.

uNSGA-II NSGA-II K-means Previous hybrid NHA-SCO

Runtime 0.33 s 59.54 s 2.31 s 7.32 s

Iterations 1013088 390410 148059 131695
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6.3 Case Study III

In the last case study shown in Table 7, there is a change. NHA-SCO is faster than the
previous algorithm; however, the number of iterations is the same as Case Study II. As
the results presented during the last case study, uNSGA-II takes the minimum runtime
and the worst number of iterations to converge. NSGA-II K-means takes more time but
gets better results.

Table 7. Comparison of optimization algorithms for Case Study III.

uNSGA-II NSGA-II K-means Previous hybrid NHA-SCO

Runtime 0.66 s 104.4 s 51.74 s 18.7 s

Iterations 71180 40178 28018 26570

NHA-SCO has shown to be faster than the old algorithm. This is produced because
the new algorithm at the beginning of the running has few individuals with different
values, so it is easier to get new parents with the best values. In the next generations,
when individuals have similar values, the number of individuals is more significant to
have more options to choose from.Whereas the previous hybrid algorithm, at the start of
the running, has many individuals; and, in the next iterations, the number of individuals
is reduced. This is a problem because it would be harder for the algorithm to get the new
best solutions due to the few individuals who have similar values between them.

Jamshidi, Fatemi, and Karimi developed an algorithm based on the Taguchi method
[16]. This method is in charge of selecting parents for the next iterations. As NHA-SCO,
the algorithmpresented by the authors uses PSOmethods for the selection. Therefore, the
algorithm is as fast as the new hybrid algorithm. Although this last algorithm usesMicro-
algorithms, thus, the population will decrease; therefore, the algorithm will be faster and
will use less machine memory. Kuo and Han present three variations of algorithms [17].
These hybrid algorithms use the processes of the PSO and Genetic Algorithm. PSO is
very slow in runtime; hence, the algorithms take more time to converge to the results.
On the contrary, NHA-SCO uses the genetic process to increase speed to converge to
the solution.

7 Conclusion

There are always failures in the systems; thus, there will always be space for improve-
ments. A newly developed algorithm could still be improved. The new hybrid algorithm
has found flaws in the theory of the previous algorithm. NHA-SCO has taken the old
algorithm disadvantages to strengthen it and get better results and solutions to the prob-
lems related to SC. M-PAES algorithm has shown excellent results at the expense of
having a high value of runtime. MOPSO has not converged to best solutions but opti-
mizes faster than M-PAES. The proposed algorithm has demonstrated to be better in
speed and convergence in comparison to MOPSO and M-PAES.
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It is important to mention that, in this paper, three different case studies have been
utilized to evaluate the algorithm. However, this not ensure that the algorithm would
be better in other cases. The algorithm uses a parameter xz to change the size of th
sub-space. Hence, this parameter must change according to the problem. In the future,
this algorithm developed could be enhanced with new techniques of optimization.
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of Smart Industry 4.0?
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Abstract. The scientific work deals with Romania’s level of readiness for the
development of the Intelligent Industry (4.0), in relation to the national, European
and international trends, with the identification of the strengths and weaknesses
and the steps needed to be taken to reduce the gap compared to the developed
countries. The scientific work will focus next on examples of contributions and
elaborations of original concepts and constructions of intelligent systems, tech-
nological platforms and cobot networks that support the digital enterprise and the
Intelligent Industry (4.0) in Romania.

Keywords: Smart Industry 4.0 · Process chain · Smart manufacturing ·
Mechatronic and cyber-mechatronic systems · Cobot technology platforms ·
Cobot networks

1 Introduction

1.1 International Context

At European level, a complex and ambitious program called Industry 4.0 has been
elaborated, with the aim focused on a new industrial revolution understoodmore towards
a much improved or modernized industry, by using and integrating cyberphysical and
cyber-mixmechatronics systems in intelligent manufacturing.

The initiative of starting Industry 4.0, took Germany in 2011, through the so-called
Industry 4.0 project, after which other countries in the EU and from around the world
have created and adopted similar programs: Factory of the future (in France and Italy),
Catapult (in the UK), respectively Smart Manufacturing in the USA, Made in China -
2005 (in China) or Innovation 2025 (in Japan), respectively the principles of the German
program Industry 4.0, a program fully adopted by the EU, where integrated industrial
products can interact with the production of equipment by transferring the informa-
tion corresponding to the different stages of processors and development of an intelli-
gent manufacturing environment having the capacity to communicate and make optimal
decisions in a self-contained way.

The major economic and political challenge of allowing all industrial sectors to
take advantage of digital innovation in products, manufacturing processes and business
models.
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The European Industry 4.0 program has become of global importance, with the
initiative of the World Economic Forum in Davos, to organize a debate on this topic, at
the level of 2016.

Industry 4.0 is characterized by the automation, digitization and cybernetization of
all components of the intelligent production processes and it is based, mainly on the
completely new approach to the design and development of cyber-physical systems.
Several works have been developed, in this context, dealing physical part and control
part of cyber-physical systems and respective integration in the context of Industry 4.0
[1–7].

In order to reach this very ambitious goal, Europe has set itself to invest over 1.3
billion euros in the next 15 years.

The major political and economic challenge is to make all industrial sectors take full
advantage of digital innovation in products, processes and business models.

Then, is Romania ready to align itself with the European countries that have already
started national/European programs to meet this challenge and not to remain an outsider
in this competition?

For this, one of the directions of strategic development of Romania must be oriented
to Industry 4.0.

Knowing that in this period, the intelligent product options are chosen by the cus-
tomer, purchased from the manufacturer and then realized with advanced processing
systems such as: rapid prototyping technologies, cloud manufacturing, augmented real-
ity, stochastic simulation, Internet of Things - IoT, Internet of people - IoP, data security,
data processing, parts manufacturing in the cloud, processing by adding material, Big
Data, autonomous robots, process simulation, vertical and horizontal systems integra-
tion. The intelligent technical and technological evolution takes place from Embedded
Systems to the IoT (Internet of Things) and has been achieved through the Networks of
Embedded Systems and Cyber-Physical Systems, and Cyber-MixMecatronics Systems.

For a better understanding of the difference between the process chain structures in
a classic manufacturing system and a 4.0 Industry specific manufacturing system, these
were presented in Fig. 1: In the classical system, the production process takes place in a
well-defined manufacturing flow, between independent work cells, as seen in Fig. 1(a);
In the new concept Industry 4.0, there is a flow of both products and data, integrated (see
Fig. 1(b)), with the following characteristics: an integrated communication throughout
the entire working cycle (1); a high degree of automation (2), increasing the number
of highly qualified persons for the monitoring and management of the intelligent man-
ufacturing flow (2); a high degree of communication between machines (machine to
machine-M2M), respectively between machine and human (machine to human-M2H)
(3); optimization of the entire process chain by using artificial intelligence programs in
each structure of the technological chain [8].

1.2 National Context (in Romania)

In Romania, the field of Intelligent Industry is promoted very intensively by the multi-
national companies located in Romania: Siemens, Bosch, FESTO, Vodafone, etc., by
nationalR&D institutes:NIRD-Mechatronics andMeasurement Techniques -Bucharest,
NIRD - Agricultural Machines - Bucharest, NIRD - Advanced Research - Bucharest,
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Fig. 1. The structure of process chains in a conventional manufacturing system (a), respectively
one specific to Industry 4.0 (b)

NIRD- ICI -Bucharest,NIRD - IMT -Băneasa, etc., of technical universities: Politehnica
University of Bucharest, Transilvania University of Bras,ov, Technical University of
Cluj-Napoca, Politehnica University of Timis,oara, Technical University of Ias, i, etc., of
academies: Romanian Academy, Romanian Academy of Technical Sciences, etc. and
more innovative SMEs from most industrial areas.

In Romania, the strategic discussions and directions regarding the Industry 4.0 Strat-
egy were addressed, in the literature: Science and Technology, Financial Newspaper,
Technique and Technology Review, etc. and in specialized conferences, in specialized
magazines, technical and technological books and in sectoral project proposals in dif-
ferent ministries, as follows: International Mechatronics and Cyber-MixMechatronics
Conference, International Journal of Mechatronics and Applied Mechanics, Mechatron-
ics and Cyber-Mix Mechatronics 4.0 and Mechatronics and Cyber-Mix Mechatronics
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Engineering for the Construction of the Digital Enterprise and the Intelligent Industry
(4.0) and respectively the National Strategy for the Intelligent Industry (4.0).

2 Strenghts and Weaknesses for Romania

2.1 Strenghts for Romania

In Romania today, there are strengths for Industry 4.0:

• the existence of national R&D institutes, with top European infrastructure, on
intelligent specialized fields;

• the existence of technical universities, with high capacity and competence infrastruc-
ture;

• the existence of developing industries, such as the smart car industry;
• the existence of research groups, from national institutes of RDI, technical universities
and branch academies;

• the existence of companies offering expertise in Industry 4.0;
• the existence of some industries-suppliers, for the auto industry;
• the existence of excellent collaboration with German industry, French industry,
American industry, etc., the promoters of Industry 4.0;

• the existence of a very active Romanian diaspora in Industry 4.0;
• the existence of nuclei and research centers in specialized technologies for Industry
4.0, in the field of “additive manufacturing”, in the field of advanced simulation of
intelligent manufacturing processes - multiscale modeling, stochastic modeling, etc.;

• the existence ofworkshops in thefield ofCyber-Physical andCyber-MixMechatronics
Systems;

• the existence of some masters in the field of Industry 4.0;
• the existence of high-performance centers in important fields for Industry 4.0:
(computer science, computers, robotics, automatic,mechatronics, cyber-mixing, etc.);

• the existence of a highly performing IT sector, with competences in the areas essential
for Industry 4.0;

• the existence of a highly performing mechatronics and cyber-mechatronics sector,
with competencies for Industry 4.0;

• the existence of a very efficient electronics and computers sector, with competencies
for Industry 4.0;

• the existence of an artificial intelligence sector, data security, Big Data and commu-
nications networks, very performing, with competencies for Industry 4.0;

• the existence of a sector of intelligent systems, technological platforms, cobot
platforms and networks of cobot systems and platforms, very performing, with
competences for Industry 4.0;

• the existence of a highly qualified workforce, corresponding to Industry 4.0;
• etc.
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2.2 Weaknesses for Romania

In Romania today, there are weaknesses for Industry 4.0:

• lack of a strategic program of the Romanian governments in the field of Industry 4.0;
• the lack of a Strategy for Industry 4.0 and for its integration in the Development and
Outlook Strategies of Romania;

• lack of efficient and competent representation in international forums, where the
Industry Agenda 4.0 is discussed;

• the lack of participation, with a few exceptions, of the Romanian researchers in the
international conferences in which the problems of Industry 4.0 are debated;

• the lack of visibility of the Romanian researchers in the field of advanced pro-
cessing technologies, with a few exceptions, in the relevant literature relevant to the
international scientific community for Industry 4.0;

• lack of an organizational culture in Industry 4.0;
• lack of financial resources, at national level, for Industry 4.0;
• lack of financial resources, of Romanian companies in the Industry 4.0 field;
• lack of interest of Romanian banks in financing Industry 4.0;
• lack of specialists in organizing processes and productions related to Industry 4.0;
• lack of qualification of the labor force, related to Industry 4.0;
• lack of interdisciplinary and multidisciplinary specializations (computers - informa-
tion - sensory - actuator - advanced technologies - intelligent materials - organization
of intelligent production) specific to Industry 4.0;

• the poor quality of students, masters and even doctoral and post-doctoral students, in
areas essential to Industry 4.0;

• etc.

By analyzing and inter correlating Romania’s strengths and weaknesses, a first answer
to the question from the title of the article can be given:

Romania is not yet ready to face the challenges of the fourth industrial revolution
(Industry 4.0)!!

What can be done for Romania, to reduce the gap with developed countries in the
EU and in the World, regarding Industry 4.0?

3 What Can Be Done for Romania, to Reduce the Gap
with Developed Countries in the EU and in the World,
Regarding Industry 4.0?

3.1 Romania’s Program Plan to Reduce the Gap Regarding Industry 4.0

The Plan - Program of Romania, regarding Industry 4.0, will include:

1. Defining the “Industry 4.0 Agenda” of Romania, in the short, medium and long
term;
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2. Establishment of a “Register of Industry 4.0Experts”,with specialists - experts from
Universities, INCDs, institutes of the Romanian Academy and the Academies of
Branch, Industry, IT Companies, etc.

3. Elaboration of the Industry Strategy 4.0;
4. The integration of the Industry 4.0 Strategy and the Industry 4.0 Agenda in the

Romanian Development Strategies for a long term;
5. Integration of the Industry 4.0 Strategy and the Industry 4.0 Agenda in the National

Program for Research - Development and Innovation 2015–2020, PN III;
6. Accentuated promotion of the Industry 4.0 concept in the academic, research and

business environment in Romania;
7. Introduction in the degree, master, doctoral and postdoctoral degree programs of

some inter and multidisciplinary courses addressing Industry 4.0, to different uni-
versity specializations (technology of machine building, machine tools and intel-
ligent production systems, industrial engineering, mechatronics, robotics, instru-
mentation anddata acquisition, communications networks and software, computers,
information technology, automobiles, etc.);

8. Development of existing and promotional initiatives, through debates, round tables,
workshops, workshops, etc. by the Romanian Academy, the Romanian Academy of
Technical Sciences, INCDs by domains, the Romanian Chamber of Commerce and
Industry, associations professionals and employers (APROMECA, ARIES, AGIR,
ACAROM, MECHATREC, etc.) and others to promote the Industry 4.0 Concept;

9. The motion, on the part of the Romanian Government, to involve the Romanian
companies, in the Industry Agenda and Strategy 4.0;

10. Increasing the interest of the Romanian banks in financing certain initiatives of the
enterprises involved in the Industry 4.0 program;

11. Development and collaboration with different people from the diaspora in Industry
4.0 specific programs;

12. Promoting and integrating competent persons in technological platforms and
European agencies, having as an area of interest Industry 4.0;

13. Increasing the efficiency of the communication between the representatives of
Romania in the European/international forums, where the issues in the field
of Industry 4.0 and those of the national bodies (financing agencies, INCDs,
Universities, Companies, Associations, Employers, etc.) are debated.

3.2 Romania’s Warning

At this moment it can be concluded that, all the initiatives started in Romania, do not
make it possible to register Romania on the direction of achieving Industry 4.0 or to
integrate it into the Industry 4.0 Agenda.

This, together with the late start to the alignment of the European countries for
Industry 4.0, will lead to removing Romania from the map of the European Agenda for
Industry 4.0, with many long-term negative repercussions.

That is why, for Romania, an active awareness and support campaign is needed, until
it is not too late, for Romania to adapt to the European and global trends of digitalization
of manufacturing in the digital enterprise and the intelligent industry (4.0).
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4 Examples of Contributions and Developments of Some Original
Concepts and Constructions of Smart Systems, Technological
Platforms and Cobot Networks that Support the Digital
Enterprise and the Smart Industry (4.0) in Romania

4.1 General Data

Industry 4.0 consists of the application of digital tools for profound transformation of
business and operational models along the value chain. This digitization already allows
companies in many sectors [9] to bring major and lasting improvements to the efficiency
and flexibility of their operations [10].

The implementation of Industry 4.0, conditions for the success of its opportunities,
not to make major mistakes, such as:

• lack of strategic direction;
• incorrect technological evaluation;
• lack of forecast and impact measurement;
• failure to comply with short-term results;
• failure to comply with the plan for operating and implementing the solutions.

For the success of this transformation in a dynamic and efficient way and to overcome
the barriers that appear in the implementation of Industry 4.0, it is necessary to resort to
a differentiated and original methodology, as well as to extensive consulting capabilities
(strategy, business and technology), and to technological assets and productswhich allow
the implementation of end-to-end digital solutions tailored to each client.

Industry 4.0 consists of the application of digital tools in order to initiate a profound
transformation of operations and business models: in product design and design (agile
prototyping); inmanufacturing (increasing efficiency and flexibility); in the supply chain
(improving accuracy and efficiency, from end to end) and in marketing (digitization of
the point of sale and adapted multi-channel distribution).

4.2 Examples of Original Contributions and Development of Intelligent
Systems Concepts and Constructions Supporting the Digital Enterprise
and the Intelligent Industry in Romania

Intelligent System
Application in the industrial field of the electronic and electrotechnical industry (pick
and place assembly and inspection platform), (Fig. 2).

Most pick and place applications can run autonomously using Universal Robots and
Kuka collaborative robots and essentially contribute to increased process productivity
and application flexibility. It takes superhuman abilities to repeat the same movements
for many hours with the same precision. Therefore, the repeatability of±0.1 mm of the
bumpers is perfect for the automation of precision pick and place applications.

Due to their small size and constructive shape, collaborative robots can be easily
integrated into small workspaces.
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Fig. 2. Application in the industrial field of the electronic and electrotechnical industry (pick and
place assembly and inspection platform)

Due to the easy programming and the short start-up time of Universal Robots, these
are ideal for small volumes of production, they can be easily reprogrammed and relocated
for different handling applications.

Adapting the collaborative robot to other handling applications is quick and easy,
allowing you to automate almost any manual process, including for small series
production.

Application in the industrial field of machine tools (Fig. 3).
Automating the loading and unloading of machine tools with collaborative robots.

Fig. 3. Application in the industrial field of machine tools

It improves the operating speed and at the same time reduces the risk associated with
accidents due to work near machine tools. If the collaborative robot comes into contact
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with the human operator, it stops the movement so that the operator is not injured.
In addition, Universal Robots can be programmed to work at low speeds in certain
workspaces where it can intersect with the human operator, or, using a laser scanner,
the robot automatically reduces the speed when the operator is near the work area and
resume the cycle at full speed as the operator exits the scanned area.

Universal Robots collaborative robots can be used in most CNC applications. Due
to the high degree of flexibility, robots can be quickly adapted to other machine tools
and equipped with other peripherals;

Developing applications formachine tool servicing (CNC) is done quickly and easily,
allowing the automation of most repetitive and sometimes dangerous manual tasks for
the human operator;

Transformation of the labor force by releasing people of repetitive or non-ergonomic
work and reintegration into other processes that are less dangerous or that add value to
the production;

Theoperating costs are reducedby eliminating the traditional costswith the necessary
security systems when integrating industrial robots. The average time to recover the
investment is 195 days;

Application in the field of auto - body/engine assembly line (Fig. 4 and Fig. 5).
Collaborative robots can reduce assembly time, increase productivity by increasing

speed and at the same time improve production quality on auto assembly lines.

Fig. 4. Application in the field of auto - body

Increases the quality of the products while reducing the risk of injury associated with
operating near heavy machinery. With proper equipment, with collaborative robots can
be assembled parts of plastic, metal, wood or other materials. If during the assembly
process when the human works in collaboration with the robot, physical contact occurs,
the latter automatically stops so as not to injure the human operator.

Collaborative robots [11] can be used in most assembly processes, offering repeata-
bility and speed to the human operator (Fig. 6); Collaborative robots can be quickly
equipped with certified accessories so that adaptation to other assembly processes is
quick and efficient;
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Fig. 5. Application in the field of auto - body/engine assembly line

Production capacities are expanded by increasing the quality, consistency and speed
of production;

Fig. 6. Application in the field of collaborative robots

5 Conclusions

At the present moment, Romania is not ready for the development of the Intelligent
Industry (4.0) as it has not started at the national level the initiation procedures of
Industry 4.0, not to mention the development of Industry 4.0.

In an initial thought, the basic organizations responsible for promoting Industry 4.0,
had to propose and elaborate the phases necessary to achieve Industry 4.0 assimilated at
national level with the responsibility of involving the Government of Romania.

In this regard, various organizations in Romania, have elaborated some phases to
start the initiation of Industry 4.0, without the centralized approval of the Government
of Romania.
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Thus, the strategy for industry 4.0, action plans to implement what was proposed
and proposals to different ministries to start their implementation, either as sectoral
projects or as projects of some organizations entitled to this new field, were elaborated
on different levels the Intelligent Industry.

Some organizations, either national research development institutes, universities,
academia and other organizations, have proposed to carry out, initial stages of creation
and development of the Intelligent Industry, through research projects in Romania and
the European research programs, dealing with new topics for this domain.

Depending on the specialized smart fields, carried out by the specialized organiza-
tions in Romania, they have gone on to develop intelligent products, technologies and
services, which are part of what is meant by Industry 4.0 and the Digital Enterprise.

Moreover, the first steps in approaching Industry 4.0 are included in the scientific
paper.
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Abstract. The concept of sustainability is becoming a buzzword these days.
Incorporation of sustainability into Supply Chain Management is reviewing great
attention from the wide range of industries in recent years. It is also an important
study to review the impact of enabling technologies like Blockchain technology,
Internet of Things (IoT), Big data, AR and VR-Immersive technologies, Artifi-
cial Intelligence on the economic, social and environmental aspects of Supply
Chain performance. The importance of this study has attracted many academic
researchers to publish their research in journals and proceedings, where discussion
is about research progression both quantitatively and qualitatively. Following the
progression, this article focuses on the review of key enabling technologies and
sustainable supply chain providing insight into the development. Besides provid-
ing the insights of the progression this study also focuses on application areas
of technologies along with its acceptance. Study presents a Systematic Litera-
ture review for showing the insights of key enabling technologies and sustainable
supply chain along with the toppers of the research in terms of top authors, top
journals, top research areas and top countries conducting this research thereby
concluding the current status of the technology applications in sustainable supply
chain and elaborating future research implications.

Keywords: Sustainable supply chain management · Triple bottom line · Top
performers · Key enabling technologies

1 Introduction

Themajor challenge faced by a business is about the integration of its intermediaries and
that too efficiently and effectively [1]. To capture the synergyof inter-functional and inter-
organizational integration and coordination and to make strategic decisions, the concept
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of Supply Chain Management evolved. The concept, having its roots in logistics started
when Father of Scientific Management Fredrick Taylor gave principles of Scientific
Management and focused his early research on improving manual loading processes
[2]. Gradually with the advent of time and resources and after globalization, the concept
of Supply Chain Management evolved and developed [3]. Mentzer et al. (2002, p. 18)
have described SCM as, “the systemic, strategic coordination of the traditional business
functions and the tactics across these business functions within a particular company and
across businesses within the supply chain, for the purposes of improving the long-term
performance of the individual companies and the supply chain as a whole” [4]. Excessive
Human Interference has always been a bane to the environment and led the concern
about sustainability. With the growing phases of Developments, the need for Sustainable
Development aroused. According to Brundtland Report Sustainable development can
be defined as meeting the needs of the present generation without compromising the
ability of future generations to meet their needs [5]. This led to an approach where the
focus should be on environmental economic and social-oriented development. Some of
the leading Researchers, Academicians also called it a Triple Bottom Line Approach
(TBL) also [6]. Sustainability can be an end and means to achieve this end is sustainable
Development. Sustainable development also emphasizes that the rate of consumption of
resources should be equal to the rate of substitution of resources [7].

Sustainable Supply Chain

Environmental EconomicalSocial

Block-
chain 
Technol-
ogy 

Internet 
of
Things 

Big
Data 

Artificial 
Intelli-
gence 

AR & VR –
Immersive 
Technologies 

Fig. 1. Interaction between technologies and sustainable supply chain



Sustainable Supply Chain Research and Key Enabling Technologies 307

Information technology is always considered as a tool to enhance efficiency and
effectiveness.With a long-term focus use of technology also affects the optimized perfor-
mance of the supply chain. The recent wave of technology advancements led dynamicity
in them and led business areas to adapt them. One such area is supply chain manage-
ment. To enhance the social, economic and environmental performance of Supply Chain
technology played a vital role and the use of ICT helped businesses meet dynamicity in
supply chains [8]. Figure 1 shows some of the technologies that have seen significant
researches in reshaping business, society, and supply chain are Blockchain Technology,
IoT-Internet of Things including cyber-physical systems, Big data including advanced
analytics and distributed cloud,AugmentedReality andVirtual reality as immersive tech-
nologies for enhanced customer experience, Artificial Intelligence including Machine
learning and deep learning, robotic process automation for increasing efficiency and
efficacy in sustainable supply chain management.

2 Methodology

The paper focuses on structure Literature review commonly known as SLR. The study
initiates with a collection of research articles related to the sustainable supply chain and
the technologies enabling them. For solving the same purpose Web of Science Database
was accessed using “((“sustain* Supply Chain”) AND (“IOT” OR “Internet of things”
OR “BT” OR “Blockchain Technology” OR “Data Analytic*” OR “AR” OR “VR” OR
“Augmented Reality” OR “Virtual Reality” OR “AI” OR “Artificial Intelligence” OR
“ML” OR “Machine Learning” OR “Automation”))” as search string for basic search
and in all fields. Using these strings total 43 research article was found and this database
was further refined using exclusive criteria and inclusion criteria. Research articles from
journals only were included. The time frame of all years was used for study purposes.
Since all the articles found in the database were in the English language so no exclusion
criteria for language were used. Analyzing this database concept of supply chain and
sustainable supply was understood and key enabling technologies were identified.

The article is organized into 7 sections. Section 1 provides the introduction and
builds the premises of the research problem. Section 2 elaborates on the methodology
of review i.e. SLR which database is used and how and which research articles are used
for analysis purposes. Further Sect. 3 enlightens the different supply chain which is in
our focus of study and is more relevant to our research problem. Section 4 discusses
the technologies which we are evaluating during our literature review. Five technologies
are chosen based on the Gartner proposal of strategic technological trends for 2020
Sect. 5 focuses on the analysis and discussions of the articles selected for identifying
the top articles, top countries, top areas, and top contributing authors in the research
area followed by their citation analysis to get the insight of the research problem and to
identify the further progression of the research area. Section 6 focuses on the findings and
observations over the review done along with the future research implications. Finally,
the study is concluded with the Sect. 7. The structured literature review is used to remove
the biases in the study.
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3 Sustainable Supply Chain

Sustainability is also gaining attention to supply chainmanagement in both academic and
industry practices. Companies across the globe are implanting sustainability initiatives
in their supply chain because of the extensive pressure from the various stakeholders
including government and customers [9]. Melnyk, Davis, Spekman, and Sandor (2010)
states supply chain needs to be designed in such a way that it delivers sustainability as
their outcomes [10].

Hence Sustainable supply chain can be defined as “Management of raw materials
and services from suppliers to the manufacturer to customer and back with improvement
of the social and environmental impacts explicitly considered”. For achieving success
creation of a sustainable supply chain is essential these days [11].

The supply chain sustainability concept revolves around socially responsible prod-
ucts and practices that not only preserve the planet’s health and are good for people’s
dwelling, also good for building brand awareness along with minimizing environmen-
tal impact and improving profitability [12]. Emphasis needs to be given on sustainable
changes in the supply chain that are long term in nature. (Goodland and Daly 1996) [13].
The idea of a sustainable supply chain covers supplier selection, procurements, product
designing, manufacturing, distribution, and disposal [14]. By managing and seeking to
improve environmental, economic and social performance, organizations act in their
stakeholders and societal interest at large [11]. L’Oreal’s vision statement says L’Oreal
has Chosen to integrate the principles of Sustainable Development into its business
model to build sustainable growth both responsible and united [15]. Hence, the true sus-
tainability occurs at the intersection of all three dimensions—environmental, social and
economic, and also involves those activities that companies comprehensively associated
with environmental, social and economic goals in developing long-term strategic objec-
tives [11]. To discuss this insight some of the key supply chains where ICT implications
are very wide are identified and selected.

3.1 Classification of Supply Chain

SupplyChain exists in bothManufacturing and Service organizations and the complexity
of these supply chains varies from product to product and service to service. Table 1
shows the classification of the supply chain and some of the examples of supply chains
both in manufacturing as well as service sectors. Product variation, volume, and product
robustness are some of the factors deciding the complexity of the supply chain [16].

Number of researches elucidate that visibility of the material which is being trans-
ported is of utmost importance to all the intermediaries involved in this supply chain [17].
Advancements in technologies led to identifying the practices that directly or indirectly
affect the environmental, social and economic performance of the supply chain [8].
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Table 1. Supply chain classified

Manufacturing Service

Food SC Food Supply Chain is the
complex and
interconnected network of
farmers, processing
companies their
distributors and then
retails to consumers
facilitating inputs from
farmers and retailing
output to consumers

Logistics SC Logistics refers to the
movement of goods from
one location to another that
starts when the supplier
tries to move raw material
and includes all kinds of
goods movement until the
customer gets the finished
product. Entre flow can be
called a Logistics supply
chain

Pharmaceutical SC Pharmaceutical SC is an
amalgamation of key
business processes to
generate value to supply
prescribed drugs, over the
counter and generic
medicines to the consumer

Healthcare SC The hospital supply chain is
a series of processes and
integration of various
departments to provide the
best healthcare services to
the patients right from the
procurement of equipment
to hiring skillful
professionals

4 Technologies in SSCM

Technological advancements are leading most of the supply chain to adopt the latest
technologies that help to increase the efficiency and effectiveness of the entire supply
chain. Gartner [18], a leading research and advisory company publishes the latest tech-
nologies and their state of acceptance which they call it a plateau of productivity and
many researchers clearly explicate the era of Industry 4.0. In the era of Industry 4.0
supply chain is also observing a paradigm shift towards industry 4.0. Industry 4.0 is all
about transparency traceability, edge, and fog computing, better consumer experiences
through augmented and virtual reality, cyber-physical systems or IoT devices, automa-
tion and artificial intelligence including machine learning and deep learning to meet the
customer expectations [19].

4.1 Blockchain Technology

A blockchain is simply a time-stamped series of an immutable record of data that is
maintained by the nodes of the network and not by a centralized authority [20]. It is a
Distributed ledger technology whereby a transaction between any nodes of the network
or new node entering the network is stored in the distributed ledger with the consensus
of all the nodes [20].
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The main benefits of using Blockchain Technology is the creation of transparency,
traceability, and trust in the network [21]. Blockchain is said to be a disruptive tech-
nology as it has the capability of transforming the entire scenario [21]. The first use
case of this technology is the Bitcoin by Satoshi Nakamoto in 2008 [22]. Blockchain
technology has wide applications; one of such application is Supply Chain. Blockchain
can provide information to any level of supply chain intact, based on this information
flow efficiency of product flow can also be increased [23]. Using smart contracts, finan-
cial transactions in a supply chain can also be made efficient thereby making the entire
supply chain efficient [23]. With its distinguished feature and commendable benefits
Blockchain technology can help improving social performance, economic performance
and environmental performance thereby enhancing the sustainability of the supply chain
[23].

4.2 Internet of Things (IoT)

Internet of Things as its name implies, it is simply things interconnected over the inter-
net and these things are devices or sensors interconnected. These devices have a basic
function of monitoring, collecting and reporting or exchanging the data [24]. The mea-
sures that these devices cater are location, temperature, movement, handling, and other
relevant environmental factors. In the area of the supply chain, these devices can be used
to track and authenticate products and shipments at any time using RFID chips, smart
devices, and mobile sensors [24].

The major benefits of using IoT in the supply chain can be it provides assurance
related to goods being received, lost orders, inventory visibility, order tracking, andmoni-
toring warehousing and storage conditions [25]. Also, they have some major acceptance
challenges like the installation of these devices needs expertise and they are entirely
dependent on the strength of internet connectivity for their communication purposes.

Using these devices can commensurately contribute towards the sustainability aspect
of the supply chain by contributing environmental, social and economic performance
enhancement.

4.3 Big Data

Data is the essence of Industry 4.0 Everyone in this era is talking about data. Data is
used for strategy making, decision making, and many more decisions. Data is converted
into big data in industry 4.0. Big data is simply a large set of structured and unstructured
data leading to meaningful information by means of computing techniques. It’s not the
volume of data that matters, how fruitfully it is extracted and its insights are analyzed
matters for effective decision making.

The integration of this big data with a number of computation techniques or high-
powered analytics leads to better decision making [26]. It helps in determining the root
cause of failures problems and defects. It also helps in determining consumer’s buying
habits, calculating risk portfolios.

Big data includes advanced analytics for predictive purposes and it also including
computing at cloud whereby the user uses various algorithms to convert data in mean-
ingful information at the cloud level itself. But in the era of Industry 4.0, data storage



Sustainable Supply Chain Research and Key Enabling Technologies 311

and computing are being decentralized. This decentralization of data led to decentralized
computing techniques i.e. Edge computing and fog computing. Edge computing occurs
at the cyber-physical system level or at IoT devices level and fog computing is at the
application level to increase the efficiency of the computations.

Big data in the supply chain helps in supply chain planning for demand forecasting
and evaluating supplier’s performance to improve sourcing, increases delivery experi-
ence in terms of accuracy and speed and also helps in back ordering by reducing return
costs and increasing the visibility.

Big data along with cloud computing can contribute valuably. For example, IoT
devices along with AI can bring down asset downtime, weather data can help in opti-
mizing product delivery, and social media data can reveal customer insights and their
purchase habits [24].

4.4 AR and VR-Immersive Technologies

Immersive technologies are being considered as transforming technologies in the supply
chain area [27].Augmented reality andVirtual reality are themost preferred technologies
in creating an augmented supply chain. Smart glasses, simulators or shop floor displays
are some examples that increase the efficiency of supply chain partners.

Augmented reality is just an interactive real-world experience with the objects that
reside in the real world. Aworker working in a warehouse can use this kind of interaction
by using smart glasses which have a bar code scanner built in it and can increase his
efficiency of work whereas Virtual reality is a simulated experience with the real world.
Augmented reality improves the order picking process as goods can be traced where
they are placed and can be picked up quickly which belongs to the cart. It also helps in
reducing job training in the case of seasonal workers.

Virtual reality can be used to simulate what-if scenarios in the supply chain. It helps
in making delivery more efficient also it can help in superimposing more information
for drivers. Packages can be added with scan-able images to provide information such
as content and handling instructions.

Companies like IKEA and Amazon are trying to integrate these technologies into
their supply chain for better customer experiences. Imagine if one person wants to buy
furniture or any home décor product, they can use the camera of their smart phone and
can use this technology to ensure where the product can be placed and how it looks
like easing their decision of buying and bridging the gap of lack of personal touch in
e-commerce.

4.5 Artificial Intelligence

Artificial Intelligence is a technology that is a simulation of human intelligence with
the machines having traits similar to human beings lie learning and problem-solving. It
enhances customer experience improved facility and production planning, Scheduling,
etc.

Artificial Intelligence-powered by Machine learning and deep learning is the algo-
rithms that help in decisionmaking and can help in inventory and demand forecasting and
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optimization of supply chain decisions [28]. Machine learning also contributes to ware-
house management by simplifying overstocking and understocking. Supplier selection
and sourcing are other key areas of the supply chain where machine learning is con-
tributing a lot with the help of intelligent algorithms by supplier assessments, audits,
and their credit score thereby reducing costs and increasing efficiency of the supply
chain. Demand supply mismatch is a big problem in the supply chain and that can be
minimized using AI. AI-powered supply chain enhances customer experiences.

Major use cases of AI now a day are Chabot that uses machine learning and Natural
language processing (NLP) to interpret the customer needs and wants [29]. AI-powered
Chabot can be an effort to recreate humans.

Because of the predictive nature of AI and its contribution to enhancing and empow-
ering the supply chain, a major focus of supply chain research is towards an AI-powered
supply chain.

5 Analysis and Discussions

5.1 Journals and No of Articles

Figure 2 framed after analyzing a database of 43 research articles to identify journals
for key technologies enabled sustainable supply chain and analysis clearly shows that
Journal ofCleaner Production leads the listwith 9 publications followedbySustainability
and Resource, Conservation and Recycling with 4 articles each which are approx. 44.4%
of the leader. International Journal of Production Economics and International Journal of
Production Research with 3 articles each holds the third position in the list followed by
IndustrialManagement Data Systems, International Journal of Logistics ofManagement
and Journal Manufacturing Technology Management having 2 articles each. The figure
clearly shows rest of 14 research articles are published in 14 different journals implicating
the infancy of the research.

5.2 Year and No of Articles

Figure 3 shows the distribution of the research status of our database by showing the
number of publications in the year 2015 to 2020. From the beginning of the year, publi-
cations grew as 1, 8, 2, 12, 17, 3 number of research articles. 39.5% of total research was
conducted in the year 2019 and the figure clearly shows the progression of the research.
After getting insight research grew in the year 2016 but a sudden dip in the number of
publications was seen in the year 2017. After that number of publications grew expo-
nentially in the year 2018 and 2019. Since review is being conducted at the starting of
the year 2020 so researcher got the lesser number of publications in the year 2020, but
the trend explains that the number of publications will be higher at the end of the year
2020.
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Fig. 2. Journals and their contribution

Fig. 3. Year-wise progression of publications
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5.3 Technology and Industries Analysis

See Table 2.

Table 2. Technology, industry and study mapping

Technology Authors Industries

Blockchain Technology [33, 35, 36, 43, 50, 51] Textile, Refurbished Goods, Blood

Internet of Things (IoT) [30, 33, 34, 38, 44, 51] Healthcare, Automotive, Food

Big Data [30, 31, 37, 38, 47, 51] Textile and Mining, Automotive,
Food

AR and VR-Immersive
Technologies

[51] Not Specified

Artificial Intelligence (AI) [52] Oil and Gas

5.4 Research Area and No of Articles

Figure 4 shows the distribution of research areas in our review. Since the primary focus of
our review is about key enabling technologies for sustainable supply chain, Engineering
leads the areas of researchwith 27 research articles and 62.8% researches. Environmental
science is the second area since our review’s secondary focus is on sustainability and is
having 19 articles with 44.2% hold. These two main areas are followed by other areas
like Business Economics, Agriculture, Computer Science, Chemistry, Material science,
Meteorology, Physics, and Transportation.

Fig. 4. Research areas
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5.5 Countries and No of Articles

Fig. 5. Countries conducting research

Analyzing the database countries conducting research on sustainable supply chain were
found and key enabling technologies as shown in Fig. 5 where Taiwan leads the list
with 15 research articles followed by People R China having 14 and USA with 11
and England with 10 research articles respectively. These countries are followed by
Denmark, Australia, India, Malaysia France, Germany and other countries with 4, 3, 3,
3, 2, 2 research articles respectively.

5.6 Citation Analysis

Table 3. Research articles and citations

Articles [45] [47] [32] [41] [49] [40] [42] [39] [48] [46]

Total citations 87 75 56 50 39 31 28 20 17 16

Average per year 17.4 12.5 11.2 10 7.8 7.75 9.33 4 8.5 5.33

Table 3 shows the top 10 studies of the database which are under review and their
respective citations with the average citations per year. It is pretty evident that the topper
of the list is an article related to the improvement of sustainable supply chainmanagement
using the DEMATEL approach with total citations of 87 and an average citation of 17.4
per year followed by various researches viz. Tseng et al. [47], Busse et al. [32], Lin et al.
[41], Wu et al. [49], Lim et al. [40], Lin et al. [42], Kirchoff et al. [39], Wang et al. [48],
Taleizadeh et al. [46] with 75, 56, 50, 39, 31, 28, 20, 17 and 16 citations respectively.
This clearly shows the level of interest in the research area and people’s contribution to
the area.
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6 Findings and Future Research Implications

Researchers have proposed many ways to increase the environmental, economic and
social performance of the supply chain but still, there are several gaps affecting supply
chain performance because of its complexity. This research clearly shows that these gaps
are transparency in information flow, traceability of product movement and trust among
the intermediaries. The research article shows that engineering is the most important
research areas being discussed when the Sustainable Supply Chain comes into the frame
of the study. Hence a review and current status of research considering new technologies
like Blockchain Technology, IoT, Big Data, AR & VR, and Artificial Intelligence is
proposed that can overcome the gaps in the sustainable supply chain by increasing its
efficiency and effectiveness.

Further research can be done related to the identification of potential industries and
the applicability of these technologies in supply chain management. Also, empirically
research needs to be done about the integration of these technologies with the sup-
ply chain to evaluate the applicability of these technologies and their impact on the
sustainable supply chain.

7 Conclusion

Supply Chain Management discipline aims at efficient and effective procurement, pro-
duction, distribution of goods and enhancing coordination among intermediaries thereby
emplaning on the effective flow of goods information and money. Frequent researches
are being conducted to get the technological implications on sustainability of supply
chain. With the up gradation of technology and its amalgamation with supply chain,
sustainability aspects of supply chain should be enhanced in turn contributing towards
society and better customer experiences.
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Abstract. This paper proposes a Decision Support System (DSS) for Calculating
the Economic Production Lot Size. The focus is on the analysis of improvement
of manufacturing productivity in the packaging industry, specifically in a metal
packaging company. Through combining different SKUs (Stock Keeping Units)
in the same production order, as opposed to the current single SKU orders pro-
duction paradigm of, it is possible to increase the overall equipment effectiveness
(OEE). This study identified the most critical OEE products within the company
portfolio. One critical OEE was selected from within company’s strategic fitting
process for the assessment of all relevant parameters set for the manufacturing
process so that no product variant was disregarded. Evaluation of the improve-
ment achieved by the new production paradigm was possible through a DSS tool
developed to combine different SKUs in due production order, taking into account
real data from customers’ orders. Following the tool development, it was possible
to proceed with simulations for various review periods. As this study is an iter-
ative process, the results obtained within each simulation enabled an improved
definition for subsequent analysis focusing on the goal set - improving the OEE
without increasing stock value. Finally, results were evaluated and the operational
and economic benefits of combining different SKUs within the same production
order were unequivocal, representing an OEE increase of 20% and a maximum
decrease of 367,215e in stock value.

Keywords: Overall Equipment Effectiveness · Decision Support System ·Metal
packaging

1 Introduction

With the up growing competitiveness in the retail-market, the need for companies to
stand out from their competitors and to increase the flexibility and promptness of their
reply to market is paramount. Thus, it is up to the suppliers to provide reduced quantities
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and comply with progressively shorter timeframes, hence decreasing their Minimum
Order Quantity (MOQ) and their Lead Time (LT).

This paper describes the study developed for a worldwide metal packaging manu-
facturer. We sought to evaluate the impact on Overall Equipment Effectiveness (OEE)
through the application of printing schemes combining different Stock Keeping Unit
(SKU) to the metal sheets. As a result, we conducted an analysis of a critical prod-
uct from the company’s portfolio. This analysis sustained a decision on the MOQ and
enabled the revision of the product’s frame. Simultaneouslywe conducted and evaluation
of the operational and economic benefits of using the new production paradigm.

The study started with an evaluation of the company’s portfolio to identify primary
critical products according to their production efficiency. As a result, one was selected
taking into consideration the company’s strategic fit. This stage was followed by the
assessment of all the manufacturing parameters relevant to this study.

The following stage required the development of a tool for simulating the com-
bination of different SKUs in production orders, taking into account real data from
customers’ orders. The optimization of the SKUs grouping into production orders was
achieved by an algorithm developed in Visual Basic. Once the tool development phase
was concluded, it was possible to proceed with the simulation of various review periods.
This was an iterative recursive process that generated results that enabled an improved
definition for the subsequent analysis.

The performance combination of SKUscheme analysis in this study forOEE increase
without SQU increase is innovative, as no literature on this issue from reliable sources
has been identified.

This paper is organized in 5 sections. The first - introduction - introduces the problem
and details the objective. Section 2 presents theoretical concepts that support the devel-
oped DSS tool. Section 3 defines the DSS. Section 4 demonstrates where simulations are
showed, and a Sect. 5 with the main conclusions and its impacts in OEE, productivity
and sustainability.

2 Theoretical Concepts

The project team analysed the problem scope and the motivations for the development
of the DSS.

Key theoretical concepts underlying this study are as follows:
Print layout: the prepress teamsmustmodify the designs and/or artwork to be printed

in the metal cans, according to the print technology specificities. One of the tasks is to
organize artwork in a printing layout respecting manufacturing process’ restrictions -
sheet dimensions and margins required/blanks [1].

OEE is a broadly spread concept for the evaluation of manufacturing processes’
efficiency. OEE equals a) the ratio between production time and time available for
production; times b) the ration between real production time and possible standard
production time; time c) the ration between viable items produced and the total amount
of items produced – which is to say: (Availability)*(Performance)*(Quality). The main
causes of efficiency loss are setups, micro stops, speed losses and defects [2]. Related
with OEE another related concept is the Changeover.
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Changeover, commonly called Setup, is the process including all necessary activities
to switch products being made in the production line/machine. Changeover duration is
defined by the time elapsed between the last a good product in the previous production
order, at the standard line efficiency, and the first produced viable product, at standard
line efficiency, of the following order [3]. Thus, the Kaizen or Continuous Improve-
ment methodology can contribute to eliminating waste activities, bringing the focuses
to added-value tasks and increasing its flexibility [4].

Kaizen is a continuous improvement process that involves the entire corporation
equally, from top-management to shop-floor workers. It is a strategy that includes con-
cepts, systems, and tools, to improve efficiency and is triggered by the focus on the client
[5].

3 Methodology

This study consists of four major steps:

• Selection of the products in the Company’s portfolio with the lowest productive effi-
ciency from amongst these, one is set as the object of the study, considering the
Company’s strategic fit

• Collecting all relevant commercial and productive data on the selected product
• Developing a tool capable of simulating different scenarios and changing different
variables, in order to achieve the most beneficial solutions

• Performing an iterative study

4 Study Development

4.1 Object of Study

Considering clients’ annual packaging orders’ data from 2018, we calculated the annual
quantity of sheets needed, taking into account the printing scheme of each packaging.
Afterwards, we calculated the proportion of each product in the global production and,
lastly, the average printing order.

Of the top ten annual sheet consumption averages, two products appear to be possible
objects of study: CY 99 × 118 - with an annual volume of about 580,000 sheets and
213 sheets average production per order; and TL 188× 197 - with an annual volume of
about 320,000 sheets and average series of 191 sheets per order.

Considering there is already a project for using digitally printed labels for the CY
99 × 118, the TL 188 × 197 was chosen as object of study.

4.2 Data Gathering

A proper definition of the relevant production parameters was required to ensure that
the results achieved with this tool would be accurate.

As the client’s orders are made into pallets of finished pails, the parameters were
evaluated from the end to the beginning of the manufacturing process.
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Packing Scheme
The packing scheme defines the palletising of products - quantity of pails, type of pallet
and packing articles to be used. For the TL 188 × 197 four types of packing schemes
are used. For this study we considered the packing scheme with a lower quantity of pails
(504 pails), requiring lower MOQ (Minimum Order Quantity), thus representing less
risk for clients.

Scrap Rate
From the beginning of the manufacturing process until the end of slitting, the scrap is
4.5%. Afterwards, in assembling, the rate is 3%.

Coating
There are different coatings according to clients’ needs. In the company there are 11
possibilities of base coat and inside lacquer combination. As some of those coatings
are similar and have small annual consumption, we selected three coating possibilities,
which are used in 82% of the annually produced sheets.

Printing Layout
The TL 188 × 197 has a printing layout of eight pail bodies per sheet. Considering the
stacking process of the slitters, the maximum number of different artwork able to be
printed per sheet is four.

Units Conversion
According to the packing scheme and the printing layout, one pallet has 456 pails made
with 57 sheets.

4.3 Tool Development

The tool being developed was to be used by the Planning Department of the company’s
Printing Plant, so it was decided to develop it in software with which they were familiar
- Microsoft Excel.

The fields to be filled by company planners are: Minimum number of pallets that
customers can order (MOQ); packing scheme to be used; and customers’ orders, which
are automatically rounded to quantities matching the packing scheme chosen (if the
quantity is lower than MOQ, it will be increased to MOQ).

Then, the developed Visual Basic algorithm optimizes the orders to be printed
considering the four different grouping possibilities (see Table 1).

The rationale behind the algorithm created is presented in Fig. 1.

4.4 Scenarios Simulation

Once the development phase of the tool was completed, we proceeded to simulate dif-
ferent scenarios to evaluate the impact of the paradigm shift from one SKU per sheet
to a maximum of four SKU’s per sheet. This study was carried out with real customer
orders dated 2018. It started by evaluating a small revision period solution, aiming at a
lower lead-time, and then perform several iterations according to the results obtained.
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Table 1. SKU’s grouping.

Possibility Row1 Row2 Row3 Row4

1 SKU1 SKU2 SKU3 SKU4

2 SKU1 SKU1 SKU2 SKU3

3 SKU1 SKU1 SKU2 SKU2

4 SKU1 SKU1 SKU1 SKU2

Fig. 1. Algorithm rationale.

Current Status
In 2018 the average size of the company’s production orders was of 900 sheets for
the product in the study. Clients must comply with the company’s minimum order size



Definition of a Decision Support Model 325

of a 500 sheets MOQ. The item produced is fully billed and is made available to the
clients for the period on one year – at whatever time rate – upon which it is converted to
scrap.

This solution is not advantageous to the company in terms of stock value. For the
customers this implies a commitment of 500 sheets that they may not need.

This study aims to increase the average production size with the usage of combined
printing orders and improve the company’s flexibility by lowering stock value. The
current restriction of a minimum of 500 sheets was disregarded for the purpose of this
study in order to properly evaluate the impact of the new production paradigm.

Weekly Review
Aiming at a lower lead-time and more flexibility the study started by simulating a review
period of 1 week.

Fig. 2. Weekly review.

Figure 2 illustrates the benefits of using combined artworks instead of the current
paradigm, increasing the average production order size from 201 sheets to 525. Although
this might be quite a significant increase, it is still too small a value, considering that an
offset machine can print up to 6.000 sheets per hour and has a setup time of one hour.

Customer orders’ profiles were evaluated to assess if it would be reasonable to
increase the MOQ to five or six pallets and consequently to increase the average order
size. We concluded that 74% of the orders were for one or two pallets and 85% were for
three pallets. Hence, it may be unrealistic to consider MOQ’s of five or six pallets.

Yearly Review
Asmost of the orders are for less than three pallets, we analysed the annual consumption
of the SKU’s to determine whether the bigger part of the SKUs have a demand smaller
than three pallets or if the customers make multiple small size orders.

The Table 2 presents the results of that analysis. The volume of sales for products
with an annual volume of six pallets - 10% - is significant. For eight pallets, this value
increases up to 16%. It is not the purpose of this study to determine which customers
should be made to increase their annual volume to cope withMOQ, but rather to provide
adequate information to company’s decision-making process and managing bodies.



326 M. T. Pereira et al.

Table 2. Annual demand.

Quantity Volume-SKUs with smaller demand

2 1%

4 5%

6 10%

8 16%

Sensitivity Analysis
Considering the results obtained with the previous simulations we decided to perform
a sensitivity analysis to evaluate the behaviour of stock value and average production
order size considering various review periods (Note: In 2018 the fewer sheets than the
demand were printed because of the existing stock).

Analysing the Fig. 3, it is possible to conclude that six and 12 months reviews -
despite having an average print order size superior to 2018 data (900 sheets/order) due
to the lowering the number of setups, this was achieved by increasing the stock value,
thus decreasing the company’s flexibility, which is therefore not a viable option.

For the same reason, the fourmonths review periodwith four ormore pallets ofMOQ
was excluded. Hence, the only viable possibilities are a) four months review period with
a MOQ of two pallets and b) two months with two or four pallets of MOQ.

Comparing the four months review period with two pallets ofMOQwith twomonths
review with four pallets of MOQ, we conclude that:

• Stock value is similar
• Average print order size is superior in the two months review
• Number of print runs are tantamount
• Final stock is larger in the two months review

The analysis carried out in conjunction with the company’s management team
allowed to conclude that:

• final stock is higher in two months review
• all other Key Performers Indicators (KPIs) were similar in all tested possibilities
• using a smaller review period enables agility increase

As a consequence, the decision was made to exclude the four months review period,
working from then on only with the remaining as possibilities - two months review
period for two or four pallets of MOQ.

Considering that the best results were obtained by the shorter review period, we
decided to simulate a shorter review period. A two weeks review period was simulated
for two and four pallets of MOQ, as presented in Fig. 4.

The two weeks review period with a MOQ of two pallets enabled a higher stock
value reduction when compared with the two months period and with the current status.
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Current status 
(2018 data) 

Total Total Total Total
Average stock (pallets /mont) 359 617 881 1,673
Average stock (sheets /month) 20,449 35,141 20,316 95,333
Final stock (pallets) 149 149 149 149
Stock value - TL (€/month) 180,404 € 310,018 € 442,901 € 841,046 €
Stock value baseline - 2018 (€/month) --- --- --- --- 367,315 €
Average print order size 1143 1431 1786 2728 900
Print runs/period 41 66 79 104 ---
Print runs/year 246 197 157 104 194

Average stock (pallets /mont) 624 886 1,175 2,029
Average stock (sheets /month) 35,592 50,521 66,989 115,625
Final stock (pallets) 505 505 505 505
Stock value - TL (€/month) 313,999 € 445,708 € 590,995 € 1,020,067 €
Stock value baseline - 2018 (€/month) --- --- --- --- 367,315 €
Average print order size 1600 2128 2421 3336 900
Print runs/period 32 49 65 95 ---
Print runs/year 194 146 129 95 194

Average stock (pallets /mont) 908 1,178 1,459 952
Average stock (sheets /month) 51,728 67,137 83,177 54,236
Final stock (pallets) 835 835 835 343
Stock value - TL (€/month) 456,352 € 592,294 € 733,809 € 478,478 €
Stock value baseline - 2018 (€/month) --- --- --- --- 367,315 €
Average print order size 2182 2703 3077 3980 900
Print runs/period 26 47 55 85 ---
Print runs/year 154 141 110 85 194

Average stock (pallets /mont) 1,254 1,521 1,832 1,176
Average stock (sheets /month) 71,488 86,688 104,396 67,004
Final stock (pallets) 1,251 1,251 1,251 567
Stock value - TL (€/month) 630,680 € 764,778 € 921,002 € 591,121 €
Stock value baseline - 2018 (€/month) --- --- --- --- 367,315 €
Average print order size 2705 3157 3603 4314 900
Print runs/period 23 40 52 87 ---
Print runs/year 137 119 104 87 194

2 Months 4 Months 6 Months 1 Year

Minimum 2 
pallets

Minimum 4 
pallets

Minimum 6 
pallets

Minimum 8 
pallets

Fig. 3. Sensitivity analysis – summary

Nevertheless, this represents smaller print orders, that generate more setups and conse-
quently lower OEE. Comparing with 2018 data, the decrease is low but when comparing
with the two months review the difference is considerable.

For the two weeks review with four pallets of MOQ, the average print size is bigger
than the one being currently used. However, the stock value almost triplicates when
compared with the same review with two two pallets of MOQ. Nonetheless, both cases
present better KPIs than that of the current status. Considering the obtained results it
was decided not to proceed with further simulations.
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Total Total
Average stock (pallets /mont) 359 173
Average stock (sheets /month) 20,449 9,878
Final stock (pallets) 149 138
Stock value - TL (€/month) 180,404 € 87,149 €
Stock value baseline - 2018 (€/month) 367,315 € --- ---
Average print order size 900 1,143 821

Average stock (pallets /mont) 624 470
Average stock (sheets /month) 35,592 26,787 €
Final stock (pallets) 505 470
Stock value - TL (€/month) 313,999 € 236,317 €
Stock value baseline - 2018 (€/month) 367,315 € --- ---
Average print order size 900 1,600 1,254
Print runs/period --- 32 9
Print runs/year 194 194 240

2 Weeks

Minimum 2 
pallets

Minimum 4 
pallets

2 MonthsCurrent 
status 

(2018 data) 

Fig. 4. Sensitivity analysis - two weeks

5 Conclusions

The simulations carried out within this study highlight the improvements attainable
through the paradigm shift from 1 SKU per production order to various combined SKUs
per order. It was possible in each simulation to reach a considerable increase on average
print order size, merely by the usage of various SKUs per order, which required fewer
setups and therefore increased the effectiveness of OEE.

In parallel, it is possible to increase OEE by changing the review period or theMOQ.
The review period was increased - despite improving OEE the SKU increased which in
turn decreased flexibility. Thus, this study proceeded focusing solely on smaller review
periods.

Considering the variableMOQ, there is a clear increase in theOEEwhen this variable
is increased. Nonetheless, this change has to be accepted by the company customers.
One of the trade-offs could be the removal of the current to the 500 sheets per annum
commitment.

It was also possible to conclude that, for the purpose of this study, the review periods
that better suit the company’s needs are those of two weeks and two months.

Summarizing, with the implementation of this new productive paradigm, and taking
into account only the review periods considered acceptable (twoweeks and twomonths),
it is possible to increase the average print order size from 900 to 1,600 sheets, which
would represent an increase of about 20% to the OEE. It is also possible to lower
the stock value from 367,215e to virtually 0e when the customers accept the MOQ
restriction. Related to stock value decrease there is the storage space liberation that
becomes available for other uses - an evident possibility being the increase of productive
space. At the same time, the stock decrease prevents the sheets from becoming obsolete
or suffering damage and having to be scrapped - environmentally unsustainablemeasure.
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Abstract. In the 155th European Study Group with Industry, the com-
pany POCO - Equipamentos Industriais, proposed the challenge of devel-
oping a mathematical model which allowed to calculate, in a transparent
and clear way, the variable amount of fees that each company has to pay
to the Portuguese Social Security (SS) in order to take into account its
contribution to the added value of the different products produced. This
paper presents a mathematical model built under the Modeling, Simula-
tion and Optimization (MSO) paradigm, that is able to be parametrized
against a different number of echelons concerning decreased/increased SS
contribution of each Portuguese firm. For its implementation, we consid-
ered the empirical cumulative distribution function of the SS contribu-
tions with respect to four different indexes. The proposed indexes were
tested with a sample of Portuguese companies. Several comparisons con-
cerning different Key Performance Indexes were performed. Regarding
the model created and the results of the different scenarios comparison,
the challenge main questions were addressed. The model was developed
in a way that may be applied to any indexes, being ready to simulate
and compare different scenarios and parameterizations.

Keywords: Social security contribution · MSO · Gross value added ·
Key perfomance index

1 Introduction

Traditionally, one of the main functions of the public pension system is to pro-
tect people who lack the foresight to save for their own old age (myopia), from
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irrational saving behaviors. Several studies defend that a pay-as-you-go (PAYG)
public pension system should correct the agents’ myopia problem, supported by
a positive relation between the optimal social security tax and the degree of
myopia. However, [1] shows that the optimal social security tax should be lower
when people are more myopic, given the discovery that the welfare cost of the
social security tax actually increases with people’s degree of myopia. Accord-
ing to [2], there seems to be a tendency in some countries to shift some legal
burden of Social Security Contributions (SSC) from employers to employees. In
fact, equal sharing of SSC was abolished in Germany in 2005, and countries,
such as Germany, Denmark, and France, increased value added taxes in order
to finance a decrease in SSC. In his study [2], Neumann utilizes the disconti-
nuities induced by earnings caps for SSC in Germany to analyse the effect of
SSC on gross labour earnings and finds that the burden of SSC is shared equally
between employers and employees. Social security contributions have effects on
labor cost, hours of work, and labor cost per hour. [3] examined a long panel
dataset covering 35years of policy reforms in the United Kingdom to find that
labor cost falls much more when average employer SSCs rates are reduced than
when average employee SSCs rates are reduced, with most of this differential
effect coming through reductions in hourly labor cost. The fairness of a social
security system can be addressed in many perspectives. The fairness of the SSC
is of interest, not only in the perspective of the worker, but also in the per-
spective of the employer. [4] studied the extent to which the employers shift the
burden of compliance with social security obligations back to employees, in the
form of lower wages. I their study, results from a fixed effects panel model using
a sample of audited firms from Shanghai in 2002 and 2003 found that 18.9% of
the compliance cost was shifted back to employees in the form of lower wages [4].

The challenge proposed at the 155th European Study Group with Industry
was to develop a mathematical model which allows to calculate, in a transparent
and clear way, the variable amount of fees that each company has to pay to
the Portuguese Social Security in order to take into account its contribution
to the added value of the different products produced. The model proposed
shouldn’t change the global contribution amount to the Social Security (SS)
system, currently 23.75%× Global Salaries for the general companies. It should
distinguish companies that add value to the products produced and contribute
to improve the competitiveness and productivity of the Portuguese Companies.

Portugal is an economy mainly populated by a large number of micro and
small enterprises, specialy from the secondary and tertiary sectors. According
to the Portuguese National Institute of Statistics (INE), in 2017, there were
1,260,436 companies in Portugal, of which 68% were individual companies and
32% were corporations. Non-financial companies accounted for 93.4% of turnover
and 88.9% of the Gross Value Added (GVA) in the Portuguese business sector.
The 1,242,693 non-financial companies produced a turnover of 371,478 million
euros and a GVA of 92,690 million euros in 2017, with staff expenses of 52,619
millions of euros. The purpose of this study is to obtain approximately the same
sum of wages with a breakdown of the contribution of each company in a fairer
way, taking into account the added value of the company to the Portuguese
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economy. This may be achieved by creating a set of 3 or 5 echelons, with differ-
ent values of percent applicable to companies within each of these levels defined
according to the value added to Portuguese Economy per capita. Encouraging
to add value to products or services, contributes more to the Gross Domestic
Product (GDP) and thus to economic growth. Usually, a greater added value
is associated with more labour intervention. As so, the model should allevi-
ate the contribution of enterprises by a percentage in proportion to the added
value or more manpower. The alleviated percentage should be understood as a
bonus to support the largest employers without ever lowering productivity and
competitiveness. Companies generating more employment and creating greater
added value are already the largest contributors in value, so they can/should
have an incentive through a slight reduction of their contribution to the SS sys-
tem. This may be understood as a prize to the best employers and an incentive
to create jobs in order to add value. Also, in a situation of crisis due to the
breakdown of orders, the company that creates the greatest value (and there-
fore a large employer) is currently being doubly penalized, because it keeps the
costs of labour unchanged, while another one that adds less value has other
means of control of costs. The idea underneath this challenge does not intend
to incentive the creation of jobs without creating productivity, but rather the
first objective is to add value and the second one is to improve productivity
and therefore competitiveness. The amount of contributions is currently calcu-
lated by the application of a contributory rate to the gross remuneration due
to the exercise of the professional activity (known as base of incidence). And
additionally, by the application of a tax rate to conventional bases of incidence
determined by reference to the value of the index of social support (IAS), in
2019, 435.76 EUR. The updating of the incidence base shall take effect on the
first day of the month following the publication of the diploma that defined its
value.

2 Empirical Design

In addition to the restrictions imposed on the model, described in the previous
section, it should be able to be parametrized against different number of eche-
lons with respect to decreased/increased SS contribution. Although the initial
request was to simulate the results with 3 or 5 echelons, we generalized it to
any odd number. The only constraint that must be take into account is that the
echelons should be symmetric with respect to the regular contribution, includ-
ing a neutral echelon where there is no bonus nor penalization associated with.
Formally, if 2ns + 1 echelons are considered in a given parametrization, their
levels should be (e1, e2, ..., ens−1, ens, ens+1, ..., e2ns+1), where ei = −e2(ns+1)−i

and, the middle echelon should be neutral, that is, ens+1 = 0. To be clear, the
scale of the echelons will indicate the percentage of increase/decrease in the
regular tax of SS Contribution. Although other options could have been made,
we decided, in order to keep the model simple and transparent, that each ech-
elon should impact the same proportion of contributions to the SS system. In
other words, each echelon should impact 100

2ns+1% of the total contributions to
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the SS system. Let nc be the number of Portuguese companies that contribute
for Portuguese Social Security System and that may be included on this new
system. Consider I as a given productivity Index of interest and, for each com-
pany Ci, i = 1, ..., nc, SCI(i) as its score under the index I. Now, among all the
nc companies labelled, consider their inverse rank r1, ..., rnc against I, that is,
1 ≤ ri ≤ nc, where ri = 1 means that the company has the worst performance
accordingly to the Index I and ri = nc represents the rank of the best company
w.r.t. I. Let o(i), i = 1, ..., nc be a given ordered sequence of companies, such
that ro(1) ≤ ro(2) ≤ . . . ≤ ro(nc), that is, the companies sorted in an ascending
order accordingly with the Index I. Define also for each company, its wage vol-
ume as w(i) and its contribution to the SS system, SSC(i). Define AcSSC(o(i))
as the cumulative sum of contributions for all the companies j which rank is
rj ≤ o(i) and TotalSSC =

∑nc
i=1 SSC(i). Finally, consider F (x) the empiri-

cal cumulative distribution function of the Social Security Contributions with
respect to the Index I. As the model is supposed to be applied to a large subset
of the Portuguese companies, is reasonable to assume that given a quantile α,

∃i ∈ 1, ..., nc : F−1(α) ≈ SCI(i). (1)

Given these definitions, the problem to assign a given echelon j to each company
i, can be addressed by:

ECH(i) = ej , (2)

Where j is the smallest element in the set {1, . . . , 2ns + 1} that verifies the
condition: SCI(i) ≤ F−1

(
k

2ns+1

)
.

In conclusion, given a productivity Index I and one parametrization of the
echelons (e1, e2, ..., ens−1, ens, ens+1, ..., e2ns+1) with each of their bonus/malus
rates, the described model assigns one and only one of those echelons to each
company Ci, which will depend on its relative performance against the whole
set of Portuguese companies regarding the Index I. Figure 1 intents to present
a geometric representation of the model. It is important to notice that if there

Fig. 1. Geometric interpretation of the proposed mathematical model (example with
3 echelons).
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is a considerable gap between the two companies that have consecutive ranks
in the neighborhood of the echelon limits, that is, if Eq. 1 does not hold when
α = j

2ns+1 , the total sum of the contributions to the SS system may not remain
constant. In fact, the inner product

(|e1|, |e2ns+1|, |e2|, |e2ns|, ..., |ens−1|, |ens+1|)·
(SSC(M1), SSC(M2), SSC(M3), SSC(M4), ..., SSC(M2ns−1), SSC(M2ns))

(3)
is an upper bound for this deviation, where · stands for the inner product and
SSC(Mk), 1 < k < 2ns represents the wages amount of the 2ns largest com-
panies contributions to the SS system. It should be noticed that, however, as
the number of companies where the model is intended to be applied correspond
to almost all the Portuguese companies, this should not present a significant
deviation. The presented mathematical model may be used to run any simula-
tions, given that both echelons rates and the Index I is properly defined. With
an accurate database as support, it will return the changes to each Portuguese
company according to the model/index selected. Obviously, the performance of
each company will depend on the Index that is considered to rank the compa-
nies in terms of added value to the Portuguese economy. Besides the theoretical
and economic reasons, that are slightly explained on Sect. 3 for the indicators
considered, we propose a new Key Performer Indicator, FKPI, that may be used
to infer numerically the fairness of any index. To do so, consider a partition of
the whole set of Portuguese companies (e.g., regarding company size or activity
sector). Formally, let P = {P1, P2, ..., Pm} be a partition of all the Portuguese
companies (e.g., Psize = {micro, small, medium, big} or Psector = {Primary, Sec-
ondary, Tertiary}). A fair system should distribute the benefit/penalties echelons
across all the companies without benefit or penalize any particular subset (e.g.
SME vs Large companies, or primary sector vs secondary and/or tertiary). If so,
a given sector or company size is not “a-priori” penalized against the others. As
so, a measure of fairness of an index I may be accessed by evaluating the ratio

FKPI(I, Pj) =
Nr. of companies with decreased contributions in Pj subset
Nr. of companies with increased contributions in Pj subset

(4)
for each partition/subset considered (where F stands for fairness). The closer this
ratio is to 1, the more the benefits will be distributed across all the sub-sectors.
In the Sect. 4, this will be denoted as “Fairness KPI”. With this update, the
proposed model is now applicable to any indexes that the decision makers may
want to test, beside the ones proposed on this report, being ready to simulate
and compare different scenarios and parameterizations. As so, it may be seen as
a very helpful tool to support further political decisions regarding this subject.
A final remark to point out that we also propose a limit for which the salaries
in each company should be affected by this measure. In order to benefit compa-
nies where the salaries gap is not to wide, it is proposed to limit the maximum
value of wage that may be subject to an increasing or decreasing contribution.
In our different scenarios comparison this value was settled to the maximum
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of 2 national minimum wages. This means that, if a company has a high/low
index rate that will imply a discounted/augmented contribution to SS and if a
employee earns 3 national minimum wages, only 2/3 of his wage will be taxed
at the discounted/augmented rate, while the remaining 1/3 will be taxed at the
usual rate. Regarding the comparison of indexes, a dataset of 255,585 portuguese
companies was downloaded on 03-07-2019, from the SABI database provided by
Bureau van Dijk Electronic Publishing. Only active Portuguese companies were
selected, and with known values for year 2017 in Turnover, HR costs, Gross
Value Added and Total Assets. We excluded companies operating in the CAE
84 “Public Administration and Defense; Social Security” and 99, “Activities of
international organizations and other overseas institutions. The following vari-
ables were collected from the database: Name; VAT number; Sector of Activity
(Main CAE (Rev3)); Number of Workers; Turnover (m EUR); Total Assets (m
EUR); Gross Value Added (GVA) (m EUR); Human Resources (HR) Costs (m
EUR); EBITDA (m EUR); EBIT (m EUR); Cost of Goods Sold and Materi-
als Consumed (m EUR); and Supplies and External Services (m EUR). As the
available database didn’t had the value of the wage per worker, for comparison
purposes the average wage (company total wages amount/number of workers)
was used as an indicator.

3 Indicators

In this section, we present four different indexes, with a brief description of their
main drivers and contextualization. Additionally, in Sect. 4, a summary of the
results concerning the application of each index to the considered database of
Portuguese companies will be presented.

GVApW Index Definition

GV ApW (i) =
GV A(i)

#Workers(i)
(5)

where, GV A(i) - Gross Value Added from company i and #Workers(i) - Num-
ber of full-time workers from company i.

Contextualization: Gross Value Added (GVA), at company level, is a metric
used to represent the value added by a particular product or service or corporate
unit that the company currently produces/provides. In other words, the GVA
reveals the bottom-line profit. Once the consumption of fixed assets is considered
in the GVA calculation, the company knows how much net value a particular
operation adds to its bottom line. In the present work, and due to database
limitations, we defined the company i GVA as,

GV A(i) = OperatingRevenues(i)−OperatingCosts(i)− FixedAssetsConsumptions(i)

Using GVA over the number of workers (GVApW) we aim to represent a proxy
to measure the company’s productivity. Hence, higher values of this ratio are
associated with higher productivity rather than with higher absolute contribu-
tion to the nominal Gross Domestic Product (GDP). Additionally, using the
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value added by worker, we take into account national accounting practices in
terms of GDP calculation based on the supply-side approach. For that reason,
at least theoretically, this Index favors (penalize) companies with higher (lower)
productivity. Nonetheless, using the GVApW Index, we ignore some important
dimensions of competitiveness, such as: Structure of Operational Costs, Struc-
ture of Production (i.e., Labor Intensive versus Capital Intensive) or Efficiency.

LACIM Index Definition

LACIM(i) = w1 IGVA(i) + w2 p(i) (6)

where, IGV A(i) = GVA(i)−GV Amin

GVAMax−GV Amin
, p(i) = Cp(i)

Cp(i)+Cm(i)+Cf(i) and w1 + w2 =
1, w1, w2 ≥ 0 and, also, GV Amin and GV AMax are, respectively the minimum
and maximum value of GVA among all the database companies, Cp(i) - Human
Resources Costs from company i, Cm(i) - Costs of sold goods and consumed
material from company i and Cf(i) - Supplies and external services costs from
company i.

Contextualization: This index is a weighted combination of two parcels: a
normalized version of GVA, IGVA(i), that represents the relative rank of com-
pany i GVA, over the national panorama, and the p(i) term that represents the
weight of wage’s in the company i total expenses. As, for each company i, both
parcels return a value in [0, 1], w1 and w2 are adjustable weights for each parcel.
In the comparisons presented in Sect. 4, it was taken w1 = w2 = 0.5. The p(i)
term takes into account the Structure of Operational Costs in order to differently
weights companies based on different human resources (HR) costs relative to the
operational costs. Using this metric, we take into account national accounting
practices in terms of GDP calculation based on supply-side approach but in a
relative way. Such difference to GVA does not mean that companies with higher
absolute contribution to GDP are not beneficiated in terms of a tax rate reduc-
tion. Nonetheless, by the normalization of the first term of the model, this Index
takes into consideration the relation between GVA of a particular company over
the remain ones. Additionally, the second term that we add allows us to control
the weight of total HR costs over the remain operational costs. Hence, theoret-
ically, LACIM index tends to favour (penalize) companies with higher (lower)
GVA and/or companies with higher ratio of HR costs over operational costs.
If so, using this Index, we overcome some limitations of GVApW. Nonetheless,
under this model we are still ignoring efficiency metrics. Additionally, since we
do not include the consumption of fixed capital on the second metric of this
model we also ignore differences between labour-intensive and capital-intensive
companies. Finally, comparing with GVApW, this metric only indirectly takes
into account the differences between productivity levels across companies.

FLACIM Index Definition

FLACIM(i) = w1 I2(i) + w2 p(i) (7)

where, I2(i) = GVA(i)
TSSR(i) and TSSR(i) - Total Sales and Services Revenues from

company i.
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Contextualization: With the first term of this Index, we aim to build a proxy
to measure the efficiency of a company’s operational activity. Higher values on
the first term are associated with higher operational margins and, indirectly,
with higher operational return of invested capital. Since we find companies with
negative GVA and with low sales and services revenues but with higher oper-
ational costs, the ratio of term 1 ranges between 0 and 1. This left and right
truncations allow us to overcome some biased results, that may be associated
with some odd accountability practices. Additionally, since we are using non-
consolidated accounts this truncation tends to avoid biased results related to
holding companies. Overall, this Index takes into account the contribution of
each company to the GDP, its efficiency and, in line with LACIM Index, the
structure of Operational Costs. Theoretically, FLACIM Index tends to favour
more efficient companies and/or companies with higher ratio of HR costs over
operational costs. This Index is still ignoring two important competitiveness
metrics: Productivity and Structure of Production.

FLACIMT Index Definition

FLACIMT (i) = w1I3(i) + w2p(i) (8)

where, I3(i) = GVApNw(i)−GV ApNwmin

GV ApNwMax−GV ApNwmin
and GV ApNw(i) ≡ GV A(i)

#Workers(i) -
Gross Value Added per Number of Workers from company i, GV ApNwmin and
GV ApNwMax are, respectively the minimum and maximum value of GVApNw
among all the database companies.

Contextualization: This model aims to take into account the most important
features provided by each of the previously reported models. Higher values on
the first term are associated with higher value added by worker, based on the
arguments developed in GVApW Index. In line with the arguments developed
to explain the first term of the second Index, in this index we also normalized
the GVA per worker. Overall, this Index takes into account the contribution
of each worker to the GDP, controlling the productivity of each company and
how it relates to the global entrepreneurial ecosystem. In line with the LACIM
and FLACIM indexes, this Index also controls for the structure of Operational
Costs. Theoretically, Index 4 tends to favor more productive companies and/or
companies with higher ratio of HR costs over operational costs. This Index does
not take into account two important competitiveness metrics: Efficiency and
Structure of Production.

4 Results and Discussion

In order to apply the model presented on this report within the Portuguese
scenario, the database described on the previous section was used to run the
model with respect to the 4 indexes established on Sect. 3. Results of the scenario
with 3 echelons, (−1%, 0%, 1%), will be presented on the following lines (the
analysis for 5 echalons is not presented due to space restrictions but available
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under request). To apply the developed model, it was also necessary to establish
some parameters such as w1 and w2, the weighting that appears in the index
LACIM, FLACIM and FLACIMT. We decided to choose it uniformly, w1 =
w2 = 0.5, although the model may have other values for w1 and w2, since the
condition w1 + w2 = 1 is verified. As mentioned, we also decided to propose a
limit for which the salaries in each company should be affected by this measure.
In the following comparisons that value was settled as the double of the national
minimum wage (in 2017, 557 EUR) and was denoted in the following tables as
2. With all of these parameters settled, it is now important to observe if the two
main initial constraints were fulfilled. According to the observation of the third
and fourth columns of Tables 5–12, we may conclude that the proposed model
obeys to the first constrain imposed.

The variation between the present scenario and the proposed model, pre-
sented on the last two lines of the 3rd and 4th columns, is almost 0, consid-
ering or not the restriction of this application for 2 national minimum salaries
(4th and 3rd column, respectively). As so, it is reasonable to admit that the
proposed mathematical model guarantees the first constraint. Relatively to the
second constraint it was settled that a fair system should distribute the bene-
fit/penalties echelons across all the companies without benefit or penalize any
particular subset (e.g. SME vs Large companies, or primary sector vs secondary
and/or tertiary). This because, in that case, a given sector or company size is
not “a-priori” penalized against the others. Regarding the KPI proposed, It is
straightforward that the closer this ratio is to 1, more the benefits will be dis-
tributed across all the sub-sectors. This KPI is presented on the last line of each
comparison table, with respect to either sector of activity (columns 5–8) as well
as to the company size (columns 9–12) (Table 1).

Applying the mathematical model considering three echelons defined by the
index GVApW, it is possible to observe that 67% of the total number of firms
would be penalized and only 11% would be benefit, resulting on the remaining
21% to stand without change on their SS contributions. As so, using this index in
the model, we would have a large number of companies with their contributions
raised while just a small number of companies would see their contributions to
SS reduced. Moreover, the medium and the large companies are the ones which
have a bigger number of companies that would benefit from this scheme, 27%
and 41% respectively, and only a smallest number of companies belonging to

Table 1. % of companies affected by changes in rates of SS constribution: GVA per
worker.

GVApW Original SSC Change in SSC Nb. firms affected Nb. firms affected

All 2*MW Total Sector1 Sector2 Sector3 Micro Small Medium Large

1% change 13 394 074e 133 941e 130 421e 67% 53% 60% 67% 70% 55% 39% 28%

0% change 13 396 229e −e 0e 21% 27% 22% 21% 19% 30% 34% 31%

−1% change 13 398 776e −133 988e −71 526e 11% 20% 10% 13% 10% 15% 27% 41%

Sums 40 189 079e −47e 58 896e Fairness KPI (:1) Fairness KPI

% (Total SSC) 0% 0,15% 5,84 2,68 7,06 5,28 6,8 3,71 1,42 0,7
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this category would be penalized (39% and 28%, respectively). So, it is possible
to conclude that using this index, the large companies would be benefited by
this model (FKPI = 0.7). When we analyze the fairness of this index presented
in the last row of the table, with respect to all the companies in the database,
we get FKPI = 5.84. This means that for each company that would have their SS
contributions reduced, 5.84 others would have their contribution increased. As
stated before, as closer this ratio is to 1, the more the benefits will be distributed
uniformly across the Portuguese companies. Notice that, with this index, this
ratio only is near to 1 for the medium and the large companies. After all the
forthcoming comparison tables are presented with common purposes. In Table 2
one can check the results regarding the application of the mathematical model
using three echelons defined by the index LACIM. As it may been observed,
36% of the total number of firms would be penalized (also 36% on the echelon
without change) and 27% would be benefited. So, using this index, although more
companies are penalized than benefited the difference is not high (9%). However,
when we do the sector analysis this is only true for Sector 1 and Sector 2, because
in Sector 3 we have the opposite: 22% of the companies would be penalized and
38% would be benefited. So, we can conclude that using the index LACIM, the
Sector 3 would be benefited by this model. When we analyse the Fairness of this
index, we get FKPI = 1.33, considering once again the total number of firms. This
ratio is near to 1 which is a good indicator, but within a by Sector comparison
that is not verified. For Sector 1 this ratio is equal to 1.95, for the Sector 2 is
equal to 2.87 and for Sector 3 is only 0.59. Table 3 concerns to the application
ofthe mathematical model using three echelons defined by the index FLACIM.
As we can observe, 36% of the total number of firms would be penalized and 29%
would be benefited. Observing the sector analysis we have in the Sector 2, 50% of
the companies that would be penalized and only 17% would be benefited whereas
in Sector 3 and also Sector 1 we have the opposite: only 22% (respectively 29%)
of the companies that would be penalized and 40% (respectively 37%) would be
benefited. So, we can conclude that using the index FLACIM, the Sector 2 would
be penalized by this model. When we analyse the Fairness of this index, we get
FKPI = 1.23 (considering the total number of companies). As expected for the
Sector 2 this ratio is equal to 2.89 and for the Sectors 3 and 1 only 0.54 (resp.
0.79). Lastly, by the application of the mathematical model using three echelons
defined by the index FLACIMT, 31% of the total number of firms would be
penalized and also 31% would be benefited. So, using this index although the

Table 2. % of companies affected by changes in rates of SS constribution: LACIM.

LACIM Original SSC Change in SSC Nb. firms affected Nb. firms affected

All 2*MW Total Sector1 Sector2 Sector3 Micro Small Medium Large

1% change 13 386 930e 133 869e 107 096e 36% 43% 50% 22% 37% 34% 40% 46%

0% change 13 405 422e −e 0e 36% 35% 33% 39% 36% 39% 34% 26%

−1% change 13 396 727e −133 967e −98 658e 27% 22% 17% 38% 28% 26% 26% 28%

Sums 40 189 079e −98e 8 438e Fairness KPI (:1) Fairness KPI

% (Total SSC) 0% 0,02% 1,33 1,95 2,87 0,59 1,33 1,3 1,58 1,64
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Table 3. % of companies affected by changes in rates of SS constribution: FLACIM.

FLACIM Original SSC Change in SSC Nb. firms affected Nb. firms affected

All 2*MW Total Sector1 Sector2 Sector3 Micro Small Medium Large

1% change 13 396 354e 133 964e 105 101e 36% 29% 50% 22% 36% 31% 36% 41%

0% change 13 395 544e −e 0e 35% 33% 33% 38% 35% 40% 35% 29%

−1% change 13 397 180e −133 972e −102 477e 29% 37% 17% 40% 29% 29% 29% 30%

Sums 40 189 079e −8e 2 625e Fairness KPI (:1) Fairness KPI

% (Total SSC) 0% 0,01% 1,23 0,79 2,89 0,54 1,26 1,09 1,22 1,37

Table 4. % of companies affected by changes in rates of SS constribution: FLACIMT.

FLACIMT Original SSC Change in SSC Nb. firms affected Nb. firms affected

All 2*MW Total Sector1 Sector2 Sector3 Micro Small Medium Large

1% change 13 395 508e 133 955e 102 805e 31% 38% 44% 18% 31% 29% 35% 44%

0% change 13 397 151e −e 0e 38% 37% 36% 40% 38% 41% 37% 27%

−1% change 13 396 419e −133 964e −103 220e 31% 25% 20% 42% 31% 30% 28% 29%

Sums 40 189 079e −9e −415e Fairness KPI (:1) Fairness KPI

% (Total SSC) 0% 0,00% 1,03 1,51 2,2 0,43 1,02 0,98 1,26 1,52

total number of penalized companies be the same than the total number of
benefited companies when we do the sector analysis the Sector 3 stands out
because only 18% of the companies that would be penalized and 42% would be
benefited. So, we can conclude that using the index FLACIMT, the Sector 3
would be benefited by this model. Nevertheless, when we analyse the Fairness
of this index, we get FKPI(FLACIMT) = 1.03, considering the total number
of companies. This ratio is approximately 1, which is a good mark, although
taking into account each activity Sector these values are not verified. The ratio
for Sector 1 is equal to 1.51, for the Sector 2 is equal to 2.2 and for the Sector
3 is only 0.43. It is also important to observe that, in general, this index has a
very similar performance to the LACIM index (Table 4).

5 Conclusions and Recommendations

The challenge proposed at the 155th European Study Group with Industry con-
sisted in the development of a mathematical model which allowed to calculate,
in a transparent and clear way, the variable amount of fees that each Company
has to pay to the Portuguese Social Security in order to take into account its
contribution to the added value of the different products. The model developed
is able to be parametrized against any different (odd) number of echelons with
respect to decreased/increased Social Security contribution of each Portuguese
firm. For its implementation, we considered the empirical cumulative distribu-
tion function of the Social Security contributions with respect to four different
indexes. Regarding the model created and results of the different scenario com-
parisons based on a real dataset, the challenge main questions were addressed.
Additionally, new indexes were proposed and tested with a population of Por-
tuguese firms (N = 3 × 105) and several comparisons with respect to different
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Key Performance Indexes (KPI’s) were considered. We can conclude that this is
a good model in the sense that the overall contribution made by the companies
for the SS System does not suffer any large change. This remains true when we
consider the restriction of this application to 2 national minimum wages (fourth
column). Regarding results, we can conclude that the index GVApW is the one
that shows worst results in this matter. For future work and recommendations,
we believe that a more refined analysis should be done. For example: a) preform
a simulation study in order to apply different weights in the proposed indexes in
order to find the better weights that do not penalize sectors or type of companies;
b) taking into account profits versus non-profits firms; c) testing the differences
between labour intensive versus capital intensive companies. Furthermore, the
model output may be used in the subsequent year (credit tax) avoiding unneces-
sary forecast and/or prediction. The proposed model is resilient and developed
in a way that is applicable to any indexes that the users may want to test, beside
the ones proposed on this report, being ready to simulate and compare different
scenarios and parameterizations. As so, we believe that several political options
can be taken supported on parameterizations of this MSO model.
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A View on Harmonization of Interaction
of Business Entities in Conditions of Change
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Abstract. The actuality of the research of the issue of interaction of economic
entities in conditions of change has been grounded and expediency of determin-
ing the level of harmonization of this interaction on the basis of the study of
personal collective interests’ balance of economic entities has been substantiated.
The methods of estimation of interaction level based on training technology has
been offered, which allows studying the opinion of the training participants on the
basis of their answers to the questions presented in the formed map of analysis
and assessment of the status of problem elements of the process of interaction
with usage of the criteria of the interaction level and the level of their processing.
For this purpose the methods for researching the balance of interests of economic
entities has been developed in the article, the technology of harmonization based
on the calculation of the level of harmonization of economic entities interests
and proposes have been developed and a map of measures to harmonize their
interaction has been proposed. It has been summed up that the described view on
harmonization of business entities in conditions of changes can be used to iden-
tify ways for determination of ways for improving the interaction on the basis of
harmonization of personal and collective interests in different fields of activity.

Keywords: Changes · Interaction · Business entities · Harmonization · Team ·
Staff · Training · Decision map

1 The Actuality of the Problem

The actuality of the study of the issue on harmonization of interaction between business
entities is determined by the fact that in the conditions of dynamic changes in which
the world economy is developing it is important not only to identify and manage of
changes in the process of their implementation, but also to insure the harmonization of
interaction between the entities of this process. For this purpose it is important to take
into account the conditions of harmonization of actions of business entities as the main
subdivisions which carry out the basic functions of changes and also the subdivisions
and organizations that serve or maintain realization of these changes. Achieving the state
of harmonization as the basic principle of economic entities interaction in the processes
of change cannot be isolated from other processes and events both in organizations
participating in the change and in society in general, so it is important to understand
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which obstacles may arise and act on the ways of their interaction harmonization in the
changemanagement process, as well as to determine what advantages and disadvantages
of this process may arise for business entities and what activities it is advisable to plan
their successful implementation.

2 Analysis of the Recent Research and Publications

One of the main tasks of the domestic practice of change management in the context of
high dynamics of changes in the external environment of business entities is to find the
ways to adapt business entities to these changes. The experience of the world schools
of management published as a result of research many scientists demonstrates that the
ability generating, developing and implementing of the necessary changes is a major
factor in improving the efficiency and success of any organizational unit.

Various problems and aspects of proper change management have been the subject
of interest of such well-known foreign scholars as I. Adizes, I. Ansoff, F. Guillard,
L. Greiner, R. M. Kanter, J. Kotter, E. Cameron, M. Mescon, K. Levin [1–4] and many
others, by [1–4], who indicated the expediency of cultivation in the processes of change
of “mutual trust”, “respect” and “communications”, “leadership”.

Coulter, N [5], paying attention to deepening of specialization and emergence in our
time, and in this connection, to communication problems and difficulties of interaction
between its various branches, drew attention to demonstrate the importance of manifes-
tations of synergetic, the main leitmotif of which (Kanter R.) was considered by proving
the need of the fact that people and organizations, the state and business in this process
to necessarily cooperate with each other.

Adapting foreign experience and developing their own methods, models, technolo-
gies and tools for harmonization and change management, Ukrainian researchers and
scholars draw attention to a wide range of issues aimed at harmonizing the interaction
of business entities in the conditions of change. In particular, the issue of the impor-
tance of culture in the process of change management (A. Polyanska, I. Zapuhlyak [6]),
human resources development (L. Verbovska [8]), (V Khytr, [10]), (V. Petrenko, [11]),
(V. Vartsaba [15]), as well as features of harmonisation in management at enterprises (N.
Popova [12], S. Bai [13], I. Turchina, I. Khovrak [21],M.Kalinichenko, [23], S. Sysojeva
[24], by [6, 8–13, 15, 23, 24]).

In the context of the research topic of this article it is necessary to pay attention to
the fact that in their research on change management in their works V. Vartsaba and
O. Khytra emphasize on the need for “… development, creation and application of
a qualitatively new system-synergetic model for managing transformational processes
with perfect a mechanism for defining and coordination of subjects and objects interests
of management,…” [9], by [9].

However, the coordination of these interests occurs at the point of balance of eco-
nomic interests of the subject with taking into account of interests of its market counter-
parties. Thus, V. Vartsaba considers coordination of economic interests through the con-
tinuum of differentiation of “economic interest” of the subject according to the criterion
of orientation for meeting of one’s own or other’s needs.

An indisputable fact is that all organizations, business and state are also represented
by people. Therefore, it is necessary to realize that people themselves are the first pillars
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of social and economic systems of any complexity and at any level of hierarchical
system, who are capable of high creativity and innovation and who are interacting with
each other and influencing each other, form a complex system as a single unit capable of
displaying synergism. Therefore, it requires additional research to study and substantiate
ways to achieve a balance of interests of economic relations subjects taking into account
the interests of each by harmonizing relationships, which, according to the authors, is
achieved by identifying and harmonizing the interests of economic entities, determining
their compliance with certain requirements, values ethics, culture, management, and
understandings of how to use these tools to harmonize interactions.

The views of scholars on the questions of change management and the expediency
of harmonizing the interaction of business entities in the process of change have been
widely researched and undoubtedly they have weighty importance for the development
of management science. But in practice there are often situations of isolation of scientific
developments from the vital problems arise. The attempt to overcome this shortcoming
and to bring the results of scientific exploration closer to solving of applied problems
have been worked out in the article.

2.1 The Purpose of the Article

To determine the sense of harmonisation for better understanding of the “harmonization
of interaction” term and as the result of this work to consider the technology of “har-
monization of interaction” with using of the coefficient of harmonization for evaluation
the economic entities in conditions of change management on the basis of identifying
their economic interests by using the analysis map and making recommendations for
development and implementation of appropriate actions aimed at harmonization of indi-
vidual and collective interests of economic entities at different levels of management:
individual, group/team, organizational.

3 Research Methodology

As a rule by harmonisationwemean “the act ofmaking different people, plans, situations,
suitable for each other, or the result of this”. Within people activity we consider the
harmonisation as dynamic process leading to the relationship. In the turn, the relationship
depends on interaction based on the people trust, and the last is connected with the
balancing of people interests’ like individual and collective.

The problem of harmonization of interests, goals and actions in the processes of busi-
ness entities activity management under conditions of necessary changes has received
some development in plenty management scientific works in which it was demonstrated
that any changes are successful only under conditions of unity of staff in assessment of
their needs, goals and tasks, as the latter determine the level of interaction of people in
groups.

At the same time, the research of issues and assessment of the level of harmonization
of interaction of different subjects, in particular, members of staff, become apparent in
the results obtained during the conducting of questioning of a number of the staff of
the subjects which becomes possible and reaches its most effectiveness when using of
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such a form of training of the staff as training. However, the possibility to identify the
factors that hinder harmonization of interaction between subjects and members of their
staff becomes apparent in the results of the survey of a plurality of subjects’ staff which
becomes possible and it achieves its greatest effectiveness when using such a form of
teaching of staff as training. The main advantage of training technology is the fact that in
the process of training of participants, except the focused on a particular problem area,
at the same time there also exists the opportunity to consolidate and develop appropriate
skills for their practical application with further survey of participants for obtaining
information about the level of usefulness of both training in general and its individual
elements.

The object of the study became the employees of different levels of management of
a certain territorial organizational entity, at which the role of implementation of already
planned changes was partly assigned; partly it was decision-making on the expediency
of any changes, as well as the personnel who will directly make decisions in the process
of managing their implementation. The participants of the training were partly familiar
with each other, in particular the heads of regional structural units were well familiar
with each other, the heads of departments of these units were only partially familiar, and
the rest of participants had only experience of extramural communication via e-mail and
telephone.

In the course of the training, the groups analysed the current state and prerequisites
for conducting active business; the survey of the participants was focused on identifying
their vision and decisions on how to achieve harmonization of the subjects’ cooperation
in the process of reaching a common solution for solving a problem situation which was
formed in the organization; simulation of the situation foresaw participation in teamwork
during which the participants tried to agree on their roles, to establish communication
in the team and to formulate a joint, most harmonized decision.
At the same time, teamwork gave the participants of the training an opportunity to
understand the needs for change, to justify their expediency in specific cases and to try
to harmonize their own vision of the situation with the vision of the team.

To investigate the interaction of the participants of the training and to work out the
obtained results of the survey in 12 groups (5 participants in each group), the organizers
of the training used the sgn[xi], function which determines the most popular indicators
in the groups of respondents:

sgn[xi] =
{
1, if xi � n/2
0, if xi < n/2

(1)

According to the methods of applying the sgn[xi] function, each of the questions is
assigned a double value whether 1 or 0, with observance of the following conditions:

– if the majority of the participants of the formed group (12 groups of 5 participants)
agree with the dominant importance of the suggested for assessing criterion dur-
ing performing of production tasks which were connected with interaction, then this
criterion gets a value of 1;

– if themajority of the groupmembers do not agree with the dominance of this criterion,
it was assigned a score of 0.
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For determining the evaluation criterion for each group of evaluation criteria which
characterizes the level of interaction, we determine the value of the evaluation of each
criterion by summarizing the results obtained by the result matrix:

Xg
ij =

∑n

ij
xi, (2)

where Xg
ij - the index of the evaluation; x is the evaluation criterion; g is the index of

the criterion by which the assessment was conducted; n is the number of criteria by
which the assessment was performed; j is the index of the group participant, and; m is
the number of participants in the n group.

After determining the sum of the estimates, we determine the most influential (in the
respondents’ opinion) criterion as the maximum value of the evaluation of the evaluation
criteria, which is determined by:

Xn
i = max

{∑n

i=1
xij

}
. (3)

The results of the survey for obtaining the estimates of the indicators by which the
level of interaction is characterized, is represented by a binary matrix.

The obtained results of the evaluation are the output data for assessing the level of
harmonization as a defined continuum of interests of the interaction participants which
is proposed to be considered using the model shown in Fig. 1.

ES ЕАBEI

Fig. 1. Continuum of differentiation of options of the “economic interest” concept of the subject
according to the orientation criterion for meeting their own or someone else’s needs. Source:
Varzaba V.

At the same time, the characteristic points of the continuum of interests are the
following:

– (ES) “economic egoism”, which is defined in literature as “… the hypertrophied
economic interests of different economic entities, as well as the areas and regions
of the country that put them above the interests of the respective entities” is one the
extreme manifestation of desire of economic interest of the entity and appropriate
behaviour in the market;

– (EA) “economic altruism” as “… the ability… to selflessly sacrifice one’s interests…”
by the same subject with appropriate behaviour [17], by [17];

– (BEI) demonstrates the point of balance of economic interest of an entity with taking
into account of interests of its market counterparties.

On the basis of this model, we propose to determine the level of harmonization based
on the study of the interaction of economic entities by determining the point of the
actual level of balance of interest (BI) of the subject with taking into account the point
of view of other participants in the interaction using the following calculations:
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BIg =
{

balanced , if NXg
ij

↑> NXg
ij

↓];
non balanced , if NXg

ij
↑≤ NXg

ij
↓,

(4)

where BIg is the level of balance of interests according to the g group of criteria; NXg
ij↑

is the number of values of estimates greater than the average value; NXg
ij
is the value of

the estimates less than and equal to the average value of the estimates.
From here, we can define the coefficient of conformity as the ratio of the value of

the estimates that are greater than the average value to the number of the value of the
estimates, smaller and equal to the average value of the estimates:

BIg =
NXg

ij↑
NXg

ij↓
, (5)

where NXg
ij↑ is the number of the values of the estimates that are greater than the average

value, smaller and equal to the average value of the estimates.
On the basis of the obtained results, we will determine the level of harmonization of

interaction of economic entities on the basis of taking into account the level of balance
of their interests:

�BIg = maxBI − minBI , (6)

BIharm = �BIg
2

, (7)

BIharm EE = maxBIEE − BIharm, (8)

BIharmEA = minBIEA + BIharm. (9)

where �BIg is the difference in the balance of interests; BI(harm) is the corrective
coefficient of harmonization; BIharm EE is the estimated level of harmonization.

4 Research Results

Foreign and domestic practice of managing the processes of change in teams of enter-
prises shows that for their successful implementation are not only specific methods are
important but also observance of the following set of guideline principles:

– the purpose of change – increase of efficiency (it is necessary to establish strong ties
between the goals for making changes in an enterprise and rigorous performance
criteria);

– the choice of a strategy and reorganization of an organizational structure are important
(a properly oriented strategy and aviable organizational and economic structure should
be the basis for change);
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– teams of employees are the basic structural elements (it is necessary to identify
opportunities for creating teams and to ensure their effective activity);

– the process of change should be based on the values of an enterprise;
– changes must be based on the development of new competences;
– it is necessary to focus efforts on a limited number of goals.

To investigate how the stated issues are understandable for participants of changes,
to assess how participants of changes are fulfilling their potential in the process of
management of their implementation, and whether they are willing to spend efforts to
achieve interaction it is suggested by the results of conducting training for government
leaders and employees of government organizations who are already involved in the
process of changes and on the activity of which the success of changes is depended
on, as reform processes force to react on these changes not only management but also
employees of other categories.

The choice of training technology for investigation of its understanding of interaction
and harmonization by the participants, the need for such activities, assessing the ability
of participants to harmonize interaction in solving production issues was stipulated by
the fact that this educational training technology has several advantages, among which
are the following:

– coverage of participants who are representatives of different levels of management
and performers which allows each participant to get acquainted and understand how
the process of joint decision-making and implementation of harmonized solutions
happens;

– the possibility of obtaining additional knowledge in the sphere of activity which inter-
ests all the participants, in particular in this case concerning the process ofmanagement
of changes.

– obtaining additional knowledge by the participants and putting it into practice by
means of attraction of them for solving practical situations and obtaining additional
skills;

– involvement in the process of implementation of changes through decision-making
in situations as close to real as possible;

– raising of qualification level of participants regarding the content and current
tendencies that are occurring in the society at different levels of conducting of reforms;

– the use of participants of training by trainers as primary sources for collecting scientific
generalization, processing, interpretation and further use of information on evaluations
of their training results, the acquired knowledge, the formed positions, attitudes and
practical usefulness of the training topics.

That is, according to the results of any training, in addition to the expansion of the
necessary knowledge and experience, information about the assessment of the train-
ing participants concerning their readiness and ability to cooperate in the processes of
conducting changes can also be obtained.

To clarify to which extent the knowledge acquired in the training process and the
assessment of their necessity and expediency are “harmonized” with the environment
and the subjects of change management by us (by the analogy of studies of processes of
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harmonization of interests using “cards” or “matrixes” of stakeholders (BethA. Simmons
[18], R. Florea, R. Florea [19], by [18, 19]) it has been proposed to use an “analysis
map”, in four quadrants, which presents the problematic issues of the change process
(Fig. 2).

Fig. 2. Map analysis and evaluation of the problematic elements of interaction process based on
the study of the criteria of the level of trust and level of interaction (Source: formed and generated
by authors on the base of training questionary).
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This map was created by distributing of the estimation questions into the quadrants
for two criteria – the level of interaction and the level of trust, and the estimation of
which was made according to the “economic interest”: economic altruism or economic
egoism.

Table 1. The results of evaluation of the training participants are the subjects of change

Evaluation criterion Group number

1 2 3 4 5 6 7 8 9 10 11 12

1.1 1 1 0 1 0 0 1 0 0 1 1 0

1.2 0 1 1 1 0 0 0 1 1 0 1 1

1.3 1 1 0 1 1 0 1 0 1 0 1 1

1.4 1 0 1 1 0 0 0 0 1 1 1 1

1.5 1 1 1 0 0 0 1 1 1 1 0 0

1.6 0 1 1 1 1 1 0 1 0 1 0 1

1.7 0 1 1 1 0 1 1 0 1 1 1 1

1.8 0 1 1 0 1 1 0 0 0 1 1 1

1.9 1 1 1 1 0 0 1 0 1 1 1 0

1.10 0 1 0 0 1 1 0 1 0 0 1 1

1.11 1 1 1 1 0 1 1 0 1 0 0 0

1.12 0 1 0 0 1 0 0 1 0 0 1 1

1.13 1 0 1 1 1 1 1 0 1 0 1 0

1.14 0 0 0 0 1 0 0 1 0 1 0 1

2.1 1 0 1 1 1 1 1 0 1 0 0 1

2.2 0 1 1 1 1 1 0 1 1 0 1 0

2.3 1 0 1 0 1 1 1 1 1 1 1 0

2.4 1 1 1 1 1 1 1 0 1 1 1 1

2.5 1 0 1 1 0 0 1 0 0 1 1 1

2.6 0 1 1 0 1 1 1 1 1 1 1 1

2.7 0 0 0 1 0 0 1 1 0 1 1 0

2.8 0 0 1 0 1 1 0 0 1 1 1 0

2.9 0 0 0 0 0 0 0 0 0 1 0 1

2.10 1 1 0 0 0 1 1 0 0 0 1 1

3.1 1 1 1 1 1 1 0 1 0 1 1 1

3.2 1 1 1 1 1 1 1 1 1 0 1 1

3.3 0 0 0 1 1 1 1 1 0 1 1 0

3.4 1 0 1 0 1 1 1 1 1 0 1 1

3.5 0 1 0 0 1 0 1 1 0 1 1 1

3.6 1 0 0 0 0 1 1 1 1 1 1 0

3.7 0 1 0 0 0 0 1 1 0 1 1 0

(continued)
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Table 1. (continued)

Evaluation criterion Group number

1 2 3 4 5 6 7 8 9 10 11 12

3.8 1 0 1 1 1 1 0 0 1 0 0 0

3.9 0 1 1 1 1 0 1 1 0 1 1 1

3.10 1 0 1 0 1 1 0 0 1 1 0 1

3.11 0 1 1 1 0 1 1 1 1 1 0 1

3.12 1 0 0 0 1 1 0 0 1 1 1 1

3.13 0 1 1 1 1 0 1 1 1 0 1 1

3.14 1 0 1 1 1 1 1 0 1 1 1 1

4.1 0 1 0 1 1 0 1 1 1 1 0 1

4.2 1 1 1 0 1 1 0 1 1 1 1 1

4.3 0 1 1 1 0 1 1 1 1 1 0 1

4.4 1 1 0 0 1 1 1 1 1 1 1 1

4.5 0 1 1 1 0 0 0 1 1 1 0 1

4.6 1 1 0 1 1 1 1 1 0 1 1 0

4.7 0 1 1 1 0 1 0 1 0 1 0 1

4.8 1 1 0 0 1 0 0 1 1 0 0 0

4.9 0 1 1 1 0 0 0 0 1 0 0 1

4.10 1 1 1 0 0 1 0 1 0 1 1 0

4.11 1 1 0 1 0 1 0 0 1 1 0 1

Such disposition allows better understanding ofwhat interests dominate in the groups
and due to the further deeper analysis will help to determine the conditions of their
balancing towards achieving desired level of interaction and trust. The suggested map
is formed in the coordinates “the level of interaction – the level of trust”, and in the
formed quadrants the lists of questions have been presented, the answer to which the
participants of training are called to identify the existing obstacles to the harmonized
interaction of the training participants. At the same time, the received answers can and
should be the starting point for the development of a list of measures aimed at improving
the professional level of training participants directly in their workplaces and, finally,
become valuable information on the directions and possibilities for their development
in them, the so called “soft skills”, which are necessary to maintain an effective level of
harmonized interaction.

For this purpose, in the quadrants of the analysis maps that characterize the training
of participants’ ability for interaction, have been divided into four, and grouped into two
subgroups: the first subgroup determines the level of interaction as the ability to work
together to resolve common issues based on self-interest (EE) and collective interests
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(EA), and the second – determines the level of trust between the participants also on the
basis of consideration of personal interests (EE) and collective interests (EA).

The results of application of the techniques of evaluation by function sgn[xi] are
presented in Table 1.

– if the majority of participants in the formed group (12 groups of 5 participants in each)
agree with the dominant importance of the criterion proposed for evaluation of the
performance tasks related to the interaction, then this criterion is given a value of 1;

– if themajority of the groupmembers do not agree with the dominance of this criterion,
then it is assigned a score of 0.

In this case, the obtained survey evaluation criteria of interaction are in the form
of evaluation determinants each of which is obtained on the basis of summation of
the participants’ assessments with the subsequent determination of the most important
criteria of the participants’ interaction in training. According to the results of the surveys
in this study, we have formed four evaluationmatrices according to the stated four groups
of criteria for assessing the level of interaction for the participants of training Xg

ijg.

X1
ij

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1ij
x1ij
x1ij
x1ij
x15
x16
x17
x18
x19
x110
x111
x112
x113
x114

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 0 1 0 0 1 0 0 1 1 0
0 1 1 1 0 0 0 1 1 0 1 1
1 1 0 1 1 0 1 0 1 0 1 1
1 0 1 0 0 0 0 1 1 1 1 1
1 1 1 0 0 0 1 1 1 1 0 0
0 1 1 1 1 1 0 1 0 1 0 1
0 1 1 1 0 1 1 0 1 1 1 1
0 1 1 0 1 1 0 0 0 1 1 1
1 1 1 1 0 0 1 0 1 1 1 0
0 1 0 0 1 1 0 1 0 0 1 1
1 1 1 1 0 1 1 0 1 0 0 0
0 1 0 0 1 0 0 1 0 0 1 1
1 0 1 1 1 1 1 0 1 0 1 0
0 0 0 0 1 0 0 1 0 1 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

6
7
8
7
7
8
9
7
8
6
7
5
8
4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Hence, we determine the most influential (according to respondents’ opinion)
evaluation criterion:

X n
i = max

1−14
{9} = x147 .
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Thus, in the first group for assessing the level of interaction of the respondents of the
survey the criterion X14

7 has become the weightiest which draws attention to the need
for effective communication.

X2
ij

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x21
x22
x23
x24
x25
x26
x27
x28
x29
x210

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 1 1 1 1 1 1 0 1 0 0
0 1 1 1 1 1 0 1 1 0 1 0
1 0 1 0 1 1 1 1 1 1 1 0
1 1 1 1 1 1 1 0 1 1 1 1
1 0 1 1 0 0 1 0 0 1 1 1
0 1 1 0 1 1 1 1 1 1 1 1
0 0 0 1 0 0 1 1 0 1 1 0
0 0 0 1 0 0 1 1 0 1 1 0
0 0 0 0 0 0 0 0 0 1 0 1
1 1 0 0 0 1 1 0 0 0 1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

8
8
9
11
7
10
5
6
2
6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Hence, we determine the most influential (according to respondents’ opinion)
evaluation criterion:

X n
i = max

1−10
{11} = x104 .

Therefore, in this group of criteria for assessing the level of interaction, the X10
4

criterion which characterizes the ability to listen to another team member, became the
most important.

X3
ij

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x31
x32
x33
x34
x35
x36
x37
x38
x39
x310
x311
x312
x313
x314

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 1 1 1 1 0 1 0 1 1 1
0 1 1 1 1 1 1 1 1 0 1 1
0 0 0 1 1 1 1 1 0 1 1 0
1 0 1 0 1 1 1 1 1 0 1 1
0 1 0 0 1 0 1 1 0 1 1 1
1 0 0 0 0 1 1 1 1 1 1 0
0 1 0 0 0 0 1 1 0 1 1 0
1 0 1 1 1 1 0 0 1 0 0 0
0 1 1 1 1 0 1 1 0 1 1 1
1 0 1 0 1 1 0 0 1 1 0 1
0 1 1 1 0 1 1 1 1 1 0 1
1 0 0 0 1 1 0 0 1 1 1 1
0 1 1 1 1 0 1 1 1 0 1 1
1 0 1 1 1 1 0 1 1 1 1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

10
11
7
9
7
7
5
6
9
7
9
7
9
10

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Hence, we determine the most influential (according to respondents’ opinion)
evaluation criterion:

X n
i = max

1−14
{11} = x142 .
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Therefore, for the stated group of criterion of estimating the level of interaction the
most important for this group of criteria became the X14

2 which attracts attention to the
necessity of upholders in the team;

X4
ij

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x41
x42
x43
x44
x45
x46
x47
x48
x49
x410
x411

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 1 1 0 1 1 1 0 1 1
1 1 1 0 1 1 0 1 1 1 1 1
0 1 1 1 0 1 1 1 1 1 0 1
1 1 0 0 1 1 1 1 1 1 1 1
0 1 1 1 0 0 0 1 1 1 0 1
1 1 0 1 1 1 1 1 0 1 1 0
0 1 1 1 0 1 0 1 0 1 0 1
1 1 0 0 1 0 0 1 1 0 0 0
0 1 1 1 0 0 0 0 1 0 0 1
1 1 1 0 0 1 0 1 0 1 1 0
1 1 0 1 0 1 0 0 1 1 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

8
10
9
10
7
9
7
5
5
7
7

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Hence, we determine the most influential (according to respondents) evaluation
criterion:

X n
i = max

1−11
{10} = x112,4.

Therefore, for this group of criteria for evaluating the level of interaction, the most
important ones became two criteria X11

2 ,X11
4 : the unwillingness to be controlled by other

team members and the desire to see the leader as a leader rather than an administrator.
Thus, the conducted evaluation of the results of the survey of the participants of the
training allowed identifying the criteria thatwere selected as themost important to ensure
interaction. The obtained results of evaluationwill be used for determining how balanced
and harmonized the responses received are, i.e. howwell the interests of business entities
are coordinated. In accordancewith the chosenmethods of determining the continuum of
interests of the participants of the interaction, which is proposed to be considered using
themodel presented in Fig. 1 and Formula 4, wewill calculate the level of harmonization
of interaction between business entities, determined on the basis of the results of the
survey. We will determine the level of balance of interests of economic entities for
each group of criteria (EE) and (EA). Accordingly, for the criterion of interaction, the
calculations will be as follows:

BIinteraction = 10

14
= 0,71,

BItrust = 8

10
= 0,80,

�BI = |0,71 − 0,80| = 0,09,

BIharm = �BI

2
= 0,09

2
= 0,045,
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BIharm EE = BImax − BIharm = 0,80 − 0,045 = 0,755,

BIharmEA = BImin + BIharm = 0,71 + 0,045 = 0,755,

For the trust criterion, the calculations will be as follows:

BIinteraction = 12

14
= 0,86,

BItrust = 9

11
= 0,82,

�BI = |0,86 − 0,82| = 0,04,

BIharm = �BI

2
= 0,04

2
= 0,02,

BIharm EE = BImax − BIharm = 0,86 − 0,02 = 0.84,

BIharmEA = BImin + BIharm = 0,82 + 0,02 = 0,84.

The results of the calculations are presented graphically in Fig. 3 (for the interaction
criterion) and Fig. 4 (for trust criterion).

Fig. 3. Continuum of differentiation of options variants of the “economic interest” concept of the
subject by the criterion of orientation toward meeting of one’s own or one other’s needs for the
“interaction” criterion.

Thus, the calculation of harmonization of interaction level allows determining what
interests prevail: personal or collective, and how significant the difference that must be
overcome to achieve their balance. For this example, the results obtained indicate that
collective interests are more consistent than individual ones in achieving interaction. In
the case of the criterion of trust, collective and individual interests are more balanced,
but collective interests also have an advantage.

Thus, the calculation of harmonization of interaction level allows determining what
interests prevail: personal or collective, and how significant the difference that must be
overcome to achieve their balance. For this example, the results obtained indicate that
collective interests are more consistent than individual ones in achieving balanced state.
In the case of the criterion of trust, collective and individual interests are more balanced,
but collective interests also have an advantage.
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Fig. 4. Continuum of differentiation of options variants of the “economic interest” concept of the
subject by the criterion of orientation toward meeting of one’s own or one other’s needs for the
“trust” criterion. Source: Based on our own research

Fig. 5. Map of actions for harmonization of interaction between business entities (Source:
generated by the authors)

Except of that, processing of the results of the conducted inquiry of its participants
during the training process allowed us identifying the most influential criteria that pre-
vented them from achieving a harmonious cooperation of business entities, and which
have been highlighted in Fig. 4. Then it becomes apparent that mastering of skills neces-
sary for managing by the participants, individual and group changes which are presented
in the appropriate quadrants of the “action map” (Fig. 5) will increase the effectiveness
of the communication process, reduce resistance to change, increase understanding of
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the essence of implementation of changes, and the leadership will effectively come to
management of groups during implementation of changes.

That is, inserted lists of the measures for improvement of participants’ propensity for
harmonized interaction into the quadrants of matrix in Fig. 2 will be used consciously
by trainers (and in real life – by leaders of processes of change at real business entities)
for improvement of management of changes by means of eliminating the causes of
resistance in the staff environment levels.

5 Discussion Questions

Thus, the article presents the results of the study of the possibilities of harmonization
of relationships between managers and executors of real organizational entities of one
of the subsystems of the regional system of public administration in the processes of
implementation of the proposed to them higher levels of change management.

Undoubtedly, the answers provided by the participants of the training took into
account the peculiarities of their activities, namely the administrative nature, focusing on
theprofessional sphere of activity,which is limitedby the current legislation, instructions,
procedure of activities, clearly defined hierarchical subordination and determination of
the decision-making environment. Accordingly, the lists of proposals for harmonizing
the interaction of business entities in the process of change management proposed by
the Map of actions (Fig. 4) also take into account this feature of the activity and take into
account the expectations and wishes of the training participants themselves. It is obvious
that these provisions and recommendations can be successfully used to harmonize the
interests, goals and objectives of changes and changes needed in society and in other
spheres of human activity, in particular – in public, regional and corporate management,
in management of production enterprises, in education, etc.

We agree that the amount of people participated in the conducted research wasn’t
enough to strongly ensure the adequate getting results. This investigation was provided
by the one training. But on it basis we got the ability to develop the previous worked out
theory of “harmonisation of interaction” and applied it for accomplishing the practical
task to harmonise the interaction in the conditions of change.

6 Conclusions and Prospects for Further Research

Thus, changes are an objective reality of the present, requiring adequate action on the part
of business entities involved in these changes. The diversity of change participants and
the uncertainty and variability of the environment in which they occur requires certain
tools to balance the interests of change participants and to explore ways and methods to
harmonize their interaction.

In this article, harmonization is determined as activity of getting balance between
collective and individual people’s interests and as result of such consideration of this
term the harmonization technology is proposed as a tool for improving the interaction
of business entities, which are presented by different people, as a way of balancing, first
and foremost, the interests of those involved in change. Coordination of interests and
increasing confidence are defined as determinants of achieving active engagement. It has
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been determined that such criteria are actual for the entities implementing changes at
the regional level, which have been determined on the basis of the results of evaluation
of the opinion of the respective economic entities during the training. In particular, the
training has offered a methodological toolkit for assessing the level of harmonization
of business entities potentially involved in the change management process through a
survey during the training.

In the basis of evaluation of thoughts of the training participants lies the use of the
sgn[xi] function, which defines the most popular evaluation criteria of harmonization of
interests in the groups of respondents, it allowed to process the results of the survey and
to determine the measures and methods of harmonization of achievement of harmoniza-
tion of interaction (approximation of interests) of the training participants – subjects of
changes.

Using of the coefficient of harmonisation has allowed determining the continuum of
differentiation of options variants of the “economic interest” concept of the subject by
the criterion of orientation toward meeting of one’s own or one other’s needs according
to the “interaction” and “trust” criteria.

The identification of problematic elements of knowledge, qualification and psycho-
logical readiness of human resources of organizational entities is necessary for properly
managing, planning and implementation of changes which are relevant for these entities.

In our opinion, the suggested and approved in the process of training approach to
such identification was offered and tested in the course of training, and nowadays has
some prospects for large-scale of it usage, not only for evaluating the current state of
entities, but also for promptly formulating and implementing of appropriate actions to
improve this state, aimed at harmonization of interests, goals, objectives and aspirations
that affect the dynamics and quality of the results of changes.

A further focus of our research is to expand the elements of the “map of actions” to
harmonize the interaction of business entities through conducting of further researches
and studies of the criteria for harmonisation of interests of business entities in the process
of managing changes in business.
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Abstract. Due to the constant and hasty development of the process of economic
globalization, the transport network has become increasingly complex. This causes
significative changes in the manner of cargo transport, which leads to satisfy the
costumer’s needs first and only then try to achieve an effective and efficient low-
cost distribution. The decision support system developed allows to allocate the
closest truck, with capacity, and give the respective quotes automatically, based
on predefined criteria and optimization. The result will have a high impact on the
parties’ performance: better management of infrastructures used, on the footprint,
time of service, customer’ level service, reduction of empty kilometres, less cost
and reduction of the receipt period.

This investigation has the main goal of developing an online Inland Container
Transport (ICT) Decision Support System (DSS). Maritime container distribution
and collecting processes is a routing problem, in regions which are oriented to
container seaports or inland terminals. Therefore, the problem to be investigated
is closely related to the vehicle routing problem with backhauls (VRPB) that
finds an optimal set of orders (or routes) with deliveries (linehauls) and pickups
(backhauls).

Keywords: Last mile distribution · Maritime container · Multi-Criteria · Linear
programming

1 Introduction

Due to the constant and hasty development of the process of economic globalization, the
transport network has become increasingly complex. This causes significative changes
in the manner of cargo transport, which leads to satisfy the costumer’s needs first, and
only then try to achieve an effective and efficient low-cost distribution.

Short Sea Shipping (SSS) refers to maritime transport of goods, much of them
containerized, from one or more origin to one or more destinations in a uniform flow
[1]. The SSS has been experiencing a significant increase since the end of nineties [2],
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in Portugal increased from 4% to nowadays 40%, continuous growth of global volumes
of containers puts increasing pressure on the in-land road [3] assuming more and more
importance due to externalities, problems of road congestion, environmental concerns
and traffic safety [4].

Last mile transportation of containers is a process that can be optimized and brings
mutual benefits to stakeholders: shipping agents, freight forwarders, carriers, companies
and ports. This problem currently is based on historical analysis [3] and haulers’ price
tables of transportation per covered area, followed by negotiation and agreement, which
can take hours or days.

The decision support system developed allows to allocate the closest truck, with
capacity, and give the respective quotes automatically, based on predefined criteria and
optimization. The result will have a high impact on the parties’ performance: better
management of infrastructures used, on the footprint, time of service, customer’ level
service, reduction of empty kilometres, less cost and reduction of the receipt period.

This investigation as the main goal of develop an online Inland Container Transport
(ICT) Decision Support System (DSS). ISO container distribution and collecting pro-
cesses is a routing problem, in regions which are oriented to container seaports or inland
terminals. Therefore, the problem to be investigated is closely related to the vehicle rout-
ing problem with backhauls (VRPB) that finds an optimal set of orders (or routes) with
deliveries (linehauls) and pickups (back-hauls). The specificity of the routing problem
analysed lies in the fact that a truck may simultaneously carry one 40 ft, or two 20 ft
containers, using an appropriate trailer type. This means that in one route two, three
or four nodes, can be visited, which is equivalent to the problem of matching pickup
and delivery nodes in single routes which provide a total travel distance shorter than,
in the case, when nodes are visited separately. This work aims to contribute to the eco-
nomic competitiveness of operators and ICT and contribute, in general, for the social
and economic development of the region and for a sustainable logistics.

The remaining sections of this paper are organized as follows: in Sect. 2 some
literature review about short sea shipping, inland transportation and dynamic vehicle
routing problems is analysed. The description of the problem can be viewed in Sect. 3
as well as the results for a given data. In Sect. 4 is where the paper finally presents some
conclusions and provides some ideas for future works.

2 Literature Review

2.1 Short Sea Shipping

SSS refers tomaritime transport of goods, much of them containerized, from one ormore
origin to one or more destinations in a uniform flow [1]. The SSS has been experiencing
a significant increase since the end of nineties [2], in Portugal increased from 4% to
nowadays 40%, continuous growth of global volumes of containers puts increasing
pressure on the in-land road [3] assumingmore andmore importance due to externalities,
problems of road congestion, environmental concerns and traffic safety [4].

Containers of different sizes, mostly ISO of 20 ft, and 40 ft empty and/or loaded
should be delivered to, or collected from the customers, defining the existing inland
networks feeding the shippers lines, pre- or post-carriage, usually defined as haulage in
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ports and drayage in intermodal terminals. The general problem of haulage operations is
its cost effectiveness, require reliable inland connections due shippers just in time supply
chain, and environmental impact of the ITC is bound by restrictions from governments
and from shippers themselves [3]. Despite the relative short distance of the truck move-
ments compared to other mode, as rail, drayage accounts for a large percentage (between
25% and 40%) of origin to destination expenses [2].

2.2 Inland Container Transportation

Inland container transportation (ICT) refers to the containermovements among customer
locations, container terminals, and depots by different means of transportation in one
transportation chain. This last one can be divided into three sections: (i) the pre-haulage,
(ii) the main-haulage and (iii) the end-haulage. The pre-haulage is based on transport
fully loaded containers from the senders to terminals, which is usually done by trucks.
The main-haulage is basically covered by the rails or sea shipping’s deliveries between
terminals, since it covers the longest distances. Finally, the end-haulages refers to the
transportations of the containers from the terminals to the receivers, which, in a similar
way to the first one, this operation is carried out by the trucks [5, 6]. A schematic of
what has been said can be seen in Fig. 1.

Fig. 1. Sections of transportation chain

As mentioned before, in an intermodal transportation chain, between 25% and 40%
of the total intermodal container transportation costs are from the trucking sections, i.e.,
from the pre and end-haulage [7]. As for the sea transportation, the inland costs range
between 40% and 80% of the total intermodal transportation [8].

A port or intermodal terminal may be used by a dozen or more of haulage compa-
nies, where each of them faces a trip scheduling problem with trips between shippers,
receivers and one or more terminals meeting several requirements, such as costumer’s
pre-specified pickup and delivery times (time-windows), on road travel times, and real-
istic limit on the length of a realistic of the working day [2]. Most shipments are known
about in advanced, only a small fraction of loads in a given set are short notice. However,
loads have to be efficiently reassigned due to the traffic, docs or terminal delays. This
subject is related to several identified problems, such as haulage’s cost, empty kilome-
tres, poor coordination of containers pickup and deliver, high footprint due congestion
of trucks in port areas, where this last one has created serious environmental and traffic
problems in many countries [2, 9]. One of the main reasons for congestion is the concen-
trated arrivals of road trucks at peak hours [9]. At the same time, container terminals pay
more and more attention to the service quality of inland transport modes such as trucks,
trains and barges [10]. Hinterland networks for maritime ISO (International Organiza-
tion for Standardization) container transportation require planning methods in order to
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increase efficiency and reliability of the inland road, rail and waterway connections [3].
Fostered by geographic information system (GIS) that yields new possibilities for the
modelling of large multi-modal freight networks [2]. ICT is a problem that can be
optimized. Multi-criteria routing and scheduling in a multimodal fixed scheduled net-
work with time-dependent travel times involves the determination of the non-dominated
itineraries. This type of problem emerges from many transportation planning decisions
including ITC [11]. Several combinatorymethods and heuristics can be applied, i.e. win-
dow partition [12], genetic algorithms [5], integer programming [13]. Truck appointment
systems are a common approach to reduce truck turnaround times, [10] provides a tool
to use the truck appointment system to increase not only the service quality of trucks,
but also of trains, barges and vessels. [10] propose a mixed integer linear programming
model to solve this type of problems. [9] developed a negotiation process for smooth-
ing truck arrivals in peak hours among multiple trucking companies and a terminal.
The negotiation process is to be used for the appointment system for road trucks in
container terminals. [12] developed a heuristic based on the window partition method
to obtain near optimal schedules. [3] developed a real-time decision rules for suitable
allocations of containers to inland services by analysing the solution structure of a cen-
tralized optimization method used offline on past data. On other side, container liner
shipping companies only partially alter their shipping networks to cope with the chang-
ing demand, rather than entirely redesign and change the network [14]. In view of the
practice, [14] proposes an optimal container liner shipping network alteration problem
based on an interesting idea of segment, which is a sequence of legs from a head port to
a tail port that are visited by the same type of ship more than once in a given time.

2.3 Vehicle Routing Problems

TheVehicleRouting Problem (VRP) concerns the transportation of goods fromone place
to another, whether they are from the factory to the warehouse or from the warehouse to
the customer, and it is a classical NP-hard problem that was first introduced by Dantzig
and Ramser as a generalization of the Traveling Salesman Problem (TSP) [8, 15, 16].
This problem is usually defined on a graph G = (V , A, C), where V = {v0, . . . vn}
represent the vertices, i.e., the customers that need to be served except v0, since this
one stands for the depot/warehouse. The A = {(vi, vj

)
i,j ∈ V , i �= j}, represent the

arcs that connect the vertices, i.e., the possibilities that exist to go from vi to vj. Finally,
C = {

Cij
}
(vi, vj) ∈ A represents the cost matrix that is defined by the arcs, where it can be

traveling distances, time or even traveling costs. This type of problem is certain a well-
know and widely studied in the domain of Complex Combinatorial Problems (COPs),
that basically tries to find a set of routes that connects all the n customers whereas each
customer is visited exactly once, while minimizing the overall routing cost [17–19].

Despite its simple and classical definition, the real-world environment forced the
analysis of other variants inherent to the problem, such as the Capacitated VRP (CVRP),
where each customer has a demand of products and the available trucks have limit
capacity, whether physical or legal. In this kind of problem, it is assumed that all the
trucks have the same capacity, which originated the Heterogeneous fleet VRP (HFVRP),
which is basically the same as the previous one, but in this case, all the trucks have
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different capacities. The specification of the time delivery window by the customers is
another variant of the problem, which concerns VRP with Time Windows (VRPTW).
Another common variant of this classical problem is when the trucks have to deliver
and also pick-up freight along the vertices which is known as VRP with Pick-up and
Delivery (VRPPD). There are much more variants than the ones described that have
been deeply studied in the literature [20–22]. In a real-world environment, most of them
are together, which convert this problem seemingly simple problem into a complex one
[19].

Despite the exponential growthof complexity in solving this problemwith the various
variants, the same can become even more complicated when we tried to replicate it into
the real-world environment. Most of the effort to solve this kind of problems has been
applied to traditional ones with deterministic operational environment where all the
information needed to solve it is known at the beginning of the problem. This is, before
assigning the vehicles to the routes that best fit the performance measure, which is
usually the minimum cost, we have all the necessary information to solve the problem
optimally, like the number of clients to serve and the respectively demand, the traveling
time, and many other variables related to the specific problem, and where it is also
assumed that such information will not change as time passes. However, the practical
experience shows us the other side of the problem, which is the uncertain environment,
where breakdowns occur, unpredicted customers’ requests keep arriving, travel times are
affected from random factors such as bad weather conditions, car accidents, road works,
or other special events that might cause traffic congestion, occur frequently, which forces
the revision of pre-established routes. This kind of environment is best known as the
dynamic environment, which is an ongoing fashion that implies that some information
besides the one we initially have is revealed as time passes, like the traveling times, the
vehicle locations, and so on [23, 24]. Despite its complexity, the Dynamic VRP (DVRP)
have emerged as an area of intense investigations mostly due to recent advances in
communication and information technologies, that nowadays allow to be obtained and
processed in real-time in an easier and friendly way [25].

3 Problem Description and Modeling Approach

This paper as the main goal of develop an online ICT DSS. ISO container distribution
and collecting processes is a routing problem, in regions which are oriented to container
seaports or inland terminals. Therefore, the problem to be investigate is closely related to
the vehicle routing problem with back-hauls (VRPB) that finds an optimal set of orders
(or routes) visiting deliveries (linehauls) and pickups (backhauls). The specificity of the
routing problem analysed lies in the fact that a truck may simultaneously carry one 40
ft, or two 20 ft containers, using an appropriate trailer type. This means that in one route
two, three or four nodes, can be visited, which is equivalent to the problem of matching
pickup and delivery nodes in single routes which provide a total travel distance shorter
than in the case when nodes are visited separately. The problem of matching customer
nodes in the container distribution and collecting processes can be solved as a multiple
matching IP. For problems of larger sizes Heuristic approach is recommended [13].
Being a decision support system (DSS) for optimization of the haulage of containers the
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major CAEs are 52291 and 49410, with 50% and 30%, respectively, which makes the
shipping agents or forwarders and transporters the main beneficiaries of the DSS.

This problem is currently based on historical analysis [3] and haulers’ price tables
of transportation per covered area, followed by negotiation and agreement. This process
can take hours, even days and offers great potential for optimization. Consequently, the
streamlined this process is central to the competitiveness of stakeholders: shipping agent,
forwarding agent, carrier and enterprises.

This process can be optimized using techniques of combinatorics where inserts the
dynamic routes, multi-criteria decision support models, modelling, management and
geographic positioning systems and simulation models, which bring mutual benefits to
the parties.

3.1 VRP Model

AVRP model was developed combining a MCDAmodel, that previously we calculated
the performance using a multicriteria method taking into consideration: (i) distance in
kilometres to destination; (ii) travel time to their destination; (iii) cost per kilometre; (iv)
ecological footprint (CO2 emissions g/km); (v) available capacity of the truck in tonnes;
(vi) available truck capacity in TEU, and the model formulation presented as follows:

Parameters

n Number of containers;
m Number of trucks;
Tj Truck j;
CTi Container i;
ai TONs of CTi;
bi TEUs of CTi;
cj TONs available on Tj;
dj TEUs available on Tj;
Pj Performance of Tj;
S Number of containers
K Coefficient to give more importance to the container assignment

DV

xij =
{
1 if the CTi is transported on the Tj

0, otherwise

yi =
{
1, Tj is used
0, otherwise

OF

Max z : f (x) = K .

(∑m

i=1

∑n

j=1
xij

)
−

∑n

j=1
yjPj (1)
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ST
∑m

i=1
xij.ai ≤ yj.cj (2)

∑m

i=1
xij.bi ≤ yj.dj (3)

∑n

j=1
xij ≤ 1 (4)

∑m

i=1

∑n

j=1
xij ≤ S (5)

∑n

j=1
xij ≤ yj.M (6)

M .

(∑n

j=1
xij

)
≥ yj (7)

i ∈ M , j ∈ N (8)

N = {1, 2, . . . , n}, M = {1, 2, . . . ,m} (9)

The objective function (1) is to maximize the number of containers to be assigned
using the smallest number of trucks possible with the best appraisal. That is, the function
forces the model to aggregate the largest number of containers to the set of trucks avail-
able using the trucks with the best MCDA performance in the first place considering
the distance of the available truck. Thus, if it is possible to assign all containers without
using all available trucks, it is ensured that the best-rated lorries were assigned firstly,
since the closer to 1 is the evaluation, the better the truck concerned, so the fewer trucks
are used and the more trucks with better performance if they assign, the greater the value
of the objective function. Also, how many fewer containers exist in the container park,
fewer costs will be involved. The constraints (2) relate to the capacities in tonnes or of the
set of containers assigned by the truck. In other words, this restriction prevents the set of
loads assigned by the truck from exceeding the available tonnes of it. The same applies
to the following restrictions (3), and in this case is referring to TEU containers, i.e., this
restriction prevents the set of containers affected by the truck from exceeding TEU avail-
able ones. The restrictions (4) Prevent the container i from being transported/assigned
in several trucks. The restrictions (5) Prevent the number of containers assigned from
exceeding the number of containers available. Subsequently, both restrictions in (6) and
(7) serve to prevent a truck from being used without cargo and that the cargo is assigned
by a truck that is not in use. Lastly, the latest constraints enclose the set of containers
and trucks in the model.

3.2 VRP Model Results

To test the developed model, real data from a shipping company was used, using ten con-
tainers and select ten trucks from available ones, that previously performance appraisal
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Table 1. VRP models results.

(c) 40 20 40 40 40 0 20 20 0 40

(d) 40 20 40 40 40 20 20 20 20 40

(e) 1.72 1.78 1.94 2.06 2.56 0.00 5.67 5.78 0.00 6.39 27.89

Container
Width Quantity Demand

Nr
FO

ID Containers

CT0001 40 1 10 10 9999962.111
CT0002 20 1 
CT0003 20 1 
CT0004 20 1 
CT0005 20 1 
CT0006 20 1 
CT0007 40 1 
CT0008 20 1 
CT0009 40 1 

CT0010 20 1 
where:

(a) CurrentCapacity(TON) The tonnage inherent in the affected load

(b) MaxCapacity(TON) The maximum capacity of truck j in TONES

(c) CurrentCapacity(UNI) TEU associated with the affected load

(d) MaxCapacity(UNI) The maximum capacity of truck j in TEU

(e) Performance The performance associated with the truck j

Container

T0
00

1 T0
00

2 T0
00

3 T0
00

4 T0
00

5 T0
00

6 T0
00

7 T0
00

8 T0
00

9 T0
00

10

Tons

ID Required

CT0001 0 0 0 0 1 0 0 0 0 0 20
CT0002 0 0 0 0 0 0 1 0 0 0 21
CT0003 1 0 0 0 0 0 0 0 0 0 16
CT0004 0 0 1 0 0 0 0 0 0 0 4 
CT0005 1 0 0 0 0 0 0 0 0 0 8 
CT0006 0 1 0 0 0 0 0 0 0 0 20
CT0007 0 0 0 0 0 0 0 0 0 1 23
CT0008 0 0 0 0 0 0 0 1 0 0 9 
CT0009 0 0 0 1 0 0 0 0 0 0 20

CT0010 0 0 1 0 0 0 0 0 0 0 4 

(a) 24 20 8 20 20 0 21 9 0 23

(b) 40 20 40 24 20 3 21 18 3 24
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was calculated, using as previously referred a multicriteria method taking into consid-
eration: (i) distance in kilometres to destination; (ii) travel time to their destination; (iii)
cost per kilometre; (iv) ecological footprint (CO2 emissions g/km); (v) available capacity
of the truck in tonnes; (vi) available truck capacity in TEU.

From Table 1, can be foreseen that the ten select maritime containers (CT0001 till
CT0010) were affected to eight trucks. It should be noted that although the T0006
truck has better performance than the T0007 and T0008 trucks, it was not selected.
This is due to the available capacity in it, i.e., the T0006 truck has only three tonnes
free for a container of 1 TEU, however none of the selected containers fall into these
characteristics, hence the non-selection of the respective truck. The same goes for the
T0009 truck. The interpreter that containers were affected to each truck is as follows: the
CT0003 and CT005 containers were affected to the T0001 truck so the T0001 truck takes
two containers of one TEU each (total of two TEUs) with a total weight of 24 TONS,
and the maximum the truck could take was 40 TONS. The same reasoning is applied to
the other trucks. As can still be seen in Table 1, the model does not take into account the
distances that trucks will make with the containers that have been affected by them, so it
is not known whether the T0001 truck goes to customer C0001 and C0002, and in turn
the truck T0003 also goes to the client C0001 and C0002. If this happened, the loads for
their customers could be aggregated in another way that avoided two destinations for
each truck. Hence a Second model is needed to overpass this situation. As future work
we propose to use a meta-heuristic, using as initial solution, the presented solution to
explore the solutions space.

4 Conclusions

Themain aimof this paper is to design an innovative (read-to-implement) online platform
for negotiating and operationalize pickup and deliveries of containers to/from clients
from/to a given port. Therefore, a VRPmodel was developed associated to amulticriteria
model to compute the trucks performance for a more sustainable solution.

The model consists of a mathematical linear model in which its objective function
is the allocation of the largest number of containers to the smallest number of trucks
available, giving the trucks with the best performance rating. However, this model does
not take into account either distance or transport time, and in turn the associated costs,
hence the need to develop a second model, using a meta-heuristic, to overpass that as
future work. As a future work, it is also intended to validate the tool with real data of
several carrier companies working for the same propose. Moreover, it is in the interests
of the authors to encourage the possibility of transporting containers of customers to the
depot. Another important aspect to consider in the future concerns the need to return to
the depot for containers cleaning, before carrying out a second cargo.
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Abstract. As a pillar of Industry 4.0, simulation embodies an extremely useful
tool in the resolution of issues related to decision-making and the choice of strate-
gies. Since these are problems which exist in the wine sector, the purpose of this
work was to build a decision support tool based on system dynamics, which would
encompass the main factors that influence the price of wine. Its main objective is
to assist managers in the definition of the strategies which are best suited to the
company’s mission. In order to build this tool, several interviews were conducted
with various experts in the industry, thus gaining an insight into the factors which
most influence the price ofwine, both according to pertinent literature or according
to these specialists.

Keywords: Industry 4.0 · System dynamics ·Wine sector · Decision support
system

1 Introduction

The use of simulation as a form of understanding the issues involved in decision-making
in the context of organizations has gained increased vitality [1]. Indeed, by means of
computer simulation, decision-makers are able to learn more about the structure of the
system they intend to study, particularly with regard to how the various factors are
related, and what the effects of this interaction might be [2]. Simulation also allows
for a comparison between alternative hypotheses, as well as providing explanations and
support for the recommendations of the study at hand [3–5]. The focus of this study
resides in the issue of decision-making, more specifically in the context of companies in
the wine sector. This is a crucial aspect for any company: when managers are required
to make choices, they must be able to do so through access to information and careful
analysis. Therefore, the objective of this study is to create a management support tool by
means of system dynamics; this will facilitate decision-making and be flexible enough
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to adapt to the reality of each company operating in the wine sector. In fact, given that
one of the main uses of system dynamics is focused on providing support to decision-
making when selecting strategies and policies [6], the principal objective of this process
of system modelling is to compare the results of various scenarios, thus supplying more
information to those who are responsible for making decisions regarding the company’s
strategic policies [7, 8]. It was to this end that simulation methodology has been used
to develop the decision support tool. System dynamics and its principles of feedback
and side effects enable assisting many managers to think about how a strategy might
or might not be successful, and what types of consequences – whether intentional or
accidental – may arise [9]. Models based on system dynamics are thus able to handle and
monitor the assumptions related to the systems’ structures, and the effects of the changes
implemented to these subsystems, subsequently generating scenarios which depend on
the variations of the variables used [10]. This methodology has been used as a simulation
tool in different areas of activity. This article is divided into four main sections: the first
one is an introduction to the theme of this study; the second section presents a review
of literature; the third deals with the topic of industry 4.0 in the wine sector and the
decision support system developed in the context of this study. The conclusions of this
paper are discussed in the last section.

2 Review of Literature

Agriculture 4.0 represents a great opportunity to address the uncertainty associated to the
agricultural sector and its production chain [11]. In fact, some European and American
countries are already developing strategies to support digital agriculture [12]. Since
simulation is one of the pillars of Industry 4.0 [13], and due to the applicability of the
field of system dynamics, this is often used as a decision support tool when solving the
various problems related to the agricultural sector. An example of this applicability is the
use of models based on system dynamics to measure the potential impact of water use
and its association to climate and population change [14]. Also, in the context of climate
change, and by means of models based on system dynamics, an analysis was undertaken
about the economic impact of severe storms on Germany’s forest resources, even before
they occurred. The purpose was to assist public and private forest landowners in deciding
on the best strategies for forest rescue andmanagement [15]. The use of system dynamics
is also useful in the food industry. It was in this context that the methodology was
implemented in a study conducted in a province of Iran, which aimed to assess the impact
on revenue, as well as on the efficiency of rework, of the main factors inherent to the
development of new green products in this sector. The study concluded that factors such
as scheduled completion time, the team itself, and the facilities required for each project,
all play a key role in the development of new products [16]. The use of models based on
system dynamics has also proved to be extremely suitable in the olive oil industry. They
are used to investigate the effect of speculation, as well as dynamics and stocks, along the
supply chain of olive oil production, and to analyze possible policies of implementation
[17]. With regard to the specific case of wine production, the methodology based on
systemdynamics is, for example, particularly useful in buildingmodelswhich explain the
relationship between the factors that influence the wine industry, namely: sales, demand
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and price. Its ultimate aim is that of providing a clear insight into the dynamics of wine
production and consumption [18].Other important issues forwineproducts,which canbe
analyzed from the perspective of system dynamics, pertain to the relationships between
the causes and effects of relevant variables: wine supply and demand; soil release rate;
land cultivation; vine lifecycle; and wine production yield [19]. In the long term, the
effects of climate change and policies, international price fluctuations and exchange rates
can all be anticipated by system dynamics, thus facilitating strategic decision-making
for producers and winemakers [20].

3 Industry 4.0 in the Wine Sector

The objective of this study was to build a decision support tool which would assist
company managers operating in the wine sector to make strategic choices, based on the
comparison of several scenarios. The input variables of the tool were defined, not only by
analyzing pertinent literature, but also by means of interviews held with nine specialists
in the area, with the purpose of understanding which factors influence the price of wine.
The decision support tool was developed through Vensim simulation software provided
by Ventana Systems. Simulation is a very useful tool to support the decision-making
process within Industry 4.0 [21].

3.1 Identification of the Main Problems in the Wine Sector

As in other agricultural activities, wine production has been confronted with obstacles
which hinder management and decision-making in the various companies operating in
the area [21]. A key issue for the agricultural sector resides in climate change and,
accordingly, investments made to address this problem have generated great impact
in the sector [22]. In the specific context of the wine industry, there are other issues
associated to climate and the environment surrounding the grape growing area, which
greatly influence the quality of wine, such as: soil characteristics, the crop culture history
and the topography of the terrain [23]. Since climate is a determining factor in the quality
of wine [24] and, given its unpredictable nature, this constitutes a serious problem for
growing wine grapes. Despite the importance of climate, soil conditions are also an
important factor to consider and, as such, strategies must be studied to surpass them
[25]. In addition to these aspects, there are also problems related to consumers’ drinking
preferences and their reduced interest in the beverage [26].

3.2 Identification of the Parameters Which Influence the Production, Quality
and Price of Wine in Portugal

Climate is widely known as a factor which impacts on the success of all agricultural
systems. It is able to determinewhether a crop is suitable for a given region, and exercises
great control over the production and quality of a crop, ultimately bolstering economic
sustainability [27]. The wine sector is no exception, as wine production and quality are
greatly influenced by climate [24, 27]. Vines respond to countless climatic factors; yet
it is temperature which greatly influences the growth of vines and the productivity of
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wine grape varieties [28]. Besides climate, one must also consider the characteristics
of the soil itself, as well as the topography and culture history of the land, which all
generate a considerable impact on the perception of a wine’s quality [23, 29]. This
leads one to the concept of terroir, a French term which describes the entire network of
environmental and natural factors that cannot be modified by the producer in a simple
manner [30]. This combination of natural features is reflected in the final product and,
in conjunction with the decisions made by management, gives rise to distinct wines
whose source can be identified. One may thus conclude that the suitable selection of
a cultivation site plays a major role in ensuring that an end product of higher value
is achieved [31]. The quality of a wine is therefore determined by a combination of
numerous factors and, in turn, parameters such as quality, appeal, availability and wine
price all influence the sales in this sector [18]. Indeed, when deciding on a purchase,
consumers have expectations regarding the quality of the product; once the product has
been bought, it generates an experience of the quality in question. In literature, some
authors claim that the relation between quality expectation and quality experience iswhat
determines consumer satisfaction regarding the product and, ultimately, the likelihood of
buying it once again [32]. However, as wine cannot be tasted at the moment of purchase,
consumers tend to make a choice based on the information displayed on the label of
the bottle itself; however, it is the price, region of origin and brand, which constitute
its most important attributes [33]. With regard to the issue of pricing, several empirical
studies have suggested that wine prices depend on quality, reputation and objective
characteristics (such as the wine harvest year, the region of origin of grapes and their
variety) [34]. Consumers tend to process various perceived signs of quality in order
to deal with a sense of uncertainty, which are mainly of an extrinsic nature, such as:
price, producer, brand, region, awards, ratings and recommendations [33]. Accordingly,
another feature which determines a consumer’s decision to buy a bottle of wine is that
of the region where the wine was produced [35]. Indeed, when the intrinsic quality of a
wine cannot be established objectively, consumers use the region of origin as an indicator
to replace quality [36].

3.3 Decision Support System Developed

Figure 1 presents the stock-flow diagram of the decision support system developed by
means of Vensim software, which represents the relationships between the variables
supporting the system. This model was developed based on the literature and the nine
interviews conducted with experts in the wine sector. Given the subjectivity of some
factors inherent to the model, such as the impact of wine reputation on its price, per-
centage variables were included to allow each user to adjust the model to his company’s
strategy and reality. In this model, there are percentage variables which are simultane-
ously associated to the variables of: soil, harvest year, climatic conditions, innovation
and technology, region of origin, awards and marketing. These are organized on a Lik-
ert scale, which consists of a response scale used primarily in questionnaires to obtain
preferences or the degree of a participant’s agreement with a given subject [37].



Industry 4.0 in the Wine Sector – Development of a Decision Support System 375

Fig. 1. Stock-flow diagram.

Stocks and flows form the basis for the construction of models grounded on system
dynamics. They depict the state of the system under study, and provide the information
on which decisions and actions are based. Stocks can change by means of their flows,
which can be described as amounts that are added (entry) or subtracted (exit) from stock
over a period of time [38]. Tables 1 and 2 present the variables considered, as well as
their respective mathematical equations.

Table 1. Detail of model variables.

Variable Equation Description

Wine Sales (l) IF THEN ELSE (Sales
Capacity > “Wine
Production (l)”, “Wine
Production (l)”, Sales
Capacity)

Since each company’s sales capacity is not
unlimited, the Wine Sales variable is equal to
the amount of wine production if the sales
capacity is higher than production; it is equal to
sales capacity if this is lower than production

Wine Production
(l)

Wine production per
Ha (L/Ha) * “Area
Cultivated (Ha)”

It is considered that all cultivated grapes are
used for the production of wine, and that no
grapes are purchased from third parties

(continued)
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Table 1. (continued)

Variable Equation Description

Sales Capacity Constant defined by
user

This varies according to each producer’s reality
and represents each company’s sales capacity

Wine production
per acre (L/acre)

Constant defined by
user

This varies according to each producer’s reality

Area Cultivated
(Ha)

“Initial Value Area
Cultivated (Ha)” +
STEP (“Increase in
cultivated area (Ha)”,
12)

The cultivated area is given by the sum between
the initial value of cultivated acre and the
increase (which may or may not occur). It was
considered that the increase in area to be
cultivated only has an impact on the next crop,
i.e., 12 months later

Increase in
cultivated area
(acre)

Constant defined by
user

This varies according to each producer’s
capacity

Initial Value Area
Cultivated (acre)

Constant defined by
user

This varies according to each producer’s
capacity

Storage Costs (per
liter)

“Storage Costs (total
company)”/“Wine
Stocks (l)”

This determines the storage cost for each liter of
wine produced

Storage Costs
(total Company)

Constant defined by
user

This varies according to each producer’s
characteristics

Distribution Costs
(per liter)

Constant defined by
user

This varies according to each producer’s
characteristics

Wine Production
Costs (total
company)

Constant defined by
user

This varies according to each producer’s
characteristics

Production Costs
(per liter)

“Wine Production
Costs (total
company)”/“Wine
Production (liters)”

This determines the cost of production for each
liter of wine produced

Marketing
Investment (per
liter)

Constant defined by
user

This varies according to each producer’s
capacity

Total Costs (per
liter)

“Distribution Costs (per
liter)” + “Marketing
Investment (per liter)”
+ “Production Costs
(per liter)” + “Storage
Costs (per liter)”

All non-itemized costs need to be included in
the production costs

Profit (Per liter) “Wine Price (Per liter)”
− “Total Costs (per
liter)”

This determines the profit for each liter of wine
produced

(continued)
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Table 1. (continued)

Variable Equation Description

Wine Price (per
liter)

“Total Costs (per liter)”
+ (1 + Produtor
Margin) +
DELAY1(“%Wine
Reputation Influence
on Price” * Wine
Reputation, Wine
Reputation Time)

It is considered that the influence of wine
reputation on price is not immediate; there is
thus a delay, which is defined by the user

Producer Yield Constant defined by
user

This varies according to each producer’s
characteristics

% Wine
Reputation
Influence on Price

Constant defined by
user

This varies according to each producer’s
characteristics

Wine Reputation (DELAY1 (Influence of
Awards on Reputation,
Awards Time) +
DELAY1 (Influence of
Marketing on
Reputation, Marketing
Time) + DELAY1
(Influence of Region of
Origin on Reputation,
Region of Origin Time)
+ DELAY1 (Influence
of Wine Quality on
Reputation, Wine
Quality Time))/4

All the variables which influence Wine
Reputation are defined by means of a Likert
scale, in this context. For the sake of coherence,
the variable concerned must also be defined in
the same way. As such, it must be divided by the
number (4) of variables concerned (the
influence of awards, marketing, region of origin
and of the quality of wine on reputation). It was
considered that the effect of these four variables
is not immediate, hence the introduction of a
period (delay), so that the variables take effect

Wine Reputation
Time

Constant defined by
user

Delay (number of months required for the
wine’s reputation to produce an effect on its
price)

Influence of
Awards on
Reputation

“% of Awards
Influence” * Awards

This variable depends on the percentage of
importance defined by the user regarding the
influence of awards on the reputation of the
wine, and of the value that is attributed to the
variable Awards

Awards Constant defined by
user

Variable represented on a Likert scale (ranging
from 1 to 5, where 1 represents a wine which
has received no awards and 5 a wine which has
received many awards)

% of Awards
Influence

Constant defined by
user

This varies according to the weight defined by
each producer/specialist in the area regarding
the importance of awards in wine reputation

(continued)
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Table 1. (continued)

Variable Equation Description

Awards Time Constant defined by
user

Delay (number of months required for the
awards won to generate an effect on the wine’s
reputation)

Influence of
Marketing on
Reputation

“% of Marketing
Impact on Reputation”
* Marketing Impact

This variable depends on the percentage of
importance defined by the user for Marketing
and its influence on wine reputation, as well as
the value attributed to the variable Marketing
Impact

Marketing Impact Constant defined by
user

Variable represented by means of a Likert scale
(ranging from 1 to 5, where 1 represents very
little marketing and 5 represents a great deal of
marketing regarding the wine considered)

% of Marketing
Impact on
Reputation

Constant defined by
user

This varies according to the weight defined by
each producer/specialist in the area regarding
the importance of marketing in wine reputation

Marketing Time Constant defined by
user

Delay (number of months required for
marketing to impact on wine reputation)

Region of Origin
Time

Constant defined by
user

Delay (number of months required for the
Region of Origin to impact on wine reputation)

Wine Quality
Time

Constant defined by
user

Delay (number of months required for wine
quality to impact on its reputation)

Influence of
Region of Origin
on Reputation

“% of Influence of
Region of Origin on
Reputation” * Region
of Origin

This variable depends on the percentage of
importance defined by the user for Region of
Origin to impact on wine reputation, and on the
value assigned to the Region of Origin variable

Influence of Wine
Quality on
Reputation

Wine Quality * “% Of
Influence of Wine
Quality on Wine
Reputation”

This variable depends on the percentage of
importance defined by the user for wine quality
to impact on wine reputation, and on the value
assigned to the Wine Quality variable

% of Influence of
Wine Quality on
Wine Reputation

Constant defined by
user

This varies according to the weight defined by
each producer/specialist in the area, regarding
the importance of wine quality in its reputation

% of Influence of
Region of Origin
on Reputation

Constant defined by
user

This varies according to the weight defined by
each producer/specialist in the area regarding
the importance of Region of Origin in wine
reputation

Region of Origin Constant defined by
user

Variable represented by means of a Likert scale
(ranging from 1 to 5, where 1 means that the
region of origin is rather undervalued and 5 that
the region of origin is highly valued)

(continued)
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Table 1. (continued)

Variable Equation Description

Wine Quality (SMOOTH3 (Influence
of Climate Conditions
on Quality, Climate
Conditions Time) +
SMOOTH3 (Influence
of Soil on Quality, Soil
Time) + Influence of
Harvest Year on
Quality
+ SMOOTH3
(Influence of
Innovation and
Technology on Quality,
Innovation Time)
+ Influence of Region
of Origin on Quality)/5

All the variables which influence Wine Quality
are defined by means of a Likert scale in this
context. For the sake of coherence, the variable
in question should also be defined in the same
way; hence, it must be divided by the number
(5) of variables concerned (climatic conditions,
soil characteristics, harvest year, innovation and
technology, and region of origin). One
considered that the effect of the variables does
not impact immediately on climatic conditions
and soil, nor on innovation and technology;
hence the introduction of a time period (delay),
so that the variables can actually generate effect

% of influence of
Region of Origin
on Wine Quality

Constant defined by
user

This varies according to the weight defined by
each producer/specialist in the area regarding
the importance of Region of Origin in wine
quality

Influence of
Region of Origin
on Quality

“% of influence of
Region of Origin on
Wine Quality” *
Region of Origin

This depends on the percentage of importance
defined by the user regarding Region of Origin
and its impact on wine quality; it also depends
on the value assigned to the Region of Origin
variable

% of Innovation
and Technology
Influence

Constant defined by
user

This varies according to the weight defined by
each producer/specialist in the area regarding
the importance of Innovation and Technology in
wine quality

Innovation and
Technology

Constant defined by
user

Variable represented by means of a Likert scale
(ranging from 1 to 5, where 1 represents very
little investment in innovation and technology
and 5 represents little investment in this area)

Innovation Time Constant defined by
user

Delay (the number of months required for
investment in innovation and technology to
impact on wine quality

Influence of
Innovation and
Technology on
Quality

“% of Innovation and
Technology Influence”
* Innovation and
Technology

This depends on the percentage of importance
defined by the user regarding Innovation and
Technology and its impact on wine quality; it
also depends on the value assigned to the
Innovation and Technology variable

(continued)
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Table 1. (continued)

Variable Equation Description

% of Climate
Condition
Influence

Constant defined by
user

This varies according to the weight defined by
each producer/specialist in the area regarding
the importance of climatic conditions in wine
quality

Climate
Conditions

Constant defined by
user

Variable represented by means of a Likert scale
(ranging from 1 to 5, where 1 means that
climatic conditions for the year under analysis
were very unfavorable and 5 means they were
very favorable)

Influence of
Climate
Conditions on
Quality

Climate Conditions *
“% of Climate
Conditions Influence”

This depends on the percentage of importance
defined by the user regarding climatic
conditions and their impact on wine quality; it
also depends on the value assigned to the
Climate Conditions Influence variable

Climate Condition
Time

Constant defined by
user

Delay (the number of months required for
climatic conditions to impact on wine quality)

% of Harvest Year
Influence

Constant defined by
user

This varies according to the weight defined by
each producer/specialist in the area regarding
the importance of the harvest year in wine
quality

Harvest Year Constant defined by
user

Variable represented by means of a Likert scale
(ranging from 1 to 5, where 1 means that the
harvest year was very bad and 5 means it was
very good)

Influence of
Harvest Year on
Quality

% of Harvest Year
Influence * Harvest
Year

This depends on the percentage of importance
defined by the user regarding the harvest year
and its impact on wine quality; it also depends
on the value assigned to the Harvest Year
variable

% of Soil
Influence

Constant defined by
user

This varies according to the weight defined by
each producer/specialist in the area regarding
the importance of soil characteristics in wine
quality

Soil Constant defined by
user

Variable represented by means of a Likert scale
(ranging from 1 to 5, where 1 means that the
soil characteristics are very bad and 5 means
they are very good)

(continued)
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Table 1. (continued)

Variable Equation Description

Influence of Soil
on Quality

% of Soil Influence *
Soil

This depends on the percentage of importance
defined by the user regarding soil characteristics
and their impact on wine quality; it also depends
on the value assigned to the Soil variable

Soil Time Constant defined by
user

Delay (the number of months required for soil
characteristics to impact on wine quality)

Table 2. Detail of model stocks.

Stock Equation Comments

Wine stocks (l) “Wine Production (l)” - “Wine Sales
(l)”

Each company’s stock consists of
unsold production

In the decision support system developed, one can parametrize all the variables
pointed out as adjustable by the user in Table 1. In addition, and in order to make the
interpretation of the model’s results clearer, the tool also provides the graphs of the
variables which the user intends to analyze (Fig. 2).

Fig. 2. Outputs provided by the model.

4 Conclusions and Future Work

The primary objective of this studywas to analyze and develop a decision support system,
based on system dynamics, to help producers and managers operating in the wine sector.
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Intuitive, quick and generic, this assistance will enable professionals in the sector to
define strategies which act upon and respond to the variation of the many factors which
influence the price, production and quality of wine. Users can thus test the impact of their
decisions and strategies on the price and profits earned. The belief that the model would
be useful to producers and managers in the wine sector led to interviews with people
operating in the field, so that they, too, could make a practical contribution, and help
to build the support tool. Still in the context of system dynamics and Vensim software,
and upon the conclusion of this study, one saw the subsequent development of a model
which combines the main factors that influence the price of wines. Accordingly, after
each simulation procedure, the user is able to analyze the progress and behavior of the
model by studying the graphs and tables furnished by the tool. The perspective presented
by the tool provides assistance in the selection of an appropriate strategy to achieve the
objectives established by the respective company. The construction of this tool, as well
as the entire study prior to its development, intends to provide users with graphic and
visual utilities, which will allow them to choose a strategy to achieve the profits they
aim to make, either by reducing costs or by increasing their profit margin. Additionally,
these actions can be combined with the reputation of the wine in question amongst its
consumers. Some limitations can be pointed out in this study, namely the fact that the
model’s results are influenced by the amount of knowledge the user possesses, both of
the market and of the product’s consumers. Since the definition of some parameters was
undertaken on the basis of percentage, this can confer some subjectivity on the model.
Furthermore, the model does not consider the evolution in performance of beverages
which compete with wine, such as beer, sparkling wines and liqueurs. Finally, the model
does not include cases in which wine-producing companies resort to the purchase of raw
material (namely grapes) from third parties. Attention should also be drawn to possible
future studies. These might aim to address the abovementioned limitations in order to
obtain a model which represents the real system in the most reliable manner possible.
This solution could also be integrated with other industry 4.0 tools: sensors and big data
analysis may be combined to obtain real data on soil quality and climate, which could
then be transposed to the model. This would provide a quantitative translation of the
relationship between these variables and the price of wine.
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Rui Gonçalves(B)

Faculdade de Engenharia do Porto, Porto, Portugal
rjasg@fe.up.pt

Abstract. In an earlier work we described and applied a methodology
to find an adequate distribution for Nearly Gaussian (NG) random vari-
ables. In this work, we compare two different methods, m1 and m2 to
estimate a power transform parameter for NG random variables. The m1
method is heuristic and based on sample kurtosis. Herein, we describe
and apply it using a new reduced data set. The second method m2 is
based on the maximization of a pseudo-log-likelihood function. As an
application, we compare the performance of each method using high
power statistical tests for the null hypothesis of normality. The data we
use are the daily errors in the forecasts of maximum and minimum tem-
peratures in the city of Porto. We show that the high kurtosis of the
original data is due to high correlation among data. We also found that
although consistent with normality the data is better fitted by distribu-
tions of the power normal (PN) family than by the normal distribution.
Regarding the comparison of the two parameter estimation methods we
found that the m1 provides higher p-values for the observed statistics
tests except for the Shapiro-Wilk test.

Keywords: Nearly Gaussian · Power normal · power transform ·
Box-Cox · Temperature distribution

1 Introduction

In [1] NG random variables are characterized as showing approximate symmetry,
a bell shaped density curve and a kurtosis close to the gaussian (gaussian = 3).
This kind of variables may be the sum of independent and identically distributed
(i.i.d.) random variables but in a number not enough for the full consequences
of the central limit theorem. In [1] is proposed a simple heuristic method that
we call m1 to find a suitable distribution for NG random variables. It consists in
comparing the kurtosis of the data with that of a random variable Xc where X
is normally distributed. If the sample kurtosis is close to the one of Xc then the
distribution of this variable is a good model for the data and the transformation
for normality consists in raising data to the exponent 1/c. Note that data should
be centered before this transformation. In Sect. 2, we present some results about
the moments of a random variable with a distribution obtained by a power trans-
formation of the normal on which the method m1 is based. The Box-Cox (BC)
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
J. Machado et al. (Eds.): icieng 2021, LNME, pp. 385–395, 2022.
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transformation [2] of a positive random variable is defined by Y = (Xλ − 1)/λ
when λ �= 0 and Y = log(X) if λ = 0 where λ is the transformation parameter.
The use of BC transformation is intended to obtain data with a distribution
closer to the gaussian. The positiveness requirement of the BC transformation,
X > 0 implies that Y > −1/λ which means that the transformed data is left-
truncated normal and not normal. But, when P (Y < −1/λ) is very small then
data can be considered gaussian for all purposes. If that is not the case, then
we can add a constant (X + d) such that data becomes positive, see [3] and [4].
In Sect. 3 we present in detail a method that we call m2, based on maximum
pseudo-log-likelihood estimation to find a parameter for the BC transformation
of data into normality. In Sect. 4, we study the daily error in maximum and
minimum temperature forecasts data. This kind of data has been considered to
be a candidate for NG random variables [1,5]. We statistically analyze the data
and we eliminate observations to reduce the effect of correlation. The obtained
reduced data is found to be consistent with the normal distribution. Neverthe-
less, we apply methods m1 and m2 to see if a distribution of the power law
family could provide a better fit than the normal. In the case of the m2 method
we use several values of d to evaluate the influence of this constant on the results.
We use the Shapiro-Wilk (SW), Anderson-Darling (AD) and the Lilliefors (Lf)
goodness-of-fit tests on the power transformed data sets and we comment the
results. In Sect. 5 we present the conclusions of the study and the final remarks.

2 Heuristic Method Based on Kurtosis

In this section we follow [1]. Consider the following proposition:

Proposition 1. Let c be a real number. If Y = Xc is gaussian, Y ∼ N(μ, σ2),
then the probability density function (pdf) of the power transformation of a Gaus-
sian variable, X = Y 1/c is

fX(x) =
1√
2πσ

c|xc−1| exp

[
−1

2

(
xc − μ

σ

)2
]
. (1)

This transformation is related to the BC transformation. In Fig. 1 is presented,
as an example, the graphic of f for c = 0.7.

If X is a Gaussian random variable with parameters μ = 0 and variance σ2,
then for c > 0 we have

E(Xc) =
∫ ∞

−∞

xc

√
2πσ

e− x2

2σ2 dx =
2c/2

2
√

π
[1 + (−1)c]Γ

(
c

2
+

1
2

)
, (2)
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Fig. 1. Pdf of a Gaussian variable raised to the power 0.7.

Table 1. Kurtosis of the random variable Y = Xc where X ∼ N(0, 1) for a few values
of c.

c β2(c) c β2(c)

7/9 2.237 17/15 3.58

9/11 2.358 15/13 3.68

11/13 2.447 11/15 2.11

13/15 2.514 19/21 2.643

15/17 2.566 23/25 2.697

17/19 2.6 29/31 2.753

13/11 3.828 31/33 2.767

23/19 3.979 21/23 2.672

11/9 4.042 35/37 2.79

9/7 4.404 43/41 3.2056

where Γ is the gamma function. The kurtosis coefficient (β2) is given by

β2(c) =

∫ ∞
−∞

1√
2π

x4ce−x2/2dx(∫ ∞
−∞

1√
2π

x2ce−x2/2dx
)2 =

√
π

Γ (2c + 1
2 )

Γ 2(c + 1
2 )

. (3)

In Table 1 we present the value of β2(c) for a few values of c = (2k + 1)/(2j + 1)
where k, j ∈ {0, 1, . . . }.

The adequate c parameter is found by comparing data kurtosis to the β2(c).
Don’t forget that the identification of the c exponent requires that the variable
has mean zero and skewness close to zero. If such a c exists then values of the
sample elevated to 1/c are approximately Gaussian distributed.



388 R. Gonçalves

3 Estimation of the BC Parameter

In the following λ is the BC parameter and we will consider that 0 < λ < 1.
The BC transformation is intended to transform data into normality and conse-
quently with suitable properties for applications where normality is required.
Positiveness of data (X) implies a lower limit for the transformed data, Y .
But as we said earlier, this is not a problem if P (Y < −1/λ) is small. If the
transformation is successful then the exact distribution of X is the so called
(PN) distribution, see [6–9] and [10]. The PN family of distributions has its pdf
given by

fX(x) =
xλ−1

σA(λ, μ, σ)
φ

(
x(λ) − μ

σ

)
(4)

where x > 0 and x(λ) = xλ−1
λ . We define

A(λ, μ, σ) =

⎧⎨
⎩

Φ(k) , λ > 0
1 , λ = 0

Φ(−k) , λ < 0
(5)

where k is the standardized truncation point of the truncated normal distribu-
tion, k = (λμ + 1)/(λσ), φ is the standard normal pdf and Φ is the standard
normal cumulative distribution function (cdf). Note that A(k) works as a nor-
malizing constant for f . Note that the for λ = 0 the distribution associated is
the log-normal that we don’t address in this work. Consider X1,X2, ...,Xn, as a
collection of n independent and identically distributed (i.i.d.) random variables
with PN distribution. The log-likelihood function is given by

l = ln(L(x;λ, μ, σ)) = −n

2
ln(2π) − n

2
ln(σ2) − 1

2

n∑
i=1

(
x
(λ)
i − μ

σ

)2

+ (λ − 1)
n∑

i=1

ln(xi) − n ln(A(k)). (6)

As we stated earlier, if μ is large then A(k) ≈ 1 so we will remove A(k) from the
log likelihood1. So we have

l = ln(L(x;λ, μ, σ)) = −n

2
ln(2π) − n

2
ln(σ2) − 1

2

n∑
i=1

(
x
(λ)
i − μ

σ

)2

+ (λ − 1)
n∑

i=1

ln(xi). (7)

1 See [7] for an analysis with A(k) �= 1.
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The values of λ, μ and σ that maximize the log-likelihood are found by
solving the system composed by the derivative of that function with respect
to each parameter equated to zero. The system is non-linear and solutions can
only be obtained numerically. Usually this systems have more than one solution
and to obtain the one we want we need to choose adequate initial values for
the parameters. To overcame this difficulty we can consider a simplification of
the log-likelihood function. For example, assuming a fixed λ, we can solve the
system in order to the parameters μ and σ. That gives us the estimators of that
parameters. Then we go back to the log-likelihood and replace the parameters μ
and σ by their estimators. That was the approach in [11] that we describe next.
So, fixing λ we consider only the derivatives with respect to μ and σ. Equating
them to zero we have

l =

⎧⎪⎪⎨
⎪⎪⎩

−n
2 ln(2πσ2) − 1

2σ2

n∑
i=1

(
xλ

i −1
λ − μ

)2

+ (λ − 1)
n∑

i=1

ln(xi) = 0 , λ �= 0

−n
2 ln(2πσ2) − 1

2σ2

n∑
i=1

(ln(xi) − μ)2 −
n∑

i=1

ln(xi) = 0 , λ = 0.
(8)

Considering the case λ �= 0 and differentiating the system 8 the solutions for the
resulting system are

{ ∂l
∂μ = 0
∂l

∂σ2 = 0
⇐⇒

⎧⎪⎪⎨
⎪⎪⎩

μ̂ = 1
n

n∑
i=1

xλ
i −1
λ

σ̂2 = 1
n

n∑
i=1

(
xλ

i −1
λ − 1

n

(
n∑

i=1

xλ
i −1
λ

))2

.

Note that we fixed the λ parameter so the estimators of μ and σ are only the
best for a specific λ. The estimators of the parameters are used to build a pseudo-
log-likelihood function (l∗) that is easier to handle. The term pseudo is justified
by the fact that the function is not the log-likelihood but an approximation
of it instead. Using an initial value for λ, 1 for example, then we can set the
Newton-Raphson recurrence scheme to find the value of λ that maximizes the
pseudo-log-likelihood function. So, replacing the parameters by the estimators,
we have

l∗ = −n

2

⎡
⎢⎣ln(2π) + ln

⎧⎪⎨
⎪⎩

1
n

n∑
i=1

⎛
⎝xλ

i − 1
λ

− 1
n

n∑
j=1

(
xλ

j − 1
λ

)⎞
⎠

2
⎫⎪⎬
⎪⎭ + 1

⎤
⎥⎦

+ (λ − 1)
n∑

i=1

ln(xi) (9)

Let’s call λ̂L to an initial estimate of λ parameter and consider the variables
Pi and the mean of all Pi, i = 1, · · · , n, P̄ defined by
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Pi =

(
xλ̂L

i − 1

λ̂L

)
P̄ =

1
n

n∑
j=1

⎛
⎝xλ̂L

j − 1

λ̂L

⎞
⎠ . (10)

Consider also the variables Qi and the mean of all Qi, i = 1, · · · , n ,Q̄ defined
by

Qi =

(
xλ̂L

i (ln(xi))xλ̂L
i − xλ̂L

i + 1

λ̂2
L

)
, Q̄ =

1
n

n∑
j=1

⎛
⎝xλ̂L

j (ln(xj))xλ̂L
j − xλ̂L

j + 1

λ̂2
L

⎞
⎠ .

(11)
Note that Qi is the partial derivative of Pi with respect to λ. The derivative

of l∗ with respect to λ, ∂l∗
∂λ |λ=λ̂L

to which we call h(λ̂L) equated to zero can be
written as

h(λ̂L) = 0 ≡ −n

n∑
i=1

(Pi − P̄ )(Qi − Q̄)

n∑
i=1

(Pi − P̄ )2
+

n∑
i=1

ln(xi) = 0 (12)

The Newton-Raphson recurrence scheme is the following,

λ̂(k+1) = λ̂(k) − h(λ̂(k)
L )

h′(λ̂(k)
L )

(13)

To obtain a condensed form to represent h′(λ), consider first the derivative of
Qi with respect to λ that is given by

∂Qi

∂λ
=

λ3(ln(xi))2xλ
i − 2λ2 ln(xi)xλ

i + 2λxλ
i − 2λ

λ4
. (14)

Let’s call Ri to this derivative. The mean of Ri for i = 1, · · · , n is given by

R̄ =
1
n

n∑
j=1

(
λ3(ln(xj))2xλ

j − 2λ2 ln(xj)xλ
j + 2λxλ

j − 2λ

λ4

)
. (15)

Using Ri, the derivative of h with respect to λ is as follows,

h′(λ̂) = −n

[∑n
i=1(Pi − P̄ )(Ri − R̄) +

∑n
i=1(Qi − Q̄)2∑n

i=1

(
Pi − P̄

)2
−2

{∑n
i=1(Pi − P̄ )(Qi − Q̄)

}2{∑n
i=1(Pi − P̄ )2

}2

] (16)

Note that variance of an unbiased estimator θ̂ of θ is, in certain regu-
larity conditions, bounded below by the reciprocal of the Fisher information



Probability Laws for Nearly Gaussian Random Variables and Application 391

I(θ) = −nE
[

∂2l(x;θ)
∂θ2

]
. The Fisher information is the expected value of the sec-

ond partial derivative of the likelihood function with respect to the parameter
multiplied by -n, which we called h′. So we can say that the variance of λ̂ is
approximately −1/h′(λ̂L).

4 Application: Error in Temperature Forecasts

In this section we present an analysis of the error in maximum and minimum
temperature forecasts data for the city of Porto, Portugal during the year 2011.
We start with the errors in maximum temperatures. We define X = TF − TO

where TF is the forecast and TO the observed maximum temperatures on the
same day. We call Y to the error in the minimum temperatures forecast, Y =
tF −tO where tF is the forecasted minimum temperature and tO is the minimum
temperature observed on the same day. The size of our data set is 347 because
some days are missing. We need to calculate some statistics of the data. So
taking a sample as x1, ...xn drawn from a population distributed with mean μ
and standard deviation σ, the usual statistics and corresponding notation we
use are

x̄ =
n∑

i=1

xi

n
, (17)

which is the sample mean. The statistic,

μ̂k =
n∑

i=1

(xi − x̄)k

n − 1
, (18)

for k = 1, 2, ..., is the estimated k-th order central moment. The sample
standard deviation σ̂ = sx =

√
μ̂2. The sample skewness coefficient is

b1 =
μ̂3

s3x
, (19)

and the sample kurtosis is

b2 =
μ̂4

s4x
(20)

The x data sample yields b1 = 0.035 meaning that x data is close to sym-
metry. We also get b2 = 3.54 which is a kurtosis higher than that of the normal
distribution. As for y data we have b1 = 0.038 and b2 = 2.84. We can say that
the y data set is rather symmetrical and its kurtosis is closer to the normal curve
than the x data set. We can see the corresponding histograms in Fig. 2 (Fig. 3).

We must note that the observations, being daily, are correlated and that can
distort data so we have to eliminate observations for a more realistic analysis
of the temperature prediction process, see [1,5]. The autocorrelation function
(ACF), ρk is a measure of temporal correlation often use in time series analysis.
It can be used to evaluate the intensity of linear correlation in a time series
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the Y data.
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Fig. 4. Sample ACF for the X data set.
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Fig. 5. Sample ACF for the Y data set.

because it measures the linear correlation between observations separated by k
time instants. The ACF for white noise which is a sequence of independent and
identically distributed (i.i.d.) normal random variables with mean 0 and variance
σ2 is zero. That is the ACF we seek for our data sets. In practice, we look to the
last k value for which the sample ACF ρ̂k is inside the 95% confidence interval
for a random variable drawn from a gaussian distribution of mean zero and unit
variance. If k = m we will only consider one observation in each m.

Looking at the sample ACF of the X and Y data sets in Figs. 4 and 5, we
see that for the first, ρ2 is close but not below the lower 95% limit and because
of that in [5] we used only one observation in each two. But herein we are going
to eliminate the second observation so we will use only one observation in each
3 and consequently the data will be even less correlated. We call this data set
as the X reduced data set. We can see that the Y data is less correlated so we
would not need to eliminate more observations but anyway we are also going to
keep one in each 3 observations. This data set will be referred as the Y reduced
data set. In Figs. 6 and 7 we show the histograms of both X and Y reduced data
sets.

The skewness of the X reduced data set (b̂1 = 0.22) is higher that of the X
data so the data reduction caused a small deviation from symmetry. The kurtosis
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the Y reduced data.

Table 2. Values obtained for the tests statistics Shapiro-Wilk, Anderson-Darling and
Lilliefors performed on the X reduced data set and corresponding p-values.

SW AD Lf

Statistic 0.99 0.44 0.063

p-value 0.24 0.29 0.30

is b̂2 = 3.21 which is closer to 3 and consequently to the gaussian curve. For the
Y reduced data the skewness is b̂1 = 0.26 which is higher than that of X and
the kurtosis is b̂2 = 3.13 which is closer to the normal curve than the Y data.
We can say that the excessive observations at the center of the X data when
compared to the normal were due to the excessive correlation.

In Table 2 we present the observed statistics values and the corresponding
p-values of tests SW, AD and Lf performed on the X reduced data set to test
the null hypothesis of normality. We can see that there is no statistical evidence
to say that the X reduced data sets is not normal. The results for the Y reduced
data show that the p-values of the observed statistic values are already very high
so there is no reason to consider transformations. The question that we may ask
is whether a power transformation of a gaussian random variable can provide a
better fit to the X reduced set than the normal. Taking that in mind, we apply
the m1 method to find an exponent to transform the X reduced data set. Using
Table 1 we see that a random variable elevated to the exponent 43/41 has a kur-
tosis (b̂2) close to the sample kurtosis calculated from the X reduced data. Let us
call Xm1 to the X reduced data set transformed with this exponent. The method
m2 requires positiveness of data and to achieve that it is proposed in [4] to add
a constant d to data. This process is the so called shift power transformation,
[2,12]. To the constant to be added to data is only required that the summed
data becomes positive. In [12] is pointed out that the likelihood function of the
shifted data maybe poorly behaved often having no local maximum as shown in
[13]. Taking that in mind we will use different constants. The minimum value
for d must be > −min(X) and there is not an indication for the upper limit. To
see if the results may have a dependence on d we decided to use several values
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Table 3. Values obtained for the tests statistics Shapiro-Wilk, Anderson-Darling and
Lilliefors and corresponding p-values. The data used for the tests was the transformed
X reduced data set, in first column is mentioned the transformation method used.

Data set d λ̂ μ̂ σ̂2 b̂2 SW test AD test Lf test

stat. p-value stat. p-value stat. p-value

Xm1 – 43
41

0 2.35 2.99 0.99 0.41 0.34 0.41 0.061 0.37

Xm2 dmin 0.82 2.32 1.64 3.08 0.99 0.40 0.41 0.34 0.072 0.15

Xm2 5 0.77 3.16 1.22 3.03 0.99 0.40 0.51 0.2 0.083 0.17

Xm2 10 0.54 4.56 0.31 2.99 0.99 0.55 0.50 0.20 0.069 0.19

Xm2 15 0.31 4.27 0.062 2.97 0.99 0.55 0.50 0.20 0.069 0.19

Xm2 20 0.089 3.43 0.011 2.97 0.99 0.55 0.50 0.21 0.069 0.19

for this constant. We call Xm2 data set for the reduced data transform by this
method. In Table 3 we present the observed statistics values and the correspond-
ing p-values for the SW, AD and Lf tests as well as the estimates λ̂, μ̂, σ̂2 and
b̂2 for the Xm1 and Xm2 data sets for several values of d.

We can see that the fit provided by the m1 method has higher p-values for
all performed tests and consequently gives a better fit to the Xm1 data set than
the normal distribution. The Xm1 data fit is also better than that of Xm2 for all
values of d except for the SW test that performs better on the Xm2 data set for
higher values of d. We must also note that the gaussian fit gave better results
than the ones on the Xm2 data set except for the SW test for higher values of
d. Regarding the dependence on d we can say that there is an increase on the
p-value of the SW statistic when d goes from 5 to 10 but it stops around this
number. There is also an increase of the p-value of the Lf statistic but even for
d = 20 the p-value is still much less that the one observed using the m1 method
and even to that of the normal fit.

5 Conclusions and Final Remarks

This study has two goals. The first goal is to compare methods, m1 and m2, to
find distributions for NG random variables. Both methods consist in the esti-
mation of exponents for power data transformations. The m1 method provides
an exponent for a simple power transformation and the other provides an esti-
mate of the λ parameter of the classic BC transformation. The method m1 is
heuristic and based on kurtosis comparison. The method m2 is based on the
maximization of the so called pseudo-log-likelihood function that results from
the log-likelihood function by replacing the μ and σ parameters by their estima-
tors. The second goal is the application of this methods to study the distribution
of errors in temperatures prediction which are considered to be good candidates
to be qualified as NG random variables. In our statistical analysis we found that
the high kurtosis revealed by the original data when compared to the normal
distribution, and reported in [1] and [5] was due to temporal correlation and it
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disappears after data reduction. The reduced data sets X and Y of errors in
maximum and minimum temperatures, respectively, revealed to be consistent
with normality. Nonetheless it was put on test if a distribution of the PN fam-
ily could provide a better fit than the normal on the X reduced data set. We
concluded that using m1 method we obtain distributions of the power normal
family that fit the data better than the normal distribution. The m2 method,
that is studied for several values of d, only performs better than the fits of the
m1 method and normal distribution for the SW test and for higher values of d.
That was not the case for the AD and Lf tests. It was observed that the added
constant for positiveness, d has an effect in the performance of the m2 method.
It was observed an increase on the p-value of the SW test when d increases but
that effect stabilizes for values of d around 10. It was also observed that the
higher the d the higher the p-values of the Lf test get. However the observed
p-values for the m2 method were significantly worst that the ones observed by
the fits provided by the m1 method and also by the normal distribution. This
study is based on a year of daily errors and a lot of data had to be eliminated
because of correlation. It would be interesting to see if using larger data sets the
conclusions are still the same.
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1 Faculty of Management, Lublin University of Technology, Nadbystrzycka 38,
20-618 Lublin, Poland

{e.kozlovski,d.mazurkiewicz}@pollub.pl
2 Faculty of Mechanical Engineering, Lublin University of Technology,

Nadbystrzycka 36, 20-618 Lublin, Poland
3 Faculty of Mechanical Engineering and Aeronautics, Rzeszów University
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Abstract. It is well known that due to Industry 4.0 requirements and
challenges, future research directions in production engineering will focus
on the creation of intelligent sensors and their integration by means of
intelligent platforms. Therefore, the key skill will be appropriate analy-
sis and processing of signals recorded by these sensors, which may relate
to manufacturing process parameters. The application of principal com-
ponent analysis and logistic regression enables effective data processing.
This has been shown using a real-world numerical example - the data
related to cutter state identification based on signals generated during
machining. This way, it has been proven, that the above methods may
find practical application in condition monitoring systems. In particular,
they may be highly helpful in real-time cutter state identification.
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1 Introduction

Data analysis methods that are widely used by researchers for large detasets
include statistical methods (linear regression, multiple regression, variance anal-
ysis, contingency tables) and methods based on artificial intelligence, machine
learning and deep learning (classification trees, regression trees, reinforced trees,
fuzzy trees, random forests, artificial neural networks, genetic algorithms, evo-
lutionary algorithms, fuzzy sets, rough sets, association rules, support vector
machines or Bayes classifiers). The most effective methods for large data sets
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are usually those from the latter group. As a result, they are called modern or
advanced data analysis methods, because they support researchers in finding
solutions to the most difficult tasks that cannot be solved by statistical tools.

The literature review [4–8,14,16–18] shows that future research directions in
production engineering will focus on the creation of intelligent sensors and their
integration by means of intelligent platforms. Therefore, the key skill will be
appropriate analysis and processing of signals recorded by these sensors, which
may relate to manufacturing process parameters. Moreover, several studies [9,15,
19] suggest that in order to cope with the dynamic data growth, there is a need
to create methods and tools that not only automatically collect data, but also
select the most relevant data and use appropriate analyses to extract knowledge
from them. According to this identified research challenge, the possibility of
applying major component analysis and logistic regression for machine element
state identification was analyzed and verified based on industrial time series
data. The structure of this article consists of description of logistic regression
that was used to design the classifier, followed by Principal Component Analysis
and numerical example based on industrial data.

2 Logistic Regression

Let D =
{(

x(i), yi

)
: x(i) ∈ R

m, yi ∈ {0, 1}, 1 ≤ i ≤ n
}

be the learning data set.
For i−th observation, 1 ≤ i ≤ n the vector x(i) ∈ R

m denotes the realizations of
independent variables (usually processed signals from the sensors) but yi ∈ {0, 1}
denotes the appropriate class of an object. In the analyzed case, we assume yi = 1
when the cutter is identified as blunt, while if the cutter is sharp we assume that
yi = 0. Observing the signal x ∈ R

m received from the sensors installed on the
cutting machine, our task is to classify the cutter state. In the analyzed case,
logistic regression was used to design the classifier f : R

m → {0, 1} (see e.g.
[1–3]).

Let (Ω,F , P ) be a probabilistic space and Y a discrete random variable,
where Y : Ω → {0, 1}. Logistic regression describes the probability distribu-
tion of the dependent variable Y on the basis of the realization of independent
variables X ∈ R

m (in other words P (Y = y |X ) should be determined, where
y ∈ {0, 1}).

Odds is the probability of success to the probability of failure ratio:

θ (X) =
P (Y = 1 |X )

1 − P (Y = 1 |X )
(1)

The task of logistic regression is to estimate the probability of success
P (Y = 1 |X ) based on the realization x and we denote that:

P (Y = 1 |X ) = p (X) .

Since the probability of success is equal to p (X) ∈ (0, 1), therefore from
the Eq. (1) it follows that odds θ (X) ∈ (0,∞), while ln θ (X) ∈ (−∞,∞). The
natural algorithm of the odds is known in the literature as log-odds or logit.
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In logistic regression, we analyze the linear dependence of the logarithm of
odds based on the realization of independent variables X. For this purpose, we
consider a dependence described by the equation:

ln θ (X) = ln
(

p(X)
1 − p(X)

)
= Xβ + ε. (2)

where ε is a random variable with normal distribution N
(
0, σ2

)
and β =

(β1, β2, ..., βm) ∈ R
m. If there is an intercept in the model (2) then the matrix

contains the column of ones corresponding to the intercept.
From the Eq. (2) we obtain:

p(β,X)
def
= p(X) =

eXβ

1 + eXβ
. (3)

To estimate the parameters β, we apply the Maximum Likelihood Method.
Let Y ∈ {0, 1}n and X ∈ R

n×m, where:

Y =

⎡

⎢
⎢
⎢
⎣

y1
y2
...

yn

⎤

⎥
⎥
⎥
⎦

, X =

⎡

⎢
⎢
⎢
⎣

x11 x12 . . . x1m

x11 x12 . . . x1m

...
...

...
...

xn1 xn2 . . . xnm

⎤

⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎣

x(1)

x(2)

...
x(n)

⎤

⎥
⎥
⎥
⎦

and yi means i–th realization of a dependent variable describing the probability
of success or lack thereof, however x(i)-th describes the vector of realization of
independent variables during i-th observations, 1 ≤ i ≤ n.

Estimation of the logistic regression parameters (3) consists in solving the
problem:

max
β

L (β, Y,X) , (4)

where the likelihood function L (β, Y,X) is given by the formula:

L (β, Y,X) =
N∏

i=1

(
p(β, x(i))yi(1 − p(β, x(i)))1−yi

)
. (5)

The problem (4) is replaced by an auxiliary task:

max
β

ln L (β, Y,X) . (6)

From the formulas (2) and (3), we obtain that a natural logarithm of the likeli-
hood function (5) is equal to:

l (β) = ln L (β, Y,X) =
N∑

i=1

(
yi ln p(β, x(i)) + (1 − yi) ln(1 − p(β, x(i)))

)

=
N∑

i=1

(
yi ln

p(β, x(i))
1 − p(β, x(i))

+ ln(1 − p(β, x(i)))
)
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=
N∑

i=1

(
yix(i)β − ln

(
1 + ex(i)β

))
(7)

The necessary condition of optimality for the task (6) is given by the formula:

∂l

∂β
(β) = 0

where 0 = col(0, 0, ..., 0) ∈ R
m and:

∂l

∂β
(β) = XT z(β) oraz z(β) =

⎡

⎢
⎢
⎢
⎣

y1 − p(β, x(1))
y2 − p(β, x(2))

...
yn − p(β, x(n))

⎤

⎥
⎥
⎥
⎦

. (8)

The second order derivative matrix is equal to:

∂2l

∂β∂βT
(β) = −

n∑

i=1

xT
i xihi(β) = −XT Z(β)X, (9)

where Z(β) = diag(h1(β), h2(β), ..., hn(β)) and hi(β) = p(β, x(i))
(
1 − p(β, x(i))

)

for 1 ≤ i ≤ n. The second order derivative matrix given by the formula (9) is
nonnegative. For 1 ≤ j, k ≤ m

∂l(β)
∂βj

=
n∑

i=1

(
yi − p(β, x(i))

)
xij = 0

and

∂2l(β)
∂βj∂βk

=
n∑

i=1

xijxikp(β, x(i))
(
1 − p(β, x(i))

)

The values of parameters β are estimated iteratively. To determine the esti-
mators of unknown parameters in the model (2)(solution of the Eq. (8)), we use
the Newton-Raphson algorithm where in step k + 1 the values of parameter
estimators β are calculated using the formula:

βk+1 = βk −
(

∂2l

∂β∂βT
(βk)

)−1
∂l

∂β
(βk), (10)

The first and second derivatives of the objective function (7) are given by the
formulas (8) and (9), respectively.
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3 Principal Component Analysis

Principal Component Analysis (PCA) is based on the identification of factors
(components) appearing in the dataset X. The dataset consists of n observations
for m variables (in Rm space it is a cloud of n points). The goal of PCA is
to ensure the rotation of the coordinate system in order to first maximize the
variance of the first coordinate, then the variance of the second coordinate, and
so forth. The coordinates of the new system are called loads and are generated by
principal components. The initial components explain most variances in a new
space. PCA is often used for reducing the size of statistical data by rejecting
factors, which do not explain much of the variance present in the data.

The decomposition of the matrix X is based on Singular Value Decomposi-
tion. Every real matrix X can be described as:

X = UDV T + εX , (11)

where U ∈ Rn×m is the matrix of left singular vectors, D ∈ Rm×m - is the
diagonal matrix containing singular values, and V ∈ Rm×m - is the matrix of
right singular vectors. The matrix V is orthogonal and satisfies the equation:
V T = V −1. Decomposition (11) of the matrix X can be presented in the form:

X = TPT + εX , (12)

where T = UD denotes scores in the orthogonal system and P = V presents
loadings. The matrix T in the new space we determine by multiplying the equa-
tion X = TPT by P and we get:

XP = TPT P = T. (13)

According to formula (13), the matrix columns V contain weights used in a
linear combination to create new dimensions. Coordinate variances in the new
space are calculated by the formula:

λi =
d2i

n − 1
,

where di, 0 ≤ i ≤ k are singular values of the diagonal matrix D. The proportion
of variance explained by i–th principal component is equal to λi∑m

j=1 λj
, while the

proportion of variance explained by k principal components is equal to
∑k

j=1 λi
∑m

j=1 λj

for 1 ≤ k ≤ m.

4 Numerical Example

For every observation 1 ≤ i ≤ n we create elements of a learning dataset: for the
blunt cutter we assume yi = 1 and for the sharp cutter (no warnings) yi = 0. This
was done for 2173 samples that were attached to the data set. To this end, we
analyzed signals AccSignal1 and P2y (x(i) = (xi1, xi2, . . . , xim) where m = 213)



The Use of PCA and Logistic Regression for Cutter State Identification 401

coming from the experiments performed in testbed consisting of the Haas VM-3
CNC machine equipped with an inline direct-drive spindle and a set of sensors:
7 accelerometers (sensitivity 100 mV/g) integrated with temperature sensors, 1
acoustic emission sensor (sensitivity 53 mV/Pa) and 1 force and torque sensor
(3-axis, sensitivity: 1 mV/N, 10 mV/Nm). Two accelerometers were mounted on
the lower bearing of the spindle, two ones were mounted on the higher bearing
of the spindle, another two accelerometers were mounted on the Z-axis and one
accelerometer was mounted on the workpiece. The acoustic emission sensor was
mounted in the machine cabin. The force and torque sensor was mounted in the
chuck. In this study, AccSignal1 from the accelerometer mounted on the lower
bearing of the CNC machine spindle and the P2y force signal parallel to the
Y-axis of the force and torque sensor were used.

The stationary property of AccSignal1 was examined using the Augmented
Dickey-Fuller (ADF) test (see for example [10,11]). At the significance level α =
0.01 the null hypothesis of unit root existence was rejected. In addition, the sig-
nificance of the correlation was examined {rτ}1≤τ≤200 by the Ljung-Box test (see
e.g. [12,13]). Using the Herglotz’s theorem for functional time series, AccSignal1
should be identified by the autocorrelation function. Thus, in the training set
for AccSignal1 signals the correlation values for lags 1 ≤ τ ≤ 200 were imple-
mented as xi1, xi2, . . . , xi200. Based on the ADF test, it was shown for some P2y
signals that the unit root exists. These signals were identified by means of ARIMA
class models, where the autoregression order and the moving average order do not
exceed 5. In the training set, the following were implemented: integration degree
xi201, autoregression coefficients values xi202, xi203, . . . , xi206, coefficients values
xi207, xi208, . . . , xi211, intercept xi212 and the variance of external disorders xi213.

Prior to SVD implementation, the values of explanatory variables were stan-
dardized (centered and scaled). For such defined training dataset, the correlation
properties were examined and the impact of each component was analyzed to
explain the variability of independent variables. Figure 1 shows the chart of corre-
lation coefficients for both explanatory variables X1,X2, . . . , X213 and principal
components T1, T2, . . . , T213. There exists a correlation between the explanatory
variables (Fig. 1a), but no such correlation was observed between the principal
components (Fig. 1b).

Figure 2 shows the proportion of the first 100 principal components in
explaining the variance of explanatory variables and the cumulative proportion.
The figure reveals that practically the first 40 principal components explain
almost 100% of variability.

Logistic regression was used to identify the cutter state, with scores of princi-
pal components being selected as explanatory variables in Eq. (3). The maximum
likelihood method was employed to estimate structural parameters in model (3),
and the cutter state probability was calculated for each case. For comparison, 15
and 30 components were used in model (3). Figure 3 shows the cutter probability
distributions estimated with the use of 15 and 30 principal components, respec-
tively. For 15 principal components the proportion of the explained variance is
equal to 0.9793, while for 30 of them this value is 0.9977.
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Fig. 1. Correlation chart of explanatory variables and principal components
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Fig. 2. Share of principal components in explaining the variance of explained variables

Figure 3 reveals that by applying logistic regression for cutter state identi-
fication and taking into account only 30 principal components (instead of 213
variables) we can achieve the expected result. The cutter state can be predicted
with a very small error. Table 1 presents the confusion matrix of recognition.
Only 82 samples were not correctly recognized for 2173 cases (i.e. the recogni-
tion error is 3.77%). Table 2 gives that classifier operating characteristics. The
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Fig. 3. Probability distributions

Table 1. Confusion matrix

Sharp Blunt

Sharp 1215 61

Blunt 21 876

Table 2. Classifier Operating characteristics of cutter state

Characteristics Values

Sensitivity 0.9348986

Specificity 0.9830097

Pos Pred Value 0.9765886

Neg Pred Value 0.9521944

Precision 0.9765886

Prevalence 0.4312011

Detection Rate 0.4031293

Detection Prevalence 0.4127934

Balanced Accuracy 0.9589542

true positive rate (sensitivity, hit rate) is equal to 0.9349 and describes the pro-
portion of real positive cases that have correctly identified the blunt cutter as
blunt. The true negative rate (specificity) is equal to 0.983 and denotes the pro-
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portion of real negative cases in which the sharp cutter was correctly identified
as sharp.

5 Summary

The application of principal component analysis and logistic regression enables
effective processing of data related to cutter state identification based on signals
generated during machining. As a results, the above methods may find practical
application in condition monitoring systems. In particular, they may be helpful
in the real-time identification of cutter state [20,21]. In effect, the cutter will
be replaced in the moment it loses its functional properties. Currently, in many
cases, a machining tool is replaced after a certain number of parts have been
machined. In practice, this may mean that the replacement is made either too
late or too soon. In industrial realities this may cause problems with ensuring the
product quality and/or the cost effectiveness of manufacturing processes. The
use of an effective condition monitoring system based on the analyzed methods
can prevent these adverse effects. The future work will be concentrated on non-
technical and sustainable aspects of technical infrastructure and their influence
on availability and reliability taken into consideration while developing analytical
approach of time series modelling.
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21. Żabiński, T., Ma̧czka, T., Kluska, J., Madera, M., Sȩp, J.: Condition monitoring in
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Abstract. Technological evolution has continuously driven the development of
industries and consequently of society. The fourth industrial revolution consists
in the combination of a set of physical and digital technologies that has been
changing systems’ operations within industries.

The pharmaceutical industry has a considerable impact on well-being and has
been strongly challenged with this new reality, not only by those that are transver-
sal to all industries but also due to the fact that it is a highly regulated sector, which
creates additional barriers for industry 4.0 (I4.0) initiative’s implementation. How-
ever, it is due to the fact that this revolution provides high growth opportunities
to the industry, and consequently for the improvement of population’s quality of
life, that this topic has been subject to so much research at a global level. This
study’s main purpose is to understand the impact of I4.0 paradigm implementa-
tion in the pharmaceutical industry (mainly in the production area), to analyze the
technological readiness of Portuguese pharmaceutical companies to implement
I4.0 technologies and to understand the role of the I4.0 paradigm to fight the pan-
demic situation caused by the COVID-19. To achieve this purpose, an exploratory
multiple-case study based on semi-structured interviews was conducted in two
Portuguese pharmaceutical companies. It is expected that the results of this work
lead to recommendations that help the Portuguese pharmaceutical industry to be
better prepared to face the challenges that are coming with this revolution.

Keywords: Industry 4.0 (I4.0) · Digitalization · Technology · Innovation ·
Pharmaceutical industry · Impacts · Challenges

1 Introduction

The development of technologies has continuously driven the advancement of indus-
tries. In recent years, the fourth industrial revolution (Industry 4.0–I4.0) has been a topic
that has attracted attention of companies and researchers around the world. [1]. This
revolution occurs with the development and integration of digital and physical tech-
nologies, and aims to support human work, streamlining processes and making them
more effective [1]. There is a great responsibility, to the pharmaceutical industry, for the
health of human beings, ensuring the well-being of the population and contributing to
improve society’s quality of life [2]. For the companies in this industry the challenges
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of implementing I4.0 technologies are more complex by the nature of their business
when compared to other industries [2]. The impacts of the implementation of these tech-
nologies, such as considerable increase in operational efficiency, cost minimization and
greater flexibility in the production processes, have aroused the interest of pharmaceu-
tical companies, as well as the willingness to overcome the barriers associated with its
implementation [3, 4].

Therefore, the pharmaceutical sector is responsible for social well-being and the
notion that the I4.0 paradigm can bring great growth opportunities to the sector [15,
16] reinforces the importance of studying the major challenges that this paradigm poses
to the industry. During the conference entitled “Digitalization in Pharma” held in 2017
[5] some challenges were presented to the pharma industry regarding the necessity of
improvements in efficiency, flexibility and speed of the production processes, as well as,
the necessity of compliance with the specific requirements of the sector.

Although it has been possible to verify the existence in Portugal of programs to
support companies in the implementation of I4.0 technologies, there is no detailed infor-
mation to conclude with empirical evidence i) what is the current context/scenario of the
Portuguese pharmaceutical companies regarding the implementation of I4.0 paradigm in
the production process; and ii) to measure their readiness to the adopt I4.0 technologies.
Thus, this study has twomain objectives. First, to understand the impact of I4.0 paradigm
implementation on the production area of the Portuguese pharmaceutical companies, as
well as the main implementation opportunities and challenges. Second, to analyze the
companies’ readiness to implement I4.0 technologies. This research was conducted dur-
ing the pandemic crisis caused by COVID-19 in 2020. Therefore, it was considered
important to adjust the research objectives taking this context into consideration. Con-
sequently, in order to understand the relevance of I4.0 technologies implemented in the
pharmaceutical industry to fight the virus, a third objective was added, which wasto
understand the role of the I4.0 paradigm in combating COVID-19 in the pharmaceutical
sector.

The objective of this research is to scope out the current level of I4.0 adoption by
Portuguese pharma companies, and to provide information to both the management of
those companies and the academia. The results presented in this study can be considered
relevant as a first approach to this topic and used as a first approach to deduce the future
strategy and direction that this industry may take in the Portuguese context.

2 Pharma 4.0 Impacts and Challenges

The pharmaceutical industry occupies a prominent place in the global economy due
to the considerable impact it has on social well-being by improving citizens’ health
and quality of life. The industry is responsible for providing medicines that contribute
to the improvement of health and quality of life of society, as well as, innovating and
developing new therapies to satisfy the treatment needs and to prevent new pathologies
[6].

The pharmaceutical industry distinguishes itself from the other industries by its high
standards in terms of innovation, technological solutions and qualification of human
resources. For these reasons, this industry generates the most added value per worker.



408 A. C. Simões et al.

Furthermore, as it is a very sensitive sector, closely linked to the well-being and health
of the population, it requires a high level of documentation and is subject to very strict
regulations, ranging from the research and development process to the production and
distribution of medicines [2].

In 2019, the Portuguese pharma industrial companies (producers of pharmaceutical
products) represented 1.2% of the total sales of products and services provided by all
Portuguese industrial companies, with a turnover of 1,130 Me. Regarding the product
sales (942.9 Me), 68.7% was for foreign countries [21].

The implementation of the emerging technologies of Pharma Industry 4.0 supports
sustainable value creation, leads to more agile, smart and personalized pharma indus-
try, thus allowing to obtain competitive advantages [15, 18]. Some of the Pharma I4.0
concepts are cyberphysical systems and dark factories, which require data science tools
as technological core components [17]. The International Society for Pharmaceutical
Engineering (ISPE) is a non-profit organization in the USA, which aims to support com-
panies to implement technological solutions [3]. With the main purpose of supporting
the pharmaceutical companies in the implementation of I4.0 technologies and to over-
come the obstacles created during this process, ISPE created the “Pharma 4.0” initiative
[7]. The operating mode underlying this initiative is illustrated in Fig. 1 which describes
the key points to be considered in the process.

This model consists of four elements: i) Resources: includes human capital,
machines, equipment and tools; ii) Organization and Processes: refers to the internal
organization of the company regarding the structure of its processes; iii) Information
System: responsible for preparing, processing, storing and transferring data and infor-
mation; iv) Culture: refers to the organic structure of the company, with the different
departments and the culture being completely aligned [7].

Fig. 1. From I4.0 to Pharmacy 4.0: Operating Model. (Source: adopted from [7])

The two driving factors in this model are: i) Digital Maturity - the ability to produce
according to I4.0 parameters; ii) Data Integrity by design - data flows in several directions
throughout the production chain, so data must follow a roadmap that is transparent in
all its steps, in order to ensure integrity and accuracy in production [7].
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Despite the great advantages embraced by Pharma 4.0, the readiness of the industry
for this digitalizationmove is still unsatisfactory [16]. The challenges that the implemen-
tation of I4.0 technologies presents to the pharmaceutical industry are more complex,
when compared to other industries, by the nature of its business [20]. This greater com-
plexity stems from the importance of the pharmaceutical industry’s impact on society,
which makes it a highly regulated sector with complex processes that entail strict quality
requirements to be met [2, 20].

According to the literature there are several challenges faced by pharmaceutical
companies to deal with the implementation of I4.0 technologies:

• The need to empower human resources: the connectivity and volume of data generated
by I4.0 paradigm require workers capable of identifying and analyzing information
in order to maximize the technologies’ potential [4];

• The revenue gains are not visible at the beginning [4];
• Data security and privacy concerns (Cyber security): due to the increased data con-
nectivity, there is a need to protect industrial systems from cyber-attacks that could
jeopardize data and the information security [8];

• Lack of a clear vision for digital operations and leadership support [4];
• Large financial investment required: many companies refer to the cost of implemen-
tation as one of the major barriers to adopt I4.0 technologies. The investment needed
to adapt the factory to the principles of Pharma 4.0 is very high. Nevertheless, the
investment is quickly recovered by productivity gains and reduced downtime and
waste [9].

Moreover, while the implementation of I4.0 is playing an increasingly significant
role in the modernization of the pharmaceutical industry, the big challenge is the holistic
fusion of I4.0 into the culture of the organizations [4, 16]. The lack of people with the
skills and competences to deal with this transformation is also a considerable challenge.

I4.0 technologies are able to generate, analyze and communicate data between
machines and humans, providing more transparent and effective information exchange
resulting in faster responses [4]. Many pharmaceutical companies around the world have
already started to implement I4.0 initiatives: i) Pfizer has already started the digitaliza-
tion processes in all of its plants, making all data visible and transparent along the entire
production line; ii) Merck is making its plants “smarter”, with a focus on more respon-
sive and adaptive production processes; iii) Sanofi has started the implementation of
collaborative robots and software that have enabled to reduce the paper use [10].

3 Materials and Methods

The research method used in this research was a qualitative multiple case study, using
interviews as the main source for collecting data.

3.1 Case Design

The targets of this case study were the Portuguese pharmaceutical companies. After
meticulous research, using the companies’ website, news published in the media in 2020
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and a social network (LinkedIn), a list of 19 companies in the pharmaceutical sector,
and the respective contacts, was prepared. The contacts were made during March and
June 2020. During this period, Portugal faced the most critical phase of the COVID-19
pandemic. That fact can explain the low adherence to the research by the companies.
In fact, only two companies were able to collaborate. The two cases (companies) are
characterized in Table 1.

Table 1. Companies (cases) description (Source: Authors own elaboration)

Company Activity Turnover
(million e)
(2019)

Nr. of employees Typology

Company A Drugs production for
human use

42 280 Medium enterprise

Company B Drugs production for
human use

50 700 Medium enterprise

3.2 Data Collection and Data Analysis

For data collection, multiple sources of evidence were used. One of the data sources was
documents provided by the companies’ websites and social media, as well as, the public
and private companies’ reports. Other data collection method used were the interviews,
oneof themost important sources of evidence in case studies [11]. For the semi-structured
interview, an interview guide was prepared based on literature review findings.

In these companies, the criteria to select participants for the study took into con-
sideration their functions in the industrial management departments, as well as, the key
role in the I4.0 strategy implementation. Two managers with this profile were selected:
one in company A (I1 CA) and another one in company B (I2 CB). A third interview
was done to the director of the Digitization and Innovation Department for the Phar-
maceutical Industry in Germany (I3). This manager works in a company that designs
and provides technological solutions for industrial companies, in particular to the phar-
maceutical industry. Due to the expertise, knowledge and experience of this manager
his inclusion in this study was considered a crucial value added. The interviews were
conducted using a video call platform due to the pandemic situation previously referred.
A brief description of the interviewees is presented in Table 2.

After the data collection, the data analysis started with a coding scheme suggested by
Strauss and Corbin [12]. Relevant words and expressions were marked and memos were
written. Then, related expressions were summarized into categories and subcategories.
Secondly, a within-case analysis was performed accompanied by a pattern matching
with the theoretical background. Finally, a cross-comparison of the cases was made to
search for similarities and differences between them, with the intention of reachingmore
generalizable conclusions [11].
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Since reliability and validity in case studies are crucial for the quality of the research,
during the research design and implementation these aspects were considered [11]. For
external validity reasons, a multiple case study (and a replication logic) was the research
method chosen, enhancing the robustness of the study. Likewise, in order to establish
correct operational measures during data collection, i.e., to ensure construct validity,
multiple sources of evidence (documents and interviews)were used. Finally, and towards
ensuring reliability, for the semi-structured interview, an interview guide was developed
and followed during the interviews.

Table 2. Interviewees description (Source: Authors own elaboration)

Interviewee Function Interview duration (min.) Interview date

I1 CA Chief Executive 23 July 2020

I2 CB Quality Manager 38 July 2020

I3 Director of the Digitization and
Innovation Department

33 December 2020

4 Results

4.1 Case Study A: Description

The case A (CA) is a Portuguese pharmaceutical company that belongs to a group of
leading companies in themanufacture of drugs in Portugal. This company has been in the
market for more than 20 years. It has a portfolio of more than 650 products and exports
75% of its production. Its core business is the production of small and medium series
of drugs for the European market. Therefore, this company must have highly flexible
production facilities, producing different types of pharmaceutical products: granulates,
tablets, coated tablets, pills and capsules. The product portfolio also includes the produc-
tion of pharmaceutical packaging, development of packaging, development of formulas
and processes, development and validation of analytical methods.

This company has already started the implementation of some technologies such
as collaborative robots. CA is currently developing a project of Big Data Analytics
(BDA), more specifically Electronic Batch Records (EBR), which is a program that
makes detailed and continuous records throughout the production process. The company
intends to continue the implementation of I4.0 technologies until it has a fully automated
plant.

4.2 Results by Category: Case Study A

In Table 3 a synthesis of the main results of CA per category are presented.
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Table 3. Results per category – Case study A

Knowledge of the Industry 4.0 paradigm

The interviewee masters the concept of the I4.0 paradigm and also proved to be enthusiastic about
the benefits it generates, stating that “the first to embrace the 4.0 Industry, will be the first to take
advantage of it sooner” (I1 CA). According to the interviewee, employees are aware that technology
is changing some processes

Industry 4.0 paradigm implementation

The company is currently working on a BDA project to handle a high volume of data collected to
make better use of it. More specifically to be able to make more efficient the operations, packaging
and quality processes. The company has already implemented robots in order to assist the workers,
with greater collaboration between robots and humans, and also to ensure humans’ safety. The
company has already improved the operational results by reducing operating costs since the
implementation of these technologies. The interviewee also believes that the investment in EBR
technology has been recovered in approximately one year
The implementation of the I4.0 initiatives in the shop floor has been both conservative and gradual.
After an awareness of the impacts associated with I4.0 technologies, contacts have been made with
several technology suppliers: i) to understand the impact of the technologies in the production
processes performance; ii) to design solutions tailored to the needs of the company. The technologies
already implemented were preceded by pilot tests

Implementation opportunities and challenges

Opportunities: When technologies are well implemented and adopted, there are visible
improvements in efficiency levels (production) and the company becomes more competitive, which
in turn will be reflected in cost efficiencies and consequently in company results. Since the
implementation of EBR, there has been a high reduction in paper use. The interviewee reinforces
that “apart from the reputation gains, there are economic gains that allow more to be done with
less.” (I1 CA)
Challenges: One of the most challenging phases in the implementation is convincing people within
the company of the project merits. Resistance to change has to be overcome through effective
communication, explaining to all employees that these technologies will have a positive impact in
the company, highlighting the implementation results, and convincing people that the technologies
will not reduce jobs. I1 CA explains that “there is a well-established idea that by implementing (the
technologies) jobs will be taken away from operators”. Another challenge is the shortage of skilled
labor. According to I1 CA there is a need for more specialized skills to work with these technologies
and investments are also needed in vocational training schools and universities

Company readiness to implement the technologies

Although the company has already taken the first steps to the implementation of BDA and robots in
the production area, the company will only be fully prepared when the resistance to change is
reduced and employees feel more motivated and willing to work with the technologies

Industry 4.0 technologies and the combat the COVID-19

The BDA and collaborative robots were an added value during the pandemic period as they allowed
the company to continue to operate without risking employee safety. The BDA allowed for the
reduction of paper and the robots allowed for the reduction of employee concentration on the shop
floor, which considerably reduced the likelihood of contagion while avoiding the company to stop
the production
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4.3 Case Study B: Description

TheCaseB (CB) is one of themost entrepreneurial and innovative Portuguese companies
dedicated to the production of generic drugs in the national pharmaceutical sector. This
company exports 85% of its production to 45 different countries. The company has
activities in the entire value chain (from R&D to the market).

CBhas already started a project to implement I4.0 technologies, through pilot tests, to
manage all quality processes. This project consists of a system that is interconnectedwith
the Enterprise Resource Planning (ERP) and involves a wide range of processes, such as
preventive and corrective actions, supplier management, audit management. In addition
to ERP, the implementation of other quality control technologies is also in place, such as
Empower Chromatography Data System andWarehouseManagement Systems (WMS).
The company intends to continue the implementation of I4.0 technologies focusing on
production processes and also intends to have the production area fully automated within
10 years.

4.4 Results by Category: Case Study B

In Table 4 a synthesis of the main results of CB per category are presented.

Table 4. Results per category – Case study B

Knowledge of the Industry 4.0 paradigm

The interviewee (I2 CB) is familiar with the I4.0 concept and applies a technical language that
demonstrates a high level of knowledge. The company is currently training employees to work on
projects that involve the I4.0 paradigm

Industry 4.0 paradigm implementation

The company (CB) started gradually the implementation of the technologies by departments. It
started with the implementation of ECDS, which is an example of a digital quality control technology
applied to control the processes’ quality. The implementation of this technology was carried out by
installing sensors on the machines that transmit data in real time to the database, which, together
with the reference numbers of each package, enables the optimization and increases the efficiency of
production. The warehouse is also almost fully automated via WMS. As far as the implemented
technologies are concerned, it is possible to conclude that all processes are already digitalized
through the ERP system. Currently, all processes are carried out with the support of information
systems and RFID, including material order forms and the delivery of materials in the shop floor
The company is currently studying how to implement other I4.0 technologies in the production area
because it will have to comply with the legal requirements of the authorities and the production rules
of each country (more than 40 countries) to which the company exports. However, the ERP is
implemented in all areas of the company including production. The implementation of pilot tests in
the production area started in 2019 before the pandemic. The company intends to implement the
MES system, which will enable to link machines with ERP. The company had to make difficult
choices between i) acquiring software to manage in real time what is happening in the production
area and ii) to better exploit the database they already have through tools such as powerBI (one of
the BDA tools for data processing)

(continued)
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Table 4. (continued)

Implementation opportunities and challenges

Opportunities: Reduced use of paper - According to I2 CB “until recently I had 4 or 5 files full of
dossiers and now I don’t have a single one”. Prior to the implementation of ERP, the documental
process was made in conectograms that had to be printed, for visualization, analysis and signature.
With the automation, the printing process is no longer necessary, thus allowing a significant
reduction in the use of paper. Additionally, the processes’ automation also increased the efficiency of
the machines in the packaging process, which led to positive differences in the operational results
Challenges: Pharma is a highly regulated industry, so every process must be documented and signed
in order to follow the Good Manufacturing Practices (GMPs) and to be approved by the regulatory
authorities of each country to which the company exports
Resistance to change is one of the big challenges, I2 CB said “people always resist” and adds that
“digitization will not reduce employment, it will redirect it. This is one of the points of our
(technological) roadmap: not to reduce, but to redirect people to other tasks”. Being a producer of
generic drugs increases the investment and implementation challenge, since generic producers have
a lower profit margin compared to other companies that produce branded drugs and buying a MES
system for a plant of this size is a high investment (including annual licenses)

Company readiness to implement the technologies

The company is aware of the positive impact of process automation, and in order to minimize the
consequences of the natural resistance to change, the company has already started to train employees
to better communicate the importance of automation for the company. Although the processes
automation is not yet implemented in all company areas, a roadmap has already been designed with
the objective of full automation within 10 years. The company’s current plans include investments in
the maintenance area. The idea is to use AI to perform certain interventions in the equipment, such
as preventive maintenance or calibrations. The maintenance operators receive notifications and
information about the maintenance intervention on electronic devices (smartphones and tablets). All
the documentation associated with that equipment and respective intervention is registered in the
system

Industry 4.0 technologies and the combat the COVID-19

I2 CB refereed that the company did not stop the production during the pandemic period (2020) and
the employees that have functions compatible with remote work, performed their tasks at their homes

4.5 Results by Category: Cross Case Analysis

In Table 5 a synthesis of themain results of cross case analysis per category are presented:
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Table 5. Results per category – cross case analysis

Knowledge of the Industry 4.0 paradigm

Both interviewees showed to be well informed about the I4.0 paradigm and about its impacts in the
production area of their companies. There is, however, a difference in relation to the perceptions of
the employees in both companies: in company A although many employees are not fully aware of
the digital transformation, they are aware of the rapid technological evolution that is occurring in the
company and its impacts, not only in their lives but also in the way they work; company B is already
at a more advanced stage, and is training the employees for better handling with these technologies

Industry 4.0 paradigm implementation

The late start I4.0 technologies implementation (when compared to other companies in the same
sector) is common in both companies and is justified by the limitations imposed by legal regulations.
Both companies are already implementing pharma I4.0 technologies, not only to some production
processes but also in quality control. However, both companies recognize that they still have a long
journey to full production automation
Both interviewees agreed that, in their companies, before implementing any technology it is
necessary to develop and apply roadmaps, do pilot tests, as well as to implement the technologies in
phases. The two companies are at a different level of digital maturity: company A has started to
implement an EBR in production while company B is already at a higher maturity level, having
implemented ERP and is planning the implementation of the MES

Implementation opportunities and challenges

Opportunities: Both companies reported: i) having efficiency gains in production, making the
company more competitive (more competitive prices in the market); ii) reduce the use of paper,
making them more sustainable. According to I1 CA, the technological solutions of I4.0 enable
companies to increase their revenues through cost reduction, increase flexibility, improve speed and
quality
Challenges: i) Both interviewees reported situations of resistance to change, with the prevailing idea
among employees that technologies will eliminate jobs. In both companies the intention is to
redirect people, whose tasks were eliminated by technologies, to other areas of the company. ii) The
lack of qualified labor to work with I4.0 technologies, which implies task changes, is another
challenge identified by the both interviewees. They also acknowledge that it is necessary to train
people so that they are better prepared for this new reality; iii) Both interviewees refer that heavy
investments are needed for the acquisition and implementation of I4.0 technologies, recognizing that
economic incentives from the Government would allow companies to feel more confident (lower
risk) in doing the investments. Another challenge that arises, according to I1 CA, is the need for
pharmaceutical companies to start producing strategically and locally. The interviewee states that
COVID-19 reinforced this idea because in a pandemic situation the raw materials to make medicines
may not be accessible and it is necessary that companies are prepared to produce them locally. The
same interviewee further states that if companies were prepared to produce the raw material locally,
at this time the production and distribution of the vaccine discovered by Pfizer for COVID-19 would
not be so challenging
A challenge is also posed to companies that produce generic drugs (ex. company B) where I1 CB
mentions that, although these companies are receptive to the adoption of I4.0 technologies, in general
its implementation is very difficult due to the nature of the business (recovering the investment)

(continued)
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Table 5. (continued)

Company readiness to implement the technologies

Both companies i) are still at an early stage of implementation and doing pilot tests for the new
technologies; ii) although they are already adopting some technologies such as EBR, MES and
robots, they are not yet fully automated. iii) many operators are not yet fully aware of the
transformation that the sector is undergoing and there is still a great resistance to change; iv) lack of
skills of some workers to work with the new technologies. However, both managers are informed
about the I4.0 paradigm and are committed to define strategies to continue the implementation of the
I4.0 paradigm in their companies

Industry 4.0 technologies and the combat the COVID-19

The companies did not stop production during the pandemic. In the case of CA the use of
collaborative robots on the shop floor and the use of EBR avoided the concentration of people on the
shop floor and also allowed a drastic reduction of paper which substantially reduces the probability
of contagion within the company. In addition, in both companies, the people who could perform their
tasks remotely (thanks to the digital technologies already implemented) started to work remotely
In an external context, I3 refers that the pandemic situation caused by COVID-19 accelerated the
advancement of these technologies, since this situation caused a lot of pressure to quickly find a
vaccine. Therefore, through technologies, such as mRNA it was possible to accelerate the process
and produce a vaccine with a high degree of reliability. The pharmaceutical company Pfizer is an
example of a large company with which the technology provider (where I3 works) cooperates, which
allows them to use the technological solutions in an early stage

4.6 Recommendations

Both interviewees I1 CA and I2 CB mentioned that implementation processes of I4.0
technologies require time. PwC [4] defined six steps to implement I4.0 technologies: i)
Define the strategy for I4.0; ii) Develop pilot projects; iii) Define the core competences
needed; iv) Develop data analysis capabilities; v) Proceed with the transformation and
vi) Plan the approach to the digital ecosystem. These recommendations are reinforced
by interviewees I1 CA and I2 CB who state that this transition should happen according
to a well-defined strategy. To this end, it is advisable to use pilot tests as suggested also
in the literature [13]. It is necessary to have an effective internal communication in order
to inform and raise awareness among employees about this new reality. This process
may start by presenting the reasons for the need for the digital transformation and what
are the positive and negative impacts of this transformation for the company and for the
employees [4].

Interviewee I1 CA indicates that the knowledge of technological solutions presented
by technology providers is made through the company’s participation in conferences.
In addition to the aspects previously mentioned, these conferences also present the
contexts/scenarios where technologies can be applied, which helps companies become
more aware of the applicability and impact of technologies. Thus, it is recommended
that pharmaceutical companies seek to identify technology suppliers (consultants or
non-profit organizations such as ISPE) and, with the support of these companies, to set
the goals for the technological roadmap.
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5 Discussion and Conclusion

The conclusions indicate that the national pharmaceutical companies covered by this
study are managed by teams with experience in innovation projects and know-how of
the I4.0 paradigm. However, there is still a lack of knowledge of this reality among
employees with lower levels of education. Therefore, these employees are not well
informed about the positive impacts that these technologies present to them and to their
companies, which leads them to consider that adopting these technologies will put their
jobs at risk. However, as previously presented, the employees with the tasks that will be
extinct as a consequence of automation will be redirected to other tasks in the company
and for which they have to be trained.

Through the implementation of I4.0 technologies it is possible to achieve a reduction
in costs, an increase in efficiency and speed in some processes, greater transparency
and quality of data, a significant reduction in the amount of paper used, and better
communication and visibility of information within the company. The pharmaceutical
companies included in this study, by using automation and digital tools, were able to
maintain production during the pandemic period, minimizing face-to-face contacts and
allowing a significant reduction of the staff present in the company.

This study intends to contribute to increase the awareness, among companies, regard-
ing the importance of the I4.0 paradigm, especially the pharmaceutical companies that
produce drugs. In Portugal there are few companies in this segment. Those that exist
are small and have low production levels when compared to other companies in other
countries. Therefore, it is critical to move forward and increase the investment in I4.0
technologies and to train people, aligning their competences/skills with what I4.0 needs.
As Darwin [14] stated it is not the strongest who survive, but those who best adapt to
change. For pharmaceutical companies in Portugal the question regarding the adoption
of I4.0 technologies is not “what if?” but “when?”. The impacts of I4.0 in the pharma-
ceutical industry in Portugal, as this study concludes, are real. However, it is necessary
that companies invest in the transition from a more traditional production process to
an automated one and do it with proper planning. Companies that do not follow this
transformation will not be able to remain competitive in the market.

This study presents some limitations, mainly in relation to the methodology. It only
includes a sample of two pharmaceutical companies and therefore the results are very
limited to these two realities, not allowing for the generalization of the results. In addition,
only three people were interviewed, which increases the risk of single informant bias.
Furthermore, data collection using interviews is also subject to different interpretations
of concepts on both sides (interviewer and interviewee). The pandemic context made it
difficult for companies to participate in this study. However, with the data collected it
was possible to reach relevant conclusions, which can be considered significant as a first
approach to this topic. It was a great challenge to contact and involve pharmaceutical
companies during the pandemic phase experienced in 2020 because companies had their
efforts focused on combating the virus. Thus, as future work, it is suggested to increase
the number of companies, as well as the number of interviews per company in order to
have a broader perspective on this theme.
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Abstract. The new digital era is highly transforming and influencing the hotel
industry. Customer’ satisfaction impacts future business and customer networks
emanate from digital platforms. Digital customer networks influence consumer
perceptions, attitudes, and decisions to purchase. However, these digital customer
networks are applicable as strategies to improve sales, reduce costs, and build loyal
relationships through customers’ access, connection, engage and collaboration.
The present research slicked to assess the influence of digital customer network
strategy on hotel business. For this purpose, it has been conducted an exploratory
study, through interviews, using remote videoconference, in July 2020 to near
five General Manager of five different hotels based in Portugal. The study shows
that nowadays the digital is effectively transforming the way stakeholders do
business, innovate, work and cooperate. It also adds that in future this influence
will be higher, which demands an accurate attention from the management and
an incorporation of digital on hotel strategies. In fact, the study shows that digital
marketing enhances customer service, it is cheaper and reaches the market and
consumers more effectively. Social media promotes the hotel’s image and brand,
but it can also blacken it quickly. The SEO (Search Engine Optimization) strategy
is impactful and if wisely managed, it can have a long-lasting impact with free-
of-cost and an attractive website. The website helps the business to get to know
about its customers and represents the major operations of the hotel.

Keywords: Digital marketing · Business strategy · Digital customer network ·
Marketing strategy · Hotel business

1 Introduction

The digital customer network strategy is increasingly becoming a focus for business
seeking to expand their operations and profitability [1]. Almost all industries in the global
business environment are exploringways to harness the online business environment and
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reach new market and clients. The hotel industry is one of those which have joined the
online business community, an Internet marketplace not very different from the physical
business environment in what concerns challenges, competitiveness and rules. Current
research on hotel business shows the increasing significance of digital customer network
strategy, representing a target group that hotel focus on for their many products and
offers in order to increase their market share, target and serve new business markets [2].
Every hotel business today must set up a working website that creates and builds on a
community that will remain loyal to the brand [3]. Current research approves the use
of digital media in marketing the different offers to their customers [4]. Every company
has a defined strategy for its growth and an increase in profitability, being crucial to
increase specific marketing strategies to particular customer networks, especially when
facing low seasons [5]. Most of the traffic generated in online websites is driven by
the marketing strategies employed by the company [6]. Digital media can help hotel
business to influence the behaviors of its customers through a community chat on their
website [7] and also through the creation of a large community that maintains a steady
stream of clients throughout different seasons, like international hotel chains already do
through FacebookGroup, Twitter’s chats, and Instagram posts [8]. In this way, hotels can
conveniently inform their customers of new and upcoming products [9], while customers
can plan their time around the purchasing and financing of their products. It allows
reaching a broader population scale, reaching potential customers scattered around the
world [10]. Secondly, digital customer networking strategies are inexpensive compared
to traditional mass media channels of marketing and advertising [11]. It usually requires
the company’s marketing team to create active and interactive media profiles to reach out
to customers and attract newnumbers. Fromadigitalmarketing perspective, the company
only requires one staff member to make a relevant post that announces the product to the
market [12]. Sharing this information to millions of potential customers does not require
financial investment, except for the organization’s foundational infrastructure. Compared
to traditional marketing strategies, digital marketing is less expensive and accommodate
different scales of business. Current Covid-19 pandemic provides unique opportunities
for hotel businesses across the world. Being one of the most affected industries by
the pandemic [13], the hotel industry has to find solutions to attract customers and get
visibility and competitive advantages [14]. The customers are now more than a mass of
isolated individuals, and hotels can develop their customer network strategy by knowing
their behaviors and generating real value. They also must provide online and app-based
services to customers, producing attractive content on websites and social media, as
well as engaging customers in various campaigns. Digital customer network strategy
or digital marketing strategy is, then, an inevitable part of the marketing and branding
[2]. The present study is divided in 4 sections. After the introduction is presented a
literature review about the state-of-the art, related to the concept, role and elements of
digital marketing, strategy of digital marketing in business development and customer
network. Section 3 explains the research methodology and finally Sect. 4 highlights the
main ideas, limitations and suggests future research.
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2 Review of Literature

Digital marketing can be defined as management of digital technologies, which are used
to create channels to reach potential recipients, aiming to achieve the enterprise’s goals,
through more effective fulfillment of the consumer needs [15]. The Digital marketing is
oftentimes considered as a synonym of Internet marketing or e-marketing, but in fact is
a digital identity of a company. It consists in promotion of products or brands through
one of diverse electronic forms, with which companies can send personalized contents
to particular recipients [15]. In reference to the earlier development of fast and efficient
transaction technologies, digital marketing as a concept majorly outlines a group of
processes that integrates all the digital channels around to promote a brand, product, or
service. In the past decades, digital marketing revolved around websites, but later diver-
sified into the advertising industry and various bidding sites like Alibaba among others
[16]. Digital marketing is viable through the internet both as working and displaying
platform [17]. To unveil the real usefulness of Digital marketing, it is essential to con-
sider the work scope of e-commerce specialists, which majorly involves the processes
that are established and developed in an entity to identify, attract and build customer
loyalty. The customization and peculiarity of digital marketing are created by some
specific and relational characteristics in various operational functions such as customer
service, promotion of sales, confidentiality, security, personality, and the community,
among others [18]. Digital marketing creates and leads to various dynamics not only
among businesses but also among customer behavior [19]. For such an environment
to be operational, digital marketing gives a unique platform for companies to identify
and understand customer requirements and create various prospects for them based on
the place and time. It is also useful in reducing the cost of marketing by doing away
with unnecessary transactions. In the last decades, Digital marketing has rapidly under-
gone positive changes and developments; this is evidenced by the widespread use of the
Internet by various companies in the world, majorly for product marketing and brand
promotion. Other entities have fully integrated Internet facilities into their departments,
which are considered as the modern platform that is necessary for the development and
growth of business in the current era [20].

2.1 Elements of Digital Marketing

Over the past few decades, global industries faced technological changes that led to
opportunities such as greater flexibility, reactivity and product individualization. How-
ever, they also presentedvarious challenges such as rapid technological change, increased
complexity, changing customer preferences and legal requirements [21]. In such a situ-
ation, shaping digital markets involves the success factors of the traditional marketing
channels by moving from the publishing of ads in magazines and newspapers to social
media platforms, among other virtual platforms [22]. In this case, the tools that are
connected to the internet marketing also facilitating the design and development of dif-
ferent transactions within different supply chains, namely:Websites [23], Search Engine
Marketing [24], Social Media Marketing [25], Affiliate Marketing [26], Email Market-
ing [27], Mobile Marketing [28], Video Marketing [29], Corporate Marketing [30] and
Blogging [31].
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2.2 The Strategy of Digital Marketing in Business Development

From earlier discussions, digital marketing is among the essential types of marketing in
the current era and has become popular due to the low costs associatedwith the processes.
Using this platform, enterprises can accurately reach a targeted group of clients at the
lowest customers’ attracting cost and reduced loss in marketing campaigns [32]. Digital
marketing has gained its popularity because it allows marketers to target and track
various aspects of the businesses, such as the customer satisfaction index and the return
on investment (ROI). Satisfaction is the consumer’s assessment of a product or service in
terms of the extent to which that product or service has met his/her needs or expectations
[33]. The customer satisfaction index is self-weighting to maximize the explanation of
customer satisfaction on customer loyalty. Looking at the indexes and impacts, users
can determine which drivers of satisfaction, if improved, would have the most effect on
customer loyalty [34]. ROI is the ratio of net profit from any investment. In the field
of marketing, ROI could be derived by getting the revenue received by the business
minus the strategic investment cost divided by the investment cost [35]. By applying the
method of financial formula, ROI could lead to errors in the data because it cannot easily
substitute the values only because of the marketing campaign earned revenue. Most
researchers have resorted to separating the expenditure for marketing. Therefore, in this
regard, the subsequent sections will examine how the strategies of digital marketing lead
to business development, namely access, engagement, connection and collaboration.

2.3 Customer Network

Anymarketing campaign aims to help the organization to identify, satisfy and retain their
current customers. Such activities are necessary for the formation of strategic customer
recruitment methodologies and relationship management. For marketing practitioners,
digital marketing presents an automatic outgrowth of the marketing concept, which
majorly orients the entire organization around understanding and addressing the nec-
essary customer needs [36]. Technology has enabled companies to collect and analyze
client information in a meaningful and great extent. The Internet has provided the nec-
essary platforms for customers and businesses to discover each other and communicate
together. The customer network helps the firm to achieve the following outcomes: max-
imizing the client´s lifetime value [37], creating competitive advantage [38], turning
customers into Marketers [36], network science [39], social network analysis [40, 41],
and capital network analysis [42].

In the current market, most consumers tend to learn about brands through the Internet
[43, 44]. Consumers have the potential of generating more than 500 billion impressions
on a product or service in a year through social networks, which is about a quarter
of the total number of ideologies that companies create via online advertising [45].
According to [46], the development of digital technology has rendered the traditional
factors of advertisement obsolete. Besides, the media and market have become more
fragmented. The evolution of digital platforms has rendered consumers more empow-
ered and paved a modern era for prompt producer-consumer interaction. Besides, the
Internet has turned consumers into knowledgeable people. The difference between the
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new consumer and the traditional consumer is that the current consumer is more knowl-
edgeable about various goods and services and could play a crucial part in enhancing
these services, products, or brands. Moreover, due to the existence of a close community
of consumers and widespread knowledge would be exploited by a business only in cases
where they know that the exploiter would give value-added services or products [46].
This new breed of consumers could use the Internet and tell the brand owners what they
want, their expectations, and their thoughts [47]. In short, the client makes clearly their
demands and needs, and it is up to the business to deliver. Instead of pushing a prod-
uct’s market onto consumers, marketers should consider dialoguing with their clients
to gain their trust. Generally, this is the future of marketing since it hugely recognizes
that consumers are in control of the whole process as opposed to the traditional forms of
marketing. Rao et al. [48] stated that information technology has resulted in established
consumer-producer collaborative relationships. The authors outlined that, as customers
are continuously becoming less trusting of companies, the remaining trust should direct
in those companies that work in tandem with them when developing products and ser-
vices. However, consumers trust each other a lot as compared to the manufacturer; they
tend to find the information given by their fellow consumers as credible. Producers and
marketers should never ignore the influence that clients have on their fellow consumers
in terms of passing various messages. Marketers should note that an individual’s social
network does not finish with their direct network. However, users can pass communi-
cations from one system to another if there is commonality of members in one or two
more networks. Consumers trust in each other, and social network platforms have the
potential as a word-of-mouth communications medium regarding the services, brands,
and products [49]. The main concern for marketers and firms should be how to gener-
ate this faith and dialogue with various consumers and inspire them to influence other
consumers by passing on the marketing/promotional messages and recommendations to
each other.

Consumers that use social platforms view these spheres as their personal space,where
they can freely air out their opinions, beliefs, insights, and thoughts with those that have
similar interests. The capacity to become broadcaster and share vital information has
allowed consumers to become more influential and command their needs and anticipate
from the brand, business, or the marketers [50]. Empowered consumers expect that
companies should meet their demands. With the appropriate use of social networks,
platforms can be a means for entities to engage with consumers and encourage them
to pass on the firm’s messages to their networks that the company established on-site.
Since consumers spend most of their time on social networks, engaging them through
these platforms is an essential act.

3 Research Methodology

The Research methodology refers to “a system of beliefs and assumptions about the
development of knowledge” [51]. It plays a “vital role in academic research” [52] and
its aim is to provide a structure for planning and do operational activities that follow
up the carrying out of the procedures [53]. For the purpose of the present study, the
research Question is expressed as follows: “What is the impact of digital customer
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network strategy on the hotel industry?”. For the present research the specific objectives
are additionally intended:

• To investigate the overall influence of digital technology on the hotel industry;
• To examine the impact of social media marketing on the hotel business;
• To explore whether SEO strategy is impactful in the hotel industry;
• To explore the role of the website in boosting the hotel industry;
• To investigate the challenges and risks in the use of social network.

3.1 Research Steps

The research methodology consists of several steps, which have been illustrated in six
different layers by Saunders et al. [51], namely: philosophy, approach, choice, strategy,
time horizon and techniques & procedures. In this study, it was used the interpretivism
as philosophy research. Researchers try to analyze human emotions and the social role
through interviews, observation, and analysis of the existing texts [54]. Researchers
interacted with other people (interviewees) and constructed a meaningful reality by
collaboratingwith the people through long five interview sessions. As research approach,
the study is inductive, in which the researchers intend to use a thematic analysis. One of
the popularmethods of qualitative approach, i.e., coding, was used for the analysis. It was
hard to maintain objectivity in the research considering its objectives, for data analysis,
the narrative type. Every theme derived from the coding was analyzed narratively. As
research strategy, it is an ethnographic study as it examines the behavior and base on the
observation of the group. It is a cross-sectional or short-term research.

In the present study, researchers conducted interviews with five general managers
(GMs) of five hotels. It is a convenience sampling, also known as haphazard sampling,
because the interviewed were chosen due their easy accessibility, availability at a given
time and readiness to participate. Although frequently used in research, it is neither
determined nor strategic [55]. The main belief associated with convenience sampling
is that the members of the target population are consistent. That is, that there would
be no variance in the investigation results attained from a random sample, a nearby
sample, a co-operative sample, or a sample gathered in some unreachable fragment of
the population [56]. One of obvious disadvantage of convenience sampling is that it is
likely to be biased [57], but the authors of the present study are aware of it and presents
it as an exploratory study. For the interviews, an interview guided was prepared. The
interview questions are divided into four different parts. In the first part, the researchers
asked interviewees some demographic questions such as their years of experience in the
hotel industry, their educational background and their duties and responsibilities. The
second section of the interview is the web and social network, which is one of the key
concepts of our research aim. Eleven questions are formulated under this section. In the
third part, the questions are based on the key goals of social media in the context of the
hotel industry. A total of six questions are included in this section. The fourth and last
part of the interview consists of the questions related to the impact of using social media.
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3.2 Data Analysis

As earlier mentioned, the researchers relied on a thematic analysis of the collected data.
The researchers conducted interviews with five general managers (GM) of five different
hotels, located in Portugal: two five stars and three four stars hotels. Due confidential
reason they were referred in the study as GM1, GM2, GM3, GM4, GM5. GM1 is in
Carvoeiro, offers custom-designed premium services for the families and claims to be
the most romantic resort in Europe. The website is updated, dynamic and appealing.
GM2 is in Lisbon, has a subtle combination of tradition and trend and strives to attain
perfection. Comfort, confidence and centrality have been the three commitments of the
hotels to its guests. GM3, GM4 and GM5 are in the North of Portugal. GM3 offers rural
tourism experience to the guests and claims that it provides personalized treatment to
them. GM4 is for sports lovers and offers the service of swimming and football. GM5
provides the same facilities as the other hotels are providing such as gym, spa, restaurant.
The hotel also has prepared himself for delivery clean, protected and efficient service
to its customers during COVID pandemic. All the general managers have been working
in their respective hotels for several years, and they have extensive experience of more
than 15 years in the hotel and hospitality industry. It was a semi-structured interview
in which the respondents were asked questions related to the research topic. Interviews
were recorded, extracted, and the paraphrased contentwas highlighted in different colors.
Out of the extract, researchers obtained a total of six themes, summarized on Table 1.

In what concerns Digital Customer Strategy, customer-oriented strategy is the effec-
tive method to catch customers for present and future by the way of using creativity,
so that they can attract market? Hotels choose to conduct customer profile review to
know the customer in a better way. The company obtains required information about the
customers based on two main clusters: data set and customer’s segmentation. Data set:
five types of data helps make segmentation decides whether products or service suit to
customers, namely demographic (age, gender, education, income), psychographic (atti-
tude, personal traits), behavioral (engagement in business, behavior of buying products
or service), financial and transactional (payment history, buying preference).

In what concerns customer´s segmentation: four categories of analysis help decide
whether products or service are suitable to the financial results of the business: negative
(more cost than profit), low (less profit, pose high risk), medium (moderately profit), high
(high profitable). Employee-friendliness is of utmost importance in the hotel industry
as it is a people-oriented service sector. Attitudes and behavior of the hotel staff are the
cornerstones of the hotel industry. It is important to keep the employees satisfied and
happy. Social networking sites are the Internet or digital-based platforms where the peo-
ple can make friends and stay connected with family, friends, colleagues, customers and
other stakeholders. There are benefits of social media and how benefits it brings. Besides
benefits, social media also causes risk for users that sum from the interviews. The risks
include two main types: customers’ complaint and negative feedback, and blackmailing.
Based on information of participants, there have two types of communication models:
Verbal or Explicit Communication and Non-verbal or implicit Communication. Nowa-
days, Non-verbal or implicit Communication is concerned. While talking about digital
networking, content is one of the crucial factors. The types of public accountability
are shown via content that marketer posted in social media: fulfillment of promise (be
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Table 1. Themes and coding.

Themes <=> coding

i) Digital customer strategy for present and future <=> Video marketing/Interaction on social media
/ Market demand and trend/Market situation/Social networking tools/Customer’s Profile Review/Content
analysis/Appointment of an experienced marketing manager/Customer interaction/Brand
Building/Making customer change/Right interaction/Tools and software/Artificial Intelligence
ii) Employee-friendly reputation on social media <=> Familial relationship with
employees/Involvement of employee families/Social media usage/Employee recognition
iii) Risks of social media <=> Threatening from customers/Fake pictures/Spoiling
reputation/Blackmailing by using social media/Complaining/Writing negative reviews/Wrong message
iv) Language and Communication (Verbal and non-verbal) safety Interaction <=>
Language/Communication/Messages/Portuguese/English/French/Italian/Customer
experience/Customer feedback/Reaching tothe audience/Public opinion/Image
building/Directinteraction/Customersafety
v) Importance and essentials of social media <=> Social media/Free-of-the-charge/To
inform/spreading message/Adherence to safety measures/Assurance of safety and cleanliness/Use of
masks/company’s existence/Promotion points/Low-cost option/Knowing the customer/Competitors’
actions update/Helping customers more effectively/Analysing customers’ feedback on social media
vi) Public Accountability <=> Fulfilment of promises/Responsibility regarding content/Awareness
about the customers

surely safe and securing during stay at hotel especially during the recent pandemic) and
responsibility regarding content.

4 Conclusions and Future Work

The main goal of the present study was to examine how the digital network strategy
influences the hotel business. For that purpose, an exploratory researchwas carried out, in
July 2020, through qualitative techniques. Five interviews were conducted, between five
general managers of five different hotels. To investigate the overall influence of digital
technology on the hotel industry, the study shows that it enhances customer service,
market their services at a surprisingly lowcost comparing to traditional tools, provides the
online booking system and it is a convenient communication between hoteliers and guest.
To examine the impact of social media marketing on the hotel business, the research
points out the growing of the hotel business in a very short time span, the building hotel
image quickly than before and the tarnishing hotel image by posting negative reviews.
To explore whether SEO strategy is impactful in the hotel industry, the study shows that
digital marketing helps to gain higher rank in business via using the appropriate and
precise use of keywords, to have a long-lasting impact with Free-Of-Cost and to make
website more attractive. To explore the role of the website in boosting the hotel industry,
digital marketing helps learning about the hotel as the customers’ first reaction, is the key
platform to communicatewith customers and represents themajor operations of the hotel.
To investigate the challenges and risks in the use of social network, digital marketing aids
sustaining the image of the business, may help losing Internet Protocol (IP) and sensitive
data. Apart from the threats and risks of social media, hotels cannot boost and sustain
their business without using digital technology (including social media). The strategic
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and careful use of social media ensures quality service to customers. It also has made
the operation of this industry easy and hassle-free. As limitations, researchers identify
the primary data, only derived from five participants. If researchers had included more
participants, more information could have been obtained. Moreover, it is a qualitative
method in which researchers relied only on the five interviews. Future studies can also
use quantitative methods with many participants. A case study method can also be used
for future studies. Validity is the central issue of many of the scholarly studies. It means
that the conclusion and findings derived from the research may not be applicable after
some years. It is because of the market trend, technology, and other factors that change
over time. That is why future researchers should conduct ongoing research in this area.
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Abstract. To make their manufacturing processes more efficient, manufacturers
need to create a proper environment complete with adequate working conditions.
Such an environment forms a crucial part of the set of environmental factors that
affectworker performance. Its immense importance becomes evident as soon as the
environment is recognized as part of manufacturing systems in which processes
are designed to help transform inputs into outputs, regardless of the manner in
which such inputs and outputs are identified.

Manufacturing processes are viewed as the way a manufacturer undertakes to
achieve its objectives. Factors in the process environment may be seen as either
disrupting or facilitating process flows. The classification of such factors depends
on their nature and the severity of their impacts.

The article focuses on selected essential impacts of such factors. It identifies
the place and significance of disruptors and facilitators within process structure.
It also describes the way in which the work environment affects process effi-
ciency and defines the conditions necessary for environmental factors to augment
processes.

Keywords: Manufacturing processes ·Work environment · Safety · Dominants
and disruptions of processes

1 Introduction

The ability to conduct manufacturing processes is linked inextricably with the provision
of adequate working conditions for workers [1]. A key component of such conditions is
thework environment,which affectsworkers’ ability to performwork aswell as the safety
of workers as well as any other persons who enter production floor [2]. Incompatibilities
in the work environment usually negatively affect of the employees performance. Such
an environment forms a crucial part of the overall set of those environmental factors
that affect manufacturing performance. It is viewed in particular through the lens of the
criteria that need to be met to ensure the proper functioning of the workforce.

The work environment is a vital component of any manufacturing system and one
of critical importance for the proper conduct of activities [3], especially where new
challenges arise [4]. The successful completion of processes depends crucially on the
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conditions in which they are conducted. For best results, manufacturers are advised to
actively seek the continuous improvement of such conditions. In many sources, for a
long time has been pointed that working conditions affect the satisfaction of doing work
and the increase in efficiency [5–7]. This area of improvement support efforts to satisfy
the expectations of internal process customers.

Studies of factors affecting manufacturing processes suggest that an adequate work
environment is a vital part of the manufacturing environment. In particular, it is critical
to empower workers and internal process customers [8], who are the two primary target
groups for related improvement measures.

2 Manufacturing Process

2.1 Conditions in Which Manufacturing Processes Are Conducted

Every process can be defined as a set of interrelated measures that affect one another
and that are taken to transform inputs into outputs [8, 9]. As a precondition for process
effectiveness, companies should minimize all existing and potential disruptions. In the
realmofmanufacturing, this pertains to the transformation ofmaterials and semi-finished
products into finished goods. Measures are taken deliberately to effect gradual desired
changes in the processed items. As such changes accumulate, the item is brought ever
closer to its intended final shape and characteristics. The manufacturing process ends
when all the required characteristics have been achieved and all the required actions
have been completed.

Such processes can also be viewed as a way in which enterprises perform their tasks.
In such a view, all actions can be represented as a set of intertwined processes conducted
with an eye to producing specified final outcomes. A sequence of such interrelated
activities is provided in Fig. 1.

XZ – initial state (input) of process,
YZ – final outcome,
Z – intermediate processes

Example: 

Y1 = X2 ; Y2 = X3

X1 Process
1 Outcome

Y1 / X2 Process
2

Process
3

Y2 / X3 Y3Requirements 

XZ Process Z OutcomeRequirements
YZ

Fig. 1. Sequence of actions taken to transform requirements into outcomes in overall process
structure.

Regardless of the adopted view and the measures that a manufacturer takes, success
in ensuring a proper course of the manufacturing process depends on creating adequate
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conditions for its efficient conduct [8]. Any disruptions in the process may either prevent
its conduct or hamper it to the point where it is no longer financially viable. In particular,
the magnitude of the problem can be made ascertained by viewing all measures taken
by an enterprise as a whole by way of recognizing mutual links among processes.

The interconnections affecting the course ofmultiple processes are outlined in Fig. 2.

Dominants (+)
Process enhancing factors 

Requirements X

Disruptions (–)
Factors disrupting process performance 

Process Z OutcomeY

Fig. 2. Impacts of process affecting factors.

For tasks to be carried out effectively under such conditions, it is required that the
relevant manufacturer [10]:

– Identify all of its task-critical processes along with the order in which they are to be
conducted,

– Identify mutual interactions among processes by specifying the initial state, the final
outcome and mutual relationships,

– Assign priorities to processes with respect to their significance for effective task
completion,

– Specify the rules and methods for overseeing the conduct of processes and assessing
their outcomes.

Having identified process disruptors, manufacturers are advised to adopt measures
necessary to achieve the desired outcomes [11, 12], including solutions designed to
ensure continuous improvement in the quality of task performance and in the environ-
ment in which work is performed. As organizations adopt systemic principles to improve
working conditions, they gain access to effective tools for eliminating threats and strains
and learn to develop and improve their operations [2, 10, 13]. All improvement measures
are designed with proper account taken of the roles and responsibilities of workers seen
as internal process customers [10].
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Meanwhile, regarding the capacity to complete processes, due note needs to be taken
of the dominants that enhance manufacturers’ ability to ensure their correct conduct.
Such dominants are instrumental in:

– Increasing the efficiency of process-related actions,
– Conserving the resources expanded to achieve intended process outcomes,
– Updating links among processes,
– Reducing process disruptions.

2.2 Work Environment as a Precondition for Process Completion

The work environment is a key factor for manufacturing efficiency. It is crucial for
the ability to perform work and achieve the desired outcomes of any organization [5,
14]. Every work-environment deficiency will undermine an organization’s ability to
complete its tasks. Irregularities not only cause companies to default on regulatory obli-
gations but also to fail to meet stakeholder expectations, in particular with respect to
occupational well-being [15]. Incorrect working conditions usually lead to physical and
mental exhaustion. In a situation where the employee is exposed to adverse environmen-
tal conditions for a long time, this may lead to adverse changes in his state of health.
This is the reason of reduced productivity at work. Usually, in an organization where
working conditions worsen, there is an increase of the number of accidents, and thus
absence caused by diseases. This is accompanied by a lack of commitment to work and
not identifying with the company, which negatively affects the efficiency and quality of
production [14, 16].

Work environment parameters describe the conditions in which work is performed.
Such conditions include social, psychological, physical and environmental factors, as
summarized in Table 1.

Table 1. Work environment factors.

Factor category Factor category description

Social All formal and informal interactions among workers

Psychological Factors related to human behaviors and workers’
perceived ability to function in the workforce

External-environment related Factors affecting development and operation in external
environment and the ability to complete assigned work
tasks

Physical-work-environment related Factors affecting workers’ ability to function in work
environment with account taken of deleterious, hazardous
and strenuous impacts on worker health and well-being

Someof the key factors of this kind relate to the physicalwork environment, including
such physical factors as thermal comfort (thermal environment parameters), worksta-
tion/workplace lighting, noise and vibrations affecting workers, the impact of electro-
magnetic fields and e.g. laser radiation and chemical factors, including toxicity resulting
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from the use of chemical compounds and their mixtures at work, as well as the effects
of exposure to non-toxic dust. A whole separate category of factors are psycho-physical
in nature, pertaining to static and dynamic loads on worker bodies and nervous systems.

3 Guidelines Concerning Work Environment Impacts on Processes

Assessing the work environment (conditions for work performing) and its impacts on the
performance of manufacturing tasks is a daunting endeavor. Working conditions have
a fundamental impact on shaping the efficiency of production processes. Their impact
on the employee is comprehensive. The extent of this impact depends on the nature and
level of its severity.

The work environment can be described in terms of both its negative and positive
impacts onworkers. Thus,work environment factors can be viewed aswork impediments
as well as facilitators of work that help manufacturers achieve better results. Examples
of both types of impacts are provided in Table 2.

Table 2. Work environment factors affecting work performance.

Work environment factor Impact

Adverse impacts

Noise at workstation Noise levels disrupting worker efficiency

Vibration level Workstation vibrations compromising work performance

Non-toxic dust Workstation exposure to dust undermining worker health and work
performance

Positive impacts

Workstation lighting Enhanced lighting helping to reduce error rates

Thermal comfort Thermal environment in line with comfort guidelines helping to cut
power consumption while boosting worker performance

Workstation environment characteristics can be viewed as indications of the condi-
tions in which processes are conducted. They can also serve as criteria for ascertaining
whether humans are able to operate and perform work in a given environment [17]. Note
should also be taken of the fact that individual factors may produce impacts ranging
from positive to negative. Such impacts are known to vary from one case to the next.
Hence, in assessing the overall impact of such factors, due account needs to be taken of
the type of work environment in question, the nature of relevant impacts, impact levels
and conformity with regulatory requirements.

An analysis focused on conditions in the work environment in which processes are
conducted, described in terms of the pertinent factors, may also point to the significance
ofwork environment parameters for assessing the ability of humans to function in specific
conditions [18]. Such conditions are vital for worker safety and productivity [19]. In
such an analysis, untoward factors are seen as potentially endangering worker health.
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Adverse factors should be viewed as directly compromising performance capacities and
work efficiency.

It is every employer’s duty to both keep itswork environment specifications in confor-
mitywith regulatory requirements andmeetworker expectations. This is particularly crit-
ical where workers become internal process customers, which makes them essential for
the measures taken. Additionally, manufacturers should account for their organization’s
environment comprised of internal and external conditions affecting their company’s
ability to achieve its goals and develop appropriate ways of dealing with their stake-
holders. The key objective behind the measures they take is to ensure safe and healthy
working conditions and comply with ergonomic requirements, thereby optimizing loads
[14, 20] and improving workers’ ability to function in the workplace.

The manufacturers that embark on improving the work environment should create
conditions that ensure the effective conduct of processes. This is crucial for achieving
outcomes that will satisfy expectations. To that end, companies need to identify the needs
and expectations of process customers [5, 9]. The key factors in the work environment
are the threats and strains that require corrective and preventive actions and that increase
companies’ capacities to perform their tasks. Improvement measures should therefore be
seen as integral parts of the process to help companies enhance their abilities to perform
tasks at all stages of process implementation. Any improvement measures should reflect
the specific nature of the tasks at hand and remain in line with the overall operating
strategy of the concerned organization.

4 Effect of Work Environment Improvements on Process Efficiency

To conduct their processes efficiently, companies need to improve their manufacturing
conditions.

By selecting and effectively implementing adequate measures aimed at developing
their work environments, companies target potential irregularities, including those that
affect company performance and operation [5, 14, 20]. To that end, they need to iden-
tify specific issues and improvements affecting multiple functions of their enterprise,
and especially ongoing processes [21]. The improvements of process environments,
especially in the process approach, should extend to [9, 10]:

– The ability to effectively utilize resources,
– Measures adopted on the basis of objective evidence,
– Recognizing the satisfaction of all concerned parties as a valid criterion for the assess-
ment of measures designed to enable the company to meet stakeholder needs and
expectations.

The measures taken should help enterprises accomplish their goals of developing
their work environments. Their adoption requisite for achieving desired outcomes and
ensuring solution effectiveness. Such measures and outcomes include [2, 9, 10, 22, 23]:

– The company’s ability to continuously improve its working conditions,
– Conformity with regulatory requirements and the satisfaction of worker expectations
regarding the work environment,
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– The allocation of resources that the organization needs to ensure the required process
quality, including the elimination or mitigation of factors that undermine its ability to
ensure the safety of all parties involved in the performance of work,

– Improvements in workers’ knowledge and skills that are relevant for the work they
perform and that enable them to contribute to work environment management and
ultimately perform their work properly,

– The achievement of improved working conditions, including lower accident rates
(expressed as the number of accident and occupational diseases relative to the overall
headcount and working time),

– A reduction of adverse factors, including accidents and occupational diseases that
adversely affect workers’ ability to perform work and that result from failures to
ensure working conditions that satisfy worker needs,

– The ability to make continuous improvements in all aspects of work performance,
including the performance of tasks associated with safety, aimed at securing steady
and consistent reductions in the work-related risks that result from failures to establish
the required work environment and working conditions,

– Greater involvement of all workers, including the management, in efforts to improve
working conditions,

– Having worker roles accounted for in efforts to improve the work environment.

A reduction in the number of non-conformities and the severity of their impacts is
essential for the ability to complete manufacturing tasks [22, 24, 25]. Improvements
aimed at either eliminating or mitigating disruptions should be seen as a way to boosting
a company’s ability to perform work.

Some of the most notable benefits of such improvements include:

– Better work efficiency, including faster performance of work,
– Improved work effectiveness,
– Lesser adverse biological impacts of work performance,
– Improved work quality,
– More effective and efficient performance of work.

Note that the above outcomes translate into a wide range of improvements in the
conditions in which processes are conducted [14, 15]. The benefits result directly from
accounting for and managing the work environment seen as a way to prevent process
disruptions and achieve greater progress in process enhancement. The improvements
should reflect both types of benefits of specific solutions. This is essential for companies’
ability to review issues objectively and for ensuring that all possible factors has been
recognized.

Neither can an organization ignore the variability of the impacts of the solutions it
adopts. Excessive focus on any specific improvement factor may have adverse conse-
quences for the workforce. An improvement factor selected to remedy a misdiagnosed
problem may actually undermine a company’s ability to conduct processes.

One example of the above is workstation lighting. Insufficient workstation lighting
or any other failure to ensure proper visual conditions will negatively affect manufactur-
ing performance. However, overcompensation through excessive illuminance leading to
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glare that goes beyond the adaptive capabilities of human sight will negatively impact
work performance.

5 Summary

In order to conduct work processes and create conditions in which work can be carried
out properly, companies need to account for factors in the work environment. Such
factors are critical for the effective completion of tasks by workers, especially where
workers are viewed as internal process customers. To recognize the significance of the
work environment, enterprises should identify its impact on the way in which processes
are conducted. To that end, they need to describe the positive and negative influences
of the environment on both the ability to effectively complete processes and the final
outcomes. This will allow undertakings to take actions informed by objective knowledge
regarding the available resources and ultimately satisfy all process stakeholders.

To ensure that processes are conducted effectively, companies should identify the
conditions in which such effectiveness is assured. Of particular importance for such
identification is the ability to continuously improve the manner in which activities are
conducted. This view may be labeled a process approach to corporate responsibilities.

To successfully ensure effectiveness, enterprises should approach each factor in
their environment individually by recognizing its specific nature and identifying the
way it disrupts processes, improves effectiveness, reduces lead times, improves quality,
increases efficiency, reduces the impacts of work on worker biology and enhances the
work environment.
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Abstract. Our research aims to analyze the role of trust in partnerships of aca-
demic inventors that developed patented inventions. We studied the influence of
similarity in the area of research, reciprocal communication, decision process sim-
ilarity, team size, contact frequency, and relationshipmaturity in trust building.We
used a mixed method approach to data collection: questionnaire and interview.We
observed that patents developed in partnership are still a minority: from the 104
analyzed patents, only 37 were developed in partnership: 18 University-Industry
partnerships and 19 Academic partnerships. Partnerships are mostly national. We
conclude that decision process similarity and contact frequency are significant for
building trust within a partnership. Academic inventors with extensive experience
in patenting and in patent commercialization stressed that University-Industry
partnerships are important for a better co-development of patents with a focus on
the market.

Keywords: Academic patents · Trust · University-Industry partnership

1 Introduction

The University-Industry (UI) collaboration is critical to academic and companies per-
formance [1–4]. From the perspective of academia, there has been reported a positive
effect of these collaboration types on the research performance. More specifically, it
was found that academics that benefit from industrial funding performed more applied
research, collaborated more with other researchers both from academia and industry,
and reported a higher number of scientific publications and entrepreneurial outputs [5].
Also, those were more enthusiastic about engaging in revenue-generating opportunities
than others who do not collaborate [6]. Additionally, academic researchers who already
have informal interactions with industry are more prone to engage in further collabora-
tive research, as well as to spend larger proportion of their research time working with
industrial researchers [7]. The UI partnerships take different forms and outputs, among
which patenting an invention is a common output in the engineering field. Considering
the importance of patenting as a way of academic knowledge transfer and revenue source
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for further research, we study the effects of UI partnerships throughout the development
of the academic patented inventions within the Portuguese context.

On the other hand, trust is a core concept in partnerships, since trust is the link that
connects partners and makes partnerships work, namely in knowledge-sharing networks
[8]. Trust helps in the exchange of information, encourages informal contacts and makes
the partnership more flexible and responsive to challenges [9]. In our research, we use
the recent Bstieler et al.’s [10] approach to analyze the trust in partnerships of univer-
sity’s patented inventions. In their model, the authors study factors such as demographic
similarity, reciprocal communication, decision process similarity and relationship matu-
rity. By adapting this model, we aim to find the most influential factors in building trust
in partnerships that worked on the development of patented academic inventions and
contribute to better university-industry approach policies.

2 Literature Review

UI collaboration and the promotion of knowledge transfer may assume different modes
[3]. Gulbrandsen and Smeby [5] studied the influence of industry funding in the research
performance of professors in Norwegian universities and has identified four different
engagement modes: patents, commercial products, establishment of firms, and consult-
ing contracts. In turn, Boardman [11] assessed the different ways that U.S. academic
researchers engage with industry and found out six different types: consultancy, students
internships, working for a company, development of patent/copyright with industrial
partners, commercialization of research, development of co-authored papers with indus-
trial researchers. Similar conclusions were obtained both by Grimpe and Fier [12] and
Haeussler and Colyvas [13] that had studied respectively the practices in German and in
the United Kingdom universities. In a review of the literature on university-industry rela-
tions, Perkmann et al. [3] highlight the main differences between academic engagement
and commercialization, stating that those are distinct types of relations with different
antecedents and outputs.

The UI relationships are exposed to a high amount of uncertainty and fluctuations
in the way the relationship evolve over time [14–16]. In order to build a long-term
relationship and overcome uncertainties, trust between the parties is crucial. Colquitt
et al. [17] stated that the research of trust is composed by two fields. The first field
follows the viewpoint of Mayer et al. [18] and focuses on the issue of vulnerability,
while the second field follows the viewpoint of Rousseau et al. [19] and focuses on the
question of expectation. Mayer et al. [18] defined trust as a unitary construct that shows
willingness to be vulnerable based on ability, integrity and benevolence of others. The
assessment of ability and integrity is performed by reason based on the success of trust
and consistency between words, actions and values. The evaluation of benevolence is
performed by emotion, advising past situations of affection and concern. On the other
hand, Rousseau et al. [19] defined trust as a psychological state of willingness to be
vulnerable based upon positive expectations of the intentions or behavior of another
party in uncertain situations.

De Jong and Elfring [20] mentioned that trust is fundamental for reducing uncer-
tainty: starting from the idea of vulnerability to another and based on their knowledge of
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each other, each person creates positive expectations regarding their actions and reduces
the degree of uncertainty about something unpredictable - future actions. Coote et al. [21]
stated that trust exists when one partner believes in the honesty, reliability and integrity
of other partners. Dirks and Ferrin [22] defined interpersonal trust as the psychologi-
cal state of individuals related to confidence and positive expectations in the actions of
others.

Thus, trust is a key asset in collaboration between organizations and in networking
creation, particularly in knowledge-sharing networks [8]. Trust is a critical asset as it
increases strategic flexibility, predictability and adaptability; reduces management and
acquisition costs, as well as social complexity; and encourages informal collaborative
networks and collaborative innovation [9]. Schaubroeck et al. [23] observed that the
reduction of individual uncertainty, triggered by trust, reinforces the quality of social
exchanges. Das and Teng [24] argued that trust supports partner integration, decreases
concerns about opportunistic behavior, and reduces formal contracts. Rodríguez-Pose
and vonBerlepsch [25] stated that the greater the interaction between partners, the greater
the likelihood of building trust. The greater the trust, the easier the information sharing,
open communication and conflict management [8, 26, 27].

Bstieler et al. [10] argued themutual trust as key factor in university-industry research
collaborations and examined how trust in inter-organizational relationship develops over
time. The authors analyzed the influence of trust bases – demographic similarity, recip-
rocal communication and decision process similarity – in the mutual trust of UI research
collaborations, seeing the moderating effect of relationship maturity. Bstieler et al. [10]
found that relationship maturity moderates the associations of reciprocal communica-
tion and decision process similarity with trust. Considering the relevance and depth of
Bstieler et al. [10]’s approach, we used in our study a similar strategy to assess the trust
in university research partnerships in development of patented invention in Portuguese
public academia. So, our starting question is: what are the most relevant factors to trust
building in the partnerships that developed patented invention?

In the next section we present our mixed methods approach and data collection;
sample and descriptive statistics; results from ordered probit regressions and interview
analysis; as well as the main conclusions.

3 Methodology

3.1 Mixed Methods Approach and Data Collection

We used a mixed method approach – questionnaire and interviews – for data collection
[28, 29]. The main objective of the questionnaire was to collect quantitative data related
to university partnerships and its influence in the development of the academic patented
inventions. In turn, the interviews allowed to collect qualitative data regarding the type
and characteristics of UI collaborations.

First, we considered the questionnaire validated by Bstieler et al. [10], namely the
items related to trust, reciprocal communication and decision process similarity. We
also revised the items related to demographic similarity and relationship maturity. The
demographic similarity was adapted to our questionnaire as research similarity and the
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relationship maturity was measured by previous collaboration with partners. Addition-
ally, we included questions about the team size and the contact frequency, given the
reference in the literature to these two variables for building trust [3, 7].

Second, we requested an interview with several academic inventors with great expe-
rience in patenting. The aim was to collect a personal perspective about the relevance
of UI collaborations, mainly in the development of patented inventions. Thus, the inter-
views with academic inventors enriched the research approach, aided the interpretation
of the data and pointed out relevant suggestions.

For data collection about patents, we used the databases of Portuguese National
Institute of Industrial Property (INPI) and theEuropeanPatentOffice (EPO) (overlapping
patents in databases were verified and eliminated). We identified the patents currently
granted and in force submitted by Portuguese public universities – 570 - and we sent by
e-mail the questionnaire to all first (as leader) academic inventors of each patent. It was
mentioned in the email that if inventors considered more suitable, they could resend the
questionnaire to another inventor of that specific patent. From these databases, we also
identified the top academic inventors, i.e. who stand out as inventor of academic patented
inventions. Seeing the national list of university patents and their academic inventors,
we contacted inventors who had three or more university patents granted and in force.
In total, we contacted a total of 43 top academic inventors to schedule an interview.

3.2 Sample and Descriptive Statistics

From the 570 questionnaires sent, we had 104 valid answers, corresponding to 104
university patents. As can be seen in Table 1, only 37 university patents were developed
within partnerships: 18 UI partnerships and 19 academic partnerships.

Table 1. Types of partnerships

Partners Frequency

National company
National company + Other National university
National company + European university
European company + Other National university
European company + European university

5
10
1
1
1

UI partnerships 18

Other National university
Other National university + European university
European university

16
2
1

Academic partnerships 19

Total partnerships 37

Partnerships are mostly national.16 resulted from collaborations with only other
national university, 10 resulted from collaborations with other universities and national
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companies, and 5 resulted from collaborations with only national companies. Partner-
ships involving other national and European partners were few and partnerships outside
Europe were non-existent.

In Table 2, we present the descriptive statistics of the factors’ variables analyzed in
a likert scale of 7 points. As can be seen in the table, most variables present a mean of 5
points. However, we highlight the difference between the averages in research similarity:
the inventors answered that have more research similarity with academic partners than
with industry partners. This may be related to complement the knowledge about the
development of a patented invention. On the other hand, we highlight the tolerance
of risk mean in the decision process similarity factor: 4.95. Risk-taking appears to be
a critical topic in decision process and eventually makes it difficult to choose more
innovative paths.

Table 2. Descriptive statistics

N Minimum Maximum Mean Std. deviation

Trust

Frank in dealing with us 37 3 7 5,92 1,187

Promises reliable 37 3 7 5,81 1,309

Honest 37 3 7 5,84 1,236

Partner on our side 37 2 7 5,81 1,330

Research similarity

Academic partners 32 1 7 5,13 1,862

Industry partners 18 1 7 3,94 2,164

All partners 37 1 7 4,68 1,857

Reciprocal communication

Timely 37 1 7 5,38 1,622

Accurate 37 1 7 5,49 1,465

Adequate 37 1 7 5,78 1,456

Complete 37 1 7 5,54 1,538

Decision process similarity

Time to decision 37 2 7 5,30 1,412

Decision-making style 37 1 7 5,03 1,554

Tolerance of risk 37 1 7 4,95 1,615

Understanding of how things should be
done

37 2 7 5,22 1,397

In 27 cases, the collaboration with partners was prior to the development of patented
invention. Regarding the team size and contact frequency, most of the teams were small
(1–4 people) and with weekly/monthly contact frequency.
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Additionally, from the 43 top academic inventors contacted to schedule an interview,
only 19 were available. We interviewed 4 inventors from NOVA Lisboa University, 4
inventors from University of Aveiro, 2 inventors from University of Lisbon, 4 inven-
tors from University of Minho and 5 inventors from University of Porto. The number
of patents developed in partnerships was low: among the 63 patents in force of all
interviewed inventors, only 11 were developed in partnership.

The interviews took a broad approach to the academic inventors’ experience in
patenting, not restricting only to the experience with patents in force. The analysis of
partnerships in patent development, specifically the importance of collaborations with
industry, was the main topic of the interviews. All the interviews were recorded and
transcribed. After, we reduced raw data into structured and quantifiable data by the
cataloging of the answers, identification of units of thought and frequency of response
[4, 30–33].

4 Results

First, we performed an exploratory factorial analysis on the variables proposed by
Bstieler et al. [10] as being part of the trust, reciprocal communication and decision
process similarity factors. The analysis confirmed in our sample the existence of the 3
factors proposed by the authors and with the same associated variables. Thus, the vari-
ables “promises reliable”, “partner on our side”, “frank in dealing with us” and “honest”
constitute the factor trust. In its turn, the factor reciprocal communication is composed
by the variables “communication adequate”, “communication accurate”, “communica-
tion complete” and “communication timely”. Finally, the variables “tolerance of risk”,
“decision-making style”, “time to decision” and “understanding of how things should
be done” constitute the factor decision process similarity. As can be seen in Table 3,
the exploratory factorial analysis showed the KMO value is .842 and a total variance
explained is 89.284%.TheBartlett’sTest of Sphericity disclosed a583.804 chi square and
a .000 significance level. Considering the satisfactory values obtained in the exploratory
factorial analysis, the factors were used in the following analysis.

Second, the analysis of the data collected through the questionnaires was analyzed
through ordered probit regressions in order to understand how research similarity, recip-
rocal communication, decision process similarity, team size, contact frequency and rela-
tionship maturity influence the probability of feeling trust in the partnerships. We tested
in the partnerships as a whole, and in each type of partnerships. The ordered probit
regressions disclosed that there are significant associations in the partnerships as a whole
(model 1) and in the UI partnerships (model 2). As can be seen in model 1 of Table 4, the
decision process similarity is positively related with the probability of feel trust in the
partners (p value: 3.48; 0.001 significance level). In its turn, the results showed that low
contact frequency (bi-annual) is negatively related with the probability of feeling trust
(p value: −3.37; 0.001 significance level). Finally, previous collaboration with partners
before patent development seems to be positively related with the likelihood of feeling
trust in partners (p value: 1.98; 0.05 significance level).
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Table 3. Results of exploratory factor analysis

Variables Commonality Trust Reciprocal
communication

Decision
process
similarity

Promises reliable .963 .919 .172 .297

Partner on our side .946 .915 .243 .223

Frank in dealing
with us

.968 .891 .343 .236

Honest .943 .835 .202 .452

Communication
adequate

.851 .244 .881 .122

Communication
accurate

.934 .242 .876 .328

Communication
complete

.920 .366 .847 .262

Communication
timely

.867 .084 .801 .467

Tolerance of risk .892 .260 .200 .886

Decision-making
style

.863 .241 .297 .847

Time to decision .894 .410 .404 .750

Understanding of
how things should
be done

.674 .335 .258 .704

Variance explained
(%)

31.990 29.227 28.067

Total variance explained (%) 89.284

Kaiser-Meyer-Olkin measure of sampling
adequacy

.842

Bartlett’s test of
sphericity

Approx. Chi Square 583.804

df 66

Sig. .000

The ordered probit regression in model of UI partnerships (model 2) showed similar
results in terms of decision process similarity and contact frequency. It seems that the
decision process similarity is positively related to the probability of feeling trust in UI
partners (p value: 2.05; 0.05 significance level). Like model 1, the bi-annual contact fre-
quency is negatively related with the probability of feeling trust in UI partners (p value:
−2.32; 0.05 significance level), but it goes further. The model 2 reveal that a quarterly
contact frequency is positively related with trust (p value: 2.14; 0.05 significance level).
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Table 4. Results of ordered probit regressions

Model 1
trust in
partnership

Model 2
trust in UI
partnership

Research similarity −0.402 0.622

(−1.79) (1.16)

Reciprocal communication factor 0.141 −3.876*

(0.64) (−2.19)

Decision process similarity factor 1.207*** 1.353*

(3.48) (2.05)

Team size

1–4 members −0.255 −8.125*

(-0.42) (−2.04)

5–9 members 0.998 3.724*

(1.41) (2.48)

10–14 members 0 0

(.) (.)

Contact frequency

Bi-annual −3.131*** −6.733*

(−3.37) (−2.32)

Quarterly 0.676 9.696*

(0.76) (2.14)

Monthly 0.101 0

(0.17) (.)

Weekly 0 2.198

(.) (1.45)

Daily −0.868 −0.227

(−1.02) (−0.09)

Relationship maturity

No previous collaboration 0 0

(.) (.)

With previous collaboration 1.354* −0.705

(1.98) (−0.52)

Pseudo R2 0.3121 0.6254

Number of observations 37 18

* 0.05 significance level/** 0.01 significance level/***
0.001significance level
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Additionally, the model presented significant associations between the team size and
the probability of feeling trust in UI partners. Given the results, the small teams trust
less (p value:−2.04; 0.05 significance level) than bigger teams (5–9 members) (p value:
2.48; 0.05 significance level). Finally, the reciprocal communication factor is negatively
related with the probability of feeling trust in UI partners (p value: −2.19; 0.05 sig-
nificance level). It seems that in some cases the inventors have a good communication
with partners but do not trust them, and in other cases the difficulties in communication
do not undermine trust in partners. So, the ordered probit regressions disclosed that the
decision process similarity seems to be related to higher trust felt in the partners, while
the low contact frequency and being in small team is associated with feeling less trust
in partners.

Third, we completed our study with the analysis of interviews with top academic
inventors. This sample was divided into two groups: inventors who often collaborate
with industry; and inventors who do not always collaborate with industry. This analysis
allows the identification of common patterns in the two groups, namely it was found
that those who collaborate frequently with the industry tend to consider a patent as
a process of co-development. On the other hand, inventors who do not collaborate or
collaborate sporadicallywith the industry tend to refer to a patent as something developed
academically which is then sold to the industry.

Inventor 10: Companies are fundamental to research. If we want to reach the mar-
ket, we must have some company interested and associated with the project. (…) It is
fundamental. Do you know why? Because we don’t do business at the university.

Inventor 19: From my experience, no company wants to buy patents. They want to
co-develop solutions that can be patented, and they are available to recognize inmonetary
terms the university’s ownership and to pay for it. They do not want you to contact them
and say: “Look, we have a solution here that is very good. You’re going to make a lot
of money from it.” The answer is: “No, thanks.” When solutions are co-developed from
a certain stage, they internalize those solutions, it becomes theirs and they are available
to pay for it. They can pay more or less has negotiation is done, but they are available to
pay for it.

The inventors who collaborate more with the industry highlighted the importance of
trust in partners, the time needed to build trust and the bridges to connect academia to
industry.

Inventor 2: One of the most important things is the process of mutual trust that must
be established between academics and business people. You must trust each other. (…)
It is not always easy, and it is a gradual process. You don’t create it overnight. But, to
start this collaboration, a high degree of trust between people is necessary. It’s between
people. It is not between institutions. (…) academics cannot be eternally suspicious in
relation to entrepreneurs. We need to attract people who work in companies, give them
understanding, do someworkshops, things like that.Andwe should also go to companies,
visit the factory, listen to people - because sometimes academics do not listen either.

Although few patents are being commercialized, we observe that those that are being
commercialized are the result of partnerships with industry. The inventors stated advan-
tages associated with collaboration with the industry, such as assertive identification of
market gaps, perception of technology viability and access to facilities and networks.
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Inventor 3: The things we do with the industry are obviously much more valued
because the industry has an exact notion of what they want. The great advances that we
made (…) the company knew what they needed. An academic does not know. In fact, it
is this disconnection from the world…we aim to do things for the industry, but we never
work with the industry. (…) It is very important to dialogue with those who make and
produce. Because I can often get a brilliant idea, but I don’t know the costs, the process
complexity and reliability of what I want to do. And, therefore, this effort is lost. (…).

Inventor 11: Companies knowwhat they want. They have this very clearly. (…) They
do not radically change what they are doing. (…) If they say it is not interesting, then it is
not of interest. It is so clear. It is not for technological reasons or for economic reasons…

Despite the inventorsmentioneddifficulties in approaching the industry and inknowl-
edge and experience engagement, those who have frequent collaboration with industry
are unanimous in recognizing the crucial role of partnerships with the industry.

5 Discussion and Conclusion

We analyzed the university partnerships, namely the factors that influence the devel-
opment of trust, such as similarity in the area of research, reciprocal communication,
decision process similarity, team size, contact frequency, and relationship maturity. We
used a mix method to data collection: questionnaire and interview.

We identified the patents currently granted and in force submitted by Portuguese
public universities – 570 – and sent a questionnaire to academic inventors to identify
inventions developed in partnerships. Among 104 patents analyzed, we identified 37
patents developed in collaboration in partnerships: 18 UI partnerships and 19 academic
partnerships. The ordered probit regressions performed in our sample showed significant
associations between the factors analyzed and the trust felt in partners, as a whole, and
in partners of UI partnerships. The decision process similarity and the low contact fre-
quency showed influence in trust on bothmodels. The results reveal that decision process
similarity is positively related to trust and the bi-annual contact frequency is negatively
related to trust. In addition, we interviewed the 19 top academic inventors with extensive
experience in patenting at five Portuguese public universities. We analyzed 63 patents
of which only 11 were developed in partnership. We highlight that the 6 academics who
commercialized patents also collaborated with the industry. These academics empha-
sized the long-term relationship with industrial partners and the time and willingness
to build trust. We observed a common pattern among these inventors: they refer to the
development of the patent as a process of co-development, and not as something to be
developed by academics and sold to industry. These inventors highlighted that close
relationship with the industry is fundamental to assertive identification of market gaps,
the perception of technological viability and access to facilities and networks.

Although our sample is not representative, the results obtained suggest that there
are still few partnerships in the development of patented inventions, that is, UI partner-
ships. Even though in the last two decades in Portugal there has been an approxima-
tion between academia and industry, it is necessary that these organizations collaborate
even more. Collaboration with the industry has benefits, namely in the development of
patented invention, however, most collaborations are still strictly academic. Therefore,
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public policies should continue to promote the UI partnerships through funded projects
that necessarily include university and industry partners, but they need to go even fur-
ther. Given the benefits of long-term relationships, it seems important to take steps to
strengthen existing UI partnerships. It is necessary to bring the university and industry
even closer together and to encourage the creation of long-term relationships with suc-
cessful results over the years. Longitudinal research on this topic is necessary to better
understand the Portuguese case and to be able to take more appropriate policies.
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Abstract. In this paper we formulate a generalization of the Krein
parameters of a symmetric association scheme which, in turn, allows us to
deduce some necessary conditions for the existence of these schemes. This
is achieved by applying some matrix analysis results over the elements
of the unique basis of minimal orthogonal idempotents of the underlying
algebra of a symmetric association scheme.
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1 Introduction

This paper is devoted to devising a generalization of the Krein parameters of a
symmetric association scheme. Such a generalization enables us to deduce some
necessary conditions for the existence of these combinatorial structures. The
work presented is an extension of the ones published in [1,2].

The first appearance of the concept of association scheme is credited to a
1952 paper of Bose and Shimamoto [3]. Association schemes are complex combi-
natorial structures that can be regarded as generalizations of undirected graphs.
Indeed, the particular case of an association scheme with two classes matches
the set constituted by a strongly regular graph and its complement. Associa-
tion schemes rapidly arose as powerful combinatorics tools with a wide range of
applications. We can cite applications in the field of statistics and combinatorial
designs, [3–5], coding theory, [6], group theory, [7,8], or character theory, [9].

In this work we consider symmetric association schemes with k classes,
denoted by (A, {Si}ki=0), and the corresponding Bose-Mesner algebra, denoted by
B, that is, the algebra spanned by the matrices of (A, {Si}ki=0). This algebra B has
an associated unique basis of minimal orthogonal idempotents, {F0, F1 . . . , Fk}.
In Sect. 2 we present the fundamental concepts involved in the development of
our work: a short introduction on association schemes is presented in Subsect.
2.1 and some properties on symmetric matrices, which are relevant to our work,
are presented in Subsect. 2.2. There are different classes of parameters associ-
ated to an association scheme. One of these classes of parameters, the Krein
parameters, are generalized in Sect. 3. Some properties of the generalized Krein
parameters are established and some conclusions drawn.
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2 Theoretical Fundamentals

The fundamental theoretical concepts and results that are used in the develop-
ment of our work are presented next. We start with a brief survey of symmetric
association schemes.

2.1 Symmetric Association Schemes

Along the following paragraphs, we present a short introduction to symmetric
association schemes. A detailed survey can be found, for instance, in [10].

A symmetric association scheme with k classes is a pair (A, {Si}ki=0), where
A is a finite set of order n and each Si, i = 0, 1, . . . , k is a nonempty subset of
A × A verifying the axioms:

(1) S0 = {(a, a) : a ∈ A};
(2) if (a, b) ∈ Si, then (b, a) ∈ Si, for all a, b in A and i in {0, 1, . . . , k};
(3) for all i, j, l in {0, 1, . . . , k} there is an integer αl

ij such that, for all (a, b)
in Sl,

|{c ∈ A : (a, c) ∈ Si and (c, b) ∈ Sj}| = αl
ij .

The parameters αl
ij are called the intersection numbers of (A, {Si}ki=0) and can

be seen as the entries of the so called intersection matrices L0, L1, . . . , Lk, with
(Li)lj = αl

ij , where L0 = In.
The reason why (A, {Si}ki=0) is called symmetric is the fact that, by axiom

(2), each Si, i = 0, 1, . . . , k is a symmetric relation of A. This definition is credited
to Bose and Shimamoto, [3], but a more general definition of association schemes
can be found in [6]. In this paper, however, we only deal with association schemes
which are symmetric.

The sets S0, S1, . . . , Sk of a symmetric association scheme can be identified
by their adjacency matrices M0,M1, . . . ,Mk, where each Mi is a matrix of order
n such that (Mi)ab = 1, if (a, b) ∈ Si, and (Mi)ab = 0, otherwise. The matrices
of (A, {Si}ki=0) satisfy the following properties:

(1) M0 = In;
(2)

∑k
i=0 Mi = Jn;

(3) Mi = M�
i , ∀i ∈ {0, 1, . . . , k};

(4) MiMj =
∑k

l=0 αl
ijMl, ∀i, j ∈ {0, 1, . . . , k};

where In and Jn denote the identity and the all ones matrices of order n, respec-
tively, and M� denotes the transpose of M . Observe that, from (2), we can
deduce that {Mi}ki=0 is a free set. It is also known (see, for instance, [10]) that
the symmetry of the scheme implies that αl

ij = αl
ji and, therefore, the product

of the matrices of (A, {Si}ki=0) is commutative.
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We can acknowledge M1,M2, . . . ,Mk as the matrices of adjacency of the
respective simple and undirected graphs G1, G2, . . . , Gd, with a common vertex
set V .

The more trivial association schemes are the ones with only one class. They
corresponds to the matrices M0 = In and M1 = Jn−In. Since G1 is the complete
graph this case is irrelevant.

The next case contemplates symmetric association schemes with two classes.
This kind of scheme corresponds to strongly regular graphs. In short, a strongly
regular graph is just an undirected simple graph for which the number of common
neighbors to any pair of vertices is fixed and depends only on the adjacency
or non-adjacency of that pair of vertices. As we were saying, for a symmetric
association scheme with two classes, we have M0 = In, M1, M2 = Jn −M1 − In,
where M1 and M2 are the adjacency matrices of a strongly regular graph and
it’s complement, respectively, the complement of a graph being the graph whose
edges and vertices correspond to the vertices and edges of the starting graph,
respectively. We also have that, if M is the adjacency matrix of a strongly regular
graph, then In,M, Jn − M − In make up an two class association scheme.

The symmetric matrices M0,M1, . . . ,Mk of a symmetric association scheme
have the property of having constant diagonal and they span a commutative
algebra, B, with dimension k +1. This algebra is called the Bose-Mesner algebra
of (A, {Si}ki=0), introduced in [5]. Note that B is an algebra with respect not only
to the usual matrix product but also to the element-wise product of matrices,
introduced next:

(X ◦ Y )ij = XijYij , (1)

for any two matrices X and y of the same order. With the product defined in
(1), B is an associative and Abelian algebra with unit Jn.

If F in B has the property F 2 = F , it is called an idempotent of B. If F1 and
F2 in B are such that F1F2 = 0, then they are called orthogonal. It turns out that
the Bose-Mesner algebra B has a unique basis of minimal orthogonal idempotents
{F0, F1, . . . , Fk}. Also, the elements of {F0, F1, . . . , Fk} satisfy the equality

k∑

i=0

Fi = In.

Another class of parameters associated to (A, {Si}ki=0) are the Krein param-
eters discovered by Scott [13]. These are the numbers βl

ij , with 0 ≤ i, j, l ≤ k,
such that

Fi ◦ Fj =
k∑

l=0

βl
ijFl. (2)

The Krein parameters of (A, {Si}ki=0), βl
ij , can be interpreted as the dual param-

eters of the intersection numbers of (A, {Si}ki=0), αl
ij . The well known fact that

their value is bounded from above, specifically βl
ij ≥ 0, see [10], produces a
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set of necessary conditions for the existence of a symmetric association scheme
(A, {Si}ki=0). In Sect. 3 the Krein parameters will be object of a thorough gen-
eralization and some properties will be deduced.

2.2 Matrix Analysis Results

In order to prove our main results, presented in Sect. 3, we make use of some sym-
metric matrices properties. In this section we present the adopted mathematical
symbology and the most important results needed.

The set of all square real matrices of order n is represented by Mn(R) and
the set of rectangular real matrices of type m × n is denoted by Mm,n(R). The
space of real symmetric matrices of order n is denoted by Symn(R).

In the last section we introduced in (1) the element-wise multiplication of
matrices, also referred to as the Hadamard product or Schur product of matrices
denoted by ◦. Now we introduce another important type of multiplication of
matrices.

For any natural numbers m, n, p and q, the Kronecker product, that we denote
by ⊗, is defined for matrices X = [xij ] ∈ Mm,n(R) and Y = [yij ] ∈ Mp,q(R), as

X ⊗ Y =

⎛

⎜
⎝

x11Y · · · x1nY
...

. . .
...

xm1Y · · · xmnY

⎞

⎟
⎠ .

For X ∈ Symn(R), let λ1(X), λ2(X), . . . , λn(X) be the eigenvalues of X
in increasing order. Also, a principal submatrix of X, represented by Xr, is a
matrix obtained by eliminating n − r rows and the corresponding columns from
the matrix X.

In our results we will make use of the eigenvalues interlacing theorem [11].
This result states that if X ∈ Symn(R) and if Xr is a principal submatrix of
X, then the eigenvalues of Xr are interlaced with the eigenvalues of X in the
following manner:

λi(X) ≤ λi(Xr) ≤ λn−r+i(X),

for any i such that 1 ≤ i ≤ r.
Finally, another important result that we will use is that, given two matrices

X,Y ∈ Mm,n(R), then X ◦Y is a principal submatrix of X ⊗Y , see [12, Lemma
5.1.1].

3 Generalized Krein Parameters

In this section we generalize the Krein parameters of an association scheme.
In the following we consider a symmetric association scheme with k classes,
(A, {Si}ki=0), the corresponding Bose-Mesner algebra, B, and the associated base
of minimal orthogonal idempotents, {F0, F1, . . . , Fk}.

We start by introducing the following notation for the element-wise and Kro-
necker powers of square matrices. Let X ∈ Mn(R) be a square matrix of order
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n and m be a natural number. Then, X◦m and X⊗m denote the element-wise
power of order m of X and the Kronecker power of order m of X, respectively,
with the following needed assumptions: X◦0 = Jn, X◦1 = X and X⊗1 = X. The
notation introduced above will be important to simplify the calculations that we
will make next.

We are now in conditions to generalize the Krein parameters of an association
scheme.

Definition 1. Let (A, {Si}ki=0) be a symmetric association scheme with k
classes, B the Bose-Mesner algebra spanned by (A, {Si}ki=0) and {F0, F1, . . . , Fk}
the associated base of minimal orthogonal idempotents. The generalized Krein
parameters of (A, {Si}ki=0) are the real numbers βl

n0,n1,...,nk
, with l ∈ {0, 1, . . . , k}

and n0, n1, . . . , nk ∈ N, such that

F ◦n0
0 ◦ F ◦n1

1 ◦ · · · ◦ F ◦nk

k =
k∑

l=0

βl
n0,n1,...,nk

Fl.

Note that the generalized Krein parameters of (A, {Si}ki=0) are well
defined due to the fact that B is closed under the element-wise product and
{F0, F1, . . . , Fd} is a basis of B.

Observe that the generalized Krein parameters presented in Definition 1 cor-
respond to the usual Krein parameters defined in (2) when: all but two of the
ni’s, with i ∈ {0, 1, . . . , k}, are 0 and the two which are non-null are equal to 1;
or if all but one of the ni’s, with i ∈ {0, 1, . . . , k}, are equal to 0 and the one
that is non-null is equal to 2.

The generalized Krein parameters of an association scheme satisfy the fol-
lowing properties. Firstly, the generalized Krein parameters are bounded from
above and from below.

Theorem 1. Let (A, {Si}ki=0) be a symmetric association scheme with k classes.
Then, for l ∈ {0, 1, . . . , k} and n0, n1, . . . , nk ∈ N, the generalized Krein param-
eters of (A, {Si}ki=0) satisfy the double inequality:

0 ≤ βl
n0,n1,...,nk

≤ 1. (3)

Proof. Let B be the Bose-Mesner algebra spanned by the matrices of (A, {Si}ki=0)
and {F0, F1, . . . , Fk} be the underlying base of minimal orthogonal idempotents
of B.

The properties presented in Subsect. 2.2 allow us to conclude that the matrix
F ◦n0
0 ◦ F ◦n1

1 ◦ · · · ◦ F ◦nk

k is a principal submatrix of the matrix given by F⊗n0
0 ⊗

F⊗n1
1 ⊗ · · · ⊗ F⊗nk

k .
Here we must establish that, whenever ni = 0, for i ∈ {0, 1, . . . , k}, then the

element F⊗ni
i is removed from the Kronecker product F⊗n0

0 ⊗F⊗n1
1 ⊗· · ·⊗F⊗nk

k .
Note that the matrix F⊗n0

0 ⊗F⊗n1
1 ⊗· · ·⊗F⊗nk

k is an idempotent matrix and,
as it is well known, the eigenvalues of an idempotent matrix are, necessarily, 0
or 1.
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Applying the eigenvalues interlacing theorem, we conclude that the eigenval-
ues of F ◦n0

0 ◦ F ◦n1
1 ◦ · · · ◦ F ◦nk

k are interlaced with the eigenvalues of the matrix
F⊗n0
0 ⊗F⊗n1

1 ⊗ · · · ⊗F⊗nk

k and, since the eigenvalues of the former are precisely
the generalized Krein parameters of (A, {Si}ki=0) and the eigenvalues of the later
are 0 and 1, inequality (3) follows. �	

Another property attained by the generalized Krein parameters of an asso-
ciation scheme is presented next.

Theorem 2. Let (A, {Si}ki=0) be a symmetric association scheme with k classes.
Then, for any l ∈ {0, 1, . . . , k} and m ∈ N, we have that

∑

n0+n1+···+nk=m

(
m

n0, n1, . . . , nk

)

βl
n0,n1,...,nk

= 1, (4)

where 0 ≤ ni ≤ m, for each i ∈ {0, 1, . . . , k}, and
(

m

n0, n1, . . . , nk

)

=
m!

n0!n1! . . . nk!
.

Proof. Let B be the Bose-Mesner algebra spanned by the matrices of (A, {Si}ki=0)
and {F0, F1, . . . , Fk} be the underlying base of minimal orthogonal idempotents
of B. Let m be a natural number.

We have that
⎛

⎝
k∑

j=0

Fj

⎞

⎠

◦m

=
∑

n0+···+nk=m

(
m

n0, . . . , nk

)

F ◦n0
0 ◦ · · · ◦ F ◦nk

k

= In,

where 0 ≤ ni ≤ m, for each i ∈ {0, 1, . . . , k}. Then, for any l ∈ {0, 1, . . . , k}, we
have

⎛

⎝
k∑

j=0

Fj

⎞

⎠

◦m

Fl =
∑

n0+···+nk=m

[(
m

n0, . . . , nk

)

F ◦n0
0 ◦ · · · ◦ F ◦nk

k

]

Fl

= Fl

and, therefore, by Definition 1, we have

∑

n0+···+nk=m

(
m

n0, . . . , nk

)

βl
n0,...,nk

= 1.

�	
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Theorem 2 establishes in (4) that the sum of all the generalized Krein param-
eters, in a given direction and with a given total sum of exponents, of a symmet-
ric association scheme is always equal to 1. Besides the lower and upper bounds
presented in Theorem 1, this constitutes an extra condition that the generalized
Krein parameters must comply for the symmetric association scheme to be able
to exist.

In this paper we presented a thorough generalization of the Krein parame-
ters of a symmetric association scheme and we proved two properties that these
parameters must satisfy. The properties presented on these generalized Krein
parameters open up new possibilities regarding the establishing of admissibility
conditions for the existence of certain symmetric association schemes. In particu-
lar, we are currently trying to apply these conclusions to prove the non-existence
of certain strongly regular graphs which, as we have seen, correspond to sym-
metric association schemes with two classes. To analyze the existence of some of
these graphs constitutes a very challenging problem in the field of combinatorics
on which, hopefully, these results will shed a new light upon.

Acknowledgments. In this work Lúıs Vieira was partially supported by the Center
of Research of Mathematics of University of Porto (UID/MAT/00144/2013), which
is funded by FCT (Portugal) with national (MEC) and European structural funds
through the program FEDER, under the partnership agreement PT2020.

References

1. Mano, V., Vieira, L.: Symmetric association schemes and generalized Krein param-
eters. Int. J. Math. Models Methods Appl. Sci. 9, 310–314 (2015)

2. Mano, V.M., Martins, E.A., Vieira, L.A.: Some results on the Krein parameters
of an association scheme. In: Bourguignon, J.P., Jeltsch, R., Pinto, A., Viana, M.
(eds.) Dynamics, Games and Science. CIM Series in Mathematical Sciencess, vol.
1, Springer, Cham (2015). https://doi.org/10.1007/978-3-319-16118-1 23

3. Bose, R.C., Shimamoto, T.: Classification and analysis of partially balanced incom-
plete block designs with two associate classes. J. Am. Statist. Assoc. 47, 151–184
(1952)

4. Bose, R.C.: Strongly regular graphs, partial geometries and partially balanced
designs. Pacific J. Math 13, 389–419 (1963)

5. Bose, R.C., Mesner, D.M.: On linear associative algebras corresponding to associ-
ation schemes of partially balanced designs. Ann. Math. Statist. 30, 21–38 (1959)

6. Delsarte, P.: An algebraic approach to the association schemes of coding theory.
Philips Research Reports Supplements 10 (1973)

7. Higman, D.G.: Coherent configurations part I: ordinary representation theory.
Geometriae 4, 1–32 (1975)

8. Higman, D.G.: Coherent configurations part II: weights. Geometriae 5, 413–424
(1976)

9. Hanaki, A.: Character of association schemes and normal closed subsets. Graphs
Combin. 19(3), 363–369 (2003)

10. Graham, R.L., Grötschel, M., Lovász, L. (eds.): Handbook of Combinatorics, vol.
1. The MIT Press, North-Holland, Cambridge (1995)

https://doi.org/10.1007/978-3-319-16118-1_23


460 V. M. Mano and L. A. Vieira

11. Horn, R., Johnson, C.R.: Matrix Analysis. Cambridge University Press, Cambridge
(1985)

12. Horn, R., Johnson, C.R.: Topics in Matrix Analysis. Cambridge University Press,
Cambridge (1991)

13. Scott Jr., L.L.: A condition on Higman’s parameters. Notices Am. Math. Soc. 20,
A-97, 721-20-45 (1973)



Reducing Waiting Time for Orthopaedic
Consultation Through a Continuous

Improvement Approach

José Dinis-Carvalho1(B) , Elisa Vieira1 , Rui M. Lima1 ,
and Bruno S. Gonçalves1,2

1 University of Minho, Centro Algoritmi, 4800-058 Guimaraes, Portugal
{dinis,rml,bsg}@dps.uminho.pt

2 School of Management and Technology of the Polytechnic of Porto,
4610-156 Felgueiras, Portugal

Abstract. The outpatient service of public hospitals has had many difficulties in
responding to the high demand that are being subjected to. The waiting times for
a medical appointment are well above the clinically recommended waiting time,
compromising the patients’ health status. To combat this trend, health authori-
ties have set the maximum response time for consultations, financially penalizing
hospitals for not meeting these times. However, these penalties only act as an
additional problem for hospitals. Given the relevance of improving the care per-
formance provided to patients, in terms of quality and celerity, this article presents
the study carried out at the outpatient service of a Portuguese hospital. This study
presents a set of actions implemented as the result of a simpleContinuous Improve-
ment (CI) approach. That CI approach was inspired on Toyota Kata and the results
obtained are translate into a reduction of the waiting time for triage by 90% and
the waiting time for the first orthopaedic consultation by 27%, for average values
in days. The implemented actions were also planned to promote in the long term
an increase in the availability of the service, allowing an additional reduction in
the waiting time for consultation.

1 Introduction

Prolonged patient waiting, long waiting lists for elective services, among other con-
straints have triggered a set of efforts to provide faster access to health services [1–3].
In Portugal, like other countries, Maximum Guaranteed Response Times (MGRT) [4]
are established, and penalties are imposed to hospitals for non-compliance with these
times. However, it is clear that hospitals are dealing with great difficulties in achieving
these goals [5]. Waiting time is also one of the main causes of patient dissatisfaction in
health services [3].

The waiting time for first medical appointment is particularly long in the orthopaedic
service in certain public hospital in the north of Portugal. That hospital will be referred as
Hospital H throughout this article to preserve the anonymity of the involved profession-
als. This study aims to find ways of reducing patient waiting time for the first medical
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appointment in the orthopaedic service as a pilot test of the implemented continuous
improvement (CI) approach. If the approach brings interesting results, then the same
approach will be applied in other services.

The CI approach will follow for guidance several principles of the Lean Thinking
[6], Shingo Model [7], and Toyota Way [8]. Some of the principles are a bit more to the
technical side of the models such as “Create Value for the Customer”; “Create flow”,
“Standardized tasks and processes”, “Use visual control so no problems are hidden”,
and “Go and see for yourself to thoroughly understand the situation”. Some other are
a bit more to the human side of the models such as “Respect Every Individual”, “Em-
brace Scientific Thinking”, and “Develop exceptional people and teams” just to mention
some of them. These principles to be followed play a key role in the generations of the
appropriate atmosphere for the CI effort become effective. The CI routines, functions
and artefacts applied were based on several existing CI approaches such as Toyota Kata
[9], Kaizen approach [10] as well as other success practical implementation in local
companies.

2 Background

The long waiting lists for health care are transversal to the different hospital health
services in several countries [11]),with a significant number of studies demonstrating this
reality [2]. In the specific case of outpatient for orthopaedic service, demand substantially
exceeds supply, and the prolongation of this imbalance generated long waiting lists
[5]. The increase in average life expectancy can contribute to the promotion of this
imbalance [12], being more common the emergence of degenerative pathologies of the
musculoskeletal system that greatly condition people’s quality of life.

The hospital admission process is a distinct experience for patients, as this is where
theybegin their journey tomedical care, usuallywith amixture of anxiety and expectation
about what will come [12]. In this sense, the waiting time for a first medical appointment
from an expert should be taken seriously, considering that the complication rate increases
with the prolonged preoperative waiting time in some orthopaedic pathologies [13–15].
Although response time limits are established, established according to clinical criteria,
these deadlines are not always met [5].

Given the importance of health care performance, several initiatives have been started
as attempts to find a solution to this and other problems, which in the specific case
of public health services are conditioned by several restrictions mainly due to existing
organizational culture, heavy Bureaucracy, distance between operation and decision, etc.
The literature presents a large number of studies with positive results adopting methods
of production organization, namely the Lean Thinking [16]. Nevertheless, it is not clear
that those CI initiatives resulted in robust and long-term CI sustainability [16, 17].

Continuous improvement (CI) is one of the five principles of Lean Thinking and one
of the 10 principles of the Shingo Model (referred as “Seek Perfection”). In the Toyota
Way CI is more than just one principle, it is one of its two pillars, being “Respect for
people” the other one. If you visit the Toyota website in Europe [18] you will find the
following description of the Toyota Way: “Continuous Improvement and Respect for
People in everything we do”. Continuous Improvement is in the Toyota Way also one
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of the 4 classes (sections) of principles. In that section called “Continuously Solving
Root Problems Drives Organizational Learning” includes the following principles: “Go
and see for yourself to thoroughly understand the situation (Genchi Genbutsu)”, “Make
decisions slowly by consensus, thoroughly considering all options; implement decisions
rapidly (Nemawashi)”, and “Becomea learningorganization through relentless reflection
(Hansei) and continuous improvement (Kaizen)”.

3 Methodology

3.1 Current Situation

This study was carried out in the orthopaedic service of a public hospital Portuguese,
and the study was focused on the waiting time for a first medical appointment. The
waiting time for a first medical appointment of the orthopaedic service comprises the
moment when the hospital receives a request for medical appointment and the time
when it is effective. During this waiting period, the request is subject to a medical
triage process and the first medical appointment is then scheduled to the patient. There
are two types of requests, those from primary health units, called CTH1 requests, and
those from other hospital services, called internal requests. The waiting time for CTH
requests is monitored by national health regulators, and a target of 5 days for triage
is established and 30 to 120 days for the first medical appointment according to the
urgency assigned to the application after medical triage. Internal requests do not have
any external monitoring, however in the case of CTH requests the hospital is financially
penalized for non-compliance with the target time of 5 days.

At the starting date of this project the waiting list for orthopedics consultations, for
CTH requests, was 4,943 patients with an average waiting time of 270 days. Of these
patients, 1,023 were still waiting for the medical triage process constituting the waiting
list for triage, with an average waiting time of 55 days.

3.2 Methodology

In the development of this study, a methodology based on the development of an IC
culture was adopted, based on lean philosophy, conducted through the implementa-
tion of improvement cycles inspired by Toyota Kata and its PDCA cycles. Thus, this
methodology comprises the following phases:

Phase 1. Creation of an Operational Team, Coaching Routines and Support Team
for CI
The operational team was selected by the head of the orthopaedic service and was
composed by 6 doctors representing the service. That would be the team responsible to
identify problems to be solved, identify improvement opportunities, design the improve-
ment actions, implementing and monitoring key performance indicators. The coaching
systems was provided by a coach, expert in CI, meeting the team every week to help

1 CTH is the Portuguese acronym for “Consulta a Tempo e Horas”. That designation is used for
consultation requests coming from family doctors.
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the team in the CI methodology. The hospital administration assigned two top managers
and two more people from the management structure to provide support the operational
team to improvement implementations that eventually needed external intervention from
other hospital support services such as informatics and maintenance.

Phase 2. Selection of KPIs to be Monitored and Improved
The KPIs were selected by consensus with the participation of both operational team and
support team having in mind the objective of the study, the interests of the patient, health
professionals and the administration of the hospital. The selected KPIs were: Waiting
time to medical triage; Waiting time to medical appointment; number of appointment
requests screened, number of performed medical appointments.

Phase 3. Goals to be Achieved in the Project Period
According to the discussions and the problems identified in the continuous improvement
cycles, the first goals were defined by the teams. So, as a starting point the main goal
were a reduction to 30 days for the waiting time to medical triage, and 216 days for the
waiting time to medical appointment.

Phase 4. Executing PDCA Cycles
Although in the Toyota Kata methodology the desired is that the operational teams
meet with the coach every day, in this study because that was impossible because of
several reasons, the only possibility was a meeting every week. In each meeting the
KPIs were updated on the team board and the coach would require from the team on
the improvements achieved during the week. If the ongoing actions were finished new
actions would be defined to solve identified problems.

4 Results

This study presents the work developed between October 2019 and February 2020 by an
operational IC team, consisting of 6 orthopaedic physicians, together with researchers
and with the hospital administration. The starting point for this project was marked by
the definition of KPIs of the external orthopaedic consultation service, by the subsequent
analysis of the current state and by the exposure of the main difficulties of the service.

4.1 Continuous Improvement Cycles

Given the highwaiting times, themembers of the CI operational team admit that requests
for medical consultation are accepted for ethical reasons even without real patients’ clin-
ical status justification. Thus, the physicians of the specialty state that the orthopaedic
service is very conditioned by the presence of patients who do not really need a hospi-
tal specialty consultation, something already identified by [5]. The medical triage is a
possible means to avoid this situation. This process consists of the analysis, according
to clinical criteria, of the clinical status of the patient according to the information con-
tained in the request for consultation. From this may result in the assignment of a degree
of priority to the patient (normal, urgent or very urgent) so that the consultation can be
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scheduled, a refusal of the request, or a return to the entities of provenance to clarify the
information about the clinical status of the patient.

In this way, most of the problems identified are related to the medical triage. After
some discussionwith the team of doctors we came to the conclusion that the waiting time
until the medical triage cause impact on the reduction of waiting times for medical con-
sultation, with an impact on financial penalties for non-compliance with the maximum
waiting times defined by the Portuguese minister of health. Actions such as the stan-
dardization of replies sent to the entities that issue requests for consultation, relocation
of resources, change of procedures and updating of computers, are some of the counter
measures implemented in the face of the identified problems, presented in, adapted from
Lot et al. [19]. The countermeasures presented in Table 1 were implemented in a quite
short period of time excepting the amendment of the call (see Table 2). The call is the
letter sent to the patient with the information related to its medical consultation. A pro-
posal for the new document was submitted to the administration and it was approved,
however, it is not yet implemented because the project had to be stopped due to the
covid-19 pandemic situation. It is important to note as well that the consultation service
has since that time reduced the services to a minimum, by government imposition, in
order to reduce the circulation of people in the hospital.

4.2 Improvements on Some KPIs

These actions had asmain objective to reach the goals defined by the team, to be achieved
in three months. Initially, the goal for the average waiting time for medical triage was
30 days and for the average waiting time for consultation of 260 days. The results
presented in Fig. 1 show that, essentially regarding medical triage, the results were
better than the team initially thought possible. Improvements on some KPIs.

The benefits of this project appeared gradually, mainly reflecting on the indicator of
the number of triages performed and consequently in themedical triagewaiting time. The
medical triage as already described had special attention as a means of demand control,
when considering cases that should not be seen by the specialty doctor. The benefits of
the actions implemented were very positive and resulted in significant changes in the
medical triage process performance, since in eight weeks the waiting time for medical
triage was drastically reduced and remained below 5 days, as shown in Fig. 1.

As the countermeasures were implemented de number of triages performed per week
increased significantly up to the highest number (851) achieved onweek 7 as shown in the
top graph of Fig. 1. This increase in the number of triages resulted in a drastic reduction
of the number ofmedical triage requests waiting to be performed aswell as themaximum
and average waiting time until medical triage (see bottom graph of Fig. 1). On week 9
the number of medical triage requests waiting in queue were reduced in a way that the
established target for the indicator “average waiting time for triage” as achieved (5 days
of average waiting time for triage). The countermeasures implemented succeeded in a
great deal since the target was reached before the defined 3 months period. Since the
average waiting time for medical triage was 55 days at the beginning of this project, the
result is around a 90% improvement in this performance indicator.
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Table 1. Main identified problems and countermeasures implemented.

Problem Effect Countermeasures Benefits

(1) Consultation
requests arrive
with unjustified
patient’s clinical
status

Unnecessary use of
medical time in
ineffective
consultations

Definition of standard
text to refuse requests,
with information on
what should be
included in a request
for consultation and
reason for refusal

Easier medical triage
process;
Fewer requests
without a clinical
study previously
performed by the
general practitioner

(2) No doctor time is
assigned to
medical triage,
doctors are not
truly committed to
doing so

Few triages per day;
Long waiting times

Allocate specific
doctor time for triage;
At an early stage
allocate one doctor
just for triage

Shorter waiting time
Reduction in the
number of ineffective
consultations

(3) Returned
consultation
requests
unanswered from
the health centre

Negative effect on the
patient waiting time
fort medical triage
and for doctor
consultation

Instead of returning
requests, choose to
refuse them and ask
for new ones

Reduction of waiting
times for medical
triage and
consultation;
Improvement on the
quality of
information in the
requests

(4) Outdated
computer systems

Slow medical triage
process (around 6
min);
Doctors avoiding
triage

Update computer
systems

Medical triage taking
less than 2 min

(5) Existence of
requests for
consultation that
are not
administratively
closed

Negative effect on the
information regarding
waiting times

Analyse and eliminate
illegitimate entities in
the waiting lists

More reliable
information
regarding waiting
lists and performance
indicators

On the other hand, the indicator “maximum waiting time for triage” had a reduction
from 612 days to 12 days in 9 weeks, representing a reduction of around 98%.

As expected, the increased number of medical triages performed reduced the waiting
time for triage, however the same did not happen in the waiting time for the medical con-
sultation shows the relationship between the waiting lists for the triage and consultation
processes and the respective waiting times, before the actions implemented. Through the
analysis of this scheme (Fig. 2) it becomes noticeable that by increasing the number of
triages, it is possible to achieve a reduction in waiting time for triage, however without
necessarily reducing the waiting time for the consultation. This action, implemented in
isolation, allows only the transfer of patients from one queue to another.
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Table 2. The countermeasure waiting to be implemented.

Problem Effect Countermeasures Benefits

(5) Some patients do not
bring with them the
required
complementary means
of diagnosis

Ineffective
consultations;
Cancelation of
consultations

Amendment of the call,
reinforcing the
importance of bringing
the required
complementary means of
diagnosis

Reduction of
ineffective
consultations;
Reduction of
cancelations

Fig. 1. Number of medical triages (top) and waiting time for medical triage (bottom).

In this sense, and since the objectives of this project are aligned with the objectives of
hospital management, it was possible to promote an additional capacity period in terms
of doctor*hours for the consultation process. The results of this initiative are shown in
Fig. 3.

The both performance indicators shown (Fig. 3) represents two of the indicators
monitored in the continuous improvement cycles.

The period of additional capacity took place between weeks 6 and 11 according
to what was presented. In weeks 12 and 13 there was a sharp drop in the number
of consultations carried out as it coincided with weeks when the service was partially
closed. It is possible to observe a reduction in themaximum and average waiting times as
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Fig. 2. Patient flow in the first medical appointment.

a result of additional consultations performed in the additional capacity period, starting
from 7th week. The average waiting time for CTH consultation decreased by 27%, being
initially 270 days and in week 19 of 196 days, and 16% at maximum times (decreasing
from 762 to 640 days).

Fig. 3. Number ofCTHmedical consultations (top) andwaiting time for firstmedical consultation
(bottom).

The reduction in the waiting time for the CTH medical consultation may be only
reflex from the additional consultations, but it is expected that it could reduce, in the long
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term, as a result of other actions implemented. Since these have already been reflected
in the waiting list for consultation of internal requests (Fig. 4), however only in the last
week.

Fig. 4. Waiting time for internal medical consultation.

In the case of internal consultations, the average waiting time at the beginning of the
study was 189 days and in the end 167 days, representing a reduction of 12%. Regarding
the maximum times there was a reduction of 25%, in the two last weeks.

5 Conclusions

This document presents the work developed in the outpatient orthopaedic specialty
service in a Portuguese hospital. This study aimed to find ways to reduce the patient’s
waiting time until the first consultation of the orthopaedic specialty, as a pilot test to
implement the adopted CI approach. Through a team of professionals and after the
presentation of some basic concepts of CI concept and Lean Philosophy, it was possible
to identify some constraints of the service and define improvement actions.

Initially was notorious the skepticism of some professionals towards some concepts
of Lean Philosophy, a limitation already identified in several studies [16] some diffi-
culties in obtaining performance indicators were faced [20], as well as an absence was
identified generalization of a CI culture. Nevertheless, although not unanimous, since
the participation of team members was not demonstrated in the same way, these lim-
itations were overcome and the team’s progressive involvement in the improvement
process became more and more evident. This involvement was reflected in the identi-
fication of problems in a constructive way and in the presentation and implementation
of improvement actions with effect in improving the values of the monitored KPIs. The
collaboration of the professionals involved and the hospital administrationwere essential
for the development of this project.

The results achieved are positive with more relevant evidence in the waiting time for
triage. The maximum waiting time for triage had a reduction from 612 days to 12 days
in 9 weeks, representing a reduction of around 98%, as well as the average waiting
time that presented an improvement in around a 90%. The average waiting time for
CTH consultation decreased by 27% and 16% at maximum times. In terms of internal
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consultations, the reductions were 12% and 25% in the average and maximum times,
respectively. This study presents a set of actions that seemingly simple, that could never
be implemented outside this context [19]. Themethodology used planted a seed in health
professionals towards the development of an IC culture.

Besides, it is believed that the actions implemented will present better results, in long
term, in the wait time for the consultation. Amore efficient triage process will bring very
positive results in the subsequent processes of this service.
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Abstract. The article presents the results of works aimed at evaluation of Mixed
Reality equipment for various industrial applications. The technical parameters
and the existing limitations of the 15 MR devices that appeared on the market in
the last two years was analyzed and compared. As a result, an overall equipment
ranking was developed, as well as an expert assessment in terms of their use
in industry in supporting operation and maintenance processes of machines and
devices, interactive trainings and product and process design. Due to the lack
of data, certificates and recommendations from equipment manufacturers, the
authors recommend planning and conducting experiments aimed at determining
the range of possible working conditions for selected devices. The limits of their
use by employees related to the frequency and severity of adverse effects should
be considered as well.

Keywords: Mixed reality ·Maintenance · Industry 4.0

1 Introduction

Most modern manufacturing companies seek to introduce the Industry 4.0 concept - the
paradigm of growing digitization and automation of the production environment [1]. In
those companies human workforce is integrated into manufacturing systems (as part of
Smart Factories [2] concept), therefore it must be flexible and adaptive [3]. In order to
reach that goal Virtual Reality (VR) and Augmented Reality (AR) are used for employee
training and work on production line [4]. This is also reflected in industry reports on new
technologies - for example, theGartnerHypeCycle for EmergingTechnologies report for
2018 [5]. The progress chart of new technologies no longer includes a point representing
VR -Gartner analysts have recognized that this technology has already reached a plateau.
Meanwhile, Augmented Reality (AR) and Mixed Reality (MR), which can provide
innovative solutions supporting user interaction, and thus can increase efficiency in
critical industrial processes are currently in the “valley of disappointment” [5]. This is
associated with a cooling of initial enthusiasm and emerging publications indicating
existing hardware and software restrictions, especially in the use of AR/MR goggles.

Nevertheless, there are many benefits of using AR/MR solutions as tools support-
ing supervising and controlling of production processes. In literature there are many
examples of using AR for simplification of information exchange [6, 7], reduction of
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downtime [8], display of KPI’s and current data [9, 10], access to resources and knowl-
edge [11, 12], and maintenance [13–17]. This is possible because AR/MR solutions can
exchange data with other IT systems and display complex information [18–20].

The observed reluctance of enterprises to use AR/MR technology may result from
the fact that its implementation in the company is difficult [21]. One of challenges is the
fact that it is difficult to find studies on the basis of which it would be possible to find
out which equipment will meet the specific expectations of the company. The previous
attempt to systematize AR solutions was made, among others, in 2011 [22], since then
many new devices and software solutions appeared on the market. There is no generally
available, comparative list of devices and AR equipment ranking that would include
company-specific processes.

The aim of the work carried out at the Virtual and Augmented Reality Laboratory
of the Poznan University of Technology was to analyze and then evaluate the available
AR and MR equipment and its possible application in industrial (mainly production)
conditions in terms of physical and technical conditions.

Due to the lack of data, certificates and recommendations from equipment manufac-
turers, the authors recommend planning and conducting experiments aimed at determin-
ing the range of possible working conditions for selected devices, as well as the limits
of their use by employees (maximum working time during a single shift, number and
frequency of breaks) related to the frequency and severity of adverse effects.

That is why, among other things, the idea of creating an original ranking emerged.
Using the own experience and available on-line materials of producers, reviewers and
users of AR/MR equipment, a sample of 15 devices was selected and their characteristics
and comparison were made. An expert assessment was also made in terms of their use
in industry in supporting work:

1) Operation and maintenance processes of machines and devices.
2) Interactive trainings (with particular emphasis on employees and service techni-

cians).
3) Product and process design.

2 Materials and Methods

2.1 AR/MR Devices Selection Criteria

The first stage of work was the selection of equipment that will be evaluated First,
information on AR/MR devices already available on the market was collected. Then,
devices were searched for in the development and prototype phases, with potential entry
into the market over the next 18 months. Discontinued devices that have been in the
prototyping phase for more than 2–3 years and no new reports have been discarded. The
dedicated devices (e.g. goggles for sports) have been discarded on the grounds of no
possibility of making custom applications for them. Projection devices that are not able
to serve as augmented reality devices (i.e. glasses with a display but without a camera,
which makes marker recognition impossible) were not considered, which also limited
the range of available devices. In this way, a sample of 15 devices was obtained, which
were characterized and classified in detail. Device characteristics were divided into 3
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groups: Projection and Vision parameters (Table 1), Interaction and Communication
parameters (Table 2) and Other (Table 3).

Table 1. Projection and vision characteristics of device

Parameter name Value

Image parameters • Resolution,
• Field of view

Resolution of the built-in camera for
photo/video and marker recognition

The presence and characteristics of other
cameras

Device type - the following types are
distinguished

• Intelligent 2D glasses (no stereoscopy),
• Intelligent 3D glasses (stereoscopy),
• See-through headset (transparent screen),
• Video-see-through helmet (opaque screen +
camera image)

Table 2. Interaction and communication characteristics of device

Paramter name Value

Possibility of independent operation • yes,
• no - operation with a PC,
• no - operation with a smartphone

Interaction methods distinguished • gazing,
• hand gestures,
• external wireless controller,
• voice control,
• touchpad

Audio equipment • headphones,
• speakers,
• microphone

Other sensors • depth cameras,
• terrain mapping,
• light sensors,
• GPS,
• etc.

Wireless communication • Wifi
• Bluetooth

Presence of wires • (wired/wireless)
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Table 3. Other parameters

Paramter name Value

Operating system • Windows,
• Android,
• Linux,
• Other

Computing power and storage • CPU/GPU characteristics,
• RAM,
• Storage space

Battery • Capacity
• Working time

Weight (g)

Price (USD)

Wireless communication • Wifi
• Bluetooth

Presence of wires • (wired/wireless)

Device name

Device manufacturer

Availability • commercially - it is on the market terrain mapping,
• pre-order
• demo

Intended use according to the producer • general,
• consumer,
• industrial,
• sport

The above-mentioned parameters were collected in a data base. The most important
information is generally summarized below:

1) Most of the selected devices are classified as see-through headsets (7 devices) and
smart glasses (7 devices), the distinction between glasses and headsets is primarily
weight and field of view (larger for sets, smaller for glasses).

2) Most devices are self-contained (12), some require a smartphone, and some work
as displays requiring a PC.

3) Two devices classified as stand-alone are connected to the calculation unit
(smartphone size) using a cable.

4) In the stand-alone devices, RAM is usually 2 GB, the range among the
characterized devices is 512 MB−16 GB.

5) The most common processor types among stand-alone devices are Snapdragon or
Intel Atom.

6) Most stand-alone devices allow to store applications and data on an external SD
card.
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7) The field of view and resolution are the largest (above 90°) in devices using a PC
as a calculation unit.

8) For smart glasses, the field of view value is sometimes very small (a dozen or so
degrees), some models have projection only in one eye.

9) As mentioned earlier, all devices have a photo-video camera, the size of the matrix
is variable in the range of 2–22 mpix.

10) Interaction methods vary depending on whether hand tracking is available; the
vast majority of devices can be operated by voice, a large number of devices
have dedicated controllers (requiring one-handed operation) or a built-in touchpad
(interaction of one finger with one hand, touchpads usually built in around the
temples); a smaller part of the headsets has built-in depth cameras, enabling the
recognition of hand gestures by the user.

11) Most devices have built-in IMU sensors (accelerometer + gyroscope + mag-
netometer), there is often a GPS sensor, in more expensive and more advanced
devices there are light sensors (ALS) or IR cameras for mapping the environment.

(12) Battery life (for wireless devices) provided by the manufacturers is at least 2–3 h,
and the most −12 h.

13) The weight of the devices ranges from several dozen grams (the lightest glasses)
to nearly 600 g (the heaviest headsets)

14) The cheapest of the characterized sets are those requiring a smartphone to operate
(USD 350–400), the most expensive are independent headsets with gesture and
environment recognition (USD 2000–3000); The average cost of buying smart
glasses is 700–1200 USD.

2.2 Use of AR/MR Goggles in Production Conditions

Equipment manufacturers rarely state the conditions under which they can safely operate
the equipment. It is usually assumed that the conditions are consistent with the working
conditions of standard smartphones. The exception from the classified devices is Trivisio
Loc. 30 that have high operating temperature range (−40 to+70 °C). In other cases, no
data - it should be assumed that the devices are not resistant to moisture, dust, impacts
and elevated temperature (which often occurs in production conditions). Several of the
classified devices are marked as “industrial” (including Vuzix M300, Epson Moverio
BT-300), so it can be assumed that they have been tested and are approved for operation
in such conditions.

Lighting conditions are a separate issue - due to translucent displays, AR/MRdevices
will perform better in conditions where lighting is less bright. Apart from sports glasses,
none of the devices is adapted to work in full sun, and as the authors experience shows, in
such conditions the visibility of any image on the semi-transparent display is negligible.
Some manufacturers (e.g. Epson) add tinted lenses to the glasses, which can be removed
- it is worth considering such a solution when the working conditions assume bright
lighting.

Regarding work ergonomics there are no special recommendations or reservations
from manufacturers. However, the authors’ experience shows that during prolonged
(regular) use of headsets or glasses the following problems may appear [23, 24]:
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– eye strain caused by the need to constantly change accommodation (looking at the
change on the digital screen and the real world) in some models of glasses, or with
poor image calibration,

– headaches and temporary vision problems caused by stereoscopic projection (symp-
toms of cyber sickness),

– fatigue of one eye with long use of glasses with a single display,
– imprints and irritation of the scalp (forehead, nose area, etc.) caused by the weight of
the set and/or its heating during operation,

– cervical spine pains caused by the weight of some sets.

Inwired devices, there are also issues of comfort of use due to the need for appropriate
handling of wires. This also applies to devices where glasses and a computing unit are
wired, which must also be stored on the user’s body during work (e.g. in a pocket, but
with easy access due to the need for touch operation).

All the above recommendations should be taken into account when designing appli-
cations supportingwork in industrial conditions. The issues of ergonomics and resistance
to conditions are particularly important in the application for process support (constant
work with the use of AR equipment, e.g. throughout the entire work shift) or - less so
- in supporting the operation and maintenance of machines (shorter work, but in less
controlled conditions, e.g. outdoors, in winter, in high humidity, dust, etc.).

2.3 Methodology of Analysis and Evaluation of Devices

As part of the device analysis, their rankings were developed for specific applications.
Team of experts was assembled to conduct the assessment. Two of them were VR/AR
specialists with more than 10 years of expertise and two others were industrial engineers
with huge expertise on use of AR systems according to the Industry 4.0 concept. The
assessment proceeded as follows:

1) For each of the devices, the team of experts awarded points from 1 to 5 in categories
identical to the criteria of characterization and possible and sensible for evaluation
(some criteria were aggregated into one, e.g. cameras and sensors, the aspect of
market availability, naming, etc. was omitted). Pointswere awarded arbitrarily, based
on the experts’ own experience.

2) For three of the distinguished industrial applications (operation, process, training),
specific weights of specific assessment categories were adopted by expert judgment.
Theweight values ranged from 1 to 20 for specific criteria. The highest weight values
were adopted for those assessment categories that may affect the zero-specified util-
ity of devices in a given application (e.g. cabling and dependence on a PC practically
eliminates the use in operation and maintenance processes).

3) Points of individual devices in individual categories were multiplied by weights for
particular applications, obtaining 3 point tables.

4) Points were added to four sums: overall score and score for 3 potential industrial
applications. Themaximal scores to obtainwere: 80 for general ranking (noweights),
530 for maintenance, 645 for process and 285 for training.

5) The values have been scaled so that the best device gets 100 points.
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6) Devices were arranged according to points, obtaining four rankings. In this way, a
standardized, summarized score of 15 devices was created (four rankings).

3 Results and Discussion

General ranking of AR/MR devices ranking (from best to worst) is presented in Table 4.

Table 4. General ranking of AR/MR devices

Place Device Points Price (USD)

1 Thirdeye Gen X2 100 2,250.00

2 Microsoft HoloLens 2 98 3,500.00

3 Magic Leap 98 2,295.00

4 Shadow Creator Action One 91 899.00

5 ODG R-9 89 1,800.00

6 Dynaedge AR100 89 1,900.00

7 Meta 2 89 1,400.00

8 Microsoft HoloLens 88 3,000.00

9 Dimension NXG Ajnalens 88 1,500.00

10 Occipital Bridge 86 399.00

11 Vuzix m300 82 1,285.00

12 Moverio BT-300 79 760.00

13 Trivisio LOC.30 73 -

14 Sony Smart Eyeglass 70 840.00

15 Vuzix Blade 70 1,254.00

The graphical presentation of the ranking is shown in the Fig. 1.
Figures 2, 3 and 4 present rankings in terms of maintenance, production process and

industrial training, respectively. Only devices that have obtained a standardized sum of
approx. 90 points should be considered useful in a given application - the methodology
adopted for calculating points and weights does not allow for very visible differences
(the worst devices have slightly less than 70 points).

The general ranking does not contain weighed assessment of usability in certain
applications, that is why it should be the last one to take into account while making a
selection of a particular device. The three applications have very distinct requirements
– the highest being for the process, the lowest (relatively) for the training, however the
differences are quite significant.

In terms of raw numbers (not shown in Figs. 1, 2, 3 and 4), the following observations
should be emphasized:
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Fig. 1. General ranking of the AR/MR devices

– the highest scoring devices in the general ranking (Thirdeye Gen X2, HoloLens 2,
Magic Leap) acquired 65–66 points (80 being the maximum), which is 82,5% of the
possible maximum score,

– the highest score for maintenance was 474/530 points (HoloLens 2), which is 89% of
possible points to obtain,

– for the process, the highest score was 497/645 (Thirdeye Gen X1), 77% of maximum
score,

– for the training, the highest scorewas 235/285 (Meta 2), which is 82%of themaximum
score.
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Fig. 2. Ranking of top 5 AR/MR devices for maintenance.

Fig. 3. Ranking of top 5 AR/MR devices for production process.

Observation of ranking tables allows drawing the following conclusions:

1) As the best universal devices (presence in the forefront of all rankings, the first three
places in the overall ranking), the following should be mentioned: Thirdeye Gen X2,
Microsoft HoloLens 2 and Magic Leap.

2) Microsoft HoloLens 2 is the best solution for maintenance service at industrial
level, of the devices taken into consideration. However, apart from this particular
ranking, it is not the top device as assessed by the experts. Practical observations
and experiments by the authors allow to conclude, that it is not yet ready for full
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Fig. 4. Ranking of top 5 AR/MR devices for the industrial training.

industrial implementation, mostly due to lack of intuitiveness of use and certain
problems with ergonomics.

3) The Thirdeye Gen X2 is a device that on average gets the highest score in all the
three rankings. However, it was not commercially available at the time of conducting
the studies, so its score must be taken with caution.

4) It is worth paying attention to the low positions in the rankings of intelligent 3D
glasses available on the market for some time (manufacturers: Vuzix, Sony) - their
weaker parameters are also not correlated with a lower price, as devices topping in
rankings sometimes have a similar price.

5) Wired and dependent devices (e.g. Meta 2) have a chance for real industrial appli-
cation only in the field of training; an alternative solution increasing their potential
is the use of a portable computer (laptop) adapted to work in a special backpack
worn by the user, recommended by some manufacturers; in this application, work
ergonomics is very limited, but full user mobility is gained.

6) The ranking for the process application looks almost entirely different as the other
rankings – the top 5 contains mostly smart glasses. That is why the weights are
distributed in a different way, with lowmass, long battery life and better ergonomics
being higher scored than the other qualities.

4 Conclusions

In the paper, the 15 available AR devices for industrial applications were character-
ized and ranked by experts’ judgement. The presented rankings should be generally
approached with caution due to the comparison of the scores of devices already avail-
able and checked with devices entering the market - the latter generally obtained higher
scores. Of course, this is logical due to the constant development of equipment, but the
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manufacturer’s promises will not always be covered in reality. Hence the recommen-
dation of practical verification and consideration at a given time of implementing only
such devices that are commercially available without having to order as a pre-order.

The authors recommend conducting practical (laboratory and industrial) experiments
on the devices listed in the above conclusions to obtain a full picture of the situation, not
based solely on the comparative assessment of measurable parameters and the subjective
expert assessment of qualitative parameters. Often, the usability of a particular device
could be a matter of adapting an application for it.

However, as results of observations by the authors, none of the devices is perfect. In
particular rankings, no device scored higher than 90% for the set criteria. In general, the
AR devices available in the market seem to be the best suited for the maintenance and
training. This is due to short time required for a single session – the perceived discomfort
of use (present due to imperfections such as high mass or low quality of screens) does
not manifest itself as much, as in the process application, where the device is being used
almost constantly during the whole working shift.

As of 2021, the industrial AR technology must be assessed as being still in devel-
opment (as opposed to VR technology, which is readily implemented in production
conditions). No particular device meets all the requirements of the industrial applica-
tions and there are numerous limitations of use. However, the potential is very high
and the next generation of devices should be fully suited to requirements of industrial
recipients.
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