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Preface

Welcome to the proceedings of the 21st annual International Conference on
Computational Science (ICCS 2021 - https://www.iccs-meeting.org/iccs2021/).

In preparing this edition, we had high hopes that the ongoing COVID-19 pandemic
would fade away and allow us to meet this June in the beautiful city of Kraków,
Poland. Unfortunately, this is not yet the case, as the world struggles to adapt to the
many profound changes brought about by this crisis. ICCS 2021 has had to adapt too
and is thus being held entirely online, for the first time in its history.

These challenges notwithstanding, we have tried our best to keep the ICCS com-
munity as dynamic and productive as always. We are proud to present the proceedings
you are reading as a result of that.

ICCS 2021 was jointly organized by the AGH University of Science and Tech-
nology, the University of Amsterdam, NTU Singapore, and the University of
Tennessee.

The International Conference on Computational Science is an annual conference
that brings together researchers and scientists from mathematics and computer science
as basic computing disciplines, as well as researchers from various application areas
who are pioneering computational methods in sciences such as physics, chemistry, life
sciences, engineering, arts, and humanitarian fields, to discuss problems and solutions
in the area, identify new issues, and shape future directions for research.

Since its inception in 2001, ICCS has attracted an increasing number of attendees
and higher quality papers, and this year is not an exception, with over 350 registered
participants. The proceedings have become a primary intellectual resource for com-
putational science researchers, defining and advancing the state of the art in this field.

The theme for 2021, “Computational Science for a Better Future,” highlights the
role of computational science in tackling the current challenges of our fast-changing
world. This conference was a unique event focusing on recent developments in scalable
scientific algorithms, advanced software tools, computational grids, advanced numer-
ical methods, and novel application areas. These innovative models, algorithms, and
tools drive new science through efficient application in physical systems, computational
and systems biology, environmental systems, finance, and other areas.

ICCS is well known for its excellent lineup of keynote speakers. The keynotes for
2021 were given by

• Maciej Besta, ETH Zürich, Switzerland
• Marian Bubak, AGH University of Science and Technology, Poland | Sano Centre

for Computational Medicine, Poland
• Anne Gelb, Dartmouth College, USA
• Georgiy Stenchikov, King Abdullah University of Science and Technology, Saudi

Arabia
• Marco Viceconti, University of Bologna, Italy

https://www.iccs-meeting.org/iccs2021/


• Krzysztof Walczak, Poznan University of Economics and Business, Poland
• Jessica Zhang, Carnegie Mellon University, USA

This year we had 635 submissions (156 submissions to the main track and 479 to the
thematic tracks). In the main track, 48 full papers were accepted (31%); in the thematic
tracks, 212 full papers were accepted (44%). A high acceptance rate in the thematic
tracks is explained by the nature of these tracks, where organisers personally invite
many experts in a particular field to participate in their sessions.

ICCS relies strongly on our thematic track organizers’ vital contributions to attract
high-quality papers in many subject areas. We would like to thank all committee
members from the main and thematic tracks for their contribution to ensure a high
standard for the accepted papers. We would also like to thank Springer, Elsevier, and
Intellegibilis for their support. Finally, we appreciate all the local organizing committee
members for their hard work to prepare for this conference.

We are proud to note that ICCS is an A-rank conference in the CORE classification.
We wish you good health in these troubled times and look forward to meeting you at

the conference.

June 2021 Maciej Paszynski
Dieter Kranzlmüller

Valeria V. Krzhizhanovskaya
Jack J. Dongarra
Peter M. A. Sloot
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Abstract. Quantum finite automata (QFAs) literature offers an alter-
native mathematical model for studying quantum systems with finite
memory. As a superiority of quantum computing, QFAs have been shown
exponentially more succinct on certain problems such as recognizing
the language MODp = {aj | j ≡ 0 mod p} with bounded error, where
p is a prime number. In this paper we present improved circuit based
implementations for QFA algorithms recognizing the MODp problem using
the Qiskit framework. We focus on the case p = 11 and provide a 3
qubit implementation for the MOD11 problem reducing the total number
of required gates using alternative approaches. We run the circuits on
real IBM quantum devices but due to the limitation of the real quantum
devices in the NISQ era, the results are heavily affected by the noise. This
limitation reveals once again the need for algorithms using less amount
of resources. Consequently, we consider an alternative 3 qubit implemen-
tation which works better in practice and obtain promising results even
for the problem MOD31.

Keywords: Quantum finite automata · Quantum circuit · Rotation
gate · Quantum algorithms

1 Introduction

Quantum finite automata literature offers an alternative mathematical model
for studying quantum systems with finite memory. Many different models have
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been proposed with varying computational powers [5]. Moore-Crutchfield quan-
tum finite automaton (MCQFA) [9] is one of the earliest proposed models which
is obtained by replacing the transition matrices of the classical finite automata
by unitary operators. Despite the fact that they are weaker than their classical
counterparts in terms of their language recognition power, for certain languages
MCQFAs have been shown to be more succinct. One such example is the lan-
guage MODp = {aj | j ≡ 0 mod p}, where p is a prime number: MCQFAs were
shown to be exponentially more space-efficient than their classical counterparts
[3].

Experimental demonstration of quantum finite automata has recently gained
popularity. In [12], the authors implement an optical quantum finite automaton
for solving promise problems. A photonic implementation for MODp problem is
presented in [8]. MCQFA for the MODp problem has been also implemented using
a circuit based approach within Qiskit and Rigetti frameworks by Kālis in his
Master’s Thesis [7].

As a continuation of [7], in this paper we present improved circuit based
implementations for MCQFA recognizing the MODp problem using the Qiskit
framework. We start with the naive implementation proposed in [7] and provide a
new implementation which reduces both the number of qubits and the number of
required basis gates, due to an improved implementation of the multi-controlled
rotation gate around y-axis and the order in which the gates are applied. We
demonstrate the results of the experiments carried out by IBMQ backends for
both the improved naive implementation and the optimized implementation of
[7]. Regarding the optimized implementation, we experimentally look for the
parameters which would minimize the maximum error rate.

We also propose a 3-qubit parallel implementation which works better in
practice for the MOD11 and MOD31 problems. The choice of parameters for this
implementation heavily influences the outcomes unlike the optimized implemen-
tation where this choice does not have a huge impact on the acceptance proba-
bilities.

We conclude by suggesting a new implementation for the rotation gate around
y-axis, taking into account the new basis gates, the gates that are implemented
at the hardware level–that have been recently started to be used by IBM. This
new proposal lays the foundations for future work on the subject.

The source code of our quantum circuits can be accessed from https://gitlab.
com/qworld/qresearch/research-projects/qfa-implementation/-/tree/iccs-2021.

2 Background

We assume that the reader is familiar with the basic concepts and terminology
in automata theory and quantum computation. We refer the reader to [5,10,11]
for details.

Throughout the paper, Σ denotes the finite input alphabet, not containing
the left and right-end markers (¢ and $, respectively), and Σ̃ denotes Σ ∪{¢, $}.
For a string w ∈ Σ∗, its length is denoted by |w| and, if |w| > 0, wi denotes the
ith symbol of w. For any given input string w, an automaton processes string
w̃ = ¢w$ by reading it symbol by symbol and from left to right.

https://gitlab.com/qworld/qresearch/research-projects/qfa-implementation/-/tree/iccs-2021
https://gitlab.com/qworld/qresearch/research-projects/qfa-implementation/-/tree/iccs-2021
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There are several models of quantum finite automata (QFAs) in the literature
with different computational powers [5]. In this paper, we focus on the known
most restricted model called as Moore-Crutchfield quantum finite automaton
(MCQFA) model [9].

Formally, a d-state MCQFA is a 5-tuple

M = (Σ,Q, {Uσ | σ ∈ Σ̃}, qs, QA),

where Q = {q1, . . . , qd} is the finite set of states, Uσ is the unitary operator for
symbol σ ∈ Σ̃, qs ∈ Q is the start state, and QA ⊆ Q is the set of accepting
states.

The computation of M is traced by a d-dimensional vector, called the state
vector, where jth entry corresponds to state qj . At the beginning of computation,
M is in quantum state |qs〉, a zero vector except its sth entry, which is 1. For each
scanned symbol, say σ, M applies the unitary operator Uσ to the state vector.
After reading symbol $, the state vector is measured in the computational basis.
If an accepting state is observed, the input is accepted. Otherwise, the input is
rejected.

For a given input w ∈ Σ∗, the final state vector |vf 〉 is calculated as

|vf 〉 = U$Uw|w| · · · Uw1U¢ |qs〉 .

Let |vf 〉 = (α1 α2 · · · αd)
T . Then, the probability of observing the state qj is

|αj |2, and so, the accepting probability of M on w is
∑

qj∈QA
|αj |2.

3 MODp Problem and QFA Algorithms

For any prime number p, we define language

MODp = {aj | j ≡ 0 mod p}.

Ambainis and Freivalds [3] showed that MCQFAs are exponentially more suc-
cinct than their classical counterparts, i.e., MODp can be recognized by an MCQFA
with O(log p) states with bounded error, while any probabilistic finite automa-
ton requires at least p states to recognize the same language with bounded error.
The MCQFA constructions given in [3] were improved later by Ambainis and
Nahimovs [4].

3.1 2-State QFA

We start with giving the description of a 2-state MCQFA that accepts each
member of MODp with probability 1 and rejects each nonmember with a nonzero
probability.

Let Mp be an MCQFA with the set of states Q = {q1, q2}, where q1 is the
starting state and the only accepting state. The identity operator is applied when
reading ¢ or $. Let Σ = {a}, which is often denoted as a unary alphabet. For
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each symbol a, the counter-clockwise rotation with angle 2π/p on the unit circle
is applied:

Ua =
(

cos (2π/p) − sin (2π/p)
sin (2π/p) cos (2π/p)

)

.

The minimal rejecting probability of a non-member string w by the automa-
ton Mp is sin2 (|w| · 2π/p), which gets closer to 0 when |w| approaches an integer
multiple of p. One may notice that instead of 2π/p, it’s also possible to use
the rotation angle k · 2π/p for some k ∈ {1, . . . , p − 1}. It is easy to see that
the rejecting probability of each non-member differs for different values of k,
but the minimal rejecting probability will not be changed when considering all
non-members.

On the other hand, to obtain a fixed error bound, we can execute more than
one 2-state MCQFA in parallel, each of which uses a different rotation angle.

3.2 O(log p)-State QFAs

Here we explain how to combine 2-state MCQFAs with different rotation angles
to obtain a fixed error bound.

First, we define the 2-state MCQFA Mk
p as same as Mp except for the rotation

angle for the symbol a, which is now k · 2π/p where k ∈ {1, . . . , p − 1}.
Then we define the 2d-state MCQFA MK

p , where K is a set formed by d
many k values: K = {k1, . . . , kd} and each kj ∈ K is an integer between 1 and
p−1. The MCQFA MK

p executes d 2-state MCQFAs {Mk1
p , . . . ,Mkd

p } in parallel.
The state set of MK

p is formed by d pairs of {q1, q2}:

{q11 , q
1
2 , q

2
1 , q

2
2 , . . . , q

d
1 , q

d
2} .

The state q11 is the starting state and the only accepting state. At the beginning
of the computation, MK

p applies a unitary operator U¢ when reading the symbol
¢ and enters the following superposition:

∣
∣q11

〉 U¢−−−−→ 1√
d

∣
∣q11

〉
+

1√
d

∣
∣q21

〉
+ · · · +

1√
d

∣
∣qd

1

〉
.

In other words, we can say that MK
p enters an equal superposition of 2-state

MCQFAs Mk1
p ,Mk2

p , . . . ,Mkd
p . Until reading the right end-marker, MK

p executes
each 2-state sub-automaton, M

kj
p , in parallel, where M

kj
p rotates with angle

2πkj/p. Thus, the overall unitary matrix of MK
p for symbol a is

Ua =
d⊕

j=1

Rj =

⎛

⎜
⎜
⎜
⎝

R1 0 · · · 0
0 R2 · · · 0
...

...
. . .

...
0 0 · · · Rd

⎞

⎟
⎟
⎟
⎠

,

where

Rj =
(

cos (2πkj/p) − sin (2πkj/p)
sin (2πkj/p) cos (2πkj/p)

)

.
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After reading the symbol $, we apply the unitary operator U$ = U−1
¢ . This

overall algorithm gives us an exponential advantage of quantum computation
over classical computation for some suitable values for K, for each p. It was
shown [3] that, for each p, there exists a set of K with d = O(log p) elements
such that MK

p recognizes MODp with a fixed error bound.

4 MODp Implementations

In this section, we present our implementation schema in Qiskit and results on
simulators and real machines.

4.1 Single Qubit Implementation

We start with a single qubit implementation. An example implementation of
2-state MCQFA M7 for MOD7 is given in Fig. 1 where the input string is aaa:

Fig. 1. Single qubit MOD7 implementation

This circuit has one qubit (q0) and one bit (c0). There are different rotation
operators (gates) in Qiskit. Here we use Ry gate, which is defined on the Bloch
sphere and takes the twice of the rotation angle as its parameter to implement the
rotation on the unit circle on the |0〉−|1〉 plane. The outcome of the measurement
at the end is written to the classical bit c0.

4.2 Three-Qubit Implementations of MODp

A Naive Implementation. To implement the unitary operator given in Sub-
sect. 3.2, we use controlled gates, the conditional statements of the circuits. The
implementation cost of the controlled gates are expensive and unfortunately, the
straightforward implementation of the above algorithm is costly.

Kālis [7] gave a four-qubit implementation of the above algorithm for the
problem MOD11, where three qubits are used to simulate four sub-automata and
one ancilla qubit is used to implement the controlled operators.

Here we present our implementation schema by using only 3 qubits. All dia-
grams are obtained by using Qiskit [1]. We use three qubits called q2, q1, q0. We
implement U¢ operator by applying Hadamard gates to q2 and q1. The initial
state is |000〉. After applying Hadamard operators, we will have the following
superposition, in which we represent the state of q0 separately:

|v¢〉 =
1
2

|00〉 ⊗ |0〉 +
1
2

|01〉 ⊗ |0〉 +
1
2

|10〉 ⊗ |0〉 +
1
2

|11〉 ⊗ |0〉



8 U. Birkan et al.

The unitary matrix for symbol a is represented as follows:

Ua =

⎛

⎜
⎜
⎝

R1 0 0 0
0 R2 0 0
0 0 R3 0
0 0 0 R4

⎞

⎟
⎟
⎠

In order to implement Ua, we apply R1 when q2 ⊗ q1 is in state |00〉, R2 when
q2 ⊗ q1 is in state |01〉, R3 when q2 ⊗ q1 is in state |10〉, and R4 when q2 ⊗ q1 is
in state |11〉.

We pick K = {1, 2, 4, 8}. Then, after applying Ua, the new superposition
(UaU¢ |000〉) becomes

|v1〉 =
1
2

|00〉 ⊗ Ry (2π/11) |0〉 +
1
2

|01〉 ⊗ Ry (4π/11) |0〉

+
1
2

|10〉 ⊗ Ry (8π/11) |0〉 +
1
2

|11〉 ⊗ Ry (16π/11) |0〉 .

Once we have a block for Ua, then we can repeat it in the circuit as many times
as the number of symbols in the input. If our input is am, then the block for Ua

is repeated m times. After applying Um
a , the new superposition becomes

|vm〉 =
1
2

|00〉 ⊗ Rm
y (2π/11) |0〉 +

1
2

|01〉 ⊗ Rm
y (4π/11) |0〉

+
1
2

|10〉 ⊗ Rm
y (8π/11) |0〉 +

1
2

|11〉 ⊗ Rm
y (16π/11) |0〉 .

After reading the whole input, before the measurement, we apply the Hadamard
gates which correspond to the operator for symbol $.

There is no single-gate solution we can use to implement all of these operators
though. Besides, the controlled operators are activated only when all of the
control qubits are in state |1〉. This is why X gates are used; to activate the
control qubits when they are in state |0〉. Figure 2 depicts a circuit implementing
Ua.

Fig. 2. A naive MODp circuit implementation

Initially, two X gates (represented as ⊕ in the circuit diagrams) are applied
and R1 is implemented as the controlled rotation gate will be activated only
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when the control qubits are initially in state |00〉. Next, we apply X gate to q2
and so the controlled qubits are activated when in state |01〉 and we implement
R2. Similarly, we implement R3 by applying X gates to both qubits so that the
controlled qubits are activated when in state |10〉, and finally we implement R4

so that the control qubits are activated in state |11〉.
Next, we discuss how to reduce the number of X gates and an improved

implementation is given in Fig. 3. Initially, R4 is implemented as the controlled
operators will be activated only in state |11〉. Next, we apply X gate to q2 and so
the controlled qubits are activated when in state |10〉, and so, we implement R3.
We apply X gate to q1 and similarly the controlled qubits are activated when
in state |11〉 so that we implement R1. Finally, we apply X gate to q2 again
to implement R2. Note, that we apply one more X gate at the end so that the
initial value of q2 is restored.

Fig. 3. An improved (but still naive) MODp circuit implementation

The number of X gates can be reduced further by omitting the last X gate
in the above diagram and changing the order of Ry gates in the next round so
that they follow the values of the controlled qubits. For each scanned a, either
one of the blocks is applied, alternating between the two, starting with the first
block. Overall, three X gates are used instead of four X gates for a single a.
Note that when the input length is odd, we should always use an extra X gate
before the final pair of Hadamard gates. The blocks are depicted below (Fig. 4).

Fig. 4. Reducing the NOT gates using two blocks to implement Ua

When we implement the circuit in Qiskit, there are different approaches to
implement the multi-controlled rotation gate. One option is Kālis’ implementa-
tion [7] that takes advantage of Toffoli gates and controlled rotations as seen



10 U. Birkan et al.

in Fig. 5a. Another possibility is to use the built-in RYGate class in Qiskit. An
alternative implementation of controlled Ry gate presented in [6] is given in
Fig. 5b. In this implementation, the rotation gates applied on the target qubit
cancel each other unless the control qubits are in state |11〉 which is checked
by the Toffoli gate, thus yielding the same effect as an Ry gate controlled by
two qubits. As a further improvement, the Toffoli gate can be replaced with the
simplified Toffoli gate, (also referred to as Margolus gate in Qiskit) which has a
reduced cost compared to Toffoli gate. This replacement does not affect the over-
all algorithm as only the states corresponding to first and second sub-automata
and that of third and fourth sub-automata are swapped.

Fig. 5. Controlled Ry gate implementations

Before running a circuit on an IBMQ device, each gate is decomposed into
basis gates U1, U2, U3 and CX1 and this decomposition also depends on the back-
end on which the circuit is run and the physical qubits used on the machine. In
the table given below, the number of basis gates required to implement the rota-
tion gate with two controls using the two approaches is given for the IBMQ Santi-
ago and IBMQ Yorktown machines with the default optimization level (Table 1).

Table 1. Number of basis gates required by the controlled rotation gate implementa-
tions

RYGate Alternative

U1 U2 U3 CX U1 U2 U3 CX

Santiago 0 0 6 11 1 2 1 9

Yorktown 0 0 6 8 4 1 2 6

Next, we present some experimental results about MOD11 problem comparing
the performance of the 4 qubit implementation which was originally proposed
in [7] and our improved version with 3 qubits where the number of X gates are
reduced and the controlled rotation gates are implemented using the alternative
approach. The acceptance probability of each word is the number of times the
states |000〉 and |0000〉 are observed divided by the number of shots (which was

1 The set of basis gates was changed to CX, I, Rz,
√
X, X in January 2021.
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taken as 1000 for the experiments) for 3 qubit and 4 qubit implementations,
respectively. The results do not look promising as the acceptance probabilities
are around 0.125 and 0.0625 for the 3 qubit and 4 qubit implementations, which
are the probabilities of observing a random result. Ideally, the acceptance prob-
abilities for the word lengths 11 and 22 would have been close to 1 (Fig. 6).

Fig. 6. Acceptance probabilities for MOD11 naive implementation

There are three main sources of error in IBMQ machines: number of qubits,
circuit depth and the number of CX gates. Even though our 3-qubits naive
implementation reduced the number of qubits and CX gates, this improvement
was not enough to have any meaningful result. Each Margolous gate still requires
3 CX gates which is better compared to the Toffoli gate which requires 6 but it
is still not enough [1]. In addition, the connectivity of the underlying hardware
requires some additional CX gates when the 4-qubits circuit is transpiled. Nev-
ertheless, our implementation provides a significant improvement in the number
of basis gates required for the implementation of the algorithm. In Table 2, we
list the number of basis gates required by both implementations for word length
11 using the default optimization level by IBMQ Santiago backend.

An Optimized Implementation. The circuit construction above can be
improved by sacrificing some freedom in the selection of rotation angles as pro-
posed in [7]. In the circuit diagram given in Fig. 7, only the controlled rotation
operators are used, where the unitary matrix for symbol a is as follows:

Ũa =

⎛

⎜
⎜
⎝

R1 0 0 0
0 R2R1 0 0
0 0 R3R1 0
0 0 0 R3R2R1

⎞

⎟
⎟
⎠

Thus, each sub-automaton applies a combination of rotations among three
rotations.
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Fig. 7. Optimized implementation for MOD11

Upon reading the left end-marker, we have the superposition state |v¢〉. The
block Ũa between the Hadamard operators represent the unitary operator corre-
sponding to symbol a. After reading the first a, the new superposition becomes

|ṽ1〉 =
1
2

|00〉 ⊗ Ry(θ1) |0〉 +
1
2

|01〉 ⊗ Ry(θ2)Ry(θ1) |0〉

+
1
2

|10〉 ⊗ Ry(θ3)Ry(θ1) |0〉 +
1
2

|11〉 ⊗ Ry(θ3)Ry(θ2)Ry(θ1) |0〉 .

By letting φ1 = θ1, φ2 = θ1 + θ2, φ3 = θ1 + θ3, and φ4 = θ1 + θ2 + θ3, the
state |ṽ1〉 can be equivalently expressed as

|ṽ1〉 =
1
2

|00〉 ⊗ Ry(φ1) |0〉 +
1
2

|01〉 ⊗ Ry(φ2) |0〉

+
1
2

|10〉 ⊗ Ry(φ3) |0〉 +
1
2

|11〉 ⊗ Ry(φ4) |0〉 .

Compared to the 3 qubit implementation presented in the previous subsec-
tion, this implementation uses less number of gates and especially the number of
CX gates is reduced. Furthermore, as no multi-controlled gates are required, the
number of CX gates used by the IBMQ Santiago machine even reduces when
the default optimization is used. The number of required basis gates for various
implementations is given in Table 2 for word length 11.

Table 2. Number of basis gates required by naive and optimized implementations ran
on IBMQ Santiago

Implementation Basis gates

U1 U2 U3 CX

3 Qubits Naive 270 15 121 270

4 Qubits Naive 561 154 114 1471

Optimized 0 4 44 55

We conducted experiments on IBMQ Santiago machine with two different
set of values of k, {2, 4, 8} and {4, 9, 10}. A discussion about the choice of the
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value of k is presented in the next subsection. The results are still far from the
ideal as it can be seen in Fig. 8. We also plotted the ideal results we got from
the simulator. When compared with the naive implementation, we observe that
the acceptance probabilities fluctuate until a certain word length but after some
point they tend to converge to 1⁄8, the probability of selecting a random state.

Fig. 8. Acceptance probabilities for MOD11 optimized implementation

A Parallel Implementation. Recall that in the single qubit implementation,
we have a single automaton, but the problem is, that we get arbitrarily large error
for nonmember strings and we try to reduce it by running multiple sub-automata
in parallel. In this section we provide some experimental results about MODp
problem where we simply run each sub-automaton using a single qubit. Although
theoretically this approach has no memory advantage, it works better in real
devices as no controlled gates are used while still providing a space advantage
in terms of number of bits in practice.

Consider the circuit diagram given in Fig. 9. Using three qubits, we run three
automata in parallel with three different rotation angles.

Fig. 9. Parallel MOD11 circuit where each qubit implements an MCQFA

In this implementation, the unitary operators corresponding to ¢ and $ are
identity operators. Upon reading the first a, the new state becomes

|v′
1〉 = Ry(θ1) |0〉 ⊗ Ry(θ2) |0〉 ⊗ Ry(θ3) |0〉 .



14 U. Birkan et al.

We conducted experiments on IBMQ Santiago machine for MOD11 problem
with K = {1, 2, 4} and for MOD31 problem with K = {8, 12, 26}. The results are
summarized in Fig. 10.

Fig. 10. Acceptance probabilities for MOD31 and MOD11 parallel implementations

From the graphs above we can see that the experimental results on real
machines coincide with the simulator outcome especially for small word lengths.
The number of required basis gates to implement the parallel implementation is
simply three times the length of the word.

Choosing Values of k. In [4], the authors consider various values of k for the
optimized implementation. One proposal is the cyclic sequences which work well
in numerical experiments and give an MCQFA with O(log p) states. Another
proposal is the AIKPS sequences [2] for which the authors provide a rigorous
proof but it requires larger number of states.

We conducted several experiments on the local simulator to see which values
of k produce better results for the optimized and parallel MCQFA implementa-
tions. We define the maximum error as the highest acceptance probability for
a nonmember string and we investigated for which values of k, the maximum
error is minimized. Experimental findings are listed below, in Table 3.
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Table 3. Standard deviation and mean values for compared circuits

Min Max Mean Std. Dev.

MOD11 optimized 0.010 0.080 0.034 0.018

MOD11 parallel 0.109 0.611 0.270 0.148

MOD31 parallel 0.319 0.974 0.615 0.167

In the optimized implementation, the maximum error ranges between 0.01
and 0.08 with a standard deviation of 0.018 so it can be concluded that the
choice of different values of k does not have a significant impact on the success
probabilities, for this specific case. When we move on to parallel implementation,
we observe that the maximum error probabilities vary heavily depending on the
choice of the value of k. Interquartile range is much larger this time. Furthermore,
MOD31 results include error values as high as 0.97 in the third quartile. MOD11
also has some outliers that show far greater error than we would like to work
with. With this insight, we picked the values of k accordingly in the parallel
implementation, which had an impact on the quality of the results we obtained.

5 Conclusion and Future Work

The goal of this study was to investigate circuit implementations for quantum
automata algorithms solving MODp problem. As a way of dealing with the limita-
tions of NISQ devices, we considered different implementation ideas that reduce
the number of gates and qubits used. Our findings contribute to the growing
field of research on efficient implementations of quantum algorithms using lim-
ited memory.

Recently, the basis gates of IBMQ backends were reconfigured as CX, I, Rz,√
X, and X. As a result, a new methodology should be developed in order to

reduce the number of required gates. For instance, the circuit with two consec-
utive Ry gates that is transpiled by Qiskit is given in Fig. 11a. Instead of this
design, we propose the implementation given in Fig. 11b, which would reduce the
number of required basis gates. We use the fact that Ry(θ) =

√
X ·Rz(θ)·

√
X ·X,

hence multiple rotations can be expressed as Rn
y (θ) =

√
X · Rn

z (θ) · √
X · X.

Fig. 11. Ry gate implementations with the new basis set
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set with small Fourier coefficients. Bull. Lond. Math. Soc. 22(6), 583–590 (1990)

3. Ambainis, A., Freivalds, R.: 1-way quantum finite automata: strengths, weaknesses
and generalizations. In: 39th Annual Symposium on Foundations of Computer
Science, FOCS 1998, pp. 332–341. IEEE Computer Society (1998)

4. Ambainis, A., Nahimovs, N.: Improved constructions of quantum automata. Theor.
Comput. Sci. 410(20), 1916–1922 (2009)

5. Ambainis, A., Yakaryılmaz, A.: Automata and quantum computing. CoRR
abs/1507.01988 (2015). http://arxiv.org/abs/1507.01988

6. Barenco, A., et al.: Elementary gates for quantum computation. Phys. Rev. A
52(5), 3457–3467 (1995)
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Abstract. The application of quantum algorithms on some problems in
NP promises a significant reduction of time complexity. This work uses
Grover’s Algorithm, designed to search an unstructured database with
quadratic speedup, to find valid a solution for an instance of the on-call
operator scheduling problem at the German Space Operation Center.
We explore new approaches in encoding the problem and construct the
Grover oracle automatically from the given constraints and independent
of the problem size. Our solution is not designed for currently available
quantum chips but aims to scale with their growth in the next years.

Keywords: Grover’s algorithm · On-call scheduling · Satellites

1 Introduction

Grover’s algorithm [15] is one of the best-known algorithms offering significant
speed-up for computational problems on a quantum computer. It features a
quadratic speed-up for every problem which can be described as a search in an
unsorted database. Hence, it allows significant improvements for problems where
finding solutions requires searching through a large part of the input space. The
algorithm consists of three major parts (see Fig. 1):

State preparation creates a superposition of the search space.
Grover Iteration is repeated 1/k · √

N times to solve a search problem for an
input space with N elements and k ≥ 1 valid solutions. It has two parts:
Oracle A search function f(x) is applied on the input state, which outputs

1 for the searched values x̂.
Diffusion The amplitude (and therefore the measurement probability) of

the searched input states is increased.
Measurement outputs a binary string that represents x̂ with high probability.

Satisfiability (SAT) problems are problems where a solution for a set of variables
has to be found satisfying a given set of constraints. Although there is a variety
c© Springer Nature Switzerland AG 2021
M. Paszynski et al. (Eds.): ICCS 2021, LNCS 12747, pp. 17–29, 2021.
https://doi.org/10.1007/978-3-030-77980-1_2
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Fig. 1. Major steps of Grover’s algorithm.

of classical SAT-solvers that allow finding solutions under a large number of con-
straints, the general satisfaction problem for an arbitrary number of constraints
is believed to be NP-hard [5,8]. Grover’s algorithm certainly does not change
such problems’ complexity, however, once we see scalable quantum computers
beyond the NISQ-era, using them may offer significant improvements.

The German Space Operation Center (GSOC) hosts multiple applications
where a SAT-solver is used to find a solution for a given problem. One of them
is “Spacecraft On-Call Scheduling” (SOCS), where the operators’ time-table for
various spacecraft missions needs to be determined. Currently, it deals with 24 h
shifts for ∼50 operators and 20 positions (missions) over a period of 180 days.

Scope of this Work

This work aims to solve the aforementioned problem with a quantum computer
using Grover’s algorithm. However, a quantum device that is able to leverage the
potentials of Grover’s algorithm is far beyond the horizon. Hence, we present a
method for encoding the variables of the SOCS problem into a quantum state
which can be used for Grover’s algorithm once such a device is available. Addi-
tionally, we develop an algorithm for representing constraints as a circuit, which
is then used as the Oracle. To ensure correctness, we evaluate the approach with
Qiskit for a reduced problem size that fits the currently available IBMq simulator.

2 Spacecraft On-Call Scheduling

The GSOC as a part of the German Aerospace Center (DLR) operates a variety
of spacecraft missions. As depicted in Fig. 2, some of those missions require
the constant presence of one or more operators per subsystem – called position
– and time period. The operators are organized through an on-call spacecraft
operator scheduling which is conducted multiple times per year to incorporate
updated unavailability times or new personnel. A valid schedule has to allocate
approximately 50 operators on 20 positions over a period of 180 days and may
need to be updated if changes in the assumptions arise later on. On-call shifts are
scheduled in whole days and every operator can cover a certain subset of positions
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Missions

Operators

Operator schedule

Mission Control

Positions

Fig. 2. Overview of the use case “Spacecraft On-Call Scheduling”

depending on their training and responsibilities. A valid schedule depends on
various inputs from the spacecraft missions as well as the operators themselves
and must satisfy the following constraints:

(i) Operators can only work on some given positions.
(ii) Per tuple of day and position at least one operator needs to be assigned.
(iii) An operator can be assigned to at most one position a day.
(iv) Operators can specify days in advance when they are unavailable.
(v) A partial on-call schedule may be supplied and needs to be obeyed.1

(vi) Operators can work at most two out of any three consecutive weeks.
(vii) Operators can work at most 35 days out of any 105 consecutive days.
(viii) Operators shall work preferably whole weeks.
(ix) All operators shall work a similar amount of days.

Notice that (viii) and (ix) are not constraints but rather optimization goals. As
implementing all these constraints efficiently in full generality is rather compli-
cated and is certainly not feasible on todays quantum computers, we adapt the
constraints (ii), (iii) and (vi) and restrict ourselves to them. This means that
we consider the following constraints in this paper:

A Per tuple of day and position exactly one operator needs to be assigned.
B Out of three consecutive days, an operator is only allowed to work two.
C An operator can be assigned to at most one position a day.

1 This is needed e. g., for updating an on-call schedule during the year when opera-
tors have updated their vacations, for example. In this case only the future will be
replanned, but the past may influence the applied constraints in the future.
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Currently, the full problem at GSOC is solved with a heuristic search algorithm
using backtracking based on the Plato library, see [20]. As creating personnel
schedules routinely requires manual intervention due to e. g., late changes, the
automated algorithm is supported by a graphical tool allowing the on-call plan-
ner to easily modify the schedule and recognize conflicts. This tool is called
Program for Interactive Timeline Analysis (PINTA), an overview can be found
in [21] and a screenshot in Fig. 3. Notice that both Plato and PINTA are tools
developed at GSOC for spacecraft mission planning purposes, i. e. they are com-
monly used for planning onboard activities of spacecraft [26] as well as related
onground activities [16].

Fig. 3. A screenshot of an on-call schedule from PINTA

3 Related Work

Spacecraft On-Call Scheduling is closely related to the nurse scheduling problem,
an especially hard version of the personnel scheduling problem [8]. Linear pro-
gramming [1,19], simulated annealing [2,11], and tabu search [3,4] are classical
approaches for calculating solutions. An overview of the complexity of various
personnel scheduling variants and classical solvers is provided in [5].

It is well known that Grover’s algorithm [15] can be used to solve such
optimization problems with a single solution. It can further be extended to
work without knowledge of the exact or multiple solutions [7] or for highly
structured combinatorial search problems [17]. How to exploit the structure of
NP-complete problems to perform a nested quantum search was shown in [9].
This is quadratically faster than classical nested search and exponentially faster
than unstructured quantum search. Iterative application of Grover’s algorithm
allows searching the optimum of an objective function [13], and can be used to
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solve constrained polynomial binary optimization problems. Due to their com-
plexity and ubiquity, NP problems are also the focus of various other quantum
algorithms. Especially for combinatorial optimization problems, the Quantum
Approximate Optimization Algorithm (QAOA) [12] and the Variational Quan-
tum Eigensolver (VQE) [22] play an important role for NISQ era devices [23].
For example, the graph coloring problem, which is similar to how we encode the
scheduling problem, and the Traveling Salesman Problem have been approached
with space efficient QAOA methods [14,24]. There are also approaches using
quantum annealing for the nurse scheduling problem [18].

4 Encoding of Variables and Constraints

This section presents a method for encoding the SOCS problem’s variables as
qubits on which we apply Grover’s algorithm. In contrast to a naive approach,
we reduce the number of qubits by a factor of ∼10. Additionally, we present a
way to encode the three constraints into an oracle function.

4.1 Variables

As a first step, we encode the variables into Grover’s input register. After the
Grover iterations, the input register is measured, which results in a binary rep-
resentation of a valid schedule. A naive approach represents all combinations of
a day d, position p and operator o in the input state as depicted in Fig. 4a:

|ψ〉d,p,o =

{
|0〉, operator o is not assigned to position p at day d

|1〉, operator o is to position p at day d

This requires a quantum register with d· p· o qubits to encode the search space.
For the use case presented in Sect. 2, the problem volume amounts to o · p · d =
50 ·20 ·180 = 180, 000 qubits, each of which is a binary representation of whether
an operator is scheduled for a certain day and position (so-called time-position)
or not.

Encoding values in binary can help to reduce the contribution of one vari-
able from linear to logarithmic. As the variable days has the biggest impact on
the number of qubits in our case with a value of 180, one may try to apply
this to days, i. e. counting the days starting from one and assigning them this
number in a binary representation. This way one could encode allocations of
a day-position-operator combination by assigning binary encoded day values
to position–operator combinations. This would reduce the number of qubits to
o· p· log2 d – in our use case 7, 492 qubits when encoded, e.g., for 4 days, as

|ψ1ψ0〉p,o =

⎧⎪⎨
⎪⎩

|00〉, operator o is assigned to position p at day 0
· · ·
|11〉, operator o is assigned to position p at day 3

(1)

and correspondingly for larger numbers of days (powers of 2, for simplicity).
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Fig. 4. Input state for four time-positions and (a) two resp. (b) four operators.

Notice, however, that one needs to be careful with such efficient encodings
as they reduce the size of the representable state space and may in fact rule
out valid solutions. The encoding in Eq. 1 forces every operator to work every
position exactly once within the given number of days. It is easy to construct
examples in which all solutions to the problem are removed via this encoding,
e. g., two operators, one position and three days. As the number of days is larger
than the available operators, one operator would need to work twice, which
cannot be represented in this encoding. This problem cannot be easily fixed as
there are 2d possible subsets of all available days when an operator may work at
a particular position, thus parametrizing all of them eliminates the logarithmic
advantage that one gained. Notice also that parametrizing sets of scheduled days
makes expressing day-wise constraints rather cumbersome.

However, in our case, constraint A actually says that for every day–position
combination, exactly one operator needs to be scheduled. Therefore, encoding
the operators instead of days in the above binary fashion is actually possible and
only reduces the state space in a way that only invalid solutions are removed.
Although the number of required qubits is not decreased as much, the circuit
size can be decreased drastically, since we implement constraint A directly in
the encoding, see Sect. 4.2 for details. In Fig. 4b it can be seen that with the
same available amount of qubits, e. g., eight, twice as many operators, i. e. four
operators instead of two, can be assigned to four time-positions. The required
number of qubits for the full problem is d· p· log2 o – in our case 20, 318 – and
the assignment looks as follows for four operators:

|ψ1ψ0〉d,p =

⎧⎪⎨
⎪⎩

|00〉, operator 0 is assigned to position p at day d

· · ·
|11〉, operator 3 is assigned to position p at day d

(2)



OnCall Operator Scheduling for Satellites with Grover’s Algorithm 23

Fig. 5. Exemplary circuits Constraint B and C that increment the counter |c1c0〉 if
one of the constraints is violated.

Notice that this encoding still has some peculiarities. Imagine, for example, that
the total number of operators is not a power of two. In that case there will be
states that schedule a non-existent operator and thus do not solve the initial
problem although they may satisfy all constraints. There are various ways how
to deal with this, e. g., by preparing initial states such that the corresponding
amplitudes are always zero or by considering them as operators that have an
outage during every timeslot. For the current paper we will restrict to numbers
of operators which are powers of two.

4.2 Constraints

A schedule is valid if none of the constraints defined in Sect. 2 are violated.
Hence, we encode conflicts in the oracle function and sum up the number of
conflicts for a state. Only if the amount of conflicts is zero, a state is considered
a valid schedule and the Oracle function returns one.

For counting the conflicts, we use a controllable Increment-gate – depicted
as +1 in Fig. 5. The constraints themselves are encoded as follows:

Constraint A: Assigning multiple operators to the same position at one day is
impossible by construction: Since every time-position is encoded in an individual
set of log2 o qubits, this satisfies the “One operator per time-position” constraint
automatically.
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Constraint B: For the constraint that an operator is only allowed to work
two days in a row, we check this constraint for gliding windows of length three
days for any position and any operator. The global conflict counter register
is incremented each time an operator is assigned to a position for all three
consecutive days during a gliding window. Figure 5a depicts the resulting circuit
with an example of four days, two operators and one position, i. e. two gliding
windows.

Every state where (d0p0 = d1p0 = d2p0) ∨ (d1p0 = d2p0 = d3p0), shall
increment the global conflict counter register. +1 gates are activated for all
configurations of the control qubits that represent invalid time-positions.

This results in p · o · (d − 2) incrementors, however one can see that at most
p · (d − 2) can be activated at the same time as it is not possible to have two
operators both working the same position three out of three given days due to
constraint A.

Constraint C: Similarly, the constraint that an operator can only be assigned
to at most one position per day is implemented. The idea here is that for any
day and any operator we can verify that the operator is not scheduled for two
positions. The global counter register is thus incremented each time an operator
is assigned to more than one position per day. Figure 5b depicts the resulting
circuit with an example of one day, four operators and two positions. Each of
the four operators 0–3 is represented by one configuration of the control-qubits
activating the +1 gate, which is activated if d0p00 = d0p10 ∧ d0p01 = d0p11.
Notice that this results in d · o · (

p
2

)
incrementors as we need to check on every

day that each pair of distinct positions is not occupied by the same operator.
However, again due to constraint A, for every time-position there is exactly one
operator scheduled, meaning that at most d · (

p
2

)
incrementers can register a

constraint violation at the same time.
We can use these calculations to estimate the number of required counter

qubits to avoid overflows of the counter register. Notice that such an overflow
would effectively mean that the Grover oracle would mark states with particular
numbers of constraint violations as valid and amplify their state correspondingly.
This would mean that our amplified end results could actually be invalid if the
counter register is not large enough. Combining B and C, we see that we have at
most p(d−2)+d

(
p
2

)
constraint violations and, since a count of zero constraint vio-

lations needs to be represented, we thus need at least
⌈
log2

(
p(d − 2) + d

(
p
2

)
+ 1

)⌉
qubits to represent this number in binary. However, depending on the constraints
and the parameters it might be possible that this estimate is too crude and that
it is not possible that all of these constraint violations can be achieved at the
same time, so a smaller number may be sufficient.

5 Evaluation

We evaluate the solutions with Qiskit’s QASM simulator provided by IBM,
which simulates a noiseless quantum computer with up to 32 qubits. Due to the
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Table 1. Simulation results for different problem sizes used for the evaluation.

Case I II III IV V X

Operators 4 4 4 4 8 4

Postions 2 2 2 2 2 3

Days 3 4 5 6 3 3

Used qubits 15 21 25 29 21 23

Used counter qubits 2(3) 4(4) 4(4) 4(4) 2(3) 4(4)

Percentage solutions 0.223 0.107 0.048 0.022 0.587 0

Grover iterations 1 2 3 5 2 –

Success rate 0.99 0.99 0.99 0.96 0.88 0

limitation of available qubits and a maximum simulation time, only reduced
problem sizes are feasible. Table 1 summarizes our simulation of six different
configurations of operators, positions and days. There are five valid (Case I–
V) and one invalid (Case X) configurations, all of which are problems with
log2 o · p · d ≤ 30.

As an example, Case I reads as follows: Given 4 operators, 2 positions and
3 days, the number of used qubits2 to run the algorithm is 15. The minimal
number of counter qubits was empirically evaluated and maybe less than the
upper bounds given in Sect. 4.2. The latter is given in paranthesis, e. g., for Case
I 	log2

(
2 · (3 − 2) + 3

(
2
2

)
+ 1

)
 is 3.
Further, the percentage of valid solutions in the overall search space is given.

With an input size of 12 qubits, the number of possible schedules is 212 = 4096
of which 912 (= 22.27%) are valid schedules. The number of Grover iterations to
reach the first maximum of amplitude amplification can be approximated with⌊

π
4

√
1
s

⌋
[6], where s is the percentage of valid solutions as given in Table 1.3 The

success rates are calculated by running the algorithm 8000 times and counting
measured results that are valid schedules (see e. g., Fig. 6).

Notice that all but one of the shown cases have 2 positions, whereas one can
easily see that Case X with 3 positions has no valid solution at all. The quantum
algorithm verifies this true negative result, by amplifying non of the input states.

Case I to V in Table 1 show that with an increasing number of days, the
number of required qubits increases. This is mostly due to constraint B which
introduces a greater amount of conflicts if the number of days is bigger than
three. The effect is also clearly visible in Fig. 7, where the success probability
(y-axis) of the configuration is plotted with respect to the size of the counter

2 The number of used qubits is given by the sum of counts of problem-encoding qubits,
necessary global conflict counter register qubits and one Grover phase-flip qubit, so
e. g., log2 4 · 2 · 3 + 2 + 1 = 15.

3 Except for Case V, where the approximations are not valid, but the exact formula
reproduces the numbers given in the table.
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Fig. 6. Statistic for 8000 shots resulting (in)valid schedules in (red)blue for Case I.
(Color figure online)

Fig. 7. Heuristical evaluation of minimal number of required counter qubits.

register. Configurations where constraint B comes into play require a larger
counter register to achieve a high success probability.

The correctness of the implementation is further validated by plotting suc-
cess rates against a larger number of Grover iteration. The expected sinusoidal-
squared behavior is clearly visible in Fig. 8.
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Unfortunately, we were not able to test the overall circuit on IBM’s real
quantum devices, since the circuit depth exceeded their limits. To receive a
comparable result, we introduced an error rate on the used gates which imitates
those of current IBM quantum hardware to the smallest configuration. The error
decreases the success probability to ∼33%, which is only slightly higher than the
random distribution of ∼22%. Therefore, states with correct solutions are no
longer distinguishable from a random distribution in this case. This indicates
that current error rates are too high to deliver results with our approach even if
we would have enough qubits to fit our problem size.

Fig. 8. Fit for expected sin2-behavior of success rate as a function of Grover iterations
in Case I. Fitting parameters: p = 1.002 · sin2(π(0.313r + 1.155)) + 0.000

6 Conclusion and Future Work

This paper successfully presents how to find a valid schedule for the “on-call
spacecraft operator scheduling”-problem at the German Space Operating Cen-
ter by using a Grover’s quantum search algorithm. The presented encoding of
variables and constraints is transferable to similar nurse-scheduling problems.
Our algorithm creates a Qiskit circuit for Grover’s Oracle with three variables of
arbitrary size and complies with three selected constraints4. Due to the absence
of a sufficiently large and stable quantum computer, we validated our circuits
with affordable small input sizes on a quantum simulator capable of processing
up to 32 qubits, by various means.

4 Including qubit initialisation and measurement operations.
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Future Work

What we showed are just the first steps towards solving a classical problem on
a real quantum computer. To execute the necessary real quantum operations of
the algorithms on a quantum computer, these need an improvement in qubit
stability and quality of their control – or the availability of fully error-corrected
qubits.

Quantum computers are currently way too small for real life problems. But
the problem can be divided in parts, e.g., in fragments of days or weeks. This
approach allows to run the quantum algorithm as a quantum subroutine within
a classical framework. The latter composes the partial results from the quan-
tum processing unit. Remark that this quantum-classical-hybrid approach asks
to implement the constraint (v) from Sect. 2 as a constraint for the quantum
algorithm.

While the availability of necessarily large quantum computers is pending, we
will also focus on minimizing the number of qubits necessary and on reducing the
circuit’s width and depth with better optimizations, for example by improving
conflict counting and by applying the ZX-calculus language [10,25].
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Abstract. Quantum computing is developing fast. Real world applica-
tions are within reach in the coming years. One of the most promising
areas is combinatorial optimisation, where the Quadratic Unconstrained
Binary Optimisation (QUBO) problem formulation is used to get good
approximate solutions. Both the universal quantum computer as well
as the quantum annealer can handle this kind of problems well. In this
paper, we present an application on multimodal container planning. We
show how to map this problem to a QUBO problem formulation and
how the practical implementation can be done on the quantum annealer
produced by D-Wave Systems.

Keywords: Multimodal container planning · Quantum computing ·
Quantum annealing · QUBO modelling

1 Introduction

In container logistics various transportation concepts are known [28]. Unimodal
transport usually refers to loading cargo onto a single transportation mode, usu-
ally a truck, and driving it from origin to destination. Multimodal transport refers
to transporting cargo from origin to destination by more than one transportation
mode. In intermodal transport, again more than one transportation mode may be
used, but the containment unit (container) must always be of standardised size.
Co-modal transport looks like multimodal transport, but requires a consortium of
shippers and has a focus on exploiting the benefits of each transportation mode in
a smart way. Finally, synchromodal transport is a version of intermodal transport
that focuses on real-time planning flexibility and coordination between different
shippers, both using large amounts of real-time data.

When looking at the planning of container flows, it is often categorised on
three levels of problems: on strategic, tactical and operational level [27]. Strate-
gic problems concern long-term investments in the transportation network, for
example, where to build new terminals. Tactical problems may concern service
design, for example, determining how many times in a month a barge should
make a round-trip. Operational problems revolve around using a current net-
work in an optimal way for problems occurring in the present. Little attention
c© Springer Nature Switzerland AG 2021
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has been given to operational problems [22]. Operational problems can be divided
into various classes: (a) problems in which containers are assigned to existing
barge services, (b) problems in which the routes of barges are determined for a
given demand, and (c) problems in which both the assignment of containers to
barges and the routes of barges are decided upon [29].

In an operational, dynamic, environment with a lot of uncertainty, or in a
synchromodal environment where real time system characteristics are used in the
planning, short computation times are crucial, since these make it possible repeat
the planning process with a high frequency. To this end, efficient algorithms
are proposed [28] or techniques are developed to reduce the complexity of the
problem [19]. Next to software and algorithm enhancements to speed up the
computation, also hardware developments can play a role. A promising direction
here is quantum computing. Note that this will not be a solution for the short
term, where the current generation of quantum computers is far too small to
compete with classical computers and their advanced solvers and algorithms.
This work is meant to sketch a new direction for medium and long term solutions.

The past decade has seen the rapid development of the two paradigms of
quantum computing, quantum annealing and gate-based quantum computing.
In 2011 D-Wave Systems announced the release of the world’s first commercial
quantum annealer1 operating on a 128-qubit architecture, which has since been
continually extended up to the 2048-qubit version, available from 20172. D-Wave
announced in 2019 a (more than) 5000 qubit system available mid-2020, using
their new Pegasus-technology-based chip with 15 connections per qubit3. Even
more recently, quantum supremacy is claimed to have been achieved by Google’s
54-qubit Sycamore gate-based computer [2]. These technological advances have
led to a renewed interest in finding classical intractable problems suited for
quantum computing.

A particular category of problems that are expected to fit well on quantum
devices are (combinatorial) optimisation problems. An important trail in imple-
menting optimisation problems on quantum devices is the Quadratic Uncon-
strained Binary Optimisation (QUBO) problem. These QUBO problems can be
solved by a universal (gate-based) quantum computer using a QAOA (Quantum
Approximate Optimisation Algorithm) implementation [11] or by a quantum
annealer, such as D-Wave [18]. For already a large number of combinatorial
optimisation problems the QUBO representation is known [15,20]. Well-known
examples that have been implemented on one of D-Wave’s quantum processors
include maximum clique [5], capacitated vehicle routing [13], minimum vertex
cover [24], set cover with pairs [4], Multi-Service Location Set Covering Problem
[6], traffic flow optimisation [23] and integer factorisation [17]. These studies have

1 https://www.dwavesys.com/news/d-wave-systems-sells-its-first-quantum-
computing-system-lockheed-martin-corporation.

2 https://www.dwavesys.com/press-releases/d-wave%C2%A0announces%C2%A0d-
wave-2000q-quantum-computer-and-first-system-order.

3 https://www.dwavesys.com/press-releases/d-wave-previews-next-generation-
quantum-computing-platform.

https://www.dwavesys.com/news/d-wave-systems-sells-its-first-quantum-computing-system-lockheed-martin-corporation
https://www.dwavesys.com/news/d-wave-systems-sells-its-first-quantum-computing-system-lockheed-martin-corporation
https://www.dwavesys.com/press-releases/d-wave%C2%A0announces%C2%A0d-wave-2000q-quantum-computer-and-first-system-order
https://www.dwavesys.com/press-releases/d-wave%C2%A0announces%C2%A0d-wave-2000q-quantum-computer-and-first-system-order
https://www.dwavesys.com/press-releases/d-wave-previews-next-generation-quantum-computing-platform
https://www.dwavesys.com/press-releases/d-wave-previews-next-generation-quantum-computing-platform
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shown that although the current generation of D-Wave annealers may not yet
have sufficient scale, precision and connectivity to allow faster or higher quality
solutions, they have the suitable infrastructure for modelling real-world instances
of these problems, effectively decomposing these into smaller sub-problems and
solving these on a real Quantum Processing Unit (QPU). The QUBO problems
can also be solved by simulated (quantum) annealing on a conventional com-
puter. Then, however, no quantum advantage can be expected.

In this paper we propose a QUBO formulation for a container assignment
problem and show the implementation on both simulated annealing as well as
on the D-Wave QPU. The size of the current generation of quantum comput-
ers limits us to small problems, with a limited number of decision variables.
Therefore, we propose first a QUBO-formulation that only uses two potential
paths for each container, and expand this to four alternatives per container and
a generalisation to 2q paths.

2 Mathematical Framework

In this work a deterministic container-to-mode problem is studied. To give a for-
mal definition the framework of [8] is used. The following R̄|D̄, [D2R]|social(1)-
problem is meant: to assign freight containers to transportation modes, such
that the containers reach their destinations before a deadline against minimum
total cost, given that the transport modes have fixed given schedules and all
features of the problem are deterministic [16]. These problems are often solved
using minimum cost multi-commodity flow problems on time-dependent graphs
and space-time networks [1,9]. The non-negative two-commodity flow problem
on a directed graph, however, is proven to be NP-complete [10]. Finding a flow
with minimum cost and with at least two commodities must be at least as diffi-
cult, however, the LP-relaxation of the studied problems almost always has an
integral optimum [16]. To study the potential of quantum computing for this
problem we propose a QUBO formulation.

2.1 Approach

Given the state of the quantum devices, which are quite small at this moment,
we will limit the size of the problem by giving each container a limited number
of paths through the transportation network, here either 2 or 4. For this we
propose the following approach:

1. Select a set (2 or 4) of alternative routes per container; In the case of 2
alternatives we take the best multimodal path and the uni-modal (trucking)
path. In the case of 4 alternative routes, we take again the uni-modal path
and the 3 maximum dissimilar paths.

2. Define the QUBO-problem.
3. Solve the QUBO-problem.
4. Evaluate the solution and go back to step 1 if necessary to select different

sets of alternatives.
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2.2 QUBO Formulation

We now give the definition of the QUBO-problem [15] and propose the for-
mulation of the QUBO for the two problems. The QUBO is expressed by the
optimisation problem:

QUBO: min/max y = xtQx, (1)

where x ∈ {0, 1}n, the decision variables and Q is a n × n coefficient matrix.
QUBO problems belong to the class of NP-hard problems. Another formulation
of the problem, often used, equals

QUBO: min/max H = xtq + xtQx, (2)

or a combination of multiple of these terms

QUBO: min/max H = A · HA + B · HB + · · · , (3)

where A,B, . . . are weights that can used to tune the problem and include con-
straints into the QUBO. We will use this representation in the next sections,
where we will present the QUBO formulation for the 2 and 4 alternative route
problems.

Creating a QUBO. For already a large number of combinatorial optimisation
problems the QUBO representation is known [15,20]. Many constrained integer
programming problems can be transformed easily to a QUBO representation.
Assume that we have the problem

min y = ctx, subject to Ax = b, (4)

then we can bring the constraints to the objective value, using a penalty factor
λ for a quadratic penalty:

min y = ctx + λ(Ax − b)t(Ax − b). (5)

Using P = Ic, the matrix with the values of vector c on its diagonal, we get

min y = xtPx + λ(Ax − b)t(Ax − b) = xtPx + xtRx + d = xtQx, (6)

where matrix R and the constant d follow from the matrix multiplication and
the constant d can be neglected, where it does not influence the optimisation
problem.

2-Alternative Route QUBO. We look at a situation where containers have
to be shipped in an intermodal or synchromodal network. To limit the number
of options, we give every container two possible paths through the network,
one using a truck only, the other a multimodal or multitrack path through
the network. Each track or modality in this network has a specific capacity.
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Table 1. Parameters and decision variables.

Indices

i Containers, i ∈ {1, . . . , n}
j Tracks, j ∈ {1, . . . , m}
Parameters

cb
i Costs for using multimodal route container i

ct
i Costs for using truck by container i

Vj Capacity of track j

ri Route for container i

rij =

{
1 if route i contains track j

0 otherwise

Decision variables

xi =

{
1 if container i is transported by truck

0 if container i is transported by barge route ri

We define a QUBO representation for this problem. We assume that all routes
are feasible, with regard to due dates etc. (Table 1).

The binary integer linear program for the problem is formulated as follows:

min
n∑

i=1

cb
i + (ct

i − cb
i )xi, (7)

such that
n∑

i=1

(1 − xi)rij ≤ Vj ∀j ∈ {1, . . . m}. (8)

Here for every container i it has to be decided whether it is sent using a
truck (xi = 1) or using the multitrack multimodal path (xi = 0). Equation 7
minimises the costs of the choices, where per container i the choice xi = 0 leads
to costs cb

i and xi = 1 to cb
i +(ct

i − cb
i ) = cb

i − cb
i + ct

i = ct
i. Equation 8 makes sure

that the capacity constraints of the modalities or tracks are met.
Based on the model in Eq. (7–8), the QUBO formulation of the problem can

also be derived. The overall solution for this QUBO is given by:

min A · HA + B · HB , (9)

with HA =
n∑

i=1

cb
i + (ct

i − cb
i )xi, (10)

HB =
m∑

j=1

( n∑

i=1

(1 − xi)rij +
K∑

k=0

2kyjk − Vj

)2

, (11)

where A and B denote penalty coefficients to be applied such that the con-
straints will be satisfied and yik denotes additional slack variables. These K · m



Multimodal Planning on a Quantum Annealer 35

binary slack variables are necessary to remodel Eq. 8 into equality constraints,
as they are required in a QUBO-formulation. The parameter K follows from
K = maxj

(
log2(Vj)

)
. When determining the penalty coefficients, we can set

A = 1 and look for a good value for B. By rule of thumb, the gain of violat-
ing a constraint must be lower than the costs. This means in this problem that
B > maxi cb

i .
Note that if capacity is bounding for all tracks, Eq. 8 changes to an equality,

which removes the need for the slack variables in Eq. 11. If the capacity is not
bounding for all tracks, i.e., the capacity is very high, Eq. 8 and Eq. 11 disappear
from the problem for certain values of j, instead of allowing the slack variables
for very high values.

4-Alternative Route QUBO. If we give the problem, next to trucking, three
multitrack and multimodal options to choose from, we get the following model.
Now we use an extra binary variable to represent this choice: {11} stands for
trucking, {00} for route 0, {10} for route 1 and {01} for route 2 (Table 2).

Table 2. Parameters and decision variables.

Parameters

ck
i Costs for using multimodal route k for container i

ct
i Costs for using truck by container i

Vj Capacity of track j

rik Route k = 0, 1, 2 for container i

rikj =

{
1 if route k for container i contains track j

0 otherwise

Decision variables

{x2i−1 x2i} =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

{1 1} if container i is transported by truck

{0 1} if container i is transported by route ri2

{1 0} if container i is transported by route ri1

{0 0} if container i is transported by route ri0

The binary integer linear program for the problem is formulated as follows:

min
n∑

i=1

c0i + (c1i − c0i )x2i−1 + (c2i − c0i )x2i + (ct
i + c0i − c1i − c2i )x2i−1x2i,

(12)

such that
n∑

i=1

(1 − x2i−1)(1 − x2i)ri0j + x2i−1(1 − x2i)ri1j

+ x2i(1 − x2i−1)ri2j ≤ Vj ∀j ∈ {1, . . . m}. (13)
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Here again Eq. 12 minimises the costs of the choices and Eq. 13 makes sure
that the capacity constraints of the modalities or tracks are met.

Based on the model in Eq. (12–13), the QUBO formulation of the problem
can also be derived. The overall formulation is given by:

min H = A · HA + B · HB (14)

with HA =
n∑

i=1

c0i + (c1i − c0i )x2i−1 + (c2i − c0i )x2i + (ct
i + c0i − c1i − c2i )x2i−1x2i,

(15)

HB =
m∑

j=1

( n∑

i=1

(1 − x2i−1)(1 − x2i)ri0j + x2i−1(1 − x2i)ri1j

+ x2i(1 − x2i−1)ri2j +
K∑

k=0

2kyjk − Vj

)2

, (16)

where yik denotes additional slack variables. These binary slack variables
are necessary to remodel Eq. 13 into equality constraints, as they are required
in a QUBO-formulation. Again, A, B and K denote penalty coefficients and
the number of slack variables per track. They will be set conform the rules
explained earlier. Note that HB contains higher order terms that has to be
reduced to quadratic terms to obtain a QUBO. This can be done using the
D-Wave functionality dimod.higherorder.utils.make quadratic.

Table 3. Parameters and decision variables.

Parameters

ck
i Costs for using multimodal route k = 0, ..., 2q − 2 for container i

c2
q−1

i Costs for using truck by container i

Vj Capacity of track j

rik Route k = 0, 1, . . . , 2q − 2 for container i

rikj =

{
1 if route k for container i contains track j

0 otherwise

Decision variables

{xq·i−q+1 . . . xq·i} =

⎧⎪⎪⎨
⎪⎪⎩

1 = {1 . . . 1} if container i is transported by truck

B = {b1 . . . bq} if container i is transported by route riθ, θ =
∑q

j=1 2j−1bj ,

bi binary variables

Generic 2q-alternative Route QUBO. We can generalise this formulation to
2q alternative routes if we use q qubits per container (Table 3).
The binary integer linear program for the problem is formulated as follows:

min
n∑

i=1

1∑

b1=0

· · ·
1∑

bq=0

ti,bx
b1
q·i−q+1 · . . . · x

bq

q·i (17)
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such that
n∑

i=1

∑

b∈B1

(1 − xq·i−q+1)1−b1 · . . . · (1 − xqi̇)
1−bq · xb1

q·i−q+1 · . . . · x
bq

q·iriθbj ≤ Vj

∀j ∈ {1, . . . m} (18)
where a recursive relation is defined for the parameter

ti,b = cθb
i −

∑

b′∈Bb

ti,b′ , (19)

and defining

θb =
q∑

j=1

2j−1bj , Bb = {b′ = {0, 1}q|b′ � b, b′ �= b}. (20)

Here b′ � b says that no single element of b′ is greater than the corresponding
element of b. Based on this model, the generalised QUBO formulation of the
problem can be derived. The overall formulation is given by:

min H = A · HA + B · HB (21)
with

HA =
n∑

i=1

1∑

b1=0

· · ·
1∑

bq=0

ti,bx
b1
q·i−q+1 · . . . · x

bq

q·i, (22)

HB =
m∑

j=1

( n∑

i=1

∑

b∈B1

(1 − xq·i−q+1)1−b1 · . . . · (1 − xqi̇)
1−bq ·

xb1
q·i−q+1 · . . . · x

bq

q·iriθbj +
K∑

k=0

2kyjk − Vj

)2

, (23)

where yik denotes additional slack variables. Again, A, B and K denote penalty
coefficients and the number of slack variables per track. They will be set conform
the rules explained earlier. Again, HB has to be reduced to quadratic terms only.

2.3 Solving the QUBO Problem

For solving the QUBO problem we use the D-Wave system. Implementing prob-
lems on a quantum device asks for specific Quantum Software Engineering [25].
We will sketch a number of specific implementation issues for this problem.

Quantum Annealing. The quantum devices produced by D-Wave Systems
are practical implementations of quantum computation by adiabatic evolution
[12]. The evolution of a quantum state on D-Wave’s QPU is described by a time-
dependent Hamiltonian, composed of initial Hamiltonian H0, whose ground state
is easy to create, and final Hamiltonian H1, whose ground state encodes the
solution of the problem at hand. The system is initialised in the ground state of
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the initial Hamiltonian, i.e., H(0) = H0. The adiabatic theorem states that if the
system evolves according to the Schrödinger equation, and the minimum spectral
gap of H(t) is not zero, then for time T large enough, H(T ) will converge to the
ground state of H1, which encodes the solution of the problem. This process is
known as quantum annealing. Goal is to find the eigenstates of H, where the
eigenvalues are the energy values. The eigenstates with the lowest eigenvalue are
the ground states of the system. Although here we are not concerned with the
technical details, it is worthwhile to mention that it is not possible to estimate an
annealing time T to ensure that the system always evolves to the desired state.
Since there is no estimation of the annealing time, there is also no optimality
guarantee.

The D-Wave quantum annealer can accept a problem formulated as an Ising
Hamiltonian or rewritten as its binary equivalent, in QUBO formulation. Next,
this formulation needs to be embedded on the hardware. In the most developed
D-Wave 2000Q version of the system, the 2048 qubits are placed in a Chimera
architecture [21]: a 16 × 16 matrix of unit cells consisting of 8 qubits. This allows
every qubit to be connected to at most 5 or 6 other qubits. With this limited
hardware structure and connectivity, fully embedding a problem on the QPU can
sometimes be difficult or simply not possible. In such cases, the D-Wave system
employs built-in routines to decompose the problem into smaller sub-problems
that are sent to the QPU, and in the end reconstructs the complete solution vec-
tor from all sub-sample solutions. The first decomposition algorithm introduced
by D-Wave was qbsolv [3], which gave a first possibility to solve larger scale
problems on the QPU. Although qbsolv was the main decomposition approach
on the D-Wave system, it did not enable customisations, and therefore is not
particularly suited for all kinds of problems. The new decomposition approaches
D-Wave offers are D-Wave Hybrid and the Hybrid Solver Service, offering more
customisations.

Next to the QPU also a CPU can be used within the programming environ-
ment of D-Wave, using for example simulated annealing (SA), a conventional
meta-heuristic.

2.4 Embedding

Some restrictions are introduced by the hardware design of the D-Wave hard-
ware. The current implementation has a qubit connectivity based on a Chimera
structure. The QUBO problem at hand has to be transformed to this structure.
Because of the limited chip sizes we have currently, a compact formulation of the
QUBO is important, but also a compact transformation to the chip design. This
problem is known as minor-embedding. Here the vertices correspondent to prob-
lem variables and edges exist if Qij �= 0, where Q represents the qubo-matrix.
Because of the limited connectivity of the chip, a problem variable has to be
duplicated to multiple (connected) qubits. Those qubits should have the same
value, meaning the weight of their connection should be such that it holds in the
optimisation process. All these qubits representing the same variables are part of
a so-called chain, and their edge weights is called the chain strength (λ), which is
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an important value in the optimisation process. In [7], Coffrin gives a thorough
analysis. He indicates that if λ is sufficiently large, optimal solutions will match
λ ≥ ∑

ij |Qij |. However, the goal is to find the smallest possible value of λ, to
avoid re-scaling of the problem. Coffrin also indicates that finding the smallest
possible setting of λ can be NP-hard. Also other research has been performed on
selecting an optimal choice for this chain strength [26], but at the moment there
is no solid criterion for choosing a value. A rule of thumb that is suggested4 is
λ = maxij Qij . It may be necessary to use the quantum annealer with multiple
values of the chain strength in order to determine which value for λ is optimal
for a given problem [14].

Table 4. Parameters used in the 2-alternative route case study.

cb = (2, 7, 1, 6, 2, 4, 8, 7, 7, 10)

ct = (23, 25, 23, 17, 24, 22, 19, 16, 21, 17)

v = (5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5, 5)

r1 = (1, 0, 1, 0, 0, 1, 0, 1, 0, 0, 0, 0) r2 = (1, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0, 0)

r3 = (1, 0, 1, 0, 0, 1, 0, 1, 0, 0, 0, 0) r4 = (1, 0, 0, 0, 0, 0, 1, 0, 1, 1, 0, 0)

r5 = (1, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0, 0) r6 = (0, 1, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0)

r7 = (1, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0, 0) r8 = (1, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0, 0)

r9 = (1, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0, 0) r10 = (0, 1, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0)

3 Numerical Results

To give some idea about the approach and performance we present a case study
for the 2-alternative route approach.

3.1 2-Alternative Route Case Study

We use a case consisting of 10 containers (n = 10) and 12 tracks (m = 12). The
parameters are given in Table 4. In the optimal solution, containers 4, 7 and 8
are transported by trucks and the others by barges, resulting in a total costs of
85, using the standard Matlab solver. As explained, this size of problems poses
no challenge for classical solvers. The goal of this exercise is to show th potential
of quantum computing when the quantum computers have more mature sizes.
The QUBO following from Eq. 9 leads to a 46 × 46 matrix.

4 https://support.dwavesys.com/hc/en-us/community/posts/360034852633-High-
Chain-Break-Fractions.

https://support.dwavesys.com/hc/en-us/community/posts/360034852633-High-Chain-Break-Fractions
https://support.dwavesys.com/hc/en-us/community/posts/360034852633-High-Chain-Break-Fractions
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3.2 Simulated Annealing

The annealing processes (both simulated as quantum) are stochastic processes.
This means that if we do a high number of queries we get a probability distri-
bution for the resulting solution. The first important parameter to fix is this
number of queries. We chose 500 samples. Next the values for A and B are
important. We can set A = 1 and look for a good value for B. Rule of thumb
is that the gain of violating a constraint must be higher than the consequent
reduction in cost. This means in this problem that B > cb, so B > 10. In Fig. 1
the probability distribution of four values for B. We see that choosing B too low
(B = 6) gives all solutions that are better than the optimal solution, but they
all violate one or more constraints. Choosing B too high gives solutions that
are feasible, but they are (far) away of the optimal solution. Choosing B = 12
gives a range of solutions that include the optimal value, which will be found
in most runs. The computation time for approach is around one minute, much
more than conventional solvers, that ask for less than one second.

Fig. 1. Results for four values of B for the simulated annealing approach.

3.3 Quantum Annealing

To use D-Wave’s QPU5 now two parameters have to be determined. Again the
value for A and B are important. By setting A = 1 we can choose a good value for
B. Here we expect that the same value as established for simulated annealing will
work. Here, we also have to determine a suitable value for the chain strength λ.
We start with the rule of thumb indicated in the previous section, λ = maxij Qij .
Note that Eq. 1–3 imply that λ is dependent on the value of B, because B is part
of the Q matrix. If we choose the values 3, 6 and 12 for B, then the values 120,
240 and 480 follow for λ. If we use λ ≥ ∑

ij |Qij |, the values 4, 673, 9, 341 and

5 We used the D-Wave 2000 system. Only recently, D-Wave presented the 5000 qubit
version.
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18, 687 follow. In Table 5 the results from the annealing are depicted. For each
combination {λ,B} we present the minimum value, the average value and the
percentage of feasible solutions found using 1000 readouts. The minimum value
comes from the solution with the lowest energy that does not violate any of the
constraints. The average value is the average objective value of all solutions that
do not violate any of the constraints.

Table 5. Results for Quantum Annealing for various combinations of the chain strength
and the penalty value B. Each result shows the minimum value, average value, and
percentage of allowed solutions.

Chain strength B

3 6 12

Min. Avg. Perc. Min. Avg. Perc. Min. Avg. Perc.

1 85 111 52% 92 135 96% 128 167 100%

2 85 103 5% 96 129 50% 134 139 97%

5 99 110 2% 98 120 11% 104 124 72%

10 98 98 1% 100 117 18% 129 120 40%

120 92 118 58% 104 128 87% 92 126 93%

240 90 145 93% 115 130 83% 106 124 80%

480 96 147 95% 131 135 93% 95 146 95%

4, 673 110 149 85%

9, 341 142 153 98%

18, 687 158 160 99%

Note in Table 5 that the best (the optimal) solution is found in the left upper
corner, for low values for both λ and B. The suggested value by the rule of
thumb does not give good solutions in this example nor do the upper bound
values. We also see that the best average values appear at a value λ = 10 for
all values for B. This value for λ also comes with the lowest percentage feasible
solutions, indicating that the probability distribution, like we see in Fig. 1, shifts
to the left for these values of λ. For two values (λ = 10 and λ = 240 and B = 6
the distribution is plotted in Fig. 2, confirming this idea. Note that for λ = 240
the best solution found, based on minimum energy, has objective value 115. In
Fig. 2 we see that much better feasible solutions were found (even the optimal
solution). These solutions follow from solution that have a chain break(s) and
have a higher energy value. Same holds for λ = 10. Here the solution with
objective value 90 is found, where 100 is reported as best solution. Calculation
time of this approach is around 10µs (pure QPU time) for each readout, leading
to 10 ms for 1000 readouts. This is more than conventional solvers ask for this
size of problems, however, the idea is that Quantum Annealing will scale better
for bigger problems, when the hardware is ready for that size of problems.
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Fig. 2. Results for B = 6 and two values for λ for the quantum annealing approach.

4 Conclusions

The rise of quantum computing and the promising application to combinatorial
optimisation ask for re-formulation of many real-world problems to match the
form these quantum computer can handle, the QUBO formulation, where QUBO
stands for Quadratic Unconstrained Binary Optimisation. In this paper we pro-
posed two QUBO-formulations for multimodal container planning, where sets
containing a limited number of paths are used. For each container an assign-
ment is found that minimises the overall costs of transporting all containers
to their destination. These formulations are proposed to sketch to potential of
quantum computing for this kind of problems when the quantum computer will
be a more matured technology. When implementing these problem formulations
on D-Wave’s quantum annealer, there are a number of implementation issues
such as finding the right embedding, defining the chain strength and finding the
right penalty functions. We showed how this is addressed by doing a parameter
grid search. For further research a more general idea for finding these param-
eters is recommended. Also the extension of the set with alternative paths is
recommended and a integrated way to include promising paths to this set. Here
we think of introducing a quantum variant of the known classical technique of
column generation, Quantum Column Generation.
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Abstract. The first quantum computers are expected to perform well
on quadratic optimisation problems. In this paper a quadratic problem in
finance is taken, the Portfolio Optimisation problem. Here, a set of assets
is chosen for investment, such that the total risk is minimised, a minimum
return is realised and a budget constraint is met. This problem is solved
for several instances in two main indices, the Nikkei225 and the S&P500
index, using the state-of-the-art implementation of D-Wave’s quantum
annealer and its hybrid solvers. The results are benchmarked against con-
ventional, state-of-the-art, commercially available tooling. Results show
that for problems of the size of the used instances, the D-Wave solution,
in its current, still limited size, comes already close to the performance
of commercial solvers.

Keywords: Quantum portfolio optimisation · Quadratic
unconstrained binary optimisation · Quantum annealing · Genetic
algorithm

1 Introduction

Portfolio management is the problem of selecting assets (bonds, stocks, com-
modities) or projects in an optimal way. Classical portfolio management, as
introduced by Markowitz, focuses on efficient (expected) mean-variance combi-
nations [20], and has led to a broad spectrum of optimisation problems: single
and multi-objective [29,35], single and multi-period [18,33], without and with
[10,18] transaction costs, deterministic or stochastic [26,27] in all possible com-
binations. One of the basic problems is the single objective, maximising expected
return, under budget and risk constraints. Risk is expressed by the covariance
matrix of all assets. In this paper we consider a variant minimising the risk,
under budget and return constraints. This is applied in family trust and pension
funds, where a specific return is needed for future liabilities and a low risk is
desirable. This leads to a quadratic optimisation problem with continuous or
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binary variables. The variables are continuous if a fraction of the budget is allo-
cated to an asset. Binary variables can be found when the choice is whether or
not to invest in a specific asset or project.

Solving this kind of problems is not trivial. Integer quadratic programming
(IQP) problems are NP-hard, the decision version of IQP is NP-complete [6].
Binary quadratic programming problems are also NP-hard in general [12], how-
ever, specific cases are polynomially solvable [17]. Classical solvers, such as IBM-
CPLEX, Gurobi and Localsolver, are still getting better in solving these prob-
lems for bigger instances. Next to these classical solvers, heuristic approaches
exist, based on meta-heuristics like Particle Swarms, Genetic Algorithms, Ant
Colony and Simulated Annealing. A recent overview of these approaches for
Portfolio Optimisation can be found in [36].

Quadratic optimisation problems with binary decision variables are expected
to be a sweet-spot for near future quantum computing [32], using Quantum
Annealing [22] or the Quantum Approximate Optimisation Algorithm (QAOA)
on a gate model quantum computer [9]. Quantum computing is the technique
of using quantum mechanical phenomena such as superposition, entanglement
and interference for doing computational operations. The type of devices that
are capable of doing such quantum operations are still actively being developed
and are called quantum computers. We distinguish between two paradigms of
quantum computing devices: gate model based (or gate based) and quantum
annealers. A practically usable quantum computer is expected to be developed
in the next few years. In less than ten years quantum computers are expected
to outperform everyday computers, leading to breakthroughs in artificial intelli-
gence [24], the discovery of new pharmaceuticals and beyond [13,23]. Currently,
various parties, such as Google, IBM, Intel, Rigetti, QuTech, D-Wave and IonQ,
are developing quantum chips, which are the basis of the quantum computer [31].
The size of these computers is limited, with the state-of-the-art being around 70
qubits for gate-based quantum computers and 5000 qubits for quantum anneal-
ers. In the meantime, progress is being made on algorithms that can be executed
on those quantum computers and on the software (stack) to enable the execution
of quantum algorithms on quantum hardware [28].

This also means that Portfolio Optimisation is one of the promising applica-
tions of quantum computing in finance [25]. The work of [8] presents an imple-
mentation of Markowitz’s portfolio selection on D-Wave, where the expected
return is maximised whilst minimising the covariance (risk) of the portfolio under
a budget constraint. They formulate this as an Ising problem and solve it on the
D-Wave One, having 128 qubits, for 63 potential investments within 20µs on
the quantum processor. They indicate that the solution depends on the weights
added to each of the objectives and constraints. The same is done in [34], where
reverse quantum annealing is used to optimise the risk-adjusted returns by the
use of the metrics of Sharpe ratio. In [21], the stock returns, variances and co-
variances are modelled in the graph-theoretic maximum independent set (MIS)
and weighted maximum independent set (WMIS) structures under combinatorial
optimisation. These structures are mapped into the Ising physics model repre-
sentation of the underlying D-Wave One system. This is benchmarked against
the MATLAB standard function quadprog.
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A newer version of the D-Wave hardware is used in [4]. They also perform
a stock selection out of a universe of U.S. listed, liquid equities based on the
Markowitz formulation and the Sharpe ratio. They approach this rst classically,
then by an approach also using the D-Wave 2000Q. The results show that prac-
titioners can use a D-Wave system to select attractive portfolios out of 40 U.S.
liquid equities. The research has been extended to 60 U.S. liquid equities [5].

Algorithms have also been created for the gate model quantum computer. In
[30] an algorithm is given for Portfolio Optimisation that runs in poly(log(N)),
where N is the size of the historical return data set. The number of required
qubits here is also N . An alternative method for a gate model quantum com-
puter is given by [16]. In [11] a quantum-enhanced simulation algorithm is used to
approximate a computationally expensive objective function. Quantum Ampli-
tude Estimation (QAE) provides a quadratic speed-up over classical Monte Carlo
simulation. Combining QAE with quantum optimisation can be used for discrete
optimisation problems like Portfolio Optimisation.

With the introduction of the 5000 qubit Advantage quantum system by D-
Wave and the new hybrid solver tooling a new heuristic approach is operational
for in-production quantum computing applications1. In this paper we use the new
functionality of D-Wave for the portfolio management problem and compare its
performance with other state-of-the-art, commercially available tooling.

There exists other work that compares D-Wave’s quantum annealer to other
optimisation tooling on other application areas. We name a few examples. A
QUBO formulation for the railway dispatching problem has been proposed in
[7]. They further benchmark their solutions for the polish railway network on
the state of the art D-Wave hardware. In [2], the authors have benchmarked the
5000 Advantage system for the garden optimisation problem class. Their results
demonstrate that the Advantage system and the new hybrid solvers can solve
large instances in less time than its predecessor.

In the remainder of this paper first the Portfolio Optimisation problem is
formulated. This is a quadratic, constrained, binary optimisation problem that
can in principle be solved by commercial solvers. The solvers we use in this paper
as benchmark for the quantum approach are presented in Sect. 3. In Sect. 4 the
implementation of the problem on the D-Wave quantum annealer is shown. The
results of solving instances of two main stock indices, the Nikkei225 and the
S&P500, on the quantum annealer and the comparison with the benchmark
approaches, will be presented in Sect. 5. We end with some conclusions and
recommendations.

2 Problem Description

We look at a Portfolio Optimisation problem, where we have N assets to invest
in, P1, ..., PN . The expected return of assets i equals μi and the risk of the
asset, denoted by the standard deviation, equals σi. The returns of the assets
1 https://www.D-Wavesys.com/press-releases/d-wave-announces-general-

availability-first-quantum-computer-built-business.

https://www.D-Wavesys.com/press-releases/d-wave-announces-general-availability-first-quantum-computer-built-business
https://www.D-Wavesys.com/press-releases/d-wave-announces-general-availability-first-quantum-computer-built-business
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are correlated, expressed by the correlation ρij for the correlation between assets
i and j. We have now the return vector μ = {μi} and the risk matrix Σ = {σij}
where σij = σ2

i if i = j and σij = ρijσiσj if i �= j.
Assume that we have a budget to select n assets out of N . We want the return

to be higher than a certain value R∗ and are searching for that set of n assets
that realise the target return against minimal risk. We therefore define xi = 1
if asset i is selected and xi = 0 otherwise. This gives the following optimisation
problem:

min xTΣx, (1)

s.t.
N∑

i=1

xi = n, (2)

μTx ≥ R∗, (3)

which is a quadratic, constrained, binary optimisation problem.

3 Benchmarks

We want to compare the performance of the D-Wave hardware with other state
of the art, commercially available tooling. For this we selected two solvers and
two meta-heuristics.

The first solver is LocalSolver [1], which is a black-box local-search solver
of 0–1 programming with non-linear constraints and objectives. A local-search
heuristic is designed according to the following three layers: Search Strategy,
Moves and Evolution Machinery. LocalSolver performs structured Moves tending
to maintain the feasibility of solutions at each iteration whose evaluation is
accelerated by exploiting invariants induced by the structure of the model. Unlike
other math optimisation software, LocalSolver hybridises different optimisation
techniques dynamically. We used an academic licensed local version.

The second solver is Gurobi [15], from Gurobi Optimisation, Inc., which is a
powerful optimiser designed to run in multi-core with capability of running in
parallel mode. Gurobi uses the Branch and Bound Algorithm to solve Mixed-
Integer Programming (MIP) models. It is based on four basic principles: pre-
solve, cutting planes, heuristics, and parallelism. Each node in the Branch and
Bound search tree is a new MIP. For our current MIQP (Mixed Integer Quadratic
Programming), a Simplex Algorithm is used to solve the root node. We used an
academic licensed local version of Gurobi.

The third benchmark is a standard MATLAB implementation of Genetic
Algorithms, which is a method for solving both constrained and unconstrained
optimisation problems based on a natural selection process that mimics bio-
logical evolution. The algorithm repeatedly modifies a population of individual
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solutions. It is a stochastic, population-based algorithm that searches randomly
by mutation and crossover among population members.

The last benchmark is the Simulated Annealing approach as implemented by
D-Wave in their Ocean environment. Their sampler implements the simulated
annealing algorithm, based on the technique of cooling metal from a high tem-
perature to improve its structure (annealing). This algorithm often finds good
solutions to hard optimisation problems.

4 Implementation

In this paper we use the newly introduced (2020) functionality of D-Wave for the
portfolio management problem and compare its performance with the commer-
cial solvers described in Sect. 3. In this section we describe how the problem can
be implemented on the D-Wave hardware. For this, the QUBO representation
will be derived, a method to find the parameters is given and D-Wave’s quantum
and hybrid algorithms are explained.

4.1 QUBO Representation

The D-Wave hardware solves Ising or QUBO problems. The QUBO [14] is
expressed by the optimisation problem:

QUBO: min/max y = xtQx, (4)

where x ∈ {0, 1}n are the decision variables and Q is a n × n coefficient matrix.
Another formulation of the problem, often used, equals

QUBO: min/max H = xtq + xtQx, (5)

or a combination of multiple of these terms

QUBO: min/max H = λ1 · H1 + λ2 · H2 + · · · , (6)

where λ1, λ2, . . . are weights that can used to tune the problem and include
constraints into the QUBO. For already a large number of combinatorial opti-
misation problems the QUBO representation is known [14,19]. Many constrained
binary programming problems can be transformed easily to a QUBO represen-
tation. Assume that we have the problem

min y = ctx, subject to Ax = b, (7)

then we can bring the constraints to the objective value, using a penalty factor
λ for a quadratic penalty:

min y = ctx + λ(Ax − b)t(Ax − b). (8)

Using P = Ic, the matrix with the values of vector c on its diagonal, we get

min y = xtPx + λ(Ax − b)t(Ax − b) = xtPx + xtRx + d = xtQx, (9)
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where matrix R and the constant d follow from the matrix multiplication and the
constant d can be neglected, as it does not influence the optimisation problem.

A QUBO problem can be easily translated into a corresponding Ising problem
of N variables si (i = 1, .., N) with si ∈ { −1, 1} given by :

min y =
N∑

i=1

hisi +
N∑

i=1

N∑

j=i+1

Jijsisj . (10)

The Ising model and QUBO model are related by si = 2xi − 1.

4.2 QUBO Formulation

We now create a QUBO formulation for the problem given in Eq. (1)–(3). In
case Eq. (3) is an equality, this problem can be translated easily to a QUBO
formulation:

min
(
λ0x

TΣx + λ1(
N∑

i=1

xi − n)2 + λ2(μTx − R∗)2
)
. (11)

In the case of inequalities in Eq. (3) we have to add additional K slack vari-
ables yk (k = 1, . . . ,K), where K = �log2(

∑N
i=1(μi))�. Scaling the μ values (in

thousands, millions, etc.) will help reduce the number of variables. This leads to

min
(
λ0x

TΣx + λ1(
N∑

i=1

xi − n)2 + λ2(μTx − R∗ −
K∑

k=1

2kyk)2
)
. (12)

4.3 Finding QUBO Parameters

It is known that the performance of the D-Wave hardware is depending strongly
on the choice of the penalty coefficient λ. When determining the penalty coef-
ficients, we can set λ0 = 1 and look for good values for λ1 and λ2. In Fig. 1 it
is shown that the choice of λ1 greatly influences the best found solution. Values
for λ1 lower that 500 gives an invalid solution, i.e., the solutions do not meet
the constraints given in the original problem. Values for λ1 higher than 500 give
allowed solutions. A value of 500 or just above would be optimal. Rule of thumb
is that the gain of violating a constraint must be lower than the costs. For λ1

this means that violating the associated constraint in the optimal solution x∗

for stock i gives a benefit of
∑N

j=1 σijx
∗
j . Around the optimal value, the biggest

benefit would be for stock i for which the sum of the smallest n values of σij is
the largest, meaning

λ̂1 = max
i

n∑

j=1

σi{j},

where σi{j} represents the j-th smallest covariance value for asset i.
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Fig. 1. Relation between Risk and setting of λ. Open dots are violating the original
constraints, while closed dots are valid solutions.

This is more complicated for λ2. Again, we have to look at the optimal
solution x∗ and exchange a zero and one in this solution, such that n stocks are
chosen, leading to x′. This is done such that (x∗ − x′)TΣ(x∗ − x′)/μT (x∗ − x′)
is maximised. The procedure we used is as follows:

1. A1 = average difference between smallest n sums Si =
∑n

j=1 σi{j},
2. A2 = average positive difference in μi between these n stocks,
3. λ̂2 = A1/A2.

Note that these values are a first estimation and can be the starting point for an
eventual grid search of the optimal parameters. In Table 1 we show the results of
the grid search and the comparison with the estimated values. It is shown that
the estimation is accurate (enough), such that the grid search can be skipped in
practice.

4.4 Solving QUBO

The most recent hardware, D-Wave Advantage, features a qubit connectivity
based on Pegasus topology. The QUBO problem has to be transformed to this
structure. Due to the current limitation of the chip size, a compact formulation
of the QUBO and an efficient mapping to the graph is required. This problem is
known as Minor Embedding. Minor Embedding is NP-Hard and can be handled
by D-Wave’s System automatically, hence we do not attempt to optimise it.
While some qubits in the chip are connected using external couplers, the D-
Wave QPU (Quantum Processing Unit) is not fully connected. Hence a problem
variable has to be duplicated to multiple connected qubits. Those qubits should
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have the same value, meaning the weight of their connection should be such
that it holds in the optimisation process. All these qubits representing the same
variables are part of a so-called chain, and their edge weights is called the chain
strength (γ), which is an important value in the optimisation process. In [3], it
has been indicated that if γ is large enough, the optimal solutions will match
γ ≥ Σij |Qij |. However the goal is to find the smallest value to avoid rescaling
the problem. The problem of finding the smallest γ is NP-Hard. On a higher
level, D-Wave offers hybrid solvers. These solvers implement state of the art
classical algorithms with intelligent allocation of the QPU to parts of the problem
where it benefits most. These solvers are designed to accommodate even very
large problems. This means that also most parameters of the embedding are set
automatically. By default, samples are iterated over four parallel solvers. The
top branch implements a classical Tabu Search that runs on the entire problem
until interrupted by another branch completing. The other three branches use
different decomposers to sample out a part of the current sample set to different
samplers. The D-Wave’s System sampler uses the energy impact as the criteria
for selection of variables.

5 Results

We solved the Portfolio Optimisation problem for two indices, the Nikkei225
and the S&P500. We solved several instances for both indices on the D-Wave
annealer, using the implementation described in Sect. 4, and all four benchmark
approaches described in Sect. 3. The instances were run on a Intel(R) Core(TM)
i7-8565U CPU@1.80 Ghz 8 GB RAM personal computer. We used the newest ver-
sion of the D-Wave Leap environment solvers, Hybrid Binary Quadratic Model
Version 2, for binary problems. The solver is, due to the underlying QPU, a
stochastic solver. For this, we ran the hybrid solver five times for each problem
instance and performed a parameter grid search for λ1 and λ2 for each problem
instance.

We used the implementation first to select a number of stocks of the Nikkei225
index. The Nikkei225 is a stock market index for the Tokyo Stock Exchange. It
has been calculated daily by the Nihon Keizai Shimbun (The Nikkei) newspaper
since 1950. It is a price-weighted index, operating in the Japanese Yen, and its
components are reviewed once a year. The Nikkei measures the performance of
225 large, publicly owned companies in Japan from a wide array of industry
sectors. We took quarterly data of the Nikkei225 index of the last five year. The
used return (μ) of each stock is the five year return, and the covariance σij the
calculated covariance over all quarters of the last 5 years. From this index, we
took a subset N of which n are selected to minimise the risk under a budget
and return (R∗) constraint. Note that (R∗) and n are related here: R∗ = 3000
and n = 20 means an average 5-year return of the portfolio of 3000/20 = 150
percent.

In Table 1 we show the 20 test instances we created on the Nikkei225, each
having a different combination of (N,n,R∗). For each instance we show the size
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of the coefficient matrix of the QUBO (Size(Q)), the calculated (λ) and optimal
λ̂2 value of the parameters and the resulting value of the objective function of
the best solution found by the hybrid solver. Also the best known solution is
shown.

Table 1. 20 instances for the Nikkei225 index with their parameters and HQPU solu-
tions. For the best solution, values marked with * have been proven optimal

N n R∗ Size(Q) ̂λ1
̂λ2 λ1 λ2 HQPU Best

50 10 0 60 76 0 70 0 256 256∗

50 25 0 60 320 0 365 0 3,035 3, 035∗

50 10 1,200 60 76 0.04 76 0.1 321 321∗

50 25 1,200 60 320 0.10 365 0.1 3,058 3, 058∗

100 20 0 111 137 0 100 0 809 809∗

100 50 0 111 607 0 700 0 10,999 10, 999∗

100 20 2,500 111 137 0.05 100 0.1 1,126 1, 126∗

100 50 2,500 111 607 0.09 700 0.1 11,065 11, 065∗

150 20 0 161 116 0 100 0 628 628∗

150 50 0 161 502 0 500 0 7,993 7, 993∗

150 20 3,000 161 116 0.04 100 0.1 1,271 1, 256∗

150 50 3,000 161 502 0.10 500 0.1 8,315 8, 270∗

200 20 0 211 100 0 100 0 530 529

200 50 0 211 428 0 500 0 6,000 5,950

200 20 3,250 211 100 0.04 100 0.1 1,308 1,262

200 50 3,250 211 428 0.08 500 0.1 6,859 6,500

225 20 0 236 88 0 88 0 484 482

225 50 0 236 385 0 385 0 5,468 5,379

225 20 3,500 236 88 0.05 100 0.1 1,504 1,455

225 50 3,500 236 385 0.07 385 0.1 6,610 6,131

In Table 2 the results of all benchmark tooling per test instance is given. In the
table the results are shown of the hybrid solver (HQPU), Simulated Annealing
(SA), Genetic Algorithm (GA), the Gurobi solver (GB) and LocalSolver (LS).
We see that LocalSolver finds for all instances the best solution. Gurobi also
finds this solution, however, it runs out of memory (locally) for instances bigger
than N = 150. For the instances it solves, it proves optimality by closing the
optimality gap to 0%. LocalSolver is not able to close this optimality gap within
reasonable time for most larger instances. The HQPU gives reasonable results,
optimal for the smaller instances and well within 5% of the optimal solution for
the larger cases, with exception for the last instance. The Simulated Annealing
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Table 2. Results of all the methods. Values marked with * are proven optimal. Values
marked with † for LocalSolver are not proven optimal, solver stops before GAP = 0.
Bold values in HQPU, SA, GA columns represent that they achieved optimal solutions
while italicised values represent solutions within 5% of the solution. All solutions in
GB and LS are optimal in nature.

N n R∗ HQPU SA GA GB LS Best solution

50 10 0 256 256 256 256 256 256∗

50 25 0 3,035 3,035 3,236 3,035 3,035† 3, 035∗

50 10 1,200 321 321 321 321 321 321∗

50 25 1,200 3,058 3,058 3,236 3,058 3,058 3, 058∗

100 20 0 809 809 1,102 809 809† 809∗

100 50 0 10,999 10,999 12,318 10,999 10,999 10, 999∗

100 20 2,500 1,126 1,135 1,450 1,126 1,126 1, 126∗

100 50 2,500 11,065 11,065 12,397 11,065 11,065 11, 065∗

150 20 0 628 628 1,047 628 628† 628∗

150 50 0 7,993 8,321 10,561 7,993 7,993† 7, 993∗

150 20 3,000 1,271 1,260 2,937 1,256 1,256† 1, 256∗

150 50 3,000 8,315 8,270 12,659 8,270 8,270† 8, 270∗

200 20 0 530 534 1,151 - 529† 529

200 50 0 6,000 6,030 9,397 - 5,950† 5,950

200 20 3,250 1,308 1,312 2,525 - 1,262† 1,262

200 50 3,250 6,859 6,983 11,804 - 6,500† 6,500

225 20 0 484 489 1,143 - 482† 482

225 50 0 5,468 5,472 9,438 - 5,379† 5,379

225 20 3,500 1,504 1,754 4,276 - 1,455† 1,455

225 50 3,500 6,610 6,835 11,802 - 6,131† 6,131

stays close to the HQPU solution and the Genetic Algorithm implementation
underperforms in comparison with the other solvers.

The performance is also depending on the computation time. In Table 3 the
calculation times are listed. Here only the time the solver requires are mentioned,
the time to build the problem is out of scope. Best solving times are realised by
Gurobi. LocalSolver performs well regarding to finding a good solution. However,
for most cases the optimality gap is not closed to 0% which means the solver
keeps running until the maximum admitted time is achieved. Simulated Anneal-
ing and Genetic algorithms have increasing calculation times for the instances.
The HQPU is quite fast and independent from the instance size here. The times
displayed in the table correspond to one call to the hybrid solver, where we
used 5 calls per instance. D-Wave allows the user to set a time limit. When the
user does not specify this, a minimum time limit is calculated and used. For all
instances here we did not adjust the time limit.
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Table 3. Pure solver times in seconds of all the methods. For LocalSolver the time to
find the best binary solution is given and between brackets the time to prove optimality.
The HQPU time is per query, in the analysis we used 5 queries per problem and
a parameter grid search was performed prior to these runs. Pure solver means time
required just for solving the problem and doesn’t include the initialisation time or the
time needed to send the problem to the Leap network.

N n R∗ HQPU SA GA GB LS

50 10 0 1.0 8 58 <1 2 (210)

50 25 0 1.3 7 55 <1 2 (>600)

50 10 1,200 1.0 2 53 <1 2 (35)

50 25 1,200 0.9 2 61 <1 2 (20)

100 20 0 1.1 9 89 <1 3 (>600)

100 50 0 1.1 20 88 <1 2 (76)

100 20 2,500 1.0 9 82 <1 2 (556)

100 50 2,500 1.1 9 86 <1 3 (43)

150 20 0 1.3 37 128 <1 2 (>600)

150 50 0 1.4 51 130 <1 4 (>600)

150 20 3,000 1.4 2 71 <1 3 (>600)

150 50 3,000 1.2 7 74 <1 16 (>600)

200 20 0 1.2 26 157 - 3 (>600)

200 50 0 1.1 33 161 - 4 (>600)

200 20 3,250 1.1 28 106 - 21 (>600)

200 50 3,250 1.1 32 128 - 7 (>600)

225 20 0 1.2 31 169 - 3 (>600)

225 50 0 1.1 43 168 - 12 (>600)

225 20 3,500 1.3 32 131 - 165 (>600)

225 50 3,500 1.2 37 140 - 207 (>600)

The second exercise we perform on the bigger S&P500. The S&P500 is a stock
market index that measures the stock performance of 500 large companies listed
on stock exchanges in the United States. It is one of the most commonly followed
equity indices. The S&P500 index is a capitalisation-weighted index and the 10
largest companies in the index account for 26% of the market capitalisation of the
index: Apple Inc., Microsoft, Amazon.com, Alphabet Inc., Facebook, Johnson
& Johnson, Berkshire Hathaway, Visa Inc., Procter & Gamble and JPMorgan
Chase. For this index we created five instances, which are depicted with the
results of the solvers in Table 4 and Table 5.

Again we see that Gurobi is not able to run instances bigger than N = 150.
LocalSolver finds the best solutions but is not able to close the optimality gap.
In the three largest instances the gap stayed 100% within the allowed 600 s.
Genetic algorithms performed poorly again. The hybrid approach and Simu-
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Table 4. Results of all the methods. Values marked with * are proven optimal. Values
marked with † for LocalSolver are not proven optimal, solver stops before GAP= 0.

N n R∗ Size(Q) HQPU SA GA GB LS Best

100 50 3500 112 5518 5518 6959 5518 5518† 5518∗

200 50 3500 213 3121 3141 5896 - 3121† 3121

300 50 3500 314 2492 2525 6825 - 2485† 2485

400 50 3500 414 1537 1677 6846 - 1504† 1504

500 50 3500 515 1287 1570 9014 - 1286† 1286

Table 5. Pure solver times in seconds of all the methods. For LocalSolver the time to
find the best binary solution is given and between brackets the time to prove optimality.
The HQPU time is per query, in the analysis we used 5 queries per problem and a
parameter grid search was perfumed prior to these runs.

N n R∗ HQPU SA GA GB LS

100 50 3500 1.0 8 61 <1 2 (>600)

200 50 3500 1.3 28 92 - 3 (>600)

300 50 3500 1.6 52 124 - 7 (>600)

400 50 3500 1.9 92 155 - 18 (>600)

500 50 3500 5.8 135 221 - 16 (>600)

lated Annealing were able to stay close to the LocalSolver solutions, within 3%
except for the last instance. Although we gave the HQPU more time to solve,
we adjusted the time limit by hand, it stayed on 18% above the best solution
found by LocalSolver, as the Simulated Annealing solver did. The solving times
of the HQPU stay quite reasonable as compared to the other solvers.

6 Conclusions and Further Research

Quantum computing is still in its early stage. However, the moment of quantum
computers outperforming classical computers is coming closer. In this phase,
hybrid solvers, using classical methods combined with quantum computing, are
promising. The quantum paradigm that is already maturing is quantum anneal-
ing combined with the Hybrid Solvers that D-Wave is offering. In this paper we
showed the performance of this hybrid approach, applied to a quadratic optimi-
sation problem occurring in finance, Portfolio Optimisation. Here a portfolio of
assets is selected, minimised the total risk of the portfolio. This portfolio has to
meet some return and budget constraints.

We suggested an implementation of this problem on the newest D-Wave quan-
tum annealer using the hybrid solver. The performance on a problem where 50
stocks needs to be selected from an existing index, the Nikkei225 or the S&P500,
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was already reasonable, in comparison with the performance of other commer-
cially available solvers. Of these solvers, LocalSolver performed the best, finding
the optimal solution in all cases very quickly. However, proving optimality, and
thus finishing the optimisation task, was not realised within reasonable time.
The hybrid quantum solver was able to find a solution within 3% of the optimal
solution for the S&P500 index up to 400 stocks. Further improvement of the
hybrid solvers and the enlargement of the QPU in the coming years lead to the
expectation that this computing paradigm is close to real business applications.

For further research we recommend to dive into the hybrid approach and
look for improvements. The used method is a standard method, whereas D-
Wave offers the opportunity to tailor the methodology in the Leap environment.
Also other quantum optimisation algorithms could be used, like the Quantum
Approximate Optimization Algorithm on a gate model quantum computer.
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Zopounidis, C. (eds.) Financial Decision Aid Using Multiple Criteria. MCDM, pp.
93–112. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-68876-3 4

30. Rebentrost, P., Lloyd, S.: Quantum computational finance: quantum algorithm for
portfolio optimization. arXiv preprint arXiv:1811.03975 (2018)

31. Resch, S., Karpuzcu, U.R.: Quantum computing: an overview across the system
stack. arXiv preprint arXiv:1905.07240 (2019)

32. Ronagh, P., Woods, B., Iranmanesh, E.: Solving constrained quadratic binary prob-
lems via quantum adiabatic evolution. Quantum Inf. Comput. 16(11–12), 1029–
1047 (2016)

http://arxiv.org/abs/2005.10780
http://arxiv.org/abs/1811.11538
http://www.gurobi.com
http://www.gurobi.com
https://doi.org/10.1007/978-0-387-89496-6_11
https://doi.org/10.1007/978-0-387-89496-6_11
https://doi.org/10.1007/978-3-319-68876-3_4
http://arxiv.org/abs/1811.03975
http://arxiv.org/abs/1905.07240


Portfolio Optimisation Using the D-Wave Quantum Annealer 59

33. Skaf, J., Boyd, S.: Multi-period portfolio optimization with constraints and trans-
action costs. In: Working Manuscript. Citeseer (2009)

34. Venturelli, D., Kondratyev, A.: Reverse quantum annealing approach to portfolio
optimization problems. Quantum Mach. Intell. 1(1–2), 17–30 (2019)

35. Xidonas, P., Mavrotas, G., Hassapis, C., Zopounidis, C.: Robust multiobjective
portfolio optimization: a minimax regret approach. Eur. J. Oper. Res. 262(1),
299–305 (2017)

36. Zanjirdar, M.: Overview of portfolio optimization models. Adv. Math. Finan. Appl.
5(4), 1–16 (2020)



Cross Entropy Optimization
of Constrained Problem Hamiltonians

for Quantum Annealing

Christoph Roch(B), Alexander Impertro, and Claudia Linnhoff-Popien

LMU Munich, Munich, Germany
christoph.roch@ifi.lmu.de

Abstract. This paper proposes a Cross Entropy approach to shape con-
strained Hamiltonians by optimizing their energy penalty values. The
results show a significantly improved solution quality when run on D-
Wave’s quantum annealing hardware and the numerical computation of
the eigenspectrum reveals that the solution quality is correlated with a
larger minimum spectral gap. The experiments were conducted based on
the Knapsack-, Minimum Exact Cover- and Set Packing Problem. For
all three constrained optimization problems we could show a remarkably
better solution quality compared to the conventional approach, where
the energy penalty values have to be guessed.

Keywords: Quantum annealing · Cross entropy method ·
Optimization · Minimum spectral gap · Constrained Hamiltonian ·
D-Wave Systems

1 Introduction

Experimental quantum computing has gained a lot of attention in the last
decade, since quantum computers have been commercialized by their companies
[2,3]. There exist different types of quantum computing hardware. The more
known one is the quantum gate-model computer. It is the quantum pendant to
our classical computers, which work with classical logical gates. The other type
of quantum computers are quantum annealers, which are particularly designed
for solving or finding good approximations to optimization problems. D-Wave
Systems is the first company, which has made their quantum annealing hardware
available for public and a lot of research has been done since then [1,5,13,23].

D-Wave’s Quantum Annealing (QA) algorithm, which is implemented in
hardware, is based on the adiabatic quantum computing principle [20]. First,
one has to map the corresponding optimization problem to a so called Ising
Hamiltonian in order to execute it on the hardware. The fundamental process
of QA then is to physically interpolate between an initial Hamiltonian, whose
minimal energy configuration (or ground state) is easy to prepare, and a problem
Hamiltonian, whose minimal energy configuration, that corresponds to the best
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solution of the defined Ising problem Hamiltonian, is sought. According to the
adiabatic theorem, if this process is executed slowly enough, and the coherence
domain is sufficiently large, the probability to stay in the ground state and thus
in the minimal energy configuration of the problem Hamiltonian is close to one
[6]. However, due to thermal fluctuations or a non-adiabatic anneal process the
system can leap from the ground to an excited state. The minimum distance
between the ground state and the first excited state throughout any point in the
anneal process is called the minimum spectral gap. Since it is physically hard
to ensure long coherence times in quantum systems, one can not increase the
anneal time arbitrarily in order to avoid computational errors by jumping to
excited states.

That is why we address this problem experimentally, not by adjusting the
anneal time, but by applying a Cross-Entropy (CE) method to optimize the
hyperparameters of the solution landscape, which are represented by the energy
penalty values of the constrained Hamiltonian of the optimization problem. We
can show that by optimizing the penalty values, the minimum spectral gap of the
problem Hamiltonian is scaled and shifted. In effect, D-Wave’s QA algorithm has
a higher chance of remaining in the ground state, which results in a significant
increase in solution quality as compared to the conventional approach without
CE optimization. For our experiments we used the Knapsack Problem (KP),
Minimum Exact Cover (MEC) Problem and the Set Packing (SP) Problem to
verify our approach. We experimentally reveal the linear correlation between the
size of the minimum spectral gap and the corresponding approximation ratio of
the D-Wave annealer to the best known solution (BKS) of the problem instance.

2 Background

2.1 Quantum Annealing Algorithm

Quantum annealing is a metaheuristic for solving complex optimization and
decision problems [15]. D-Wave’s quantum annealing algorithm is implemented
in hardware, and it is designed to find the lowest energy state of a spin glass.
Such a system can be described by an Ising Hamiltonian of the form

H(s) =
∑

i

hisi +
∑

i<j

Jijsisj (1)

where hi is the on-site energy of qubit i, Jij are the interaction energies of
two qubits i and j, and si represents the spin (−1,+1) of the i-th qubit. The
basic process of quantum annealing is to physically interpolate between an initial
Hamiltonian HI with an easy to prepare minimal energy configuration (or ground
state), and a problem Hamiltonian HP , whose minimal energy configuration,
that corresponds to the best solution of the defined problem, is sought (see
Eq. (2)). The physical principle on which the D-Wave computation process is
based on can be described by a time-dependent Hamiltonian as stated in Eq. (2).

H(t) = A(t)HI + B(t)HP (2)
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The anneal functions A(t) and B(t) must satisfy B(t = 0) = 0 and A(t = τ) = 0,
with τ being the total evolution time. When the state evolution changes from
t = 0 to t = τ , the annealing process, described by H(t), leads to the final form
of the Hamiltonian corresponding to the objective Ising problem that needs to
be minimized. Therefore, the ground state of the initial Hamiltonian H(0) = HI

evolves to the ground state of the problem Hamiltonian H(τ) = HP . The mea-
surements performed at time τ deliver low energy states of the Ising Hamiltonian
as stated in Eq. (1). According to the adiabatic theorem, if this transition is exe-
cuted sufficiently slowly (i.e., τ is large enough), and the coherence domain is
large enough, the probability to stay in the ground state of the problem Hamil-
tonian is close to one [6].

However, due to a non-adiabatic anneal process the system can jump from
the ground to an excited state. The minimum distance between the ground
state and the first excited state the—one with the lowest energy apart from the
ground state—throughout any point in the anneal process is called the minimum
spectral gap gmin of H(t), and is defined as

gmin = min
0≤t≤T

min
j �=0

[Ej(t) − E0(t)] (3)

where Ej(t) is any higher lying energy state and E0(t) the ground state [14]. The
adiabatic theorem states that staying in the ground state is enforced by setting
the change rate of the time-dependent Hamiltonian H(t) proportional to 1/gδ

min,
with δ depending on the distribution of eigenvalues at higher energy levels. δ may
range from one to even three in some circumstances [12,17,26]. To understand
the efficiency of adiabatic quantum computing, we need to analyze gmin, but in
practice, this is a difficult task [7], which we try to approach experimentally in
this work.

For the sake of completeness, note that there exists an alternative and often
used formulation to the Ising spin glass system. The so called Quadratic Uncon-
strained Binary Optimization (QUBO) formulation [8], which is mathematically
equivalent and uses 0 and 1 for the spin variables [27]. The quantum annealer
is also able to minimize the functional form of the QUBO formulation xT Qx,
with x being a vector of binary variables {0, 1} of size n, and Q being an n × n
real-valued matrix describing the relationship between the variables. Given the
matrix Q : n×n, the annealing process tries to find binary variable assignments
x ∈ {0, 1}n to minimize the objective function.

2.2 Knapsack Problem

In the NP-Complete Knapsack Problem [16], n items are given, each having a
certain weight wα and a certain value cα. The items must be picked in a way
that the total weight of the items is less than or equal to the knapsack capacity

W , i.e.,
n∑

α=1
wαxα ≤ W , and the total sum of the item values

∑n
α=1 cαxα is

maximized. Variable xα is set 1 if the item is packed in the knapsack and 0
otherwise [19]. In order to implement the KP on D-Wave’s quantum computer
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using QA, we need to encode the objective function of the KP into a Hamiltonian
which is diagonal in the computational basis.

The weight constraint can be encoded in the following quadratic Hamiltonian,
as stated in [18]:

H1 = A

(
1 −

W∑

n=1

yn

)2

+ A

(
W∑

n=1

nyn −
N∑

α=1

wαxα

)2

(4)

while the objective function is straightforwardly

H2 = −B

N∑

α=1

cαxα. (5)

Here, yn for 1 ≤ n ≤ W is a binary variable, which is set to 1, if the final weight
of the knapsack is n and 0 otherwise. H1 enforces that the weight can only take
exactly one value and that the weight of the items in the knapsack equals the
value we claimed it did. The parameters A,B are chosen according to

0 < B · max(cα) < A (6)

in order to penalize violations of the weight constraint. Note that one can reduce
the number of binary variables using the so called log trick to N + �1 + logW �
[18].

2.3 Minimum Exact Cover Problem

The Minimum Exact Cover Problem is an NP-Hard constrained optimization
problem, where a set U = {1, . . . , n}, and subsets Vi ⊆ U(i = 1, . . . , N) are
given, such that U =

⋃
i

Vi.

The task is to find the minimum number of sets Vi with the elements of
those sets being disjoint, and the union of the sets is U . The Hamiltonians
H3 = H1 + H2 are stated in [18]:

H1 = A

n∑

α

(
1 −

∑

i:α∈Vi

xi

)2

(7)

H2 = B
∑

i

xi (8)

In Eq. (7) α denotes the elements of U , while i denotes the subsets Vi. H1 = 0, if
every element is included exactly one time, which implies that the unions of the
subsets are disjoint. With the additional Hamiltonian H2 the smallest number
of subsets is sought. The ground state of this Hamiltonian will be m ∗ B, where
m is the smallest number of subsets required for the complete union. The ratio
of the penalty values A and B can be determined by regarding the worst case
scenario which is that there are a very small number of subsets with a single
common element, whose union is U . To ensure this does not happen, one can set

A > n · B. (9)
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2.4 Set Packing Problem

The Set Packing Problem is also an NP-hard constrained optimization prob-
lem. Given a setup as in Sect. 2.3, its difficulty lies in finding the maximum
number of subsets Vi which are all disjoint. In [18] the following Hamiltonians
H3 = H1 + H2 are given:

H1 = A
∑

i,j:Vi∩Vj �=∅
xixj (10)

H2 = −B
∑

i

xi (11)

H1 is minimized only when all subsets are disjoint, while H2 simply counts the
number of included sets. Choosing the penalty values

B < A (12)

ensures that it is never favorable to violate the constraint H1. Considering there
will always be a penalty of at least A per extra set included. Just as the Minimum
Exact Cover Problem the Set Packing Problem requires N spins.

2.5 Cross-Entropy Method

The Cross-Entropy method is a Monte Carlo method for importance sampling
and optimization, and is known to perform well on combinatorial optimization
problem with noisy objective functions [24,25].

We experimentally implement the method using a common CE algorithm
(see Algorithm 1), as stated for example in [28]. In each step of the iterative
optimization, a set of points a1...an from the distribution p is sampled, based on
its current parameterization Φg−1 (line 3). To each point a1...an, the objective
function f of the optimization problem assigns values v1...vn (line 4). Finally, a
fraction ρ of elite samples is chosen based on a selection routine (line 5 and 6)
and used to compute a new parameterization of p, Φg.

Algorithm 1. Cross-Entropy
1: function OPTIMIZE(p, Φ0, f, ρ, n, G)
2: for g = 1 → G do
3: a1...an ∼ p(·|Φg−1), a ← a1...an

4: v1...vn ∼ f(a1)...f(an),v ← v1...vn

5: sort a according to v
6: Φg ← argmaxΦ

∏�nρ�
i=1 p(ai|Φ)

return a1

The convergence rate of the algorithm critically depends on the distribution
p, as it determines the new sample points a for each generation. The initial
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distribution p(·|Φ0) should be chosen such that it reproduces optimal samples
as closely as possible. However, when this is not possible, a generally applicable
approach is to choose a distribution which covers the entire sample space. This
increases the probability for the algorithm to evolve towards a good solution
already in early generations.

After each iteration, a maximum likelihood estimate of the currently chosen
elite fraction is done to update the parameterization Φg according to the follow-

ing rule μg =
∑�nρ�

i=1 Xi

�nρ	 , σ2
g =

∑�nρ�
i=1 (Xi−μg)

T (Xi−μg)

�nρ	 and Φg = 〈μg, σ
2
g〉, which

is valid for a multivariate Gaussian distribution. Other critical parameters are
the selected fraction ρ of elite samples, the population size n and the number
of generations G, which must be carefully adjusted for a given problem in order
to maximize the likelihood of finding a good solution. In Sect. 4, we explain how
the CE method is adapted for our specific task.

3 Related Work

In 2017, Mark W. Coffey studied the Knapsack Problem within an Adiabatic
Quantum Computing (AQC) framework. He mapped the optimization problem
to an Ising model and used small problem instances to evaluate his approach.
He points the relevance of theoretical and numerical investigations regarding
the minimum spectral gap and its location in the anneal path out, in order to
improve AQC [11].

More insights brought Choi in 2019. She theoretically showed, that adjusting
the energy penalty of the Ising Maximum weighted Independent Set Problem,
one may change the quantum evolution from one that has an anti-crossing to
one that does not have, or the other way around, and thus drastically change the
minimum spectral gap [10]. Following this insight, we propose an adapted CE
method to automatically adjust the penalty values of constrained Hamiltonians
to influence the quantum evolution of D-Wave’s QA hardware, or more precisely
the size and location of the corresponding minimum spectral gap, so that D-
Wave’s quantum annealer has a higher chance of remaining in the ground state.

In previous work, we already applied CE in the field of gate based quantum
computers [22]. Similarly to this work, we shaped the solution landscape of the
Knapsack problem Hamiltonian, which allowed the classical optimizer of the
hybrid Quantum Approximate Optimization Algorithm (QAOA) to find better
gate parameter and hence resulted in an improved performance.

4 QA with Cross-Entropy

In our approach we use an adapted CE method to optimize the penalty values A
and B of our problem Hamiltonians. Varying those values significantly changes
the energy landscape of the corresponding constrained optimization problem,
and therefore also influences the pathway of the Quantum Annealing algorithm.
By adjusting those penalty values it is possible to scale and shift the minimum
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spectral gap gmin and hence improve the probability of staying in the ground
state throughout the anneal process.

An example can be seen in Fig. 1. In Fig. 1a the time-dependent eigenspec-
trum of a Minimum Exact Cover Hamiltonian with randomly selected penalty
values is visualized. The same setup, but with optimized penalty values, found
by CE, can be seen in Fig. 1b. The histograms in Fig. 1c and d show the corre-
sponding solution qualities w.r.t the best known solution (BKS). The solution
quality is associated with the approximation ratio, which is calculated as follows:
Approx. ratio = #BKS

#Measurements with #BKS being the number of measuring the
BKS and #Measurements being the total number of measurements (default 100).

In Fig. 1a the minimum spectral gap gmin is ≈1 and located in the middle of
the anneal process, while in Fig. 1b the gap gmin is ≈3 and shifted to the begin-
ning of the anneal process. The impact of scaling and shifting gmin also reflects in
an improved quantum annealing solution quality in Fig. 1d. Therefore, optimiz-
ing the penalty values of the problem Hamiltonian, in a way that gmin increases,
decreases the likelihood of (thermal) excitations out of the instantaneous ground
state, and consequently allows the quantum annealer to reach a better solution
quality.

Regarding the problem Hamiltonians, the choice of penalty values are
restricted by Eq. (6), (9) and (12), respectively for the Knapsack, Minimum
Exact Cover and Set Packing Problem [18]. To satisfy those constraints, we use
a modified CE optimization scheme (see Algorithm 2), in which the penalty val-
ues A,B are sampled from truncated normal distributions p. Since the allowed
values for A depend on the choice of B, we first draw a value for B (line 3)
with an appropriately chosen sampling range ΓB . Afterwards, the value for A is
drawn over a sampling range ΓA(B), such that the penalization constraint of the
corresponding optimization problem is satisfied (line 5). This is done for n sam-
ples. For each sample, we construct the corresponding Hamiltonian, as described
in [18] and run D-Wave’s QA heuristic to assign a value v1...vn corresponding to
the approximation ratio of the best found solution for each Ai, Bi-pair (line 7).
This is done iteratively for a specified number of generations G. In Fig. 2, the
process of CE with QA and the fitness of each generation for the MEC problem
Hamiltonian A is shown.

5 Evaluation

5.1 Experimental Setup

For the experimental evaluation, we used D-Wave’s 2000Q quantum annealer
(solver name: DW 2000Q 6 (lower noise)). We used the standard anneal sched-
ule with 20µs and the standard energy scales A(t) and B(t), as stated in [4],
which are required to compute the energy of a problem at a specific point in the
annealing process. For embedding the problem instances on the D-Wave QPU,
we used the minorminer library [9], which tries to find an efficient embedding
of the logical problem graph to the physical architecture, called chimera graph,
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Fig. 1. Eigenspectra and solution qualities for MEC problem instance A. Problem A
consists of four subsets with numbers ranging from 1 to 4, [(1, 2), (1, 3), (1, 2, 4), (3)].
The BKS (marked in dark blue) is 0011, i.e., sets with index 2 and 3 are in the solution.
The gmin = δ marks the minimum spectral gap, which is ≈1 for random penalty values
A and B and ≈3 for optimized ones, see Figs. a and b, respectively. Figures c and d show
the corresponding solution qualities, i.e., the state probability of the BKS compared to
the other solutions. (Color figure online)

of the D-Wave quantum annealer. Since not every problem graph fits directly
to the architecture, due to the sparse connectivity of the qubits on the QPU,
physical ancillary qubits need to be used to represent one logical qubit. Addi-
tionally, it is known that not every qubit of the D-Wave QPU has the same
physical quality. Thus, the embedding has an influence on the solution quality
of the problem, as stated in [21]. That means, the same graph structure embed-
ded on different physical qubits of the QPU leads to different solution qualities.
In Fig. 3 one graph structure of the MEC problem instance A is embedded ten
times, each time on different qubits of the QPU. For every embedding we used
the same 100 individuals (penalty value pairs), their fitness was averaged over
three runs per individual, to draw a fair comparison. One can see, that in the
best embedding (the third one) the mean solution quality is around 71%, while
in the worst embedding (the second one) the mean solution quality is around
50%. Consequently, the embedding can not be influenced directly and thus may
also impact the overall solution quality of the CE optimization.
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Fig. 2. Example CE optimization with G = 10 is shown in Fig. a. The ellipses represent
the μg and σ2

g of generation g. The filled circles correspond to the best ρ fraction of
individuals. The best values found by CE, for this specific MEC problem instance A,
were 10.38 and 2.25 for A, respectively B. In Fig. b the fitness of each individuum
per generation (population size is 100) computed with D-Wave’s 2000Q annealer is
represented by the boxplots.

Algorithm 2. Cross-Entropy Energy Penalty Optimization
1: function OPTIMIZE(p, Φ0, f, ρ, n, G)
2: for g = 1 → G do
3: B1...Bn ∼ p(·|Φg−1, ΓB)
4: B ← B1...Bn

5: A1...An ∼ p(·|Φg−1, ΓA(B))
6: A ← A1...An

7: v1...vn ∼ QA(A1, B1)...QA(An, Bn)
8: v ← v1...vn

9: sort A, B according to v
10: Φg ← argmaxΦ

∏�nρ�
i=1 p(Ai, Bi|Φ)

return A1, B1

In Table 1 the parameter settings of the CE method are listed. Since we
are using a truncated normal distribution to sample from, we need to specify
additional clipping parameters for both penalty values A and B. The sampling
range of A is computed according to the corresponding problem constraints.

We used four problem instances for each optimization problem to test our CE
approach with D-Wave’s QA algorithm. The instances per optimization problem,
named A, B, C and D range from 4 to 7 logical qubits, respectively. Since D-
Wave’s quantum annealing hardware is still in its infancy regarding the number
of qubits and their connectivity, those logical problems already led to physical
ancillary qubits to enable a valid embedding. Those ancillary qubits are coupled
by a chain strength parameter to ensure that by measuring they collapse to the
same basis state. However, this additional parameter also influences the overall
solution quality and makes it harder for CE to optimize large problem instances.
That is why we rather used small instances, to demonstrate the effect of CE.
However, our approach is theoretically also applicable to larger problems.
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Fig. 3. Different D-Wave embeddings
for MEC problem instance A.

Table 1. Cross-entropy parameter settings

CE attributes

G n ρ γ∗ Min σ2 σ2
0 μ0 B sample

range

10 100 0.1 0.5 0.1 1.0 0.0 [0.1, 10.0]

∗The learning rate specifies the amount of changes

from Φg−1 to Φg .

Fig. 4. Correlation plots of the approximation ratio to the BKS and the minimum
spectral gap. The blue circles represent the individuals (penalty value pairs) over ten
generations of the CE method (in total 1000 individuals). The first row represents
the KP instances A–D, while the second and third row represents the MEC and SP
instances, respectively. The red number is the correlation coefficient. (Color figure
online)

5.2 Results and Discussion

In Fig. 4 the linear correlation of the approximation ratio to the BKS and the
minimum spectral gap is plotted. The number in the upper left corner is the
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Pearson product-moment correlation coefficient, which assumes values in the
range of −1 to +1, where the extrema occur in case of a strong negative or
positive correlation, while a value of 0 indicates uncorrelated variables. The
first row represents the KP instances A − D, while the second and third row
represents the MEC and SP instances, respectively. The blue circles represent the
individuals (penalty value pairs) over ten generations of the CE method (in total
1000 individuals). The solution quality is given by the approximation ratio of
the BKS and can be calculated by dividing the BKS counts by the number of
measurements (default 100). Note that we averaged the approximation ratio for
each individual of the population over three runs on the D-Wave hardware to
compensate the stochasticity of the quantum system.

The results show that for each problem instance (perhaps with the exception
of MEC C), there exists a correlation between the approximation ratio computed
with D-Wave’s quantum annealer and the minimum spectral gap. Notice that,
within the broadest range of the minimum spectral gap, the approximation ratio
is in general much higher and in some cases near to 1.0 (see MEC problem
instance A and B), while in cases, where the minimum spectral gap is small the
approximation ratio is also comparatively lower and more variance occurs (see
MEC problem instance C).

In Fig. 5 the results of QA with CE and the conventional QA approach are
compared against each other. We tested both methods on different problem
instances as stated in Sect. 5.1. The results are shown in Fig. 5a–c for the KP,
MEC, and SP, respectively.

CE was initialized with the parameter setting of Table 1 and D-Wave’s QA
algorithm was used as explained in Sect. 5.1. W.r.t the classical QA approach, we
randomly sampled five penalty value pairs of the same sampling range as stated
in Table 1. Each penalty value pair was executed 10 times on D-Wave’s 2000Q
quantum annealer and the corresponding solution qualities (approximation ratio)
are represented in the respective box plot “random”. For the QA with CE box
plots, named “optimal”, we used the ρ fraction of the penalty value population
of the last CE generation and calculated their fitness, i.e., solution quality.

The results show, that for the KP in Fig. 5a, the solution quality, w.r.t the
mean could be increased by around 500% in the best case (see problem B) and by
around 85% in the worst case (see problem D), by using the optimized penalty
values.

Also for the MEC problem in Fig. 5b, the solution qualities were increased
by around 170% in problem C) in the best case and by 30% in the worst case in
problem A. Furthermore note, that in problem A and B an approximation ratio
of nearly 100% could be reached with the optimized penalty values.

In Fig. 5c a significant growth in the quality of the solution can be seen, too,
for the SP problem. In the best cases (problem B and D) an increase of around
600% could be achieved while in the worst case (problem A) the optimized
penalty values still led to an 80% increase in solution quality.
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Fig. 5. Solution qualities for the four problem instances A–D of the KP, MEC and
SP problem instances are represented in Fig. a–c, respectively. The “random” boxplots
represent the approximation ratio of five randomly sampled penalty value pairs (each
run 10 times), while the “optimal” boxplots represent the approximation ratio of the ρ
fraction of the penalty value pair population of the 10th generation of the CE method.

The overall solution quality in general decreases with the size of the problem
instances. However, this is obvious since the number of possible solution and
therefore the whole solution space increases.

Another feature is the comparatively small variance of the approximation
ratio of the optimized penalty values, over all problem instances, which can be
seen in Fig. 5. That is due to the values being picked from the best ρ fraction
of individuals of the last CE generation, while the randomly sampled energy
penalty value pairs may contain disadvantageously ones. However, this does not
detract from the fact that our CE approach is quite stable w.rt. the stochastic
quantum system.

6 Conclusion

In this paper we have presented a Cross Entropy approach to shape constrained
Hamiltonians by optimizing their penalty values. We showed by the numerical
computation of the eigenspectrum that this optimization leads to a scaling and
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shifting of the minimal spectral gap and thus makes it easier for D-Wave’s quan-
tum annealing algorithm to stay in the ground state during the anneal process.
Consequently, this results in an improved overall solution quality (approxima-
tion ratio). The experiments were conducted based on the Knapsack-, Minimum
Exact Cover- and Set Packing Problem. For all three constrained optimization
problems we could show a significantly better solution quality compared to the
conventional approach. Moreover, using the optimized penalty values of the last
generation of CE results in a lower variance of the solution quality, meaning that
less averages have to be taken to find good solutions. However, since the penalty
values found by the CE method differed in the used problem instances, we want
to use machine learning techniques in order to investigate correlations between
the optimized penalty value pairs and be able to reuse them for other problem
instances. Due to this fact, we currently see the strength of our approach in
the optimization of the overall solution qualities, but less in achieving compu-
tational speedups. Furthermore, we want to study our approach also for larger
problem instances and take the hyperparameter of the physical qubit chains and
the embedding into account to even improve this approach.

Acknowledgements. This work was funded by the BMWi project PlanQK
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Abstract. Quantum computing has great potential for advancing
machine learning algorithms beyond classical reach. Even though full-
fledged universal quantum computers do not exist yet, its expected
benefits for machine learning can already be shown using simulators
and already available quantum hardware. In this work, we consider a
distance-based classification algorithm and modify it to be run on actual
early stage quantum hardware. We extend upon earlier work and present
a non-trivial reduction using only two qubits. The algorithm is conse-
quently run on a two-qubit silicon spin quantum computer. We show
that the results obtained using the two-qubit silicon spin quantum com-
puter are similar to the theoretically expected results.

Keywords: Classification · Machine learning · Quantum computing ·
Hardware implementations

1 Introduction

Whether we are aware of it or not, machine learning has taken a prominent
role in our lives. For example, various algorithms are used to process text [1,2]
and speech [3,4]. Furthermore, machine learning algorithms exist to recognise
patterns [5] and also more specifically focused on recognising faces [6]. These are
just a few of the many applications of machine learning.

In general, however, we can distinguish between three different types of
machine learning: supervised, unsupervised and reinforced machine learning. In
supervised machine learning, the machine is given annotated data, which is then
used to train a model to annotate unseen data. Examples of supervised machine
learning are decision trees, support vector machines and neural networks. Unsu-
pervised machine learning algorithms use data without annotation and instead
assign the labels themselves. Examples of unsupervised machine learning are
clustering algorithms, such as k-means clustering. The third and last type is
reinforced machine learning, or reinforcement learning, where a reward function
is used that quantifies the ‘goodness’ of a solution. Based on the reward function,
model parameters are adjusted. A prominent example of reinforcement learning
applied in practice is AlphaGo, the first algorithm to beat a human at the game
of Go [7]. As annotated data is in general expensive to gather, often a fourth
c© Springer Nature Switzerland AG 2021
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type is considered: semi-supervised learning. Here a model is initially trained
with a small set of annotated data, after which the rest of the learning is run
unsupervised with a larger set of unlabeled data.

Each of these types has its own challenges. Two common challenges across
the four different types are however lack of data and intractability of the train-
ing phase, meaning that training the model is too complex. The intractability is
often overcome by running the algorithms on (a clusters of) computers with more
computational power. Instead, we may also opt for a completely different way of
computing: doing computations using quantum computers. In quantum comput-
ers, computations are done using quantum bits (qubits) instead of classical bits.
Classical bits are always in one of two possible definite states, zero or one. Qubits
on the other hand can be in a superposition of the different computational basis
states. A superposition is a complex linear combination of these states. Upon
measurement a label corresponding to only one of the computational basis states
is found. The probability to find each of the labels corresponds to the absolute
value squared of the corresponding amplitudes. After the measurement, the state
is projected onto a space corresponding to the found label and information on
the initial superposition before the measurement is lost. Another key property of
quantum states is that two qubits or, more general, multiple quantum states can
be entangled. Entanglement implies correlations between two systems beyond
what is possible classically. A more elaborated introduction to quantum com-
puting is given in [8].

These quantum mechanical properties can be used to enhance classical com-
puting and machine learning specifically [9,10]. Quantum algorithms can for
instance replace computationally expensive (sub)routines in classical algorithms,
thereby enhancing the algorithm as a whole. Examples of computationally com-
plex subroutines where quantum computing can offer benefits are sampling from
probability distributions [11] and inverting matrices [12].

Another example of where quantum computing will provide improvements
over classical algorithms is classification. In [13] for example, two quantum com-
puting methods are proposed to classify data. The first method is a variational
quantum classifier [14], similar to classical support vector machines (SVMs).
In the second method, a kernel function is estimated and optimised directly.
Instead of explicitly and iteratively training a machine learning model, a classi-
fier can also be implemented directly from the data points, as in [15]. There, a
controlled-SWAP-gate between the training data and a test data point is applied
and two measurements are applied to classify the test data point. An example
of distance-based classification is given in [16]. Here, a label is assigned based on
a distance measure evaluated on the training points and a new test point. The
classical complexity of this algorithm is O(NM), with N the number of data
points and M the number of features. The time complexity of this quantum
algorithm is constant, given efficient state preparation. The number of qubits n
required is logarithmic in the number of data points, i.e., n = O(log N).

For this constant complexity to hold, efficient state-preparation is a necessity.
This can however pose challenges [17], and, if the state is prepared explicitly,
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even can result in an exponential overhead in the number of qubits. In general,
an m×m-qubit unitary gate can be decomposed exactly in O(m34m) single qubit
and CNOT-gates [18], which was later reduced to O(2m) quantum gates [19,20].
Instead of explicit state preparation, the state can also be obtained from the
output of other quantum processes or by using a quantum RAM [21], a register
or quantum computer that stores specific states. Note that for the latter, the
challenge shifts from efficiently preparing a quantum state to efficiently prepar-
ing and storing the states in the quantum RAM. An approach proposed in [22]
uses a divide-and-conquer algorithm for quantum state preparation, with a poly-
logarithmic complexity in N , the number of data points, compared to a classical
complexity of O(N). The complexity of the quantum distance-based classifier
of [16] thus depends on the complexity of state-preparation.

Especially for near-term devices with limited resources, state preparation
can limit the applicability of this algorithm. A reduction to overcome this limi-
tation is presented in [23]. By formulating the algorithm as a quantum channel
and considering a single data point at a time, similar performance is reached
as with the original algorithm. Conditional on the measurement of the ancilla
qubit either a new data point is chosen uniformly at random or the label is
assigned to the test point. We consider a different non-trivial reduction of the
distance-based classifier to be run on near-term hardware, classifying data points
in one of two classes. Our algorithm can be used as benchmarking algorithm for
comparison with classical devices and to compare different quantum chips. In
this work, we compare the classical theoretical results with the results obtained
through a decoherence-free quantum simulation and by running the algorithm
on a two-qubit silicon spin quantum chip developed by QuTech. In Sect. 2 we
briefly explain the distance-based classifier presented in [16]. In Sect. 3 we present
a non-trivial reduction of the algorithm to a two-qubit version. The results of
running the algorithm on the quantum hardware and on the simulator are pre-
sented and compared to the theoretically expected results in Sect. 4. Conclusions
are given in Sect. 5.

2 Distance-Based Classifier

In this section we explain the quantum distance-based classifier proposed in [16].
This algorithm classifies a test point, based on its distances to data points in a
data set. The algorithm returns a binary variable representing the label of the
test point.

Consider a data set D = {xi, yi}N−1
i=0 with data points xi ∈ R

M and labels
yi ∈ {±1}. Let x̃ ∈ R

M be an unlabeled data point, the goal is to assign the
label ỹ to this data point x̃. The algorithm presented in [16], implements the
threshold function

ỹ = sgn
(∑N−1

i=0
yi

[
1 − 1

4N

∥∥x̃ − xi
∥∥2

])
, (1)

where sgn: R → {−1, 1} is the signum function and κ(x̃,x) = 1 − 1
4N ‖x̃ − x‖2

is the similarity function or kernel.
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Without loss of generality we can assume that the data points in D are
normalised. The data points can then be encoded in qubits:

x = (x0, . . . , xM−1)T �→ |x〉 =
∑M−1

j=0
xj |j〉 ,

with xj the j-th coefficient of x and |j〉 the j-th computational basis state. Let
us consider the quantum state

|D〉 =
1√
2N

∑N−1

i=0
|i〉 (|0〉 |x̃〉 + |1〉 ∣∣xi

〉) ∣∣yi
〉
. (2)

Here, the first register |i〉 is an index register, indexing the data points. The
second register is an ancilla qubit entangled with the test point and the i-th
data point. The fourth register encodes the label yi. In case of only two classes,
the fourth register is only a single qubit. Note that binary labels y and labels
s ∈ {±1} are directly related via y = (s + 1)/2.

The algorithm starts from the quantum state of Eq. (2) and consists of a
Hadamard operation on the ancilla qubit, a measurement of that qubit and a
measurement of the fourth register. Due to the probabilistic nature of quantum
algorithms, multiple measurement rounds should be used. The label of the test
point is assigned based on the measurement of the fourth register, conditional
on the first measurement giving a 0. Results where the first measurement gives
a 1 should be neglected.

After the Hadamard gate we are left with

|D〉 =
1

2
√

N

∑N−1

i=0
|i〉 (|0〉 (|x̃〉 +

∣∣xi
〉
) + |1〉 (|x̃〉 − ∣∣xi

〉
)
) ∣∣yi

〉
. (3)

Measuring the ancilla qubit and only continuing with the algorithm if the |0〉-
state is measured, leaves us with

|D〉 =
1

2
√

Npacc

∑N−1

i=0
|i〉 |0〉 (|x̃〉 +

∣∣xi
〉
)
∣∣yi

〉
. (4)

Here, pacc is the probability of measuring 0, given by

pacc =
1

4N

∑
i

∥∥x̃ + xi
∥∥2

. (5)

If instead the |1〉-state is measured, the algorithm should be aborted and run
again, which can also be taken care of in a post-processing step. The probability
of obtaining a label ỹ = 1 is given by

P(ỹ = 1) =
1

4Npacc

∑
i|yi=1

∥∥x̃ + xi
∥∥2

. (6)

If both classes have the same number of data points and the data points are
normalised, we have

1
4N

∑
i

∥∥x̃ + xi
∥∥2

= 1 − 1
4N

∑
i

∥∥x̃ − xi
∥∥2

.
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Therefore, the algorithm implements the classifier of Eq. (1). By evaluating the
algorithm multiple times, the most likely class is obtained.

Note that, as discussed in the introduction, the constant complexity of this
algorithm is under the assumption of efficient state preparation, for instance
using a quantum RAM. Extensions on this work and relaxation of assumptions
in the original work are given in [24]. One of these assumptions is that all classes
contain the same number of data points. In the next section we will reduce this
distance-based classifier to a two qubit version.

3 Reduction to a Two-Qubit Version

In this section we present a non-trivial reduction of the distance-based classifier
to a two qubit version to be run on few qubit quantum hardware. This reduced
algorithm can consequently be used for comparing the fidelity of pairs of qubits
due to the simple nature of this algorithm. The algorithm proposed in this section
produces the same probability distribution for the measured labels as the original
distance-based classifier for a given data set. In our approach, we use the same
qubit for both encoding the data points as well as encoding the labels.

For a two-qubit version of the algorithm, we consider a training set D =
{(x0,−1), (x1, 1)} and a test point x̃, with each data point having two features.
We can encode the data points as∣∣x0

〉
= cos(θ/2) |0〉 − sin(θ/2) |1〉∣∣x1

〉
= cos(φ/2) |0〉 − sin(φ/2) |1〉

|x̃〉 = cos(ω/2) |0〉 − sin(ω/2) |1〉 ,

such that Ry(θ) |0〉 =
∣∣x0

〉
. Without loss of generality we may assume θ = 0.

Furthermore, note that for two data points, the index register and the label
register have the same value. Hence, the two can be combined and the initial
state is given by

1
2

|0〉 ( |0〉 |x̃〉 + |1〉 |0〉 )

+
1
2

|1〉 ( |0〉 |x̃〉 + |1〉 ∣∣x1
〉 )

.

The ratio of the probabilities when measuring the first register is then given by

P(
∣∣yi

〉
= |0〉)

P(|yi〉 = |1〉) =
cos2

(
ω
4

)
cos2

(
ω−φ
4

) , (7)

with ω and φ depending on the data points. For a further reduction to only two
qubits we set t = cos2

(
ω
4

)
/ cos2

(
ω−φ
4

)
, and define

ω′ =

{
4 arctan

(
1−√

t
1+

√
t

)
if t �= 1

0 else
. (8)
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For t = 1 both classes are equally likely. We propose the quantum circuit shown
in Fig. 1 for classification. The resulting probability distribution is equal to that
of the original classifier.

Fig. 1. A two qubit classification quantum circuit. The operations are a Hadamard
gate (H), rotations around the Y -axis (Ry), a controlled-NOT operation (CNOT )
and two measurements. The used angle depends on the data points.

The quantum circuit in Fig. 1 produces the desired probability distributions.
The first gates prepare the desired quantum state and the last Hadamard-gate
is similar to the operation in the original algorithm. The initial state is given by

1√
2

(cos(ω′/2) |00〉 + sin(ω′/2) |01〉 + |11〉) (9)

and the quantum state before the measurements is

1
2

(cos(ω′/2) |00〉 + cos(ω′/2) |10〉
+ (1 + sin(ω′/2)) |01〉 + (1 − sin(ω′/2)) |11〉) .

When measuring the first (left-most) qubit and only continuing if the |0〉-state
is measured, we have

1
2
√

p′
acc

(cos(ω′/2) |00〉 + (1 + sin(ω′/2)) |01〉) , (10)

with p′
acc the acceptance probability given by

p′
acc =

1 + sin(ω′/2)
2

. (11)

Note that this acceptance probability differs from the one given in Eq. (5), how-
ever the conditional probabilities of measuring the labels does match that of the
original algorithm. This acceptance probability only depends on the distribution
of the considered data points on the unit circle.

The method above can be generalised to arbitrary data sets with two classes.
Instead of a single data point, a representative of each data set is used in the
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classification. This follows as for normalised data, only the angle of the data
point is considered and each angle has an equal contribution. Hence, the mean
of the angles can be used for the representative data point. This step requires
the computation of two means, both of N/2 angles.

4 Results

In this section we present the results when running the algorithm on quantum
hardware and on a quantum simulator. These results are compared to the results
we expect based on a theoretical evaluation of the quantum operations. These
expected probabilities are obtained from the quantum state in Eq. (10) and the
acceptance probability from Eq. (11).

We used the Quantum Inspire platform [25,26], developed by QuTech, to
obtain our results. This online platform hosts two quantum chips: a 2-qubit
silicon spin chip and a 5-qubit transmon chip. Furthermore, a quantum simulator
based on the QX programming language is available [27]. We used the publicly
available 2-qubit silicon spin chip for our results.

For the experiments we use the Iris flower data set [28]. This data set contains
150 data points, equally distributed over three classes. Each data point has
four features. We only consider the Setosa and Versicolor class and the first
two features of the data points: the width and length of the sepal leaves. We
standardise and normalise the data points and then randomly sample data points
to form the data sets to run the algorithm with. Additionally, we randomly
sample another data point, not used yet, together with its corresponding label.
This data point is used as test point. For the first data set, we sample the test
point from the Setosa class, for the second data set we sample the test point
from the Versicolor class. The three data points of each data set can now be
written as

∣∣x0
〉

= |0〉∣∣x1
〉

= cos(φ/2) |0〉 − sin(φ/2) |1〉
|x̃〉 = cos(ω/2) |0〉 − sin(ω/2) |1〉 ,

with appropriate angles φ and ω. We identify label 0 with the Setosa class and
label 1 with the Versicolor class.

For the first data set we have x0 = (1, 0), x1 = (−0.9929, 0.1191) and x̃ =
(0.9939, 0.1103), which correspond with Iris samples 34, 75 and 13, respectively.
The corresponding angles are φ ≈ −6.0445 and ω ≈ −0.2210. For the second
data set we randomly chose Iris samples 21, 58 and 82. Hence, the data points
are given by x0 = (1, 0), x1 = (−0.1983, 0.9802) and x̃ = (0.5545, 0.8322). The
corresponding angles are φ ≈ −3.5407 and ω ≈ −1.9662. Both data sets are
shown in Fig. 2. Based on a visual inspection, the first data set should be easier
to correctly classify than the second.
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Fig. 2. Data set 1 (left) and data set 2 (right) used for the experiments. The label
indicates the data points. The test point is given by xt.

For both data sets, we determine t and ω′ and consequently run the circuit
as shown in Fig. 1 on the quantum simulator and on the 2-qubit silicon spin chip
with 2,048 circuit evaluations in total. Additionally, we present the theoretically
expected probabilities, which correspond with an infinite number of evaluations.
The found probabilities are shown in Table 1 and the different between the simu-
lation results and the theoretical results are due to the finite number of shots for
the simulations. This table also shows the acceptance probabilities. The shown
probabilities for both labels are conditional on the ancilla qubit being in the
|0〉-state.

We see a significant different between the acceptance probability for both
data sets. This results from the initial distribution of the data points on the
unit circle. Different acceptance probabilities are expected for different initial
distributions. For the second data set, the probabilities corresponding to both
classes matches well with the expected probabilities. For the first data set, the
probabilities differ more, likely due to decoherence effects. Note that in all cases,

Table 1. Shown are the results for classifying x̃. Hardware and simulation results are
shown as well as the theoretical values. The results hardware and simulation results
are taken from 2048 measurement rounds.

pacc P(ym) = −1 P(ym) = 1

Data set 1 Hardware 0.83544 0.7744 0.2256

Simulation 0.9893 0.9877 0.0123

Theoretical 0.9870 0.9870 0.0130

Data set 2 Hardware 0.3755 0.4655 0.5345

Simulation 0.4863 0.4719 0.5281

Theoretical 0.5232 0.4768 0.5232
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the correct label is assigned to the test point: label 0 for the first data set and
label 1 for the second data set.

5 Conclusions

This paper presented a non-trivial reduction of the distance-based classification
algorithm of [16] to a two qubit version. Due to the simple nature of the reduced
algorithm, it can be used to compare various near-term quantum chips with
limited number of qubits. Different quantum chips can be compared based on
how close the found results are to the expected ones. In this work we considered
the two qubit silicon spin chip developed by QuTech and modified the algorithm
to be run on that hardware backend. The algorithm classifies a data point in
one of two classes. Due to the limited size, the classes are represented as single
data points. Classification using larger data sets is still possible by considering
the single data point used in the algorithm as being a representative of the
entire class. Thereby, arbitrarily sized data sets can be used, after a suitable
preprocessing step.

The obtained probability distributions are similar to the theoretically
expected results, however with the differences resulting from decoherence and
different rotation angles. For small rotation angles, the probability of introduc-
ing errors is also smaller. We found that the same probability distribution is
produced as one would obtain with the original multi-qubit approach, however,
less qubits are used. We tested the algorithm with two random data sets and in
both cases, the correct label was assigned to the test point. The hardware used
to produce these results was a two-qubit silicon spin quantum chip, developed
by QuTech and hosted publicly on the Quantum Inspire platform.
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TNO. There are no conflict of interests for the authors.
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Abstract. In this paper a classical classification model, Kernel-Support
Vector machine, is implemented as a Quadratic Unconstrained Binary
Optimisation problem. Here, data points are classified by a separat-
ing hyperplane while maximizing the function margin. The problem
is solved for a public Banknote Authentication dataset and the well-
known Iris Dataset using a classical approach, simulated annealing, direct
embedding on the Quantum Processing Unit and a hybrid solver. The
hybrid solver and Simulated Annealing algorithm outperform the classi-
cal implementation on various occasions but show high sensitivity to a
small variation in training data.
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1 Introduction

With the advancement in quantum computing and machine learning in recent
times, the combination of both fields has emerged, termed Quantum Machine
Learning [20]. Quantum computing is a technique of using quantum mechanical
phenomena, such as superposition and entanglement, for solving computation
problems. The current technology has established two paradigms: gate-based
quantum computers and quantum annealers. The size of these computers is still
limited, with the state of the art gated model-based quantum computer having
72 qubits (Google’s Bristlecone) and a quantum annealer having 5000 qubits (D-
Wave’s Advantage [10]). Also various other firms, such as IBM, Rigetti, Qutech
and IonQ, are working towards a practically usable quantum computer. To this
end, we need to work on quantum algorithms and quantum software engineering
skills [24].

Support Vector Machines (SVMs) [26] are supervised learning models that
are used for classification and regression analysis. SVMs are known for their
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stability, i.e., they don’t produce largely different classifications with a small
variation in training data. SVMs are preferred over Deep Learning algorithms
when a relatively small training data set is available.

The SVM can be implemented on a gated model-based quantum computer
with time complexity logarithmic in the size of vectors and training samples. This
idea was proposed by Rebentrost et al. [25]. In [18], a quantum support vector
machine was experimentally realised on a four-qubit NMR (nuclear magnetic
resonance) test bench. The work of [17] establishes quantum annealing as an
effective method for classification of certain simplified computational biology
problems. The quantum annealer showed a slight advantage in classification
performance and nearly equalled the ranking performance of the other state of
the art implementations, for fairly small datasets.

In [27], Willsch et al. use a non-linear kernel to train a model on the D-
Wave 2000 Quantum Annealer. For small test cases, the quantum annealer gave
an ensemble of solutions that often generalise better for the classification of
unseen data, than a single global minimum provided, which is given by a classi-
cally implemented SVM. In [23] this approach is used, together with two other
machine learning approaches, to classify mobile indoor/outdoor locations. One
of their findings is that the quantum annealing results show a solution with more
confidence than the simulated annealing solution.

One of the significant limitations of classical algorithms using a non-linear
kernel is that the kernel function has to be evaluated for all pairs of input
feature vectors which can be of high dimensions. In [4], Chatterjee et al. propose
using generalised coherent states as a calculation tool for quantum SVM and
the realization of generalised coherent states via experiments in quantum optics
indicate the near term feasibility of this approach.

In this paper, we use the formulation proposed by Willsch et al. [27] for
the SVM modeled as a Quadratic Unconstrained Binary Optimisation (QUBO)
problem, and look at its implementation and performance on the 5000 qubits [10]
quantum annealer manufactured by D-Wave Systems, both directly on the chip
and using the hybrid solver offered by D-Wave Systems. The aim of the paper is
to study the difference in behaviour of the quantum and classical algorithm for
fixed hyperparamaters. The code for the implementation using DWave Samplers
is available at [1].

This paper is structured as follows. In Sect. 2, we give a short introduction
on quantum annealers. The problem description and its formulation are given in
Sect. 3. Section 4 deals with the various implementations of the Support Vector
Machine. The classification results are presented in Sect. 5. We end with some
conclusions and future research prospects.

2 Annealing Based Quantum Computing

Quantum annealing is based on the work of of Kadowaki and Nishimori [15]. The
idea of quantum annealing is to create an equal superposition over all possible
states. Then, by slowly turning on a problem-specific magnetic field, the qubits
interact with each other and move towards the state with the lowest energy.
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The challenging task of quantum annealing is to formulate the desired prob-
lem in such terms that it corresponds to finding a global minimum, such that
it can also be implemented on the hardware of the quantum device. The most
advanced implementation of this paradigm is the D-Wave quantum annealer.
This machine accepts a problem formulated as an Ising Hamiltonian, or rewritten
as its binary equivalent, in QUBO formulation. The QUBO, Quadratic Uncon-
strained Binary Optimisation problem [12], is expressed by the optimisation
problem:

QUBO: min
x∈{0,1}n

xtQx, (1)

where x ∈ {0, 1}n are the decision variables and Q is a n × n coefficient matrix.
QUBO problems belong to the class of NP-hard problems [19]. Many constrained
integer programming problems can easily be transformed to a QUBO represen-
tation. For a large number of combinatorial optimisation problems the QUBO
representation is known [12,19].

Next, this formulation needs to be embedded on the hardware. In the most
advanced D-Wave Advantage version of the system, the 5000 qubits are placed in
a Pegasus architecture [10] containing K4 and K6,6 sub-graphs. Pegasus qubits
have a degree 15, i.e., they are externally coupled to 15 different qubits. The
QUBO problem has to be transformed to this structure. Due to the current lim-
itation of the chip size, a compact formulation of the QUBO and an efficient
mapping to the graph is required. This problem is known as Minor Embedding.
Minor Embedding is an NP-Hard problem and is automatically handled by the
D-Wave’s system [5]. Sometimes, fully embedding a problem on the Quantum
Processing Unit (QPU) is difficult or simply not possible. In such cases, the D-
Wave system employs built-in routines to decompose the problem into smaller
sub-problems that are sent to the QPU, and in the end reconstructs the complete
solution vector from all sub-sample solutions. The first decomposition algorithm
introduced by D-Wave was qbsolv [2], which gave a possibility to solve prob-
lems of a large scale on the QPU. Although qbsolv was the main decomposition
approach on the D-Wave system, it did not enable customisations of the work-
flow, and therefore is not particularly suited for all kinds of problems. The new
decomposition approaches that D-Wave offers are D-Wave Hybrid [10] and the
Hybrid Solver Service [8], offering more customization options of the workflow.

3 Problem Description

Support Vector Machines are supervised learning models that are used for classi-
fication and regression analysis. The training set is given as {x1,x2, ... xn} that
are d-dimensional vectors in a some space χ ∈ Rd, where d is the dimension
of each vector, i.e., the number of attributes of the training data. We are also
given their labels {y1, y2, ..., yn}, where yi ∈ {1,−1}. SVMs use hyperplanes that
separate the training data by a maximal margin. In general, SVMs allow one to
project the training data in the space χ to a higher dimensional feature space
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F by z = Φ(x), where z ∈ F . To find the optimal separating hyperplane having
the maximum margin, the algorithm minimizes the following equation:

min
1
2
||w||2, (2)

subject to: yi(wT Φ(xi) + b) ≥ 1, ∀i = 1, ..., n, (3)

where w is the normal vector for the separating hyperplane given by the equation,
w =

∑
i αiyiK(xi, x), which can be transferred into its dual form by maximising

its primal Lagrangian. This is further formulated as a quadratic programming
problem:

minimise
(

1
2

∑n

i=1

∑n

j=1
αiαjyiyjK(xi, xj) −

∑n

i=1
αi

)

, (4)

subject to 0 ≤ αi ≤ C ∀i = 1, ..., n, (5)
∑n

i=1
αiyi = 0, (6)

where αi is the weight assigned to the training sample xi. If αi > 0, then xi

is a support vector. C is a regularisation parameter that controls the trade-
off between achieving a low training error and a low testing error such that
a generalization can be obtained for unseen data. The function K(xi, xj) =
Φ(xi)T Φ(xj) is Mercer’s kernel function which allows us to calculate the dot
product in high-dimensional space without explicitly knowing the non-linear
Mapping. There are different forms of kernel functions, however, the SVM with
a Gaussian Kernel (or RBF-kernel) has been popular because of its ability to
handle cases with non-linear relation between classes and features and doing so
while having less parameters. The Gaussian Kernel is defined as

K(xi, xj) = e−γ||xi−xj ||2 (7)

where γ > 0 is the hyperparameter.

The coefficients define a decision boundary that separates the vector space
in two regions, corresponding to the predicted class labels. The decision function
is fully specified by the support vectors and is used to predict samples around
the optimal hyperplane. It is formulated as follows:

f(x) = wT Φ(x) + b =
∑n

i=1
Φ(xi)Φ(x) + b, (8)

f(x) =
∑n

i=1
αiK(xi, x) + b. (9)

4 Implementation

In this section we describe the used data sets, the QUBO formulation and the
solvers that are used for benchmarking.
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4.1 Data

Two public datasets have been used. First, a Standard Banknote Authentication1

dataset has been used. We only considered two attributes: variance of the wavelet
function and skewness of the Wavelet function. We also used the well known
Iris2 dataset, while only considering Iris-sentosa and Iris-versicolor for binary
classification. The following 2 attributes have been used for classification here:
sepal length and sepal width.

The data has been randomised before training, and each datapoint was scaled
according to the following:

xnew =
x − xmin

xmax − xmin
. (10)

In our experiment, subsets of various sizes are taken for comparison of the scal-
ability of the implementations. We use two thirds of the data points as training
data and the remaining one third as our validation set.

4.2 QUBO Formulation

To translate the quadratic programming formulation of Eqs. (4)–(6) to a QUBO
formulation there are two main steps. First, the input has to be translated to
binary input, using the encoding:

αn =
∑K−1

k=0
BkaKn+k

, (11)

with aKn+k
∈ {0, 1} binary variables, K the number of binary variables to encode

αn and B the base used for the encoding, usually B = 2. More details about the
choice for K can be found in [27]. The second step is to translate the constraints
(Eq. (5)–(6)) to the objective function (Eq. 4), using a penalty factor ξ for a
quadratic penalty. The value of ξ is determined before the training phase (if no
particular value of ξ is known, a good strategy is to try exponentially growing
sequences, ξ = {..., 10−4, 10−3, 10−2, ...}) (We have optimized the value of ξ).
The resulting objective function then becomes:

1
2

∑

n,m,k,j
aKn+k

aKm+j
Bk+jynymK(xn, xm)

−
∑

n,k
BkaKn+k

+ ξ(
∑

n,k
BkaKn+k

yn)2. (12)

4.3 Solvers

Four main implementations are used. A short description of all four are given
here.

1 http://archive.ics.uci.edu/ml/datasets/banknote+authentication.
2 http://archive.ics.uci.edu/ml/datasets/Iris/.

http://archive.ics.uci.edu/ml/datasets/banknote+authentication
http://archive.ics.uci.edu/ml/datasets/Iris/
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QPU Implementation. The first implementation is directly on the D-Wave
Quantum Processor Unit (QPU). First, a minor embedding has to be created,
as described in Sect. 2. Next, due to the architecture of the quantum chip, there
are limitations to the number of direct connections between qubits. While some
qubits in the chip are connected using external couplers, the D-Wave QPU is
not fully connected. Hence a problem variable has to be duplicated to multiple
connected qubits. All these qubits representing the same variables are part of a
so-called chain. For this, a penalty value (edge weights of the chain), called chain
strength (λ), has to be found. In [6], Coffrin et al. provide a thorough analysis
for its selection procedure. The DwaveSampler [10], automatically determines
an initial value based on the QUBO at hand.

Hybrid Solvers. For our second implementation, we use the Hybrid solvers
offered by D-Wave Advantage [10], which implement state of the art classical
algorithms with intelligent allocation of the QPU to parts of the problem where
it benefits most, i.e., the sampler uses the energy impact as the criteria for
selection of variables. These solvers are designed to accommodate even very
large problems. This means that most parameters of the embedding are set
automatically. By default, samples are iterated over four parallel solvers. The top
branch implements a classical Tabu Search [13] that runs on the entire problem
until interrupted by another branch completing. The other three branches use
different decomposers to sample out parts of the current sample set and send it
to different samplers. HQPU acts as a black box solver and the specific part of
the problem which gets embedded on the QPU is unknown.

Simulated Annealing. Simulated Annealing, is implemented using the Simu-
latedAnnealerSampler() sampler from the D-Wave Ocean Software Development
Kit [9]. Simulated Annealing is a probabilistic method proposed by Kirkpatric,
Gelett and Vecchi in [16] for finding the global minimum of a cost function. It
is a meta-heuristic to approximate global optimisation in a large search space
for optimisation problems. It works by emulating the physical process of first
heating and then slowly cooling the system to decrease defects, thus minimizing
energy. In each iteration the Simulated Annealing heuristic considers a neigh-
bouring state s∗ of the current state s and probabilistically decides whether to
move the system to state s∗ or not. Here, the probability distribution is based
on a scale proportional to temperature. The heuristic accepts points that lower
the objective, but also accepts points that raise the objective with a certain
probability, hence avoiding being trapped in a local minimum. To converge the
algorithm an annealing schedule is decided, which decreases the temperature as
the heuristic proceeds. Lowering the temperature reduces the error probability,
and hence decreasing the extent of the search, which in turn leads the heuristic
to converge to a global minimum.
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Classical Implementation. Finally, to implement the SVM’s classically, we
have used the scikit-learn [21] Python library. Scikit-learn uses LIBSVM [3] for
implementing a support vector machine. The Quadratic formulation, Eq. (4), is
formulated in its dual form:

minimise
1
2
αT Qα − eT α, (13)

subject to Eq. (5)-(6). Here Qij = yiyjK(xi, xj) and e = [1, .., 1]. Q is a dense
positive semi-definite matrix and might become too large to store. To tackle this
a decomposition method is used that modifies only a subset of Q. This subset
B leads to a smaller optimisation problem. LIBSVM uses Sequential Minimal
Optimisation [11], which restricts B to only two elements. Hence, a simple two
variable problem is solved at each iteration without the need of any quadratic
programming optimisation software like CPLEX [7] or Gurobi [14].

5 Results

We ran the simulations for the Standard Banknote Authentication dataset and
the well known Iris Dataset, using the implementations discussed in Subsect. 4.3.
The simulations were run using the following parameter values: K = 2, B = 2,
C = 3, ξ = 0.001, γ = 16. We do not intend to optimize C, γ as our aim is to
study the behaviour for same hyper parameters. However ξ has been optimized.

We use Key Performing Indicators (KPI), which are measurable values that
depicts how effectively a classification model has performed. We have used Accu-
racy, F1-score, Precision and Recall as our KPI’s. Accuracy is the fraction of
samples that have been classified correctly, Precision is the proportion of correct
positive identifications over all positive identifications, Recall is the proportion
of correct positive identifications over all actual positives:

Accuracy =
tp + tn

tp + tn + fp + fn
, Recall =

tp

tp + fn
, Precision =

tp

tp + fp
,

where tp is true positive, fp is false positive, tn is true negative and fn is false
negative. The F1-score is a way of combining the precision and recall of the
model, and it is defined as the harmonic mean of the model’s precision and
recall:

F1 =
tp

tp + 1
2 (fp + fn)

.

The probability or the certainty with which a class is predicted by the model,
is defined as the confidence of the classifier. The higher the absolute value of the
decision function, as shown in Eq. (9), for a given data point, the more probable
it is that the data point belongs to a particular class. Figures 1-6 represent the
contour plot of the decision function, with the horizontal and vertical axis rep-
resenting the data points and the decision function for the corresponding points
being represented by the colour gradient.
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Fig. 1. Contour plot of decision function, support vectors and input data points imple-
mented using the QPU on the Standard Banknote Authentication dataset with 60
samples.

Fig. 2. Contour plot of decision function, support vectors and input data points imple-
mented using the HQPU and SA solvers on the Standard Banknote Authentication
dataset with 60 samples.

In Table 1, we benchmark the results of the previously discussed implemen-
tations from Sect. 4.3 on two different randomized versions of the well known Iris
Dataset while varying the size of the input dataset (N). For each instance we
show the accuracy, F1-score and Lagrangian value(-Energy) for the best solu-
tion found by the solvers. We see that the hybrid solver (HQPU) and Simulated
Annealing (SA) produce the same classifiers for all instances of the data. In
our previous research we have seen that the hybrid solver outperforms SA while
scaling for larger datasets [22].
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Fig. 3. Contour plot of decision function and support vectors implemented using the
HQPU and SA solvers on the Standard Banknote Authentication dataset with 60
samples.

Fig. 4. Contour plot of decision function and support vectors implemented using the
scikit-learn library on the Standard Banknote Authentication dataset with 150 samples.

In Table 2, we show the results of the previously discussed implementations on
the Standard Banknode Authentication dataset. Similar to Table 1, the HQPU
and SA produced identical classifiers. The HQPU and SA give reasonable results
in comparison to the scikit-learn (Classical Implementation). We observe that the
QPU is not able to find embeddings for instances larger that 90. QPU produces
higher energy, inefficient solutions in comparison to HQPU and SA. From Figs. 2
and 3, we observe that the most efficient solutions in terms of energy (produced
by the QUBO formulation), have sparsely situated dark regions instead of a
smoother dark region. These dark regions are concentrated around the support
vectors. A smoother plot is obtained for the QPU simulation (Fig. 1), which is
credited to the inability of the solver to find the minimum energy solution. The



Performance Analysis of SVM Implementations 93

Fig. 5. Contour plot of decision function and artificially inserted data points using the
HQPU and SA solvers on the Standard Banknote Authentication dataset with 150
samples.

Fig. 6. Contour plot of decision function and artificially inserted data points using
the scikit-learn library on the Standard Banknote Authentication dataset with 150
samples.

solution obtained by the QPU has already been disregarded and improved by
the HQPU and SA solvers. Unlike SA and HQPU, scikit-learn (Fig. 4) produces
smoother plots, i.e., plots with large dense regions. Hence, the classifier has a
higher confidence when predicting data. Even though the hyperparamters are
same, scikit-learn has a softer margin, i.e., it allows the SVM to make some
mistakes while keeping the margin at the maximum so that other points can be
classified correctly.
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Table 1. Results for the iris dataset. Data 1 and Data 2 denote 2 different randomised
version of the same.

Data 1 Data 2

Size F1 Prec Rec Acc Lagr F1 Prec Rec Acc Lagr

HQPU

30 1 1 1 1 6.61 0.88 0.8 1 0.9 5.44

60 1 1 1 1 7.36 1 1 1 1 8.5

90 1 1 1 1 8.75 1 1 1 1 9.33

SA

30 1 1 1 1 6.61 0.88 1 1 0.9 5.44

60 1 1 1 1 7.36 1 1 1 1 8.5

90 1 1 1 1 8.75 1 1 1 1 9.33

Scikit-learn

30 1 1 1 1 4.32 0.88 1 1 0.9 4.03

60 0.96 0.9 1 0.96 3.16 1 0.9 1 1 2.17

90 1 1 1 1 3.13 1 1 1 1 2.06

To test the error tolerance of the classifiers, we ran another simulation of the
Banknote Authentication dataset, but with 4 artificially inserted data points. We
inserted 2 Type 1 points in dark blue region and similarly, we inserted 2 Type
-1 points in dark red region. The SA/HQPU (Fig. 5) considered the artificially
inserted datapoints as support vectors and created a small region around it giving
a completely new classifier. The accuracy and F1 score showed a variation, and
decreased from (0.94, 0.94) to (0.88, 0.89). The classifier ended up overfitting
(hard margin) the data. This works extremely well for the training set, but not
for the validation set, which can be seen from the decrease in the value of KPI’s.

Although scikit-learn (Fig. 6), did consider the points as support vectors, it
doesn’t create a new region for it, hence demonstrating a softer margin. The
KPI’s for this classifier also remained unaffected by the insertion of the new
data.
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Table 2. Results for the two randomized versions (denoted as Data 1, Data 2) of the
Standard Banknote Authentication dataset

Data 1 Data 2

Size F1 Prec Rec Acc Lagr F1 Prec Rec Acc Lagr

HQPU

30 1 1 1 1 7.12 0.66 1 0.5 0.8 7.44

60 0.93 0.88 1 0.95 13.81 0.88 0.8 1 0.9 11.45

90 0.83 1 0.7 0.83 15.98 0.86 0.81 0.92 0.86 16.79

120 0.91 0.95 0.88 0.90 31.04 0.875 0.875 0.875 0.9 21.30

150 0.95 1 0.89 0.94 38.72 0.84 0.88 0.88 0.88 31.85

SA

30 1 1 1 1 7.13 0.66 1 0.5 0.8 7.45

60 0.93 0.88 1 0.95 13.81 0.88 0.8 1 0.9 11.45

90 0.83 1 0.7 0.83 15.98 0.93 0.81 0.92 0.95 16.8

120 0.91 0.95 0.88 0.90 31.04 0.87 0.875 0.875 0.9 21.30

150 0.95 1 0.89 0.94 38.72 0.84 0.88 0.8 0.88 31.85

Scikit-Learn

30 1 1 1 1 2.49 0.57 0.4 1 0.7 –4.45

60 1 1 1 1 5.99 0.88 1 0.8 0.9 –15.92

90 0.77 0.71 0.83 0.80 8.30 0.94 0.94 0.94 0.93 –21.18

120 0.91 0.9 0.9 0.9 13.43 0.85 0.82 0.88 0.88 –18.57

150 0.92 0.92 0.92 0.92 4.63 0.85 0.77 0.94 0.88 –34.23

QPU

30 1 1 1 1 12 0.8 1 0.5 0.9 5.9

60 0.93 0.88 1 0.95 96.6 0.75 0.9 1 0.8 8.4

90 0.77 1 1 0.76 294 0.8 0.75 8 0.8 6.53

6 Conclusion

Quantum machine learning is still in its early stages and the implementation
of machine learning paradigms on a quantum computer has shown immense
capability. Quantum computing will provide the computational power needed
when classical computers are reaching the upper cap of their performance, In
this phase, hybrid solvers produce promising results by combining state of the
art classical algorithms with a quantum annealer. In this paper, we compare the
performance of hybrid solver, simulated annealing and direct QPU embedding
for implementing the support vector machine. While comparing the sensitivity
of the QUBO formulation in all the implementation to variation in input data.

With the limited development of the current hardware, the Quantum Pro-
cessing Unit (QPU) is only able to solve small instances and is unable to find a
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suitable embedding for larger instances (> 90), for larger instances decomposi-
tion algorithms are required. Inefficient classifications are obtained by the QPU
(for the small instances), which are outperformed by other implementations.

HQPU and SA have produced the same classifiers for all the input data, but
from previous research we know that HQPU scales better. In Table 2, HQPU
and SA have been able to outperform scikit-learn’s implementation.

The scikit-learn implementation has produced higher confidence plots, while
HQPU and SA have produced highly sparse plots centered around support vec-
tors, which isn’t desirable for the generalisation of a classifier. The QUBO for-
mulations have been highly sensitive to small variations showing a hard margin
for the same input parameters. A slight variation (2 misclassified in a data set
consisting of 100 datapoints) lead to different classifiers. HQPU and SA were
found to overfit the data for the same parameters as scikit-learn. The classical
implementation on the other hand wasn’t affected by a slight variation in the
input dataset.

Future research comprises understanding some of the results further. First
there is the sensitivity to small variations of the data. We want to investigate
whether this comes from possible overfitting by the QUBO-based implementa-
tions, which follow from the various plots. Second, we saw a significant difference
in Lagrangian value between the QUBO-based and the Scikit-Learn approaches.
There might be other objective functions suitable for the QUBO formulation
than currently used.

Acknowledgments. The authors thank Irina Chiscop and Tariq Bontekoe for their
valuable review and comments.
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Abstract. Linear regression is a popular machine learning approach to
learn and predict real valued outputs or dependent variables from inde-
pendent variables or features. In many real world problems, its beneficial
to perform sparse linear regression to identify important features helpful
in predicting the dependent variable. It not only helps in getting inter-
pretable results but also avoids overfitting when the number of features is
large, and the amount of data is small. The most natural way to achieve
this is by using ‘best subset selection’ which penalizes non-zero model
parameters by adding �0 norm over parameters to the least squares loss.
However, this makes the objective function non-convex and intractable
even for a small number of features. This paper aims to address the
intractability of sparse linear regression with �0 norm using adiabatic
quantum computing, a quantum computing paradigm that is particu-
larly useful for solving optimization problems faster. We formulate the
�0 optimization problem as a Quadratic Unconstrained Binary Optimiza-
tion (QUBO) problem and solve it using the D-Wave adiabatic quantum
computer. We study and compare the quality of QUBO solution on syn-
thetic and real world datasets. The results demonstrate the effectiveness
of the proposed adiabatic quantum computing approach in finding the
optimal solution. The QUBO solution matches the optimal solution for
a wide range of sparsity penalty values across the datasets.

Keywords: Adiabatic quantum computing · Sparse linear regression ·
Feature selection

1 Introduction

Most of the real world application of machine learning arising from various
domains such as web, business, economics, astronomy and science involve solv-
ing regression problems [17,20,26,27]. Linear regression is a popular machine
learning technique to solve the regression problems where a real valued scalar
response variable (dependent variable or output) is predicted using explana-
tory variables (independent variables or input features) [1,12]. It assumes the
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output variable to be an affine function of the input variables and learns the
model parameters (weight coefficient parameters) from the data by minimizing
the least squares error. In many practical applications, we are not only inter-
ested in learning such functions but also in understanding the importance of the
input features in determining the output. Identifying relevant features helps in
interpretability, which is important for many real-world applications. Moreover,
these problems are often associated with a large number of input variables and
consequently large number weight parameters. When the data is limited, least
squares approach to learn the parameters will result in over-fitting and poor
predictive performance [1].

Sparse linear regression has been proposed to address the above limitations
that are associated with least squares regression. It encourages sparse weight vec-
tors by adding to the loss function, appropriate norms over the weight vectors.
Using �0 norm over the weight vector, which is known as the best subset selec-
tion method [12,13], is an effective approach to identify features useful for linear
regression. �0 norm counts the number of non-zero components in the weight
vector and favours solutions with smaller number of non-zero elements. Conse-
quently, one can identify the important features as the ones with non-zero weight
vectors. Best subset selection has been theoretically shown to achieve optimal
risk inflation [10]. However, solving an optimization problem involving �0 norm
is non-convex and intractable as the number of possible choices of non-zero ele-
ments in weight vectors is exponentially large. In fact, this is an NP-hard problem
and can become intractable even for small values of data dimension and subset
size [21]. Approaches such as greedy algorithm based Forward- and Backward-
Stepwise Selection [12,28] and heuristics-based integer programming [16,19]
were proposed to select subset of features for linear regression. However, they
are sub-optimal and are not close to the optimal solution of best subset selec-
tion. Instead of modelling sparsity exactly through �0 norm, a common practice
is to use its convex approximation using �1 norm, known as Lasso regression [23].
However, it will lead to sub-optimal selection of features, and incorrect models
as the shrinkage property can result in a weight vector with many elements zero.
It can also lead to a biased model as it heavily penalizes the weight coefficients,
even the ones corresponding to the relevant and active features [11,18].

In this paper, we propose to use adiabatic quantum computing technique
for training sparse linear regression with �0 norm. Given the NP-hardness of
the problem, a tractable solution is not expected even with quantum comput-
ers. However, quantum computers have been found to be effective in speeding
up training of machine learning algorithms. In particular, adiabatic quantum
computing is found to be excellent in solving hard optimization problems [24].
Adiabatic quantum computers like D-Wave 2000Q (from D-Wave) can efficiently
solve quadratic unconstrained binary optimization (QUBO) problems. Machine
learning algorithms relying on optimization techniques for parameter estimation
can benefit from (adiabatic) quantum computing. It has been effectively used
to train machine learning models like deep belief networks (DBN) [5] and least
squares regression [2,4,6,8,25]. While much of the previous work focuses only on
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least squares regression, in this paper we solve the �0 regularized least squares
regression problem. We derive a Quadratic Unconstrained Binary Optimization
(QUBO) problem for the same, and solve it using the D-Wave adiabatic quantum
computer. We report an extensive evaluation of the performance of the QUBO
approach on synthetic and real-world data. Our experimental results indicate
that the QUBO based approach for solving large scale sparse linear regression
problems shows promise. Our main contributions are summarized as follows.

1. We propose an adiabatic quantum computing approach for the best subset
selection based sparse linear regression problem.

2. We formulate the sparse linear regression problem as a Quadratic Uncon-
strained Binary Optimization (QUBO) problem. Our approach uses QUBO to
solve best subset selection optimally and computes the corresponding regres-
sion coefficients using the standard least squares regression.

3. We conduct experiments on the DWave quantum computer using synthetic
and real-world datasets to demonstrate the performance of the proposed
approach. For a wide range of sparsity penalty values, the QUBO solution
matches the optimal solution across the datasets.

2 Background

In this section, we give a brief overview of the adiabatic quantum computing
approach for solving optimization problems. We refer the interested reader to
the excellent survey by Venegas-Andraca et al. [24].

2.1 Optimization Problems

Given a set S of n elements, denote by P(S) its power set. Consider a function
f : P(S) → R. The combinatorial optimization problem (we consider, without
loss of generality, the minimization problem) is to find P ∈ P(S) such that
f(P ) = minPi∈P(S)(f(Pi)). In the absence of any structure, these optimization
problems are NP-hard.

2.2 Three Formulations of Optimization

It is possible to formulate these (NP-hard) minimization problems as

– Minimization of pseudo-Boolean functions:
Consider a function f : {0, 1}n → R such that

f(x) =
∑

I⊆[n]

γI
∏

xj∈I

xj ,

where γI ∈ R. The degree of this multilinear polynomial is max{I}. The
problem is to find the x for which f(x) is minimum.
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– Quadratic Unconstrained pseudo-Boolean Optimization (QUBO):
Consider a function

fB(x) =
n∑

i=1

i∑

j=1

βijxixj ,

where xi ∈ {0, 1} and βij ∈ R. Notice that this is a degree two polynomial.
Again, the problem in this case is to find x for which f(x) is minimum.

– The Ising Model:
Given (i) a graph G = (V,E), real valued weights hv assigned to each vertex
v ∈ V , and real valued weights Juv assigned to each edge (u, v) ∈ E, (ii) A
set of Boolean variables called spins: S = {s1, . . . , sn} where su ∈ {−1, 1},
the spin sv corresponding to the vertex v and (iii) an energy function

E(S) =
∑

v∈V

hvsv +
∑

(u,v)∈E

Juvsusv.

The problem here is to find an assignment to the spins that minimizes the
energy function.

It is well known that any pseudo-Boolean function minimization problem can
be reformulated as a QUBO minimization in polynomial time [14,24]. Further,
a QUBO problem can be very easily converted to an optimization problem in
the Ising Model in a straightforward manner, namely by using si = 2xi − 1.

2.3 Adiabatic Quantum Computation

We now briefly discuss the adiabatic quantum computing paradigm. The inter-
ested reader is referred to [9]. In what follows, we assume a basic knowledge of
quantum mechanics, in particular, the notion of a Hamiltonian operator.

To solve an optimization problem, the system is initially prepared in the
ground state of an initial Hamiltonian HI . Naturally, this ground state should
be “easy to prepare”. The ground state of a “final” Hamiltonian HF encodes the
solution to the optimization problem. Let the system, prepared in the ground
state of HI , evolve as per the following interpolating Hamiltonian for a time
duration T .

H

(
t

T

)
=

(
1 − t

T

)
HI +

t

T
HF .

The adiabatic gap theorem says that if the T ≥ O( 1
g2
min

), where gmin is the
spectral gap, the system will stay in the ground state of the Hamiltonian with
high probability. Therefore, with a high probability, the system will end up in
the ground state of the final Hamiltonian, the solution of the optimization that
we are searching for. This evolution is analogous to classical simulated annealing;
the difference being that due to phenomena like superposition and entanglement
that are peculiar to quantum mechanics, the system tunnels through local peaks
instead of going over them. In what follows, we will use the quantum annealing
interchangeably with adiabatic quantum computing.
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2.4 Ising Model Implementation

Quantum computers like the Quantum Processing Unit (QPU) of D-Wave, that
are based on the adiabatic quantum computing, typically implement an Ising
model [15]. Let GQC be the graph with qubits as vertices and connectors as
edges. For a vertex i in such a graph, one can talk of hi the magnetic field on
qubit i and Jij the so-called coupling strength between qubits i and j. Further,
let σz

i be the Pauli z matrix acting on qubit i. Then,
The problem Hamiltonian HF has the Ising formulation:

HF =
∑

i

hiσ
z
i +

∑

i<j

Jijσ
z
i σ

z
j . (1)

While the graph structure in the Ising optimization formulation can be
generic, it may not be isomorphic to the GQC , which for D-wave QPU’s current
implementation is a chimera graph. However, it is possible to obtain a minor
embedding in a subgraph of GQC corresponding to G [24]. Then, it is possible to
obtain hi and Jij from the Ising formulation of the minimization problem. The
ground state of the Hamiltonian HF then corresponds the spin assignment to S
that minimizes the function in Eq. (1).

This yields the following approach for using quantum annealing to solve a
minimization problem:

1. Pose the minimization problem as a pseudo-Boolean function minimization
problem

2. Convert the pseudo-Boolean function to a QUBO formulation
3. The QUBO formulation is then converted to an Ising model formulation on

the native QPU

The minimization is achieved through adiabatic evolution.

2.5 Linear Regression

We consider a regression problem with input-output pair (x, y), where x ∈ Rd

and y ∈ R (for e.g. house price prediction, grade prediction). We assume the
training dataset to be D = {xi, yi}Ni=1. The goal is to learn a function f :
Rd → R with good generalization performance from the training dataset. Linear
regression is one of the widely used approach for regression problems which
assumes y is a linear function of x. Non-linear regression can also be modelled
through linear regression framework by considering higher order powers of x. In
either case, the functional form is linear in terms of the parameters w ∈ Rd such
that y = wTx.

In practice, one cannot find a function which passes through all the data
points. Hence, the function is learnt to be as close as possible to the observa-
tions. Training in linear regression involves learning the parameters w such that
squared error between actual values and the values given by the function f is
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minimum. The resulting optimization problem would be to find w such that it
minimizes the following squared error loss [1]:

min
w

N∑

i=1

(yi − wTxi)2. (2)

The solution to the above problem can be computed in closed form as

w = (XTX)−1XTy, (3)

where we assume X is a N × d matrix formed by stacking the input data as N
row vectors, y is an N dimensional column vector of the training data outputs.
We assume that the matrix X is column normalized where each column of X is
divided by its �2 norm.

However, on datasets with large dimensions and limited data, learning the
parameters by minimizing the squared loss alone can result in learning a com-
plex model which will overfit on the data. Under these circumstances, one could
achieve a very low training error but a high test error and consequently poor gen-
eralization (predictive) performance. For instance, in predicting tumour based
on genetic information, the input dimension is in the order of thousands while
the number of samples is often in the order of hundreds. In such problems, only
a few dimensions are relevant and contribute to the output prediction. Instead
of solving the regression problem using all the input features, solving using the
best subset of features could lead to functions with better generalization perfor-
mance. Moreover, this can help in identifying features which are relevant to the
regression problem and this aids in interpret ability. This is ideally achieved by
adding a �0 regularization term over the parameters to the least squares loss. �0
norm regularizer is defined as

‖w‖0 =
d∑

j=1

I{wj �= 0}.

This counts the number of non-zero elements in the weight vector and conse-
quently it determines the dimensions which are active and relevant. The resulting
regularized loss function to estimate w is given as

min
w

N∑

i=1

(yi − wTxi)2 + λ‖w‖0. (4)

However, �0 norm is discontinuous, and the above optimization problem is known
to be NP-Hard. However, it gives the best possible solution to sparse linear
regression [12].

3 Proposed Methodology

Adiabatic quantum computing system in D-Wave requires the problem to be
specified as a QUBO expression [24]. The QUBO expression is then internally
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converted to an Ising model and is fed to the D-Wave quantum computing sys-
tem. We propose an approach to express the regularized least squares regression
problem with �0 norm given by (4) as a QUBO problem. Existing approaches
(eg [6]) for the related problem of standard least square regression assumes a
bounded word length k for the elements of w in order to construct a QUBO
formulation and the number of logical qubits needed depends on k as well as the
dimension d. We attempt to construct a QUBO formulation to solve the subset
selection optimally. We then solve the values of the selected elements of w classi-
cally. In this way, we avoid any assumption on the word length for the elements of
w. Furthermore, the number of logical qubits used in our case is only a function
of the dimension d. We introduce a binary vector (selection vector) z ∈ {0, 1}d,
with zj determining whether dimension j is selected. The best subset selection
problem can be solved as an optimization problem involving both the selection
vector z and the weight vector w. We first rewrite the original formulation in
(4) using the selection vector as follows

min
w,z

N∑

i=1

(yi − wTx′
i)2 + λ‖z‖0, (5)

where vector x′
i = xi ◦ z, is the element-wise product between the input vector

xi and the selection vector z. For any arbitrarily fixed z, solution for w can be
obtained by first solving

w′ = (X ′TX ′)−1X ′T y, (6)

where X ′ is the N × d′ submatrix of the N × d matrix X, where X ′ is obtained
by retaining only the ‖z‖0 = d′ columns of X corresponding to non-zeros in
the vector z. Vector w′ is simply a projection of the d′ components of the target
vector w corresponding to the d′ non-zeros in z. Since, the remaining components
of w are all zeros, w is trivially obtained from w′.

We use Lemma 1 (Sect. 3.2), to obtain the following first order approximation
(X ′TX ′)−1 ≈ α(2I − αX ′TX ′), where α = 2/(d + 1). Substituting this in (6)
yields w′ = α(2I − αX ′TX ′)X ′T y. We can also view X ′ as the N × d matrix
X×diag(z), where the diag(z) is a diagonal matrix whose diagonal corresponds
to the vector z. Clearly, in this X ′, columns corresponding to the zeros in z are
all zeros. With this definition of X ′, it is straightforward to verify that, we can
directly write the expression for w in place of w′ as

w = α(2I − αX ′TX ′)X ′T y. (7)

3.1 QUBO Formulation

We derive an equivalent QUBO formulation for (4) using (5) and the expression
for w from (7). Using (7), we obtain ith component wi of w as

wi = α

⎛

⎝
(

2 − αz2i

N∑

p=1

x2
pi

)
N∑

k=1

xkiziyk −
d∑

j=1,j �=i

N∑

p=1

xpizi.xpjzj

N∑

k=1

xkjzjyk

⎞

⎠ .
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Recalling that for each column i of X,
∑N

p=1 x2
pi = 1, we expand the above

expression to obtain

wi = α(2 − αz2i )
N∑

k=1

xkiziyk − α2
d∑

j=1,j �=i

N∑

p=1

xpizi.xpjzj

N∑

k=1

xkjzjyk

= zi

⎛

⎝α(2 − α)
N∑

k=1

xkiyk − α2
d∑

j=1,j �=i

zj

N∑

p=1

xpixpj

N∑

k=1

xkjyk

⎞

⎠ . (8)

The last step follows because zci = zi for binary zi, for all positive integer c.
Substituting the above expression for wi, we can rewrite (5) as

min
z

N∑

t=1

⎛

⎝yt −
d∑

i=1

wixtizi

⎞

⎠
2

+ λ

d∑

r=1

zr

= min
z

N∑

t=1

⎛

⎝yt −
d∑

i=1

⎛

⎝α(2 − α)

N∑

k=1

xkiyk − α
2

d∑

j=1,j �=i

zj

N∑

p=1

xpixpj

N∑

k=1

xkjyk

⎞

⎠ xtizi

⎞

⎠
2

+ λ

d∑

r=1

zr.

Denoting the elements of XTX by pij and the elements of XT y by qi, the
above minimization can be reformulated as

min
z

N∑

t=1

⎛

⎝yt −
d∑

i=1

⎛

⎝α(2 − α)qi − α2
d∑

j=1,j �=i

zjpijqj

⎞

⎠ xtizi

⎞

⎠
2

+ λ

d∑

r=1

zr

= min
z

N∑

t=1

⎛

⎝yt −
d∑

i=1

⎛

⎝α(2 − α)qixtizi −
d∑

j=1,j �=i

α2pijqjxtizjzi

⎞

⎠

⎞

⎠
2

+ λ
d∑

r=1

zr.

Letting b(t)ij = α2(pijqjxti + pjiqixtj) and q′
i = α(2 − α)qi, the above mini-

mization becomes

min
z

N∑

t=1

⎛

⎝yt −
d∑

i=1

q′
ixtizi +

∑

1≤i<j≤d

b(t)ijzizj

⎞

⎠
2

+ λ

d∑

r=1

zr. (9)

Expanding (9) further and again simplifying using zci = zi, we finally obtain

min
z

⎛

⎝y +

d∑

i=1

(ei + λ) zi +
∑

1≤i<j≤d

fijzizj +
∑

1≤i<j<k≤d

gijkzizjzk +
∑

1≤i<j<k<l≤d

hijklzizjzkzl

⎞

⎠ ,
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where

ei =
N∑

t=1

(
q′
i
2
x2
ti − 2q′

ixtiyt

)
,

fij =
N∑

t=1

(
b(t)2ij + 2

(
q′
iq

′
jxtixtj − (

q′
ixti + q′

jxtj − yt
)
b(t)ij

))
,

gijk =
N∑

t=1

(
2
(
b(t)ijb(t)ik + b(t)ijb(t)jk + b(t)ikb(t)jk

− q′
kxtkb(t)ij − q′

ixtib(t)jk − q′
jxtjb(t)ik

))
,

hijkl =
N∑

t=1

2
(
b(t)ijb(t)kl + b(t)ikb(t)jl + b(t)ilb(t)jk

)
, and y =

N∑

t=1

y2
t .

We make use of the in-built method ‘make quadratic()’ in Ocean SDK pro-
vided by D-Wave [3] to obtain a quadratic equivalent (QUBO expression) of
the above binary optimization problem. D-wave uses efficient approaches [24]
to turn higher degree terms to quadratic terms by introducing auxiliary binary
variables. In our case, it follows that the final QUBO formulation would involve
O(d4) logical qubits.

The QPU finds an optimal solution for z. An optimal solution for z corre-
sponds to an optimal feature selection. Once an optimal choice of features is
known, the problem of solving w reduces to the standard least squares regres-
sion problem (Eq. (3)), which can be solved efficiently using any of the existing
methods.

3.2 Approximation of (XT X)−1

We derive a bound on (XTX)−1, which is a direct adaptation of the well-known
Neumann series [22]. However, we include the whole proof here for complete-
ness. We recall that every column of the N × d matrix X is �2 normalized. We
assume that XTX is full rank. Clearly, following Lemma also holds true for any
(X ′TX ′)−1, where X ′ is a submatrix of X obtained by retaining some d′ ≤ d
columns of X.

Lemma 1. (XTX)−1 = α limn→∞
∑n

i=0(I − αXTX)i for positive α ≤ 2
d+1 .

From Lemma 1, a kth order approximation of (XTX)−1 is given by
(XTX)−1 ≈ α

∑k
i=0(I − αXTX)i, where α = 2/(d + 1). In order to prove the

Lemma, we first show the following Claim.

Claim. Eigenvalues of XTX are in the range [0, d].

Proof. Since XTX is a d × d Gram matrix, XTX is a symmetric positive semi-
definite matrix. Hence, all eigenvalues of XTX are non-negative. Let U [λ]UT be
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the eigendecomposition of XTX where [λ] is the diagonal matrix of eigenvalues
of XTX. We note that U is an orthonormal d×d matrix where UUT = I. Thus,
for any vector a, ∥∥aUT

∥∥2

2
= ‖a‖22 .

Let U = [u1, . . . ,ud], where uis are column vectors. Similarly, let UT =
[v1, . . . ,vd]. Let X = AUT , where A = XU . Let the N × d matrix A be viewed
as stacking of N row vectors a1, . . . ,aN in the same order.

Since, columns of X are normalized and since X = AUT , it is easy to verify
that for any j ∈ {1, . . . , d},

∑N
i=1〈ai,vj〉2 = 1. It follows that,

d∑

j=1

N∑

i=1

〈ai,vj〉2 = d.

Interchanging the summations, we obtain
∑N

i=1

∑d
j=1〈ai,vj〉2 = d.

The inner summation is
∥∥aiUT

∥∥2

2
. Recalling that

∥∥aiUT
∥∥2

2
= ‖ai‖22 , it follows

that
∑N

i=1 ‖ai‖22 = d. In other words,
∑N

i=1

∑d
j=1 a2

ij = d, where aij is the entry
at ith row and jth column of matrix A, which is also the jth component of the
vector ai.

Recalling that X = AUT and that XTX = U [λ]UT , we have

XTX = UATAUT = U [λ]UT .

In other words, ATA = [λ]. The jth diagonal entry of ATA is given by∑N
i=1 a2

ij . However, recalling that
∑N

i=1

∑d
j=1 a2

ij = d, it follows that jth diagonal
entry of ATA satisfies

N∑

i=1

a2
ij ≤

N∑

i=1

d∑

j=1

a2
ij = d.

It follows that every entry of [λ] is in the range [0, d]. �
Proof (Lemma 1). Let the eigendecomposition of XTX = U [λ]UT . It follows
that the eigendecomposition of

αXTX = U [αλ]UT .

where [αλ] is the scalar multiplication of α with the eigenvalue diagonal matrix
[λ].

Let Y = αXTX. From Claim 3.2, it follows that all eigenvalues of a full
rank XTX are in (0, d]. Consequently, all eigenvalues of Y are in (0, 2) for α ≤
2/(d + 1).

Let B = I − Y . Since eigenvalues of Y are in (0, 2), it follows that the
eigenvalues of B are in (−1, 1). Since all eigenvalues of B are strictly less than 1 in
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absolute value, it follows that limn→∞ Bn = 0. In other words, limn→∞
∑n

i=0 Bi

is a convergent series. Following Neumann series gives

lim
n→∞(I − B)

n∑

i=0

Bi = lim
n→∞

(
n∑

i=0

Bi −
n∑

i=0

Bi+1

)
= lim

n→∞(I − Bn+1) = I.

Thus, Y −1 = (I −B)−1 = limn→∞
∑n

i=0 Bi Recalling Y = αXTX, where
α is a positive scalar, and B = I − Y , we obtain

α−1(XTX)−1 = lim
n→∞

n∑

i=0

(I − Y )i.

The result follows by observing that, (XTX)−1 = α limn→∞
∑n

i=0(I −Y )i.

4 Experimental Results

For experimental evaluation of our approach, we consider both synthetic datasets
as well as real world data. The QUBO formulation is run on D-Wave 2000Q
quantum computer which has 2048 qubits. For a given dataset, we run the cor-
responding QUBO instance on D-Wave for multiple runs. Each run outputs
a feature selection z. The corresponding w and the objective function value is
obtained from Eq. (6) and Eq. (4) respectively. The final solution is chosen as the
one that minimizes the objective function. We compare the quality of QUBO
solution with optimal solution for this NP-hard problem computed by exhaustive
search in the classical setting. This exhaustive search is performed over all pos-
sible feature selections to find the solution that minimizes Eq. (4). Here again,
for a given feature selection, w is obtained from Eq. (6).

Synthetic datasets were generated using randomly chosen X and a randomly
chosen sparse vector w. The outputs are obtained as y = X
w. We generate
a separate synthetic input data for input dimensions in the range 5, . . . , 10. For
each of these dimensions, the number of samples N in the input data is fixed as
3000. For each of the resulting six input datasets, we use QUBO to solve Eq. (4)
for 5 different λ values. Table 1 summarises QUBO results. For each input data
and λ combination, the table gives the �0 norm of w, which corresponds to the
cardinality of the selected features, computed using QUBO and the optimal w
computed classically by exhaustive search. Columns 6 and 7 of the table give the
values of the objective function Eq. (4) corresponding to w obtained through the
classical solution and QUBO respectively. A set of λ × d values were used so as
to reduce the sparsity penalty λ for increasing d. This balances the contributions
of the regression gap and the sparsity penalty in the objective function. The last
five rows of Table 1 show results for 500 runs, while the rest are for 100 runs. We
can observe that the cardinality of w, i.e. the number of features selected, is the
same for the QUBO solution and classical solution for most values of λ across all
the synthetic datasets. Similarly, the objective function values are also very close
for the QUBO and classical solution. For data with input dimension 10, we also
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experimented with 500 QUBO runs. These are included as the last 5 rows in the
table. As shown in the table, increasing the number of runs further improved the
performance of the QUBO solver in finding optimal solutions. For higher values
of λ, we observe an increased gap between the QUBO solution and the optimal
solution. This is partly due to the fact that higher values of λ induces sparser
z. In such situations, choosing α closer to 2/(d′ + 1) in Eq. (7), where d′ is the
cardinality of the optimal feature set, can yield a better inverse approximation
compared to the existing 2/(d + 1) value. However, the value of d′ is not known
a priori. Hence, using a higher order inverse approximation or running QUBO
with different permissible values of α are potential ways to mitigate this issue.

We also measured the mean squared error (MSE) for the optimal classical and
the QUBO settings on the train and test data. The test error was measured using
a held-out test data of 1000 points generated separately for each d, using the
same distribution as the training data. In particular, we measured the absolute
gap between the test errors of classical and QUBO as well as between the train

Table 1. Experimental results on synthetic datasets for different d values.

Number of

points (N)

Number of

features (d)

λ×d ‖w‖0
classical

‖w‖0
QUBO

Objective

value

classical

Objective

value

QUBO

Preprocessing

time (sec)

Processing

time (sec)

3000 5 10 1 2 2.43 4 0.3802 1.7997

3000 5 1 2 2 0.4 0.4 0.3015 1.463

3000 5 0.1 2 2 0.04 0.04 0.2921 1.8042

3000 5 0.01 2 2 0.004 0.004 0.3087 1.5339

3000 5 0.001 2 2 0.0004 0.0004 0.3158 1.7676

3000 6 10 1 3 3.1993 5 0.5311 1.6666

3000 6 1 2 3 0.4542 0.5 0.5421 1.6226

3000 6 0.1 3 3 0.05 0.05 0.5286 1.6272

3000 6 0.01 3 3 0.005 0.005 0.5807 1.5697

3000 6 0.001 3 3 0.0005 0.0005 0.5341 1.6663

3000 7 10 2 3 2.9767 4.2858 0.8584 1.9038

3000 7 1 2 3 0.4053 0.4286 0.985 1.8351

3000 7 0.1 3 3 0.0429 0.0429 0.9155 1.8839

3000 7 0.01 3 3 0.0043 0.0043 0.8463 1.8471

3000 7 0.001 3 3 0.0005 0.0005 0.8983 1.8971

3000 9 10 2 4 2.3813 4.4573 2.0121 3.7735

3000 9 1 3 4 0.3468 0.4445 1.9516 4.4245

3000 9 0.1 4 4 0.0445 0.0445 2.0444 4.4954

3000 9 0.01 4 4 0.0045 0.0045 1.9706 4.5724

3000 9 0.001 4 4 0.0005 0.0005 1.9625 4.5866

3000 10 10 3 5 3.1369 5.0124 3.8412 7.2634

3000 10 1 4 5 0.4128 0.5 3.8206 7.5119

3000 10 0.1 5 6 0.05 0.1573 3.6595 7.2924

3000 10 0.01 5 5 0.005 0.0174 3.6433 7.3122

3000 10 0.001 5 6 0.0005 0.0127 3.6286 7.3667

3000 10 10 3 5 3.1369 5 3.0189 6.6345

3000 10 1 4 5 0.4128 0.5 3.1579 7.244

3000 10 0.1 5 5 0.05 0.05 3.0992 7.0419

3000 10 0.01 5 5 0.005 0.005 2.8799 7.3774

3000 10 0.001 5 5 0.0005 0.0005 2.8831 7.1387
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Table 2. Results on the real-world Diabetes dataset for 100 QUBO runs.

Number of

points (N)

Number of

features (d)

λ ‖w‖0
classical

‖w‖0
QUBO

Objective

value classical

Objective

value QUBO

Preprocessing

time (sec)

Processing

time (sec)

442 10 10000 6 6 11561403.16 11615190.26 0.52024 7.71478

442 10 1000 8 8 11502623.87 11519510.11 0.52523 8.0403

442 10 100 9 7 11494877.38 11554655.73 0.51418 7.75863

442 10 10 10 7 11493995.03 11511792.48 0.52244 7.51821

442 10 1 10 8 11493905.03 11511518.11 0.51872 7.47994

errors. For values of d × λ ≤ 1, the gap was less than 10−6. For d × λ = 10 case,
the gap was of the order of 10−3.

The preprocessing time is the time taken to create the QUBO formulation
using the D-wave libraries. The processing time includes the network time to
upload the problem instance to D-wave, network time to download the solution
and the execution time on the D-Wave quantum computer. We used the default
annealing time (20µs) provided in the D-Wave Sampler API (SAPI) servers [3]
and with this, the execution time for each run was around 11 milli seconds.
The reported processing time is almost entirely the data upload and download
overhead. Processing time is averaged over the number of QUBO runs.

Table 2 shows the QUBO performance for the real-world Diabetes dataset [7].
The number of QUBO runs here is 100. For this dataset, smaller λ values did not
induce any sparsity even for the classical optimal solution, due to high values of
regression error term in the objective function. Hence, we chose larger λ values
to induce sparsity. Here again, we observe that the objective function values
are similar for the QUBO solution and the classical solution, and increasing the
number of QUBO iterations can possibly narrow the gap further.

5 Future Directions

We believe that this work is an important step towards applying Adiabatic
Quantum Computing for efficiently solving practical and large scale sparse linear
regression problems. This paper leaves open several future directions to explore.
Our experiments were limited by a restricted access to the D-wave infrastructure.
Experiments involving larger problem instances needs to be done to measure the
quantum advantage. Moreover, experimentation with different annealing sched-
ules and durations are likely to yield faster convergence to the optimal solution.
Different ways of reducing the effect of inverse approximation can be explored.
Examples are higher order approximation and approximations using multiple
feasible values of α. A practical direction would be to apply the QUBO based
regression model on real world data and compare with other models to measure
generalization error.
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{R.Gielerak,M.Sawerwain,M.Wroblewski}@issi.uz.zgora.pl
2 Institute of Information Systems, Faculty of Cybernetics, Military University of

Technology, Gen. S. Kaliskiego 2, 00-908 Warsaw, Poland
JWisniewska@wat.edu.pl

Abstract. Quantum entanglement is an extremely important pheno-
menon in the field of quantum computing. It is the basis of many com-
munication protocols, cryptography and other quantum algorithms. On
the other hand, however, it is still an unresolved problem, especially in
the area of entanglement detection methods. In this article, we present
a computational toolbox which offers a set of currently known methods
for detecting entanglement, as well as proposals for new tools operat-
ing on two-partite quantum systems. We propose to use the concept of
combined Schmidt and spectral decomposition as well as the concept of
Gramian operators to examine a structure of analysed quantum states.
The presented here computational toolbox was implemented by the use
of Python language. Due to popularity of Python language, and its ease
of use, a proposed set of methods can be directly utilised with other
packages devoted to quantum computing simulations. Our toolbox can
also be easily extended.

Keywords: Quantum entanglement · Quantum software · Numerical
computations

1 Introduction

Quantum entanglement [2,15,20] is the physical phenomenon, already described
in [5] by Einstein, Podolsky, Rosen. Currently, quantum entanglement for quan-
tum states [18] is the basis of many quantum information processing protocols
such as teleportation [4], communication [10] and cryptographic protocols as well
[3].

On the other hand, the quantum entanglement phenomenon is still not a well-
understood problem. One of the main issues is the criterion for detecting entan-
glement [7] in quantum pure and mixed states. In the case of bipartite pure
states, the Schmidt criterion can be successfully applied – it gives an unam-
biguous answer whether we are dealing with an entangled state. However, in the
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case of quantum states described by a density matrix, so-called mixed states, the
problem of detecting entanglement is still not solved in computationally effective
way. The general criterion of entanglement detection for density matrix cases is
related to the entanglement witness theory [14], and so far, there is no sim-
ple and fast (especially computationally) entanglement verification criterion for
such type of states. In fact due to the proven NP-hardness [6,12] of the problem
“entangled or separable?”, it is hardly to expect that such efficient algorithms
do exist on the classical side of computational technologies.

In this paper, we present a selected set of computational methods devoted
to numerical studies of bipartite entanglement in quantum states. The aim is to
develop a publicly available set of functions in Python, which will allow utilising
the proposed package of computational methods also in combination with other
packages related to quantum computing, such as QuTiP [16] and Qiskit [1].

In addition to the implementation of the basic generally known methods,
our EntDetector package also offers an access to methods of entanglement test-
ing using so-called Gramian matrices [8], as an additional tool for checking the
entanglement level between individual qubits in a given pure bipartite state. The
Gramian calculation techniques also allow us to provide a new method of easy
calculation of the density matrix in the case of a bipartite system.

We use Python language in our package, because it is currently very popular
in the field of quantum computing simulation. It seems that available Python
software do not offers enough tools in area of entanglement detection although, of
course, it is necessary to indicate the existence of the packages like Qubit4Matlab
[23] or QETLAB [17], which offer a support in this field. However, they require
a Matlab software [19].

The article is organized as follows: Sect. 2 introduces the basic concepts and
briefly describes the basic math engine that is used in the EntDetector package.
The technical aspects of the package, including examples of usage, are presented
in Sect. 3. A summary is provided in Sect. 4. This paper ends with acknowledge-
ments and bibliography sections.

2 Mathematical Framework

2.1 Spectral and Schmidt Decomposition

Let H = C
d2

= C
d ⊗ C

d be a bipartite (A and B) finite dimensional Hilbert
space and let Q ∈ E(H) be a given quantum state. It is well known that the
spectrum of Q (counting multiplicity) σ(Q) = (λ1, λ2, . . . , λd2), is purely discrete
(it is important to point out that the list forming spectrum is ordered in non-
increasing way) and the following spectral decomposition is valid:

Q =
d2∑

i=1

λi|Ψi〉〈Ψi| (1)

where the orthogonal (and normalised) system of eigenfunctions |Ψi〉 of Q forms
a complete orthonormal system of dim H = d2.
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It is important to point out in this moment that the material presented in this
report is valid in the current form only under the assumption that the spectrum
of Q is simple which means that all of the corresponding eigenvalues are non-
degenerated. The general case is technically more involved and will be presented
(due to the limited space here) in an another paper [9].

Each eigenfunction |Ψi〉 can be expanded by the use of the Schmidt decom-
position [11]:

|Ψi〉 =
d∑

j=1

τ i
j |ψi

j〉 ⊗ |ϑi
j〉, (2)

where τ i
j ≥ 0,

∑d
j=1(τ

i
j)

2 = 1 and systems {ψi
j} form a complete orthonormal

systems in part A, and resp. {ϑi
j} in B.

Let us define the following matrix SaSD(Q) (named Schmidt and Spectral
Data) connected to the analysed state Q: it is (d2, (d + 1)) matrix in which we
collect all the appearing Schmidt coefficients τn

i in the (d2, d) block building
from the first d2 rows and d columns of SaSD(Q), and in the last column we
localize the eigenvalues of Q. Graphically the map SaSD defined on E(H) looks
like:

SaSD(Q) =

⎛

⎜⎝
τ1
1 . . . τ1

d λ1

...
. . .

...
...

τd2

1 . . . τd2

d λd2

⎞

⎟⎠ , (3)

or in coordinates:

SaSD(Q)j,i = τ i
j for j = 1 : d2, i = 1 : d, and

SaSD(Q)j,d+1 = λj for j = 1 : d2.

The map SaSD is uniquely defined (all eigenvalues are different) for each Q.
However:

Proposition 1. Let U1, U2 be a pair of unitary maps in C
d i.e. U are SU(d)

group elements, then we define its action on Q as

Q → (U†
1 ⊗ U†

2 )(Q)(U1 ⊗ U2), (4)

then
SaSD

(
(U†

1 ⊗ U†
2 )(Q)(U1 ⊗ U2)

)
= SaSD(Q). (5)

This means that on each 2(d2 − 1) – dimensional orbit of the local action
of the group SU(d) in the space E(H) of dimension (real) d4 − 1, the (d2(d +
1) − (d2 + 1))-dimensional table SaSD do not change its value. For the pair of
qudits of an arbitrary dimensions from Eq. (5) it follows that the matrix SaSD
is locally unitary invariant. However, still the complete knowledge of SaSD(Q)
is not sufficient for the complete (modulo SU(d) ⊗ SU(d)) determination of Q
as there is still deficit in dimensions at least as large as δ = d4 − d3 − 2d2 + 2,
which for the case of two qubits gives δ = 2.
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Example 1. Let us assume that we have states Qp, Qs with the corresponding
SaSD tables:

SaSD(Qp) =

⎛

⎜⎜⎜⎝

τ1
1 . . . τ1

n 1
1 . . . 0 0
...

. . .
...

...
1 . . . 0 0

⎞

⎟⎟⎟⎠ , SaSD(Qs) =

⎛

⎜⎝
1 . . . 0 λ1

...
. . .

...
...

1 . . . 0 λd2

⎞

⎟⎠ . (6)

Then Qp is a pure state and Qs is a separable state.

Remark 1. It should be noted, once again, that in this part of our paper we only
discussed case when the spectrum of Q is simple. In general case, the situation
is more complicated and will be discussed in an another paper [9].

Any scalar function defined on the basis of SaSD(Q) will be locally SU(d) ⊗
SU(d) invariant scalar. In particular, the function that is named von Neumann
entropy (vNEN) of the SaSD, which is defined below:

vNEN(Q) =
d2∑

i=1

d∑

j=1

(
− (τ i

j)
2 log

(
(τ i

j)
2
))

−
d2∑

i=1

λi log(λi), (7)

is monotone non-increasing under the action of any local quantum operations [9]
and invariant under the action of local unitary operations, where the standard
convention 0 · log 0 = 0 is being used.

Proposition 2. The function vNEN, defined on E(H), is continuous in || · ||1
topology and is SU(d) ⊗ SU(d) invariant.

Remark 2. An extensive study of the introduced von Neumann entropy and
other locally unitary invariant functions build on SaSD, and, what is even more
important, the study of functions which are monotonic (in the sense of majoriza-
tion theory) and also in the sense of (S)LOCC semi-order relation will be pre-
sented elsewhere [9].

Remark 3. Some computational examples of the use of SaSD are presented at
point Sect. 3.3 of this paper.

From the very definition of vNEN it follows that

sup
Q∈E(H)

vNEN(Q) = (d2 + 2) log d, (8)

It easy to observe that the SaSD table on which the introduced global entropy
vNEN attains its maximal value looks like :

SaSD(Q) =

⎛

⎜⎝

1√
d

. . . 1√
d

1
d2

...
. . .

...
...

1√
d

. . . 1√
d

1
d2

⎞

⎟⎠ , (9)
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and corresponds to the (d2 − 1)2 – dimensional manifold of maximally mixed
states in E(H).

The extended SaSD table, denoted as exSaSD, is obtained from SaSD by
adding to SaSD, defined in Eq. 3, two additional columns obtained from Schmidt
decompositions (Eq. 2):

exSaSD(Q) =

⎛

⎜⎝
τ1
1 . . . τ1

d λ1 ψ1
1 . . . ψ1

d ϑ1
1 . . . ϑ1

d
...

. . .
...

...
...

. . .
...

...
. . .

...
τd2

1 . . . τd2

d λd2 ψd2

1 . . . ψd2

d ϑd2

1 . . . ϑd2

d

⎞

⎟⎠ . (10)

Locally available information on state Q, as is well known, is contained in the
corresponding density matrices. Owing to the obtained below decomposition, the
computation of the corresponding reduced density matrices is very easy now.

Taking Eq. 2 into account, and after few lines of calculations, we obtain:

QB = TrA (Q) = TrA

⎛

⎝
d2∑

i=1

λi|Ψi〉〈Ψi|
⎞

⎠ =
d2∑

i=1

λiQ
B
i , (11)

where the operators QB
i =

∑d
j=1 |τ i

j |2|ϑi
j〉〈ϑi

j | are states on the subsystem B.
Similarly, for the reduced density matrix connected to the observer relating

to the subsystem A:

QA = TrB (Q) = TrB

⎛

⎝
d2∑

n=1

λn|Ψn〉〈Ψn|
⎞

⎠ =
d2∑

n=1

λnQA
n , (12)

where QA
n =

∑d
i=1 |τn

i |2|ψn
i 〉〈ψn

i | are states, this time, on the subsystem A.
The obtained systems of operators {QA

n } and {QB
n } are consisting of non-

negative, and therefore Hermitian, operators and are locally measurable, each
of them. In particular, the squares of the Schmidt coefficients τn

i in the Schmidt
decompositions of the parent state Q eigenfunctions are observable (measurable)
quantities.

Proposition 3. Let H = C
d2

= C
d ⊗ C

d be a bipartite Hilbert space and let
Q ∈ E(H). Let (QA, QB) be the pair of corresponding reduced density matrices
and let

QA
n =

d∑

i=1

|τn
i |2|ψn

i 〉〈ψn
i | and corr. QB

n =
d∑

i=1

|τn
i |2|ϑn

i 〉〈ϑn
i |, (13)

for n = 1 : d2 be the corresponding operators as defined by the use of exSaSD(Q).
Then QA =

∑d2

n=1 λnQA
n and QB =

∑d2

n=1 λnQB
n .

As the local information is invariant under local unitary action, we can define,
in according to the ideas presented in [8], the following interesting invariant and
monotonic functions.
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Definition 1. Gramian functions of Q:

G(QA
n ) = det

(
1Cd + QA

n

)
=

d∏

j=1

(
1 + (τn

j )2
)
, (14)

for n = 1:d2 and 1Cd represents an identity operator in space of the subsystem A.
Identical definitions are also valid in part B of the analysed system.

Proposition 4. For each n the value G(QA
n ) is invariant under the action of

local unitary group, for any unitary map U acting on C
d:

G(UQA
nU†) = G(QA

n ) and resp. G(UQB
n U†) = G(QB

n ). (15)

Proof. Obvious. �	
Lemma 1. For each n = 1:d2,

sup
Q∈E(Cd2 )

G(QA
n ) = sup

Q∈E(Cd2 )

G(QB
n ) =

d∏

j=1

(
1 +

1
d

)
, (16)

is true.

Let us define also logarithmic volumes of QA
n (resp. QB

n ) as:

gA(n) = log G(QA
n ) = log G(QB

n ) = gB(n), (17)

and also the complete Gram volumes of Q as

gA(Q) =
d2∏

k=1

G(QA
k ) = gB(Q) =

d2∏

k=1

G(QB
k ). (18)

Together with its logarithmic counterparts :

lgA(Q) = log
d2∏

k=1

G(QA
k ) = lgB(Q) = log

d2∏

k=1

G(QB
k ). (19)

Proposition 5. The complete Gram volume gA(Q) of a given Q ∈ E(Cd2
) and

its logarithmic counterpart are locally SU(d)⊗SU(d) invariants of Q. The same
is true for part B of the analysed system. Additionally:

sup
Q∈E(Cd2 )

gA(Q) = sup
Q∈E(Cd2 )

gB(Q) =

⎛

⎝
d∏

j=1

(
1 +

1
d

)⎞

⎠
d2

, (20)

and

sup
Q∈E(Cd2 )

lgA(Q) = sup
Q∈E(Cd2 )

lgB(Q) = d2

⎛

⎝
d∑

j=1

log
(

1 +
1
d

)⎞

⎠ . (21)

Another approach to certain aspects of reduced density matrices structure is
based on the use of the Schmidt decomposition method in the Hilbert-Schmidt
space of operators build on the space Cd⊗Cd. This will be discussed in a separate
paper [9].
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2.2 Some Remarks on the Majorization Theory

For a given finite sequence a = (a1, . . . , an) where ai ∈ R, we apply the operation
of ordering in non-increasing order and denote the result as a≥. Of particular
interest, is the image of this operation when applied point-wise to the finite
dimensional simplex Cn

+(1) := {a = (a1, . . . , an), ai ∈ R, ai ≥ 0,
∑n

i=1 ai = 1}.
This will be denoted as C≥.

Let us recall the standard definition of majorizations. Let a, b ∈ C≥. Then
we say that b majorizes a iff:

k∑

i=1

ai ≤
k∑

i=1

bi, (22)

for any k = 1 : n.
If this holds to be true then we denote this fact as a � b.
We say that b majorizes multiplicatively a iff for any k, and k = 1 : n:

k∏

i=1

(ai + 1) ≤
k∏

i=1

(bi + 1). (23)

If this holds to be true then we denote this fact as a �m b.
Let F be any function (continuous, but not necessarily) on the interval [0, 1].

Let us recall the well known result, see i.e. [2].

Lemma 2. Let as assume that f is a continuous, increasing and convex function
on R. If a � b then f(a) � f(b).

It is clear from the very definition that a �m b iff log(a + 1) � log(1 + b).

Proposition 6. Let a, b ∈ C≥ and let us assume a �mb. Let f be continuous,
increasing function such that the composition f ◦ exp(x) is convex on a suitable
domain. Then f(a) � f(b).

Proof. Fixing k, k = 1 : n, the following holds to be true:

k∏

i=1

(ai + 1) ≤
k∏

i=1

(bi + 1). (24)

Taking log of both side we obtain

k∑

i=1

log(1 + ai) ≤
k∑

i=1

log(1 + bi). (25)

Applying Lemma 2, we get

k∑

i=1

f(e · ai) ≤
k∑

i=1

f(e · bi), (26)

and the symbol e represents the Euler constant. �	
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In particular, taking constant function f(x) = x, we conclude:

Corollary 1. Let a, b ∈ C≥ and let us assume that a �m b, then a � b.

The last result says that each linear chain of the semi-order relation �m in
E(H) is contained in some linear chain of the semi-order. It means that the
semi-order �m is finer than those induced by ≺.

Theorem 1. Let H be a separable Hilbert space and let Q1 and Q2 be states on
H. Then any �-maximal element in E(H) is also �m-maximal.

Proof. If σ(Q1) �m σ(Q2) then σ(Q1) ≺ σ(Q2). Let Q∗ be a ≺-maximal in
E(H), and let as assume that there exists Q# such that Q∗ �m Q# and the
contradiction is present. �	

3 Implementation and Example in Python Environment

In this part of the article, we present a basic information concerning the EntDe-
tector package. The most important assumptions, about the implementation and
realised functionalities, are described in Sect. 3.1. The examples of our package’s
use are shown in Sect. 3.2.

In Sect. 3.3, we join the spectral and Schmidt decomposition for pure and
mixed states. Our package carries out the decomposition which, as it was shown
in Sect. 2.1, allows characterising a bipartite quantum state by the level of entan-
glement e.g. for isotropic states, as shown in Sect. 3.4.

3.1 Implementation Assumptions

One of the fundamental assumptions about the EntDetector implementation
was the choice of Python programming language because of its accessibility and
simplicity. Another crucial issue is the prospect of utilizing other known libraries
for quantum computation, like qiskit [1] and QuTiP [16], which are available
in Python. We also assume that the realisation of numerical calculations are
performed by the packages NumPy [13] and SciKit [24].

The mentioned simplicity of the EntDetector’s usage may be shown on the
example of an access to basic functions generating quantum states. We have
prepared representations of pure states (e.g. Bell, GHZ, W states) and density
matrices (e.g. Horodecki (2 × 4) and (3 × 3) bound entangled states, isotropic
states) which are invoked in the following way:

– q = create_qubit_bell_state(), q = create_ghz_state(d, n),
– q = create_wstate(n), qden = create_bes_horodecki_24_state(),
– qden = create_bes_horodecki_33_state(),
– qden = create_isotropic_state(p, d, n),
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Fig. 1. Execution of an example calculating left, right, and full Gram matrices for the
product system generated by the states |0〉 and |+〉. The example was run in Spyder
4.x editor, system distribution: Linux Ubuntu 20.04.01 LTS, environment Anaconda
4.x, Python version 3.8 64bit

where d stands for the dimension of a quantum unit, n represents the number
of qudits, and p is a real value between 0 and 1. The variable q contains a vec-
tor state, and qden encloses a density matrix. The functions names are quite
complex, but they describe the purpose of usage clearly (Fig. 1).

The package offers basic functions for estimating entanglement’s level, e.g.
computing entropy, values of Concurrence and Negativity measures, calculating
monotones for the systems of two (there also exist functions for three, and four)
qubits:

– v = entropy(qden), v = concurrency(qden), v = negativity(qden),
– v = monotone_for_two_qubit_system(qden),

where qden represents a density matrix, and the result is assigned to the vari-
able v. Types of arguments for presented functions are objects defined in the
NumPy library, so it is easy to perform calculation joining functions from differ-
ent packages (written in Python) dedicated to quantum computing, e.g. QuTIP.

The EntDetector includes a new tools like Gram matrices generation and
a joined spectral-Schmidt decomposition:

– tblsas = create_spectral_and_schmidt_data(qden, schmidt_shape),
– right, left, full = gram_matrices_of_vector_state(v, d1, d2).

Naturally, we are not able to signal all implemented functions here. A current
version of the package, directly related to this paper, is available at [22]. However,
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a future versions of the package and documentation are going to be published
at main repository of our project in [21].

Remark 4. It should be emphasised once more that the main goal of the EntDe-
tector package is to provide a user-friendly set of functions which allow analysing
entanglement level with the help of known methods, e.g. the Negativity measure
or Schmidt decomposition. It is also important to introduce some new methods,
like density matrices expressed as Gramians what gives us a prospect of entan-
glement examination with the use of Gram volume and SaSD method, proposed
in this work. The EntDetector should supplement other existing packages, like
qiskit and QuTIP, with additional functions dedicated to entanglement analysis
(e.g. SaSD tables, Gramian matrices).

3.2 Simple Examples

The first example that we would like to present, is the Schmidt decompo-
sition of an entangled state – more precisely: one of so-called EPR pairs:
|ψ〉 = 1√

2
(|00〉 + |11〉). To do it, we need to generate the mentioned state, per-

form the decomposition, and check if two Schmidt coefficients could be obtained.
The code realising this task has the following form:

from entdetector import *

q = create_qubit_bell_state()

schmidt_shp=(2, 2)

s,e,f = schmidt_decomposition_for_vector_pure_state(q, schmidt_shp)

The function executing Schmidt decomposition requires introducing dimen-
sions of the decomposition. The size of EPR vector is 4, so the decomposition’s
dimensions are 2 × 2 (given as a variable: schmidt shp=(2, 2)). A reconstruction
of quantum states is realised by a function:

qrebuild = reconstruct_state_after_schmidt_decomposition(s, e, f)

The Schmidt coefficients values are assigned to the variable s. The basis
vectors are stored in e and f. Naturally, in the example with the EPR pair, we
obtain two Schmidt coefficients equal to numeric value 0.70710678.

3.3 Spectral and Schmidt Decomposition

We described the properties of spectral decomposition and the Schmidt decom-
position in Sect. 2.1. Let us generate the pure state q = q0 ⊗ qplus:

q0 = create_qubit_zero_state()
qplus = create_qubit_plus_state()
q = np.kron(q0, qplus)
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where q0 = |0〉 and qplus = |+〉. Now, we can calculate both decompositions
directly:

schmidt_shape=(2, 2)
qden = vector_state_to_density_matrix( q )
sas_tbl = create_sas_table_data(qden, schmidt_shape)

As the result, we obtain the following SaSD given in Eq. (9):

>>> print_sas_table( sas_tbl )
1.0 0.0 | 0.9999
1.0 0.0 | 0.0
1.0 0.0 | 0.0
1.0 0.0 | 0.0

A SaSD table for the Bell state q = 1√
2

(|00〉 + |11〉) is generated by:

q = create_qubit_bell_state()
qden = vector_state_to_density_matrix( q )
sas_tbl = create_sas_table_data(qden, schmidt_shape)

has the form:

>>> print_sas_table( sas_tbl )
0.70710678 0.70710678 | 0.9999
1.0 0.0 | 0.0
1.0 0.0 | 0.0
0.70710678 0.70710678 | 0.0

3.4 Decomposition of Two-Qubit Isotropic State

SaSD tables allow analysing the isotropic state given as:

ρ = (p · |ψ+〉〈ψ+|) + (1 − p)
1
d2

· (Id ⊗ Id), (27)

where in our case we assume that p is real and − 1
d2−1 ≤ p ≤ 1. The parameter d

is the dimension of a quantum unit utilized to construct the maximally entangled
state |ψ+〉 (and its density matrix |ψ+〉〈ψ+|). The state ρ in general is entangled
when 1

d+1 < p ≤ 1, and in a contrary, separable if − 1
d2−1 ≤ p ≤ 1

d+1 .
The SaSD table for the isotropic state with d = 2 and p = 0 is calculated by:

p=0.0
q = create_qubit_bell_state()
qdentmp = np.outer(q, q)
qden = (p * qdentmp) + ((1-p) * 0.25 * np.eye(4))
schmidt_shape=(2, 2)
sas_tbl = create_sas_table_data(qden, schmidt_shape)

and the result as SaSD table is:
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Fig. 2. The value of the maximal eigenvalue, the sum of others eigenvalues (denoted
as sum of oth. evs), and also their difference for two-qubit isotropic state. The figure
also shows the values of other quantum entanglement measures like Negativity and
Concurrence. It is possible to point out that the Concurrence measure and the difference
between the max eigenvalue and the sum of others eigenvalues are equal for p ≥ 0.33

>>> print_sas_table( sas_tbl )
1.0 0.0 | 0.25
1.0 0.0 | 0.25
1.0 0.0 | 0.25
1.0 0.0 | 0.25

It should be noted that for parameter p = 0 the examined isotropic state takes
a form of the maximally mixed state.

A SaSD table analysis enables entanglement detection in a given isotropic
state for d = 2. Let us generate the exemplary tables for p = 0.25 and p = 0.75:

p=0.25 p=0.75
0.7071 0.7071 | 0.5125 0.7071 0.7071 | 0.8125
0.9265 0.3760 | 0.1625 1.0 0.0 | 0.0625
0.9070 0.4209 | 0.1625 1.0 0.0 | 0.0625
0.8243 0.5661 | 0.1625 0.7071 0.7071 | 0.0625

The numeric analysis shows that we can point out the greatest eigenvalue corre-
lated with the row having two non-zero coefficients what allows delineating the
border between entangled and separable states. This phenomenon is depict on
the plot in Fig. 2.

4 Conclusions

In the article, we presented a package supporting work with qubit and qudit sys-
tems in terms of detecting entanglement in bipartite systems. The most impor-
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tant assumption was to provide convenient tools in the form of computational
functions that perform the necessary decompositions, as well as entanglement
detection functions.

In addition to providing support for known tools in the field of entanglement
research, such as the Negativity and Concurrence measures, our package also
offers new tools useful in the field of entanglement, such as the left and right
Gramian of a given quantum state. EntDetector also offers an additional tool
called SaSD. The information obtained with SaSD allows us, for example, to
calculate the entropy for the studied quantum state.

The package has also the ability to examine the presence of entanglement in
the indicated parts of a quantum register. The current procedure enables, for
example, detecting entanglement, e.g. in graph states, and to verify whether a
given examined state contains correctly entangled qubits.
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Abstract. Quantum computers have been significantly advanced in
recent years. Offered as cloud services, quantum computers have become
accessible to a broad range of users. Along with the physical advances,
the landscape of technologies supporting quantum application develop-
ment has also grown rapidly in recent years. However, there is a variety
of tools, services, and techniques available for the development of quan-
tum applications, and which ones are best suited for a particular use case
depends, among other things, on the quantum algorithm and quantum
hardware. Thus, their selection is a manual and cumbersome process. To
tackle this challenge, we introduce a categorization and a taxonomy of
available tools, services, and techniques for quantum application develop-
ment to enable their analysis and comparison. Based on that we further
present a comparison framework to support quantum application devel-
opers in their decision for certain technologies.

Keywords: Quantum software development · Quantum computing
technologies · Quantum cloud services · Decision support

1 Introduction

Quantum computing promises to solve many problems more efficiently or pre-
cisely than it is possible with classical computers. In recent years, the number
of quantum hardware vendors, such as IBM, Rigetti, or D-Wave has steadily
increased. Via the cloud, quantum computing capacities are made publicly avail-
able. Not only hardware vendors offer various quantum cloud services, e.g., IBM
via IBM Quantum Experience (IBMQ) [25], but also established cloud providers
such as Amazon Web Services (AWS) have added quantum cloud services that
facilitate executing quantum algorithms on quantum hardware to their portfolio.

Typically, a quantum application comprises not only the implementation of
a quantum algorithm, but also pre- and post-processing components [32]. The
c© Springer Nature Switzerland AG 2021
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development of quantum applications, however, differs significantly from classical
application development [52] and currently depends heavily on the used hard-
ware. Due to the growing number of hardware vendors, service providers, and
constantly improving quantum hardware, the software landscape for the devel-
opment and execution of quantum applications is also growing steadily: Almost
each quantum cloud provider offers a Software Development Kit (SDK) in order
to compile and run quantum applications on their corresponding hardware, such
as Qiskit [1] for IBMQ [25] and Ocean [13] for D-Wave Leap [14]. But there are
also vendor-agnostic SDKs, such as XACC [33] and ProjectQ [51] that are able
to connect to quantum cloud services of different providers. In addition, there
are libraries, such as Pennylane [8], that not only enable the connection to a
variety of providers but also offer specific algorithms for certain problem classes,
e.g., machine learning. For the implementation of a quantum algorithm, differ-
ent programming languages can also be used, for which specific compilers and
transpilers are required. Finally, for integrating pre- and post-processing compo-
nents with quantum algorithms, orchestration tools, such as Orquestra [57], or
extensions for existing workflow languages, such as QuantMe [53], are proposed.

Thus, a variety of tools, services, and techniques is available that can be used
for developing quantum applications. However, which of these fit best for a cer-
tain use case and how they can be combined depends on (i) the quantum cloud
service provider, (ii) the quantum hardware used for the execution, and (iii) the
implemented quantum algorithm itself. Furthermore, developer preferences and
capabilities, such as the programming language and available tutorials, also play
an important role in the decision which tools to use. Due to the variety of pos-
sibilities and a missing overview and characterization, it is difficult to compare
individual tools and services. The decision for certain tools and services is com-
plex since it requires a lot of knowledge and understanding of their implemented
concepts. Therefore, identifying suitable software tools for realizing a certain use
case is a manual and cumbersome process.

To tackle these issues, this paper introduces (i) a categorization of currently
available technologies and provides (ii) a taxonomy for quantum application
development. Based on the proposed categorization and taxonomy, we further
introduce (iii) a comparison framework that enables to identify and compare
different tools, services, and techniques and, thus, provides decision support
to a certain degree. For this, we analyzed various technologies and literature
and experimented with several tools and services. The categorization gives an
overview of different kinds of technologies and identifies the different building
blocks of current quantum application development. The taxonomy further pro-
vides a broad view on the different aspects that need to be considered in quan-
tum application development. It enables to understand, analyze, and compare
different tools, services, and techniques. We also describe the dependencies and
relationships of the different categories in the comparison framework to identify
interoperabilities of different tools and services.

After having covered the basic principles and related work in Sect. 2, Sect. 3
provides a detailed problem statement. Section 4 introduces the categorization,



On Decision Support for Quantum Application Developers 129

Sect. 5 the taxonomy, and Sect. 6 the prototypical comparison framework devel-
oped in the context of this work. Finally, Sect. 7 gives a conclusion and an outlook
on future work.

2 Fundamentals and Related Work

The development of quantum applications differs significantly from the develop-
ment of classical applications [52]. A quantum application typically contains the
implementation of a quantum algorithm, pre- and post-processing components,
and additional glue code for the execution of the quantum algorithm on a quan-
tum computer. The development of quantum applications is supported by a wide
range of different technologies. However, which tools, services, and techniques
shall be used for a particular quantum application depends on several factors.

First, it depends on the used quantum hardware. On the one hand, SDKs
that enable the implementation and execution of quantum applications are often
tailored to the quantum computers of certain vendors and thereby limit the exe-
cution on the respective hardware. E.g., Qiskit [1] (IBM), Strawberry Fields [29]
(Xanadu), and Ocean [13] (D-Wave) are each designed for their own hardware
and by default do not allow quantum applications to run on other hardware.
On the other hand, the physical limitations of current quantum hardware play a
central role when implementing quantum algorithms. Today’s quantum comput-
ers are “noisy”, i.e., the computational results are not completely accurate, and
their size is of “intermediate scale”. Thus, they are called Noisy Intermediate
Scale Quantum (NISQ) computers [43]. Selecting the best quantum computer for
a specific use case is an important task in the current NISQ-era [47] and some
approaches, such as TriQ [39] and t|ket〉 [48], offer compilers with hardware-
specific optimization in order to use available hardware in the best possible way.

Available libraries are also important when selecting specific SDKs since they
come with pre-implemented algorithms that can be adapted to custom use cases,
such as Pennylane [8] provides different libraries in the area of machine learning.
On top of that, technologies for the integration with classical applications are
becoming increasingly important since hybrid applications are emerging as most
promising. A hybrid quantum-classical application comprises quantum compo-
nents as well as classical components. For the integration of these components,
orchestration approaches, such as Orquestra [57] and QuantMe [53] can be used.

In different papers certain aspects of the technology landscape of quantum
application development have already been analyzed. Hassija et al. [22], for exam-
ple, describe the overall landscape of quantum computing, identify the key play-
ers, and compare their technologies. LaRose [30] compare different SDKs in terms
of their requirements, syntax, library support, and simulation abilities. Quan-
tum programming languages have also been studied in terms of paradigms and
features (e.g., [18] and [23]). Fingerhuth et al. [16] identify available open-source
quantum software projects and their accompanying website1 lists many available

1 https://qosf.org.

https://qosf.org
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technologies. There are also other websites that list various tools and cloud ser-
vices [45]. However, none of them provides an insight on the dependencies and
interrelationships, nor does any of them provide decision support. Gill et al. [20]
provide a taxonomy in the area of quantum computing, however, it focuses on
the algorithmic characteristics of tools and libraries.

The existing papers and websites are a first step to compare available tools,
services, and techniques for the development of quantum applications. How-
ever, so far only certain aspects have been considered and the decision support
for quantum application developers is not focused by any work known to us.
Nevertheless, the importance of comparison and decision support frameworks
has already proven in several other domains, such as for service provider selec-
tion [5,15], and deployment automation technologies [56].

3 Problem Statement

As shown in the previous section, a variety of different tools, services, and tech-
niques exist for the development of quantum applications. The decision on which
SDK and which libraries to use must be made early in the development phase—
both for the implementation of classical and quantum applications. For the devel-
opment of quantum applications, however, this decision restricts very early on
which quantum hardware and which additional libraries can be used. Hence the
portability of quantum applications is currently very limited. Therefore, the first
research question (RQ) is as follows:

RQ 1: What types of tools, services, and techniques enable the development
and execution of quantum applications and how can they be categorized in
order to understand, analyze, and compare them?

Although a detailed categorization and characterization of available tools, ser-
vices, and techniques is a good basis for the analysis and comparison of tech-
nologies, quantum application developers must be supported in their decision for
specific tools, services, and techniques. Therefore, the second RQ is as follows:

RQ 2: How can quantum application developers be supported in the decision
for certain tools, services, and techniques?

To address the introduced RQs, we investigated several technologies and derived
a categorization and taxonomy for quantum application development as well as
a comparison framework, all introduced in the following sections.

4 Overview and Categorization of Existing Technologies
for Quantum Application Development

Based on a systematic literature study on concepts, technologies, and best prac-
tices for integrating quantum applications with classical applications (including
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ACM Digital Library, arXiv, IEEE XPlore, Science Direct, Springer Link, and
Wiley Online Library) and a review of related websites [16,44,45], we have iden-
tified various technologies for the development of quantum applications.

Fig. 1. Categories of quantum application development technologies with examples.

Figure 1 shows the categorization of existing quantum application develop-
ment technologies derived from the analysis that we describe in the following.
At the bottom of Fig. 1 the category Quantum Execution Resources is shown
that includes Quantum Processing Units (QPUs) as well as Simulators. Access
to these Quantum Execution Resources is typically provided via the cloud by
Quantum Cloud Services which are not limited to hardware access, e.g., Graph-
ical Circuit-Modelers are also often provided as services.

Graphical Circuit-Modelers (left in Fig. 1) enable to model a sequence of
operations (called gates) to be applied to the specified qubits. SDKs, which are
either provided by quantum cloud service providers or by third-party providers,
offer advanced developer tools. They can include Libraries that provide imple-
mentations of algorithms from different areas, such as chemistry [34], cryptog-
raphy [41], and machine learning [10]. Furthermore, SDKs contain Compilers
and Transpilers, such as the quilc compiler [50] as part of the Forest SDK [46].
Finally, SDKs often include a Local Simulator to simulate the execution locally,
e.g., MyQLM [7] includes the pylinalg [6] simulator. However, Libraries, Com-
pilers, Transpilers, and Simulators are not necessarily part of an SDK but can
also be available as standalone technologies, such as t|ket〉 [48] and ScaffCC [27].

In order to integrate quantum applications with classical applications, there
are further tools, such as Orquestra [57], allowing to model the control and data
flow between the different components required for pre- and post-processing as
well as the execution of the quantum algorithm. This forms the workflow that
orchestrates classical and quantum application components.

Finally, the programming languages used for implementing quantum appli-
cations are considered as a separate category (on the right of Fig. 1). Since
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the different tools and services, such as the SDKs, Compilers, Transpilers, and
Quantum Cloud Services, support different languages, the language plays an
important role when considering the compatibilities between different tools and
services. In the next section the different characteristics are discussed in detail.

5 Quantum Application Development Taxonomy

In the previous section we identified categories of current technologies. Based on
our literature study, related websites and experiments with various services and
tools, we introduce the taxonomy shown in Fig. 2 to enable a systematic analysis
of tools, services, and techniques in quantum application development. The tax-
onomy identifies six main aspects that have to be considered when developing
quantum applications: Quantum Cloud Services, Quantum Execution Resources,
Compilation & Transpilation, Knowledge Reuse, Programming Languages, and
Quantum-Classical Integration.

Each aspect is either divided into multiple sub-aspects or described by its
possible values. These values are the lowest refinement considered in our analysis.
We abstract from further refinements since we aim to provide a broad overview
of current quantum application development. The following subsections describe
each aspect in detail.

5.1 Quantum Cloud Services

The Quantum Cloud Services aspect identifies at which layer services are avail-
able and how these services can be accessed, therefore, the two sub-aspects Ser-
vice Model and Access Methods are considered.

In general, three different kinds of Service Models can be distinguished,
namely Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and
Software as a Service (SaaS) [36]. IaaS offerings provide access to process-
ing, storage, networks, and other fundamental computation resources. Quantum
cloud services, such as AWS Braket [3], IBMQ [25], and D-Wave Leap [14], offer
quantum computation capabilities as a service and can be assigned to IaaS.
PaaS offerings provide an application hosting environment to host applications
developed using certain programming languages, libraries, services, and tools.
A popular platform technology in quantum computing often hosted as a ser-
vice is Jupyter Notebook, e.g., offered as a service by IBM [25]. Jupyter Note-
books combine source code, console instructions, and documentation in a single
document-styled format and, thus, are often used for tutorials. SaaS offerings
provide users a fully managed software. For example, graphical circuit modelers,
such as Quirk [19], belong to this category.

In order to access a cloud service, providers offer different Access Methods:
SDKs, are a typical way by which quantum cloud service providers offer access
to their services. For example, Qiskit [1] and Forest [46] offer the ability to
execute written source code on the respective quantum cloud services. Further-
more, access can be provided via Web Services. For example, IBMQ [25] provides



On Decision Support for Quantum Application Developers 133

Fig. 2. Taxonomy of quantum application development. Notation is based on [54].
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a REST-API [35]. Another way to access quantum cloud services is via Graph-
ical User Interfaces (GUIs). Finally, Command-Line Interfaces (CLIs), such as
AWS CLI [4] can also be used to access quantum cloud services.

5.2 Quantum Execution Resources

The Quantum Execution Resources aspect considers the characteristics of avail-
able quantum execution resources for the execution of quantum algorithms. For
this, the provided Execution Type and the implemented Computation Model are
considered. Since quantum applications currently depend heavily on the Quan-
tum Execution Resources, the available resources must be considered by quantum
application developers early in the development phase.

The Computation Model defines how quantum computation is modeled and
executed. Since it influences the programming style and can further limit the
classes of problems that can be efficiently computed with the respective quantum
computer, developers must select the appropriate computation model at a very
early stage. In general, two kinds of computational models are distinguished:
Universal Quantum Computation and Restricted Quantum Computation. For
example, a Restricted Quantum Computation model is implemented by the QPUs
of D-Wave that support Stoquastic Adiabatic Quantum Computing. A well-known
example for Universal Quantum Computation is the circuit-model (a.k.a. gate-
based model). A detailed view on computation models is given by Miszczak [38].

For the execution of quantum algorithms, two general Execution Types are
available: QPUs and Simulators. QPUs represent physical hardware that is able
to compute quantum programs. Simulators are an alternative as they simulate
quantum programs on classical hardware. Since QPUs are still limited, simulators
are essential for developers to develop and test quantum applications before
migrating them to real hardware at some point. The ease of switching between
execution types is critical to this migration.

5.3 Compilation and Transpilation

The Compilation and Transpilation aspect considers characteristics of compilers
as well as transpilers. Compilers compile source code to lower-level languages,
whereas Transpilers transpile on the same language level. The taxonomy in Fig. 2
comprises the two sub-aspects Optimization Strategies and Language Support.

Compilers and transpilers can have multiple Optimization Strategies imple-
mented each of which is either Hardware-specific or Hardware-independent.
Häner et al. [24], e.g., describe an end-to-end approach having both hardware-
independent and -specific compilation steps implemented. A Hardware-specific
optimization strategy uses properties and information of a concrete Quantum
Execution Resource. This is needed because, for example, different qubit con-
nectivity and gate sets of the QPUs have to be considered [32]. A Hardware-
independent optimization on the other hand provides general optimizations, for
example, to rearrange, combine, or remove operations.
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Although, theoretically, language functionalities could be abstracted from,
the dependency on the language is still high and Language Support is an impor-
tant aspect. Some compilers and transpilers are only built for exactly one input
and one output language, such as quilc [50] and ScaffCC [27], and others can
consume various different languages or produce various output languages, such
as t|ket〉 [48] and XACC [33].

5.4 Knowledge Reuse

Since the implementation of quantum algorithms from scratch requires a lot of
knowledge, there are different ways for Knowledge Reuse. A rather abstract way
is given by Tutorials that can be offered via websites, documents, or packed
within a software. Patterns, such as proposed by Leymann [31] and Weigold
et al. [55], provide an abstract view on common problems and their solutions [2].
Thus, they offer technology-independent knowledge to specific problems. Fur-
thermore, Templates and Blueprints are scaffold implementations that provide
a basic structure for further source code. Example Programs, which are, e.g.,
provided as Jupyter notebooks, allow insights into the implementation of other
applications and can be adapted to own custom use cases. Finally, concrete
implementations of algorithms can also be provided as Libraries which can be
used as subroutines in a quantum application [10,34,41].

5.5 Programming Languages

The Programming Language aspect considers the characteristics of available pro-
gramming languages for quantum applications. For this, the Type of Language,
the Syntax Implementation, and Standardization are considered.

Currently, four types of programming languages can be distinguished: Work-
flow Languages, High-level Programming Languages, Assembly Languages, and
Graphical Circuit Description Languages. Assembly Languages, such as Open-
QASM [12], eQASM [17], QWIRE [42], and Quil [49], are low level and provide
a textual representation of every operation the quantum computer is to per-
form. High-level Programming Languages, such as Quipper [21] and Q# [37], are
machine independent and provide high-level language features, such as loops and
recursion. Workflow Languages, such as offered in Orquestra [57], allow to model
the control flow of (hybrid quantum-classical) applications. Graphical Circuit
Description Languages provide graphical representations of quantum circuits.

For the Syntax Implementation we distinguish between two cases. On the
one hand, there are programming languages that have their own independent
syntax, such as Silq [9] and Scaffold [26] Thus, they are Standalone Quantum
Programming Languages. On the other hand, a programming language can also
be embedded into another programming language, for example, Quipper [21] is
embedded in Haskell, and Qiskit [1], PyQuil [28], and Cirq [11] offer programming
languages embedded in Python.

Standardization is important for the interoperability of different tools and
services and is considered in the last aspect. Open Standards (a.k.a. de-jure
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standards) are developed or adopted by standards organizations. For example,
BPMN [40] is an Open Standard of the Object Management Group. Proprietary
Standards (a.k.a. de-facto standards) evolve from vendor-specific solutions and
are widely accepted by a broad base of users. Since OpenQASM [12] is sup-
ported by many tools and services, including Qiskit [1], t|ket〉 [48], XACC [33],
Project Q [51], and Cirq [11], it has a wide acceptance and can be considered as
de-facto standard for describing circuits. However, most of current programming
languages for quantum application development do not implement any standard.

5.6 Quantum-Classical Integration

Hybrid applications that integrate quantum and classical components are
increasingly appearing as the most promising solutions at present and in the
near future. Thus, the last aspect of Fig. 2 considers Quantum-Classical Integra-
tion.

In general, two Integration Approaches can be distinguished. On the one
hand, Data Integration consolidates data from different sources to provide appli-
cations with a uniform access to this data. On the other hand, Application Inte-
gration integrates different applications on a functional level.

Furthermore, we characterize integration approaches by their ability to sep-
arate business functions from Data Flow and Control Flow. Technologies, such
as Orquestra [57] and QuantMe [53], enable business functions to be defined
separately from data- and control flow. With SDKs, such as Qiskit [1], integra-
tion must be implemented in the source code and, therefore, does not enable
separation of business functions and control flow. In general, Quantum-Classical
Integration is still largely neglected, although it is essential for the realization of
future applications.

6 Comparison Framework

In the previous sections we have introduced a categorization (Sect. 4) and taxon-
omy (Sect. 5) to characterize existing tools, services, and techniques for quantum
application development. Based on these results, in this section we introduce a
comparison framework that supports developers in selecting suitable technolo-
gies. The comparison framework enables the comparison of characteristics and
dependencies between tools and services of different categories.

Figure 3 shows an excerpt of the comparison framework2 considering exem-
plary Software Development Kits (SDKs) and Quantum Cloud Services (QCS).
An SDK, identified by its name, is available for certain programming languages.
Furthermore, since an SDK contains compilers and transpilers that can sup-
port various input and output languages, these are separately listed. Besides the
availability of a local simulator, which is provided by all examples in Fig. 3, it is
finally listed which QCS are directly supported. The category of QCS is another

2 The framework can be found at http://www.github.com/UST-QuAntiL/Qverview.

http://www.github.com/UST-QuAntiL/Qverview
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category exemplary sown in Fig. 3. It contains the name, access method, input
language, service model, and available quantum execution resources3. All fur-
ther columns of both categories are hidden in Fig. 3 but can be found in the
comparison framework.

The comparison framework implements multi-criteria filtering for all
attributes of each category. For example, if Python is chosen as programming
language and the availability of a local simulator is required, only Qiskit [1],
Strawberry Fields [29], and Ocean [13] will be displayed in the example in
Fig. 3. Furthermore, the comparison framework enables to identify interoper-
abilities between different categories via cross-category filtering. When selecting
IBMQ [25] as quantum cloud service, the comparison framework automatically
exposes all interoperable SDKs. In addition to Qiskit [1], which is the SDK
provided by IBMQ [25], XACC [33], for example, can also be used to execute
quantum applications there, as shown in Fig. 3. However, when combined with
the programming language filter, only Qiskit would be shown.

The comparison framework supports a multi-criteria cross-category analysis
of current technologies for quantum application development. Thus, it (i) pro-
vides an overview of technologies of different categories, (ii) enables filtering,
comparison and analysis of technologies within each category, and (iii) enables
identification of cross-category interoperabilities.

Fig. 3. Excerpt of the comparison framework with exemplary SDKs and QCS.

7 Conclusion and Future Work

Currently, there are strong dependencies between the tools and services used to
develop quantum applications and the hardware on which they will run. Due
to the limited portability, it is important that quantum application developers
identify the appropriate tools and services at an early stage. To make a first step
towards decision support for quantum application developers, we have intro-
duced in this paper (i) a categorization, (ii) a taxonomy, and (iii) a comparison

3 QPUs are grouped by their respective vendor.
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framework. This is based on an investigation of a variety of technologies and
publications to provide guidance for quantum application developers.

With the taxonomy, we have introduced several aspects that need to be
considered when selecting specific tools, services, and techniques. While the
comparison framework provides guidance in the complex landscape of quan-
tum technologies, it does not yet provide full-automated decision support. In
the next step, we therefore plan to further extend our comparison framework
to also comprise library support for certain algorithms. This is crucial in order
to make a decision based on the problem at hand. The comparison framework
so far allows filtering based on the presented taxonomy. In addition, we plan to
incorporate weight factors, which will allow categories to be weighted differently.
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Abstract. Quantum obfuscation means encrypting the functionality of
circuits or functions by quantum mechanics. It works as a form of quan-
tum computation to improve the security and confidentiality of quantum
programs. Although some quantum encryption schemes have been dis-
cussed, any quantum asymmetric scheme based on quantum obfuscation
is not still proposed. In this paper, we construct an asymmetric encryp-
tion scheme based on quantum point function, which applies the advan-
tages of quantum obfuscation to quantum public-key encryption. As a
start of the study on applications of quantum obfuscation to asymmetric
encryption, our work will be helpful in the future quantum obfuscation
theory and will therefore promote the development of quantum compu-
tation.

Keywords: Quantum computation · Quantum asymmetric
encryption · Quantum obfuscation

1 Introduction

Quantum computation combines ideas of classical information theory, computer
science, and quantum physics [1]. It introduces some quantum concepts including
quantum information, quantum algorithms and quantum error correction, etc.
Among the existing quantum algorithms, quantum obfuscation, which means
encrypting the functionality of circuits or functions by quantum mechanics, is
an emergent branch to improve the security and confidentiality of quantum infor-
mation. It is developed from the concept of classical obfuscation.

Classical obfuscation drives from code obfuscation in software engineering. It
means reorganizing and processing the released program so that the processed
code has the same function as previous one. In 2001, Barak et al. [2] first intro-
duced the concept of obfuscation into cryptography and formally defined three
properties of obfuscation. In 2004, Lynn et al. [3] put forward the first posi-
tive result of obfuscation and gave several provable schemes of point obfuscation
based on complex access control under the random oracle model. In 2005, Gold-
wasser et al. [4] proved that obfuscation with auxiliary input cannot be realized
no matter whether the auxiliary input is independent of obfuscation programs.
In 2014, Alagic et al. [5] proposed a quantum obfuscator based on quantum
c© Springer Nature Switzerland AG 2021
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topological computation. In 2016, Alagic et al. [6] formally put forward the
definition of quantum obfuscation which is a form of quantum computation to
protect quantum circuits. In 2019, Shang et al. [7,8] initiated the obfuscatibility
of quantum point function and proposed the indistinguishability(IND)-secure
quantum symmetric encryption scheme based on point obfuscation.

In this paper, we construct an asymmetric encryption scheme based on quan-
tum point obfuscation. We combine the advantages of quantum obfuscation
with asymmetric encryption to achieve indistinguishability security. Here, quan-
tum point function is just an instantiation of quantum obfuscation. Asymmetric
encryption schemes of other quantum functions still remain widely open.

2 Related Works

Definition 1. If there exists (O, δ) in a QPT algorithm of indistinguishability
obfuscation, then the following three conditions hold:

1. Functional equivalence: the obfuscation result O(C) is interpreted as δO(C),
which holds the same functionality as the input circuit C:

‖δO(C) − C‖ ≤ negl(n). (1)

2. Polynomial slowdown: the length of the obfuscator O(C) must be limited to
polynomial qubits, which refers to

‖O(C)‖ = poly(n). (2)

3. Indistinguishability: for any ρn ∈ Rn, σn ∈ Sn, there are three types of
indistinguishability:
– Perfect indistinguishability: ρn = σn.
– Statistical indistinguishability: ‖ρn − σn‖ ≤ negl(n).
– Computational indistinguishability: for any QPT interpreter δ, ‖δρn

−
δσn

‖ ≤ negl(n).

Among the formula above, the interpreter δ(C) refers to a compiler inter-
preting the functionality of the circuit C from O(C).

Definition 2. A quantum point function Uα,β with a general output is

Uα,β : |x, 0n〉 �→ |x, Pα,β(x)〉. (3)

where α ∈ {0, 1}n, β ∈ {0, 1}n\0n, and Pα,β is a classical point function with a
multi-bit output working as

Pα,β(x) =
{

β if x = α
0n otherwise

(4)

By means of constructive proof, Shang et al. [7,8] demonstrated the obfus-
catability of the quantum point function with a general output.
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3 Quantum Asymmetric Encryption Scheme

3.1 Basic Idea

Quantum asymmetric encryption scheme based on quantum obfuscation can be
constructed as follows. Firstly, we implement operation of qubit rotation and
measurement before we obtain a quantum state. Then we interact the quantum
state with the obfuscated quantum point function to get the qubit |0〉 or |1〉. We
consequently encrypt the coefficients of the quantum state of point obfuscation
by the asymmetric encryption algorithm.

Definition 3. Single-qubit rotation is a one-way function with a quantum trap-
door. The qubit is located in the x-z plane of three-dimensional Bloch sphere. The
eigenstate |0〉 is located in the positive half axis of z-axis and the eigenstate |1〉
in the negative half. Single-qubit rotation is actually a rotation transformation
around y-axis. That is

γ̂ = i(|1〉〈0| − |0〉〈1|). (5)

The eigenstates are transformed into quantum superposition states on x-z
plane, and the sum probabilities of eigenstate |0〉 and |1〉 is 1 which can be
written as trigonometric function:

|ϕ〉 = cos
α

2
|0〉 + sin

α

2
|1〉. (6)

Supposing γ̂ = i(|1〉〈0| − |0〉〈1|), we have

|ϕb (αk)〉 = cos
bαk

2
|0〉 + sin

bαk

2
|1〉 = e

ibαkγ̂

2 |0〉 = R (bαk) |0〉. (7)

The first result |ϕbi,mi
(αk)〉i is transformed by the second rotation on the

basis of superposition state. When the output state |mi〉 of quantum point obfus-
cation is |0〉, rotation about angle 0 is performed in Hilbert space. When the |mi〉
is |1〉, rotation about angle π is performed. We can show the process with the
formula

|ϕbi,mi
(αk)〉i = R (miπ) |ϕbi

(αk)〉i . (8)

The previous result is inversely processed by qubit rotation shown in Fig. 1
and is subsequently measured after decryption. That is, if the information to
be encrypted is |0〉, it will approach the positive half axis of z-axis with high
probability after rotation. If it is |1〉, it will approach the negative half with high
probability. After measurement, we can get specific plaintext mi.

3.2 Scheme

KeyGeneration. Firstly, we randomly select an integer string b = (b1, b2, ···, bK)
of length K, a rotation angle αk = 2π

2k = π
2k−1 where k is a positive integer, and

the eigenstate |0〉⊗d of d qubits to generate the corresponding public and private
keys. Here we introduce a randomly generated 2(d + 1) bits string s = {0, 1}2d+2
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Fig. 1. Two dimensional planes of second qubit rotation.

and another random string t = {0, 1}2d+2 of the same length which is only known
by sender (the public key holder). We define Ca,b as a classical one-way trap-
door function and its trapdoor is u = (C−1

0,0 , C−1
0,1 , · · · , C−1

K,0, C
−1
K,1), where C−1

a,b

represents the inverse function of Ca,b. The algorithm based on function Ca,b

is easy to generate but difficult to inverse unless trapdoor u is used. Supposing
a = 0, 1, · · · ,K, the sender chooses Ca,0 or Ca,1 to encrypt the coefficients x or y
of the superposition quantum state output from quantum obfuscation.

The private key of the encryption scheme is divided into two parts: {k, b}
and u = (C−1

0,0 , C−1
0,1 , · · · , C−1

K,0, C
−1
K,1). The former is used to decrypt the quan-

tum obfuscated state so as to obtain the specific angle of the inverse rotation
operation while the latter is used to decrypt the quantum state after the second
rotation.

Encryption. Alice wants to send Bob a multi-qubit string |m〉 = |(m1,
m2, · · · ,md)〉. Firstly, we need to compare d and K, if d > K, we need to
extend the length of K in the public key. For the ith qubit |mi〉, we interact
it with quantum point function and obtain |0〉 or |1〉 after obfuscation. Then
we implement qubit rotation operation to get |ϕbi

(αk)〉i = R (biαk) |0〉i and
consequently implement qubit rotation operation for the second time to get
qi = |ϕbi,mi

(αk)〉i = R (miπ) |ϕbi
(αk)〉i. Finally, we encrypt the quantum super-

position state result qi = x|0〉+y|1〉. The specific encryption steps are described
as follows.
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The plaintext information to be encrypted is the coefficients of the superpo-
sition state q = qdqd−1 · · · q0 of (d + 1) qubits. For example, the coefficients of
the first qubit are encrypted by the sender as C0,t0 (x0) , C0,t1 (y0). In addition,
Alice also sends a function of string t = {0, 1}2d+2. For any a = 0, 1, · · · , d, the
use of Ca,0 (ta) or Ca,1 (ta) depends on the fact that whether sa is |0〉 or |1〉.
Thus we have

En(q) =
{
C0,t0 (x0) , C0,t1 (y0) , · · · , Cd,t2d

(xd) , Cd,t2d+1 (yd) , F (t)
}

, (9)

F (t) = {C0,s0 (t0) , · · · , Cd,sd
(td) , C0,sd+1 (td+1) , · · · , Cd,s2d+1 (t2d+1)}. (10)

In this way, Alice sends Bob the result
{∣∣ϕb(PK) (αk)

〉
, En(q)

}
.

Decryption. Bob receives the ciphertext from Alice. Firstly, we get the
quantum state |ϕbi

(αk)〉i corresponding to each qubit |mi〉 with the private
key sk = {k, b}. Thus we obtain the angle of the first qubit rotation oper-
ation. As we have defined above, the trapdoor of the abstract function is
u = (C−1

0,0 , C−1
0,1 , · · · , C−1

k,0, C
−1
k,0). Next, we utilize the trapdoor in the public

key to get the coefficients of q = qdqd−1 · · · q0. We know qi = |ϕbi,mi
(αk)〉i =

R (miπ) |ϕbi
(αk)〉i, so we have

F−1(t) = {C−1
0,s0

(t0) , · · · , C−1
d,sd

(td) , C−1
1,s+2 (td+2) , · · · , C−1

d,s2d+1
(t2d+1)}, (11)

Dn(q) = {C−1
0,t0

(x0) , C−1
0,t1

(y1) , · · · , C−1
d,t2d

(xd) , C−1
d,t2d+1

(yd) , F−1(t)}. (12)

At this time, we measure R (biαk)−1
i |ϕbi,mi

(αk)〉i on the x-z plane of the
Bloch sphere. If the qubit is on the positive half axis of the Z axis, the output
of quantum point function is |0〉. If it is on the negative half, the output is |1〉.
At this time, Alice replaces s with t and publishes the new private key sk.

4 Security Analysis

4.1 Key Updating

This scheme updates s in the public key with the classical bit string t =
{0, 1}2d+2 generated randomly each time. Alice generates t randomly, and
Bob needs to use the private key (C−1

0,0 , C−1
0,1 , · · · , C−1

K,0, C
−1
K,1) to calculate t,

and then obtain the coefficients of the quantum state qi = |ϕbi,mi
(αk)〉i =

R (miπ) |ϕbi
(αk)〉i.

Because t is not published to the public, Bob can verify the identity infor-
mation of the encrypting party while using the private key. The encryption and
decryption scheme can be carried out in two directions and circularly.
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4.2 Indistinguishablility Security

Theorem 1. If there exist quantum black-box obfuscation and secure quantum
one-way trapdoor function, there also exists a quantum asymmetric encryption
scheme which satisfies indistinguishability chosen-plaintext attack (IND-CPA)
security.

Proof. A quantum polynomial time interpreter δ with only black-box access to
Ensk can be used to simulate the access of any QPT adversary. Because of the
access to the quantum encryption circuit, the interpreter can select a random
number to be used for encryption.

For any QPT adversary, A =
(
R,R−1

)
, u =

∣∣ϕb(PK) (αk)
〉 ⊗ R (mj), v =∣∣ϕb(PK) (αk)

〉 (∣∣0d
〉 〈

0d
∣∣ ⊗ mi

)
, we have

| Pr
{
R−1 [PK ⊗ R (mi)] = 1

} − Pr
{

R−1
[
PK

(∣∣
∣0d

〉 〈
0d

∣∣
∣ ⊗ mi

)]
= 1

}
|

=
∣
∣Pr

{
R−1 [u, O (Ub,k)] = 1

} − Pr
{
R−1 [v, O (Ub,k)] = 1

}∣
∣

≤
∑

k

∣∣Pr
{
R−1[u, β(b)] = 1

} − Pr
{
R−1[v, β(b)] = 1

}∣∣ · Pr
{
R−1

1 [u, O (Ub,k) = β(b)]
}

.

(13)
Here R−1

1 is the subline of R−1. Owing to the virtual black-box property, there is
∣∣Pr

[
R−1 (O (Ub,k)) = 1

] − Pr
[
SUb,k

(∣∣0d
〉)

= 1
]∣∣ ≤ negl(n) (14)

And we have
∑

k

∣∣Pr
{
R−1[u, β(b)] = 1

} − Pr
{
R−1[v, β(b)] = 1

}∣∣ · Pr
{

R−1
1

[
u, O

(
Ub,k

)
= β(b)

]}

≤
∑

k

∣∣Pr
{
R−1[u, β(b)] = 1} − Pr

{
R−1[v, β(b)] = 1

}∣∣ ·
∣∣∣Pr

{
SUb,k

(∣∣∣0d
〉)

= b
}
+ negl(n)

∣∣∣

(15)
When S under the quantum-accessible random oracle accesses Ub,k successfully,
β(b) = bk, otherwise β(b) = 0. So

∑

k

∣
∣Pr

{
R−1[u, β(b)] = 1

} − Pr
{
R−1[v, β(b)] = 1

}∣
∣ ·

∣
∣Pr

{
SUb,k

(∣∣0d
〉)

= b
}
+ negl(n)

∣
∣

=
∣
∣Pr

{
R−1 [u, bk] = 1

} − Pr
{
R−1 [v, bk] = 1

}∣
∣ ·

∣
∣Pr

{
SUb,k

(∣∣0d
〉)

= b
}
+ negl(n)

∣
∣

+
∣∣Pr

{
R−1[u, 0] = 1

} − Pr
{
R−1[v, 0] = 1

}∣∣ ·
∣∣Pr

{
SUb,k

(∣∣0d
〉)

= 0
}
+ negl(n)

∣∣

(16)
Owing to Pr

{
SUbk

(∣∣0K
〉)

= bk

}
= poly(n)/2n ≤ negl(n) and IND-security of

one-time pad, we have
∣∣Pr

{
R−1[u, 0] = 1

} − Pr
{
R−1[v, 0] = 1

}∣∣
= | Pr

{
R−1

[∣∣ϕb(PK) (αk)
〉 ⊗ R (mi)

]
= 1

}
− Pr

{
R−1

[∣∣ϕb(PK) (αk)
〉 (∣∣0d

〉 〈
0d

∣∣ ⊗ mi

)]
= 1

} |
= negl(n)

(17)
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Thus we have∣∣Pr
{
R−1 [PK ⊗ R (mi)] = 1

} − Pr
{
R−1

[
PK

(∣∣0d
〉 〈

0d
∣∣ ⊗ mi

)]
= 1

}∣∣
≤ ∣∣Pr

{
R−1 [u, bk] = 1

} − Pr
{
R−1 [v, bk] = 1

}∣∣ · |negl(n) + negl(n)|
+ negl(n) · ∣∣Pr

{
SUb,k

(∣∣0d
〉)

= 0
}

+ negl(n)
∣∣ = negl(n)

(18)

In conclusion, the asymmetric encryption scheme of quantum obfuscation
satisfies indistinguishability security.

5 Conclusion

In this paper, we presented an asymmetric encryption scheme based on quantum
point obfuscation. It not only achieves indistinguishability security without clas-
sical cryptography, but also solves the problem of key management in symmetric
encryption. This work promotes the research on quantum computation and pro-
vides quantum obfuscation as a more secure method to achieve confidentiality
of cryptography.
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Abstract. This paper presents an index calculus method for elliptic
curves over prime fields using quantum annealing. The relation searching
step is transformed into the QUBO (Quadratic Unconstrained Boolean
Optimization) problem, which may be efficiently solved using quantum
annealing, for example, on a D-Wave computer. Unfortunately, it is hard
to estimate the complexity of solving the given QUBO problem using
quantum annealing. Using Leap hybrid sampler on the D-Wave Leap
cloud, we could break ECDLP for the 8-bit prime field. The most power-
ful general-purpose quantum computers nowadays would break ECDLP
at most for a 6-bit prime using Shor’s algorithm. In presented approach,
the Semaev method of construction of decomposition base is used, where

the decomposition base has a form B =
{
x : 0 ≤ x ≤ p

1
m

}
, with m being

a fixed integer.

Keywords: Cryptanalysis · Index calculus on elliptic curves ·
Quantum annealing · QUBO · D-Wave

1 Introduction

Quantum computing is a significant branch of modern cryptology. There
are known several quantum algorithms supporting cryptanalysis of public-key
schemes. In the last few years, notable progress in this field has been established.
The two approaches of quantum computing for cryptography are the most pop-
ular nowadays. The first one is an approach using quantum annealing, which
is used in D-Wave computers. The second one is the general-purpose quantum
computing approach. The first approach has limited applications, where mainly
QUBO and Ising problems may be solved using such quantum computers. On the
other hand, several cryptographical problems may be translated to the QUBO
problem, for example, integer factorization. The quantum factorization record
belonged to the D-Wave computer for some time, where Dridi and Alghassi [3]
factorized integer 200, 099. This result was later beaten by Jiang et al. [6], where
376, 289 was factorized, and by Wang et al. [11], where they factorized 20-bit
integer 1, 028, 171. Furthermore, general-purpose quantum computers have lim-
ited resources. The most potent Intel, IBM, and Google quantum computers
c© Springer Nature Switzerland AG 2021
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have 49, 53, and 72 qubits, respectively [4,5,10]. Resources of general quantum
computers are nowadays too small to solve real-world cryptography problems.

This paper shows how to transform the relation searching step for the index
calculus method on elliptic curves into the optimization problem. The relation
searching problem is transformed into the QUBO (Quadratic Unconstrained
Boolean Optimization) problem, where constraints are exchanged by penalties
added to the objective function.

Even though Shor’s quantum algorithm for factorization, discrete logarithm
problem, and elliptic curves discrete logarithm problem is known to be efficient
(it works in polynomial time), present quantum computers (even the most pow-
erful) can solve ECDLP defined on at most 6-bit prime field Fp. Using the index
calculus method and transformation of relations searching step to the QUBO
problem, we solved the biggest ECDLP problem using the quantum method
nowadays. Using Leap hybrid sampler on the D-Wave Leap cloud, we broke
ECDLP for elliptic curve defined over 8-bit prime field Fp, where p = 251.

2 Index Calculus Method on Elliptic Curves Using
Quantum Annealing

2.1 Index Calculus and Summation Polynomials

One of the most interesting index calculus method on elliptic curve was firstly
described by Semaev in [9], where he introduced summation polynomials. The
summation polynomials have been defined there for elliptic curve in short Weier-
strass form E/Fp : y2 = x3+Ax+B. Semaev summation polynomials have roots,
when curve points sum to O. The 2-nd Semaev polynomial is given by

f3(x1, x2) = x1 − x2. (1)

Using elementary methods it is also possible to find 3-rd Seamev polynomial as

f3(x1, x2, x3) = x2
2x

2
3 − 2x1x2x

2
3 + x2

1x
2
3 − 2x1x

2
2x3 − 2x2

1x2x3

−2Ax2x3 − 2Ax1x3 − 4Bx3 + x2
1x

2
2 − 2Ax1x2 − 4Bx2 − 4Bx1 + A2.

(2)

For any m ≥ 4 and m − 3 ≥ k ≥ 1, one can find fm (x1, . . . , xm) as

fm (x1, . . . , xm) = Res (fm−k (x1, . . . , xm−k−1, x) , fk+2 (xm−k, . . . , xm, x)) .
(3)

m + 1-th Summation polynomialsfm+1(x1, . . . , xm, xR) is equal to zero iff there
exist y1, . . . , ym, for which every point of the form (xi, yi), where i = 1,m, lies
on an elliptic curve and their sum (x1, y1)+ · · ·+(xm, ym) is equal to (xR, yR) ∈
E(K). Point (xR, yR) is computed as [α]P + [β]Q for some randomly chosen α
and β. The roots of polynomial fm+1 should be found with a high probability if
xi is bounded by p

1
m .
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2.2 Transformation of Relation Searching Problem into the QUBO
Problem

Let us define the Semaev approach of relation searching

Problem 1 ⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

fm+1(x1, . . . , xm, xR) = 0,
0 ≤ x1 ≤ p

1
m ,

. . .

0 ≤ xm ≤ p
1
m ,

(4)

where fm+1(x1, . . . , xm, xR) is m + 1-th Semaev polynomial.

We consider an approach of Semaev of relations searching given by Problem1.
To formulate the QUBO problem, we have to have some function to minimize,
and we should not have any constraints. Problem1 consists only of constraints.
So to transform, one needs to take the following steps.

1. At first, all variables need to be changed to binary form. If variable z is from
interval U = a, b, the easiest way is to find surjection g : 2l → U , where
z = g(z1, . . . zl) = a+

∑l−1
i=0 (2izi)+((b−a)+1−2l)zl, and l = �log2 (b − a)�.

This idea may be found in [2].
2. After transforming each of the variables, one has to make substitutions in

polynomial fm+1.
3. In the next step, we linearize the equation fm+1(x1, . . . , xm, xR) = 0, so all

monomials of the degree of bigger than 1 have to be substituted using new
variables xixj = uk. Additionally, these constraints also need to be changed to
the penalty to add it to the QUBO problem, but penalties will be added later.
Each penalty monomial of the form xixjxl will be constructed, according to
[6], in the following way xixjxl → ukxl = xluk +2(xixj −2uk(xi+xj)+3uk).

4. In the next step, it is necessary to convert equation fm+1(x1, . . . , xm, xR) = 0,
which is a modular equation, to equation over Z. To make such transforma-
tion, it is necessary to write fm+1(x1, . . . , xm, xR) − vp = 0, where v is some
positive integer. One can bound v if he previously computes the maximal
value of fm+1 over Z. Let us assume that maximal value of fm+1 over Z is
equal to fmax. Then bit length of v is less or equal to log2

⌊
fmax

p

⌋
+ 1. Of

course, we should also transform v into binary form, as presented in Step 1.
5. Finally, to use constraint that fm+1(x1, . . . , xm, xR) − vp = 0 in a mini-

mization problem, one has to use this constraint as a penalty, where the
right values of variables result in that such penalty is equal to 0, and the
penalty is bigger than 0 otherwise. So one needs to construct this penalty as
(fm+1(x1, . . . , xm, xR) − vp)2. Because fm+1(x1, . . . , xm, xR) was previously
linearized, in (fm+1(x1, . . . , xm, xR) − vp)2 only monomials of degree 2 may
exist. Moreover, now one can add penalties obtained during linearization in
the previous step. Each penalty is multiplied by a square of maximal coeffi-
cient appearing in fm+1(x1, . . . , xm, xR), to get a high probability that min-
imal energy will be obtained only for a proper solution.
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After making the steps above, one obtains the QUBO problem, which has to be
minimized.

Therefore, the number of variables in the QUBO problem is equal to
2
(⌊

log2 p
1
m

⌋
+ 1

)
+�log2 v�+1+c, where c is the number of auxiliary variables

obtained during linearization.
Now we will estimate how many variables one needs to solve Problem 1 for

m = 2. Let us note that (after transformation to binary form) f3 is polynomial
of degree 4 of 2l boolean variables, where l =

⌊
log2 p

1
m

⌋
+ 1. It means that

(fm+1(x1, . . . , xm, xR) − vp)2 is polynomial of degree 8 of 2
(⌊

log2 p
1
m

⌋
+ 1

)
+

�log2 v�+1 variables. Let us try to estimate the maximal value of v. Let us note
that after transformation to boolean variables, in fm+1(x1, . . . , xm, xR) appear
all possible combinations of monomials, where is one monomial of degree 0, 2l
monomials of degree 1, 3l2 − 2l monomials of degree 2, 2l(l2 − l) monomials of
degree 3, and (l2 − l)2 monomials of degree 4. Summing up, we have (l2 − l)2 +
2l(l2 − l) + (3l2 − 2l) + 2l + 1 = l4 + 2l2 + 1 = (l2 + 1)2 monomials at most. It
means that vmax =

⌊
(l2+1)2(p−1)

p

⌋
<

(
l2 + 1

)2.

For m = 2, if one wants to linearize polynomial (fm+1(x1, . . . , xm, xR) − vp)2

(penalties should be stored and added later, but there will not be necessary to
obtain more auxiliary variables), then fm+1 will consist of at most (l2 + 1)2

variables. It means that (fm+1(x1, . . . , xm, xR) − vp)2 will require at most (l2 +
1)2+

⌊
log2 (l2 + 1)2

⌋
+1 variables, because v is equal to at most vmax = (l2+1)2

and the bit length of v is then equal to
⌊
log2 (l2 + 1)2

⌋
+ 1.

In the case of m ≥ 3, we can estimate the total number of variables in the
following way. At first, let us note that fm+1 is polynomial of m + 1 variables,
but in this case, the last variable (xR) is fixed, so it means that we have m
variables. For each variable in m + 1-th Semaev polynomial, this polynomial
is of degree 2m−1. As previously, let us denote the bit length of each variable
by l. Then, after transformation to binary form, fm+1 will consist of at most(∑2m−1

i=0 li
)m

monomials. If one wants to linearize this polynomial (penalties
should be stored and added later, but there will not be necessary to obtain
more auxiliary variables), then fm+1 will consist of at most s =

(∑2m−1

i=0 li
)m

variables. It means that (fm+1(x1, . . . , xm, xR) − vp)2 will require at most s +
�log2 s� + 1 variables, because v is equal to at most s and the bit length of v is
equal to �log2 s� + 1.

Lagrange coefficient in penalties is equal to 2 (Coeffmax)2, where Coeffmax

is the maximal coefficient of polynomial fm+1(x1, . . . , xm, xR). It is possible to
obtain a QUBO problem in such a form that a minimal solution is always
equal to 0, including offset. In such case, Lagrange coefficient of polynomial
fm+1(x1, . . . , xm, xR) should be equal to vmaxp <

(∑2m−1

i=0 li
)m

p. The disadvan-
tage of this method is that one obtains larger coefficients in the QUBO problem.
Therefore, it is harder to find the optimal solution because the minimal energy
gap will be proportionally smaller.
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Moreover, the QUBO problem may be (efficiently) solved on computers using
quantum annealing like, for example, a D-Wave computer. An example of apply-
ing the method presented above for an elliptic curve E/F13 : y2 = x3 + 2x +
4, where #E(Fp) = 17 is presented in https://github.com/Michal-Wronski/
ECDLP-index-calculus-using-QUBO/blob/main/QUBO Example.pdf.

3 Experiments, Results, and Discussion

We analyzed an approach when the relation searching problem is transformed
into the QUBO problem. We did several experiments for different sizes of p.
In each experiment, we looked for a relationship for a given random point R.
We used Magma Computational Algebra System (http://magma.maths.usyd.
edu.au/magma/) for precomputations up to obtaining problems in the QUBO
form. We used the D-Wave Leap cloud (cloud.dwavesys.com/leap/), which allows
us to access the D-Wave computer remotely. Using this environment and D-
Wave hybrid Leap sampler, we found a discrete logarithm on the elliptic curve
E/Fp : y2 = x3 + Ax + B, over 8-bit prime p = 251, where A = 1, B = 4. The
curve E order is equal to #E(Fp) = 271, which is prime. The generator is equal
to P = (128, 44), and the resulting point is equal to Q = [k]P = (95, 73). We
used the previous section index calculus method applying the QUBO problem,
with m = 2, to find discrete logarithm logP Q = k = 157. It is, of course, a tiny
example. Still, one should note that according to [7] and [8], breaking ECDLP
for the elliptic curve over an 8-bit prime would require 75 and 88 logical qubits,
respectively, which is more than the biggest quantum computers nowadays have.

Using these estimations and number of variables, for m = 2, being not greater
than

(
l2 + 1

)2+�log2
(
l2 + 1

)2�+1, we obtained that, using D-Wave, it would be
(optimistically) possible to break ECDLP for 23-bit prime at most, interpreting
our QUBO problem as dense (what seems to be more accurate in this case) and
for 64-bit prime at most, interpreting our QUBO problem as general. Let us note
that according to D-Wave Advantage documentation (https://www.dwavesys.
com/d-wave-two-system), the maximal number of variables for dense problems
is equal to 20, 000 and for general problems is equal to 1, 000, 0000. One should
also note that these are only theoretical expectations because the problem is
minimal energy gap, which is proportionally smaller while p is growing. It results
in that for larger p and larger m, the probability of obtaining minimal solution
instead of suboptimal decreases.

Figure 1 presents how many variables obtained the QUBO problem require,
depending on the bit length of p and given m. Let us note that for m = 3 and
m = 4, the number of variables grows very fast. Thus, solving ECDLP using the
index calculus method for these values of m (or larger) and D-Wave is impractical
nowadays.

Furthermore, the size of the QUBO problem for relation searching, however,
is polynomial to log2 p, but it grows very fast when m grows, and therefore, this
approach seems to be impractical for solving real problems.

https://github.com/Michal-Wronski/ECDLP-index-calculus-using-QUBO/blob/main/QUBO_Example.pdf
https://github.com/Michal-Wronski/ECDLP-index-calculus-using-QUBO/blob/main/QUBO_Example.pdf
http://magma.maths.usyd.edu.au/magma/
http://magma.maths.usyd.edu.au/magma/
http://cloud.dwavesys.com/leap/
https://www.dwavesys.com/d-wave-two-system
https://www.dwavesys.com/d-wave-two-system
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Fig. 1. Maximal total number of variables of QUBO problem for relation searching for
m = 2 using D-Wave.

4 Conclusion and Further Works

Searching for a single relation depends on the computational complexity of solv-
ing a given optimization problem. It is possible to transform the relation search-
ing problem into the QUBO problem. Solving the QUBO problem is exponential
using classical algorithms [1], but the complexity of solving the QUBO problem
using quantum annealing is unknown. Using the D-Wave Leap cloud, we broke
ECDLP for the 8-bit prime field. Moreover, it would be possible to use D-Wave
to break ECDLP for a maximally 23-bit prime field in a very optimistic case.
However, it is still a small size problem compared to classical computers. It
seems that it is far beyond the abilities of general-purpose quantum computers
available nowadays.

The efficiency of the approach using QUBO may be increased by applying
the following improvements:

– applying the different algorithm of quadratization of the polynomial
(fm+1(x1, . . . , xm, xR) − vp)2, which would result in less number of total vari-
ables or smaller connectivity between variables,

– modifying a method of translation of relation searching step to the QUBO
problem to obtain the larger value of minimal energy gap and thus decreas-
ing the probability of obtaining suboptimal solution instead of the optimal
solution,
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– manual embedding of the given QUBO problem to the D-Wave Advantage
computer. Using D-Wave hybrid Leap sampler, one cannot control how the
problem is decomposed and if the solution is obtained classically or quan-
tumly. Moreover, automatic embedding may give improper solutions.

It seems that if improvements above would be possible to apply, the index cal-
culus method using QUBO would be much more efficient and could be solved
on D-Wave for larger fields. Summing up, this approach seems to have potential
and more research in this area should be done.

Acknowledgments. I would like to thank Christophe Petit for his apt comments and
advice during the preparation of this paper.
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Abstract. In this paper, we present a numerical solution of a multi-
phase compressible Darcy’s flow of a multi-component mixture in a
porous medium. The mathematical model consists of mass conservation
equation of each component, extended Darcy’s law for each phase, and
an appropriate set of the initial and boundary conditions. The phase
split is computed using the phase equilibrium computation in the V TN -
specification (known as VTN-flash). The transport equations are solved
numerically using the mixed-hybrid finite element method and a novel
iterative IMPEC scheme [1]. We provide two examples showing the per-
formance of the numerical scheme.

Keywords: Compositional simulations · Multi-phase flow · Phase
equilibrium computation · Mixed-hybrid finite element method ·
VTN-flash · VTN-stability · Iterative IMPEC · Darcy’s flow

1 Introduction

The mathematical modeling of compositional flow in a porous medium is an
important topic in chemical engineering and has many applications in the indus-
try, e.g., CO2 sequestration or enhanced oil recovery. The mathematical model
has to include a transport equation for each component in the mixture and a
thermodynamical model describing the local equilibrium behavior.
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In literature, two main approaches for solving the transport equations are
common. The first approach, known as IMPEC [2], solves the equations in two
steps. First, the pressure equation is solved implicitly to get the pressure field.
Then, the concentrations of the first n − 1 components are updated explicitly
using the pressure from the previous step. The concentration of the last com-
ponent is updated using the previous ones, the total concentration, and the
equation of state. The conservation of mass holds for the n − 1 components.
However, for the last n-th component, the conservation of mass does not hold
[1]. Chen et al. [1] presented a novel iterative IMPEC scheme where the conser-
vation of mass of all components is guaranteed. An alternative to the IMPEC
approach is the one of Young and Stephenson [3], where a method based on the
Newton-Raphson iterations is used.

Concerning the thermodynamical model, traditionally, the PTN approach
(constant pressure, temperature, and moles) [4,5] is used to determine the
composition of equilibrium phases. No matter how wide-spread the PTN -
specification is, the approach has some limitations [6,7], e.g., the equilibrium
state of the system is not always determined uniquely. Alternatively, the V TN
approach (constant volume, temperature, and moles) [6,8,9] can be used to
determine the equilibrium state. Since most equations of state are given explic-
itly in pressure, i.e., p = p(T, V,N1, . . . , Nn), the V TN -approach has some ben-
efits, e.g., the inversion of the equation of state does not have be performed, and
the equilibrium states are uniquely determined.

In this work, we are interested in modeling of the compositional flow with the
use of the phase equilibrium computation. One approach, is using the IMPEC
method with PTN approach, e.g., [10–12]. Alternatively, the V TN approach
can be used. In our previous work [7], we use a fully implicit scheme, which gives
the pressure field directly. However, this approach is computationally intensive.
Therefore, we are proposing an alternative method based on the IMPEC strategy
using the V TN -specification.

In this paper, we present a new numerical solution of the multi-phase com-
positional model. The solution is based on a novel iterative IMPEC scheme [1]
that was originally developed for the single-phase compositional flow. In this
paper, we extend this method to multi-phase problems. The stabilization of the
numerical scheme is ensured by an upwind technique. The chemical equilibrium
is computed locally on each finite element using the V TN -phase stability test-
ing and V TN -phase equilibrium computation. In this approach, the Helmholtz
free energy density of the system is minimized to obtain the equilibrium state.
We are using the Newton-Raphson method with line-search and the modified
Cholesky decomposition to find the minimum [8,13].

The structure of this paper is as follows. In Sect. 2, the physical and math-
ematical model describing compressible multi-phase multi-component composi-
tional flow will be presented. In Sect. 3, the numerical solution will be given.
In Sect. 4, examples showing the performance will be presented. In Sect. 5, the
results are discussed, and some conclusions are drawn.
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2 Physical and Mathematical Model

2.1 Physical Model

In this paper, the studied system is a fixed porous medium filled with a multi-
component fluid. The porous medium in our interests are the hydrocarbon reser-
voirs. Based on the injection and the boundary condition, we study the flow of
this multi-component multi-phase fluid through the fixed porous medium.

2.2 Transport Equations

Consider a mixture of n components with a constant temperature T . The mass
balance equation for component i ∈ n̂ (the symbol n̂ represents a set of positive
integers not exceeding n) is

∂(φci)
∂t

+ ∇ · qi = fi, (1)

where φ [-] is the porosity, ci [mol m−3] is the molar concentration (density) of
the i-th component, qi [mol m−2 s−1] is the flux of the i-th component, and
fi [mol m−3 s−1] is the source/sink of the i-th component. For a multi-phase
system without diffusion, the flux qi can be expressed as

qi =

(

Π
∑

α=1

cα,iuα

)

, (2)

where cα,i [mol m−3] is the concentration of the i-th component in phase α,
Π is the number of phases presented in the phase split, and uα [m s−1] is the
velocity of phase α. The relation between concentrations ci and cα,i is presented
in Sect. 2.4. The velocity of each phase is modelled using Darcy’s law

uα = −λαK (∇p − ραg) , (3)

where λα [kg−1 m s] is the mobility of phase α, K [m2] is the intrinsic perme-
ability tensor, p [Pa] is the pressure, ρα [kg m−3] is the mass density of phase
α, and g [m s−2] is the gravity acceleration. The mobility and the density are
calculated using

λα =
krα(Sα)

ηα (T, cα,1, . . . , cα,n)
, ρα =

n
∑

i=1

cα,iMi, (4)

where krα [-] is the relative permeability, Sα [-] is the saturation, ηα [kg m−1

s−1] is the dynamic viscosity, and Mi [kg mol−1] is the molar weight of the i-th
component. In this work, we are using a linear model to compute the relative
permeability:

krα(Sα) = Sα. (5)
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The dynamic viscosity ηα is calculated using the Lohrenz, Bray and Clark
model [14]. The mathematical model has to be supplemented with an equation
which connects the concentrations and the pressure:

p = p(eq) (c1, . . . , cn) . (6)

Details are in Sect. 2.4. Using Eq. (6), the mass conservation (1), and the chain
rule

∂p

∂t
=

n
∑

i=1

∂p(eq)

∂ci

∂ci

∂t
, (7)

the equation known-as pressure equation can be derived. In the V TN -
formulation the pressure equation reads as

φ
∂p

∂t
+

n
∑

i=1

Θi(∇ · qi − fi) = 0, (8)

where Θi = ∂p(eq)

∂ci
.

2.3 Fluxes Definition

In this section, we define fluxes needed for the description of the numerical
scheme. Let

qα,i = cα,iuα (9)

be the flux of the i-component of phase α. Then, the flux of phase α is

qα =
n

∑

i=1

qα,i = cαuα, (10)

where cα =
∑n

i=1 cα,i is the total concentration of phase α. Lastly, the total flux
q is defined as

q =
Π

∑

α=1

qα =
Π

∑

α=1

cαuα, (11)

and the total velocity u as

u =
Π

∑

α=1

uα. (12)

Inserting Eq. (3) into previous equation results in

u = −λK
(

∇p − ρ(avg)g
)

, (13)
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where the total mobility λ and the average density ρ(avg) are defined as

λ =
Π

∑

α=1

λα, ρ(avg) =
∑Π

α=1 λαρα

λ
. (14)

As the tensor K is positive definite, its inversion exists, and the gradient ∇p
can be expressed from Eq. (13) as

∇p = −λ−1K−1u + ρ(avg)g. (15)

Inserting previous equation into Darcy’s law (3) results in

uα = λ−1λα

⎛

⎝u −
Π

∑

β=1

λβ(ρβ − ρα)Kg

⎞

⎠ . (16)

Therefore, the flux of the i-th component in phase α is

qα,i = cα,iλ
−1λα

⎛

⎝u −
Π

∑

β=1

λβ(ρβ − ρα)Kg

⎞

⎠ . (17)

2.4 Phase Stability Testing and Phase Equilibrium Calculation

Depending on the mixture’s temperature and concentrations, the state can be
in one or more phases. The phase stability testing [6] and phase equilibrium
computation [8] is used to determine the number of phases and the composition
of each phase described by c1, . . . , cn and T . In the V TN -phase stability testing
the goal is to predict whether a given state is stable or if this state is unstable
and splitting will occur. The V TN -phase equilibrium computation is used to
determine the composition of the equilibrium state. The problem can be defined
as an optimization task minimizing the objective function

a(Π)
(

c(1), . . . , c(Π),S
)

=
Π

∑

α=1

Sαa (cα,1, . . . , cα,n) (18)

subject to

Π
∑

α=1

Sα = 1,
Π

∑

α=1

Sαcα,i = c∗
i , i ∈ n̂, (19)

where a is the Helmholtz free energy density (for details see, e.g., [15,16]), S =
(S1, . . . , SΠ)T and c(α) = (cα,1, . . . , cα,n)T for α ∈ ̂Π. The necessary equilibrium
conditions are [8]

p(cα,1, . . . , cα,n) = p(cβ,1, . . . , cβ,n), ∀α, β ∈ ̂Π,α �= β, (20)

μi(cα,1, . . . , cα,n) = μi(cβ,1, . . . , cβ,n), ∀α, β ∈ ̂Π,α �= β,∀i ∈ n̂, (21)
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where μi is the chemical potential of the i-th component. If the state is in one
phase (Π = 1), the equilibrium pressure p(eq) (6) is given by the equation of
state

p(eq)(c1, . . . , cn) = p(EOS)(c1, . . . , cn). (22)

In this work, we use the Peng-Robinson equation of state [17] in the following
form

p(EOS) (c1, . . . , cn) =
∑n

i=1 ciRT

1 − ∑n
i=1 bici

−
∑n

i,j=1 aijcicj

1 + 2
∑n

i=1 bici − (
∑n

i=1 bici)
2 , (23)

where aij , bi are parameters. See [15,17] for details. On the other hand, if the
equilibrium state is in Π > 1 phases, the equilibrium pressure p(eq) is given by

p(eq) (c1, . . . , cn) = p(EOS) (cα,1, . . . , cα,n) , (24)

for an arbitrary α ∈ ̂Π since the pressures of each phase in the phase equilibrium
are equal (see Eq. (20)).

2.5 Initial and Boundary Conditions

Now, let us summarize the equations and define the initial and boundary condi-
tions. Let Ω ⊂ R

d be a bounded domain and J is a time interval. In J × Ω , we
solve Eqs. (1) and (8) for p = p(t,x) and ci = ci(t,x), i ∈ n̂. The fluxes qi are
given by Eq. (2), and the velocities uα are computed using Darcy’s law (3). The
composition of the multi-phase state is determined by solving the optimization
problem given by (18) and (19). The mathematical model has to be equipped
with initial conditions and an appropriate set of boundary conditions. The initial
conditions read as

ci(0,x) = c
(ini)
i , ∀x ∈ Ω,∀i ∈ n̂, (25)

p(0,x) = p(eq)
(

c
(ini)
1 , . . . , c(ini)n

)

, ∀x ∈ Ω. (26)

Moreover, we impose the following boundary conditions

p(t,x) = p(D)(t,x),x ∈ Γp, t ∈ J, (27)
qi(t,x) · n(x) = 0,x ∈ Γq, t ∈ J, (28)

where n is the unit outward normal vector to the boundary ∂Ω, Γp ∪ Γq = ∂Ω,
and Γp ∩ Γq = ∅.

3 Numerical Solution

In this work, we assume that the computation domain Ω is a 2D rectangular
domain. We use a triangulation τΩ =

{

Ki; i ∈ ̂Nel

}

, where NEl is the number
of elements. Moreover, we denote NSi the number of sides.
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3.1 Disretization of Darcy’s Law

On each element K ∈ τΩ , we shall approximate u in the lowest order Raviar-
Thomas space RT0(K) [18,19]

u(t,x) =
∑

E∈∂K

uK,E(t)wK,E(x), (29)

where wK,E are the basis functions and uK,E is the velocity across the side E
in the outward direction with respect to K. Multiplying Eq. (15) with function
wK,E′ , integrating over element K ∈ τΩ , and using the Gauss-Ostrogradski
theorem results in the weak formulation of Darcy’s law

p̂K,E′ − pK = −λ−1
K

∑

E∈∂K

uK,E(t)
∫

K

(K−1wK,E) · wK,E′dx (30)

+ ρ
(avg)
K

∫

K

g · wK,E′dx,

where we have denoted the average pressures on element K by pK , average traces
of the pressures on side E by p̂K,E , and the average density on element K by
ρ
(avg)
K . Denoting

BK
E,E′ =

∫

K

(K−1wK,E) · wK,E′dx, CK
E′ =

∫

K

g · wK,E′dx, (31)

Eq. (30) reads as
∑

E∈∂K

uK,E(t)BK
E,E′ = λK

(

pK − p̂K,E′ + ρ
(avg)
K CK

E′

)

. (32)

This equation can be inverted and the velocities uK,E are expressed

uK,E(t) = λK

(

DK
E pK −

∑

E′∂K

(

BK
)−1

E,E′ p̂K,E′ + FK
E ρ

(avg)
K

)

, (33)

where

DK
E =

∑

E′∈∂K

(

BK
)−1

E,E′ , FK
E =

∑

E′∈∂K

(

BK
)−1

E,E′ CK
E′ . (34)

Now, we will use continuity assumptions. If side E is not on the boundary, then,

uK′,E + uK,E = 0, (35)
p̂K,E = p̂K′,E =: p̂E , (36)

where K ′ ∩ K = E. If side E is on the boundary, then

p̂K,E = p
(D)
E , for E ∈ Γp, (37)

uK,E = 0, for E ∈ Γq. (38)
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Therefore, in Eq. (33), the velocities uK,E(t) can be eliminated and the only
unknowns are pK , p̂E . If E �∈ ∂Ω, Eq. (35) implies

0 =
∑

K⊃E

λK

(

DK
E pK −

∑

E′∈∂K

(

BK
)−1

E,E′ p̂E′ + FK
E ρ

(avg)
K

)

. (39)

On the other hand, if E ∈ ∂Ω, then

p̂E = p
(D)
E , if E ∈ Γp, (40)

−λKDK
E pK +

∑

E′∈∂K

λK

(

BK
)−1

E,E′ p̂E′ = λKFK
E ρ

(avg)
K , if E ∈ Γq. (41)

Previous Eqs. (39)–(41) form a system of linear equation for the unknowns
p̂E , pK :

R1p + R2p̂ = L1, (42)

where R1 ∈ R
NSi,NEl , R2 ∈ R

NSi,NSi , L1 ∈ R
NSi .

3.2 Discretization of Pressure Equation

Integrating the pressure Eq. (8) over an element K ∈ τΩ , and using the diver-
gence theorem results in

0 = φK |K|dpK

dt
+

n
∑

i=1

Θi

∑

E∈∂K

qi,K,E −
n

∑

i=1

Θi

∫

K

fidx (43)

Using qi,K,E =
∑Π

α=1 qα,i,K,E , Eq. (17), and the backwards Euler scheme, the
previous equation can be approximated by

0 = φK |K|p
m+1
K − pm

K

Δt
−

n
∑

i=1

Θm+1
i

∫

K

fm+1
i dx + pm+1

K Xm+1
K

+
∑

E′∈∂K

p̂m+1
E′ Y m+1

E′ + Zm+1
K ,

(44)

where

XK =
n

∑

i=1

∑

E∈∂K

Π(K)
∑

α=1

Θicα,i,Kλα,KDK
E (45)

YE′ =
n

∑

i=1

∑

E∈∂K

Π(K)
∑

α=1

−Θicα,i,Kλα,K (BK)−1
E,E′ , (46)

ZK =
n

∑

i=1

∑

E∈∂K

Π(K)
∑

α=1

λ−1
K Θicα,i,Kλα,K

(

λKFK
E ρavg

K

−
Π(K)
∑

β=1

λβ,K(ρβ,K − ρα,K)FK
E

)

,

(47)
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where cα,i,K is the average concentration of the i-th component in phase α on
element K. Equation (44) forms a system of linear equation for the unknown
pm+1

K and p̂m+1
E′

R3p + R4p̂ = L2, (48)

where R3 ∈ R
NEl,NEl , R4 ∈ R

NEl,NSi , and L2 ∈ R
NEl . To conclude, combining

Eqs. (42) and (48) gives the final system for the pressure field
(

R3 R4

R1 R2

) (

p
p̂

)

=
(

L2

L1

)

. (49)

The matrix R3 is diagonal, therefore, its inversion R−1
3 is readily available.

Multiplying Eq. (48) with R−1
3 gives

p = R−1
3 L2 − R−1

3 R4p̂ (50)

Therefore, the unknowns p can be eliminated from the system (49), and only
the pressure traces p̂ are computed using

(R2 − R1R−1
3 R4)p̂ = L1 − R1R−1

3 L2. (51)

In this work, we use the C++ numerical library Armadillo [20,21] to solve system
(51). Having the pressure traces p̂, the pressures p and consequently, the discrete
velocities uK,E are computed using Eqs. (50) and (33), respectively.

3.3 Solution of Transport Equations

Having the pressure field, the concentrations are updated using the explicit finite-
volume method. Integrating Eq. (1) over K ∈ τΩ , using the divergence theorem,
and the Euler scheme results with an approximation of Eq. (1):

cm+1
i,K = cm

i,K +
Δt

φ|K|

(

|K|fm
i,K −

∑

E∈∂K

qm
i,K,E

)

, (52)

where ci,K and fi,K are the average concentration and source/sink of the i-th
component on element K, respectively. The fluxes qi,K,E are calculated using
the upwind scheme

qi,K,E =

⎧

⎪

⎨

⎪

⎩

∑

α∈̂Π+(K,E)
qα,i,K,E − ∑

β∈̂Π+(K,E)
qβ,i,K′,E , ∀E �∈ ∂Ω,

∑

α∈̂Π+(K,E)
qα,i,K,E , ∀E ∈ Γp,

0, ∀E ∈ Γq.

(53)

where ̂Π+(K,E) =
{

α ∈ ̂Π(K); qα,i,K,E > 0
}

for E ∈ ∂K and

qα,i,K,E = cα,i,Kλ−1
K λα,K

⎛

⎝uK,E −
Π(K)
∑

β=1

λβ,K (ρβ − ρα) FK,E

⎞

⎠ , (54)

where uK,E is given by Eq. (33).
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3.4 Algorithm for One Time Step Δt

Now, we present the full numerical algorithm. This iterative IMPEC algorithm
is based on numerical scheme presented in [1]. Having solution on time-level tm,
the solution on time level tm+1 is computed using the following algorithm.

1. Set l = 0 and pm+1,0
K = pm

K , cm+1,0
i.K = cm

i,K , Θm+1,0
i,K = ∂p(eq)

∂ci

(

cm
1,K , . . . , cm

n,K

)

for K ∈ τΩ, i ∈ n̂.
2. Set l = l + 1.
3. On each element K ∈ τΩ , compute cm+1,l−1

α,i,K and Sm+1,l−1
α,K by solving the

phase equilibrium computation given by Eqs. (18)–(19) with initial concen-
tration cm+1,l−1

1,K , . . . , cm+1,l−1
n,K . In this work, we are using numerical solution

presented in [13].
4. On each element K ∈ τΩ , update λm+1,l−1

K and ρ
(avg),m+1,l−1
K using Eqs. (4)

and (14) with values cm+1,l−1
α,i,K and Sn+1,l−1

α,K computed in the previous step.
5. Find pm+1,l

K and um+1,l
K,E by solving system (49) with the concentrations

cm+1,l−1
α,i,K , coefficients Θm+1,l−1

i,K , total mobility λm+1,l−1
K , and average density

ρ
(avg),m+1,l−1
K .

6. On each element K ∈ τΩ , for all i ∈ n̂ update cm+1,l
i,K explicitly by

cm+1,l
i,K = cm

i,K +
Δt

φ|K|

(

|K|fm
i,K −

∑

E∈∂K

qm+1,l−1
i,K,E

)

, (55)

where the flux qm+1,l−1
i,K,E is evaluated using the velocity um+1,l

K,E and concentra-
tions cm+1,l−1

α,i,K .
7. On each element K ∈ τΩ , for all i ∈ n̂ update Θm+1,l

i,K by

Θm+1,l
i,K =

p(eq)(c(1)) − p(eq)(c(2))

cm+1,l
i,K − cm

i,K

, (56)

where

c(1) =
(

cm+1,l
1,K , . . . , cm+1,l

i,K , cm
i+1,K , . . . , cm

n,K

)T

, (57)

c(2) =
(

cm+1,l
1,K , . . . , cm+1,l

i−1,K , cm
i,K , . . . , cm

n,K

)T

. (58)

To compute the pressures, the phase equilibrium computation is used to deter-
mine the number of phases and the equilibrium pressure.

8. Check convergence. If the convergence criteria are met, set

pm+1
K = pm+1,l

K , cm+1
i,K = cm+1,l

i,K , ∀K ∈ τΩ ,∀i ∈ n̂, (59)

and terminate the Algorithm. Otherwise, go to step 2. In this work, we ter-
minate the algorithm if the maximum number of iterations lmax is reached or
the criterion
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max

⎧

⎨

⎩

∥

∥pm+1,l − pm+1,l−1
∥

∥

‖pm+1,l‖ ,

n
∑

i=1

∥

∥

∥cm+1,l
i − cm+1,l−1

i

∥

∥

∥

∥

∥

∥cm+1,l
i

∥

∥

∥

,

n
∑

i=1

∥

∥

∥Θm+1,l
i − Θm+1,l−1

i

∥

∥

∥

∥

∥

∥Θm+1,l
i

∥

∥

∥

⎫

⎬

⎭

< ε,

(60)

is fullfilled. In previous equation ‖·‖ is the L2(Ω) norm and ε is a given
tolerance.

4 Numerical Results

In this section, we provide two numerical examples. In both examples, the com-
putation domain Ω is a square domain of size 50×50 m with porosity φ = 0.2
and isotropic permeability K = k = 9.87 × 10−15 m2, i.e., 10 mD. Moreover,
we use a triangular mesh with 2 × 20 × 20 elements, i.e., total 400 elements are
used. The final time in both examples is tfinal = 150 days. The ε tolerance is set
to ε = 10−8, and the maximum number of inner iterations is set to lmax = 30.
For the computation, a computer with Intel(R) Core(TM) i7-8700 (3.20 GHz)
processor was used.

4.1 Example 1: C1 Injection

In the first example, we simulate the injection of methane (C1) into a horizontal
(i.e., no gravity) reservoir. The reservoir is initially filled with a mixture of 95%
propane and 5% methane at a constant pressure p = 6.9 MPa and temperature
T = 311 K. The mixture with 95% of the methane is injected at the right bottom
corner. The rate of the injection is 125.33 m2 per day at atmospheric pressure and
temperature 293 K. In Table 1, the parameters for the Peng-Robinson equation of
state are presented. The binary interaction coefficient is δC1−C3 = 0.0365. The
boundary of the domain is impermeable except for the outflow corner where
pressure p = 6.9 MPa is maintained. The time step was set to Δt = 3000 s.
In Fig. 1, the iso-lines of methane mole fraction at different times are depicted.
The values are from 0.05 to 0.95 with a step size 0.1. Moreover, in Fig. 1, the
two-phase region is depicted in the black color. The total computation time was
2.5 h.

4.2 Example 2: CO2 Injection

In the second example, we simulate the injection of carbon dioxide (CO2) into
a vertical (i.e., with gravity) reservoir. The reservoir is initially filled with pure
propane at a constant pressure p = 5 MPa and temperature T = 311 K. The CO2

is injected at the right bottom corner. The rate of the injection is 125.33 m2 per
day at atmospheric pressure and temperature 293 K. In Table 1, the parameters
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for the Peng-Robinson equation of state are presented. The binary interaction
coefficient is δC1−C3 = 0.15. The boundary of the domain is impermeable except
for the outflow corner where pressure p = 5 MPa is maintained. To reach conver-
gence, the time step had to be decreased to Δt = 500 seconds and the maximum
number of iteration increased to lmax = 50. In Fig. 2, the iso-lines of carbon
dioxide mole fraction at different times are depicted. The values are from 0.05
to 0.95 with step size 0.1. Moreover, in Fig. 2, the two-phase region is depicted
in the black color. The total computation time was approximately 24 h.

Table 1. Component properties.

Component Tcrit [K] Pcrit [MPa] ω [-] M [g mol−1] Vcrit [m3 kg−1]

C1 190.56 4.599 0.011 16.0 6.10639 × 10−3

C3 369.83 4.248 0.153 44.096 4.53554 × 10−3

CO2 304.14 7.375 0.239 44.0 2.13589 × 10−3

a) 25 days b) 50 days c) 75 days

d) 100 days e) 125 days f) 150 days

Fig. 1. The iso-lines of methane mole fraction in different times. The values are from
0.05 to 0.95 with step size 0.1. The two-phase area is depicted in the black color.
Example 1: C1 injection.
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a) 25 days b) 50 days c) 75 days

d) 100 days e) 125 days f) 150 days

Fig. 2. The iso-lines of carbon dioxide mole fraction in different times. The values are
from 0.05 to 0.95 with step size 0.1. The two-phase area is depicted in the black color.
Example 2: CO2 injection.

5 Conclusion

In this paper, we presented a new numerical solution of multi-phase composi-
tional flow in a porous medium. The numerical solution is based on mixed-hybrid
finite element method and a novel iterative IMPEC scheme. Unlike in tradition
solvers, the local thermodynamical behaviour is determined by the phase equilib-
rium computation in the V TN -specification. Using this specification, unpleasant
properties such as non-uniqueness of the equilibrium states are avoided. We pro-
vided two examples showing the performance of the numerical scheme. In the
second example, the time step has to be significantly decreased to reach conver-
gence. Investigation of this phenomenon is our current research.
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Abstract. The paper contains an analysis of a three-level linearized
time integration scheme for Cahn-Hilliard equations. We start with a
rigorous mixed strong/variational formulation of the appropriate initial
boundary value problem taking into account the existence and unique-
ness of its solution. Next we pass to the definition of two time integra-
tion schemes: the Crank-Nicolson and a three-level linearized ones. Both
schemes are applied to the discrete version of Cahn-Hilliard equation
obtained through the Galerkin approximation in space. We prove that
the sequence of solutions of the mixed three level finite difference scheme
combined with the Galerkin approximation converges when the time step
length and the space approximation error decrease. We also recall the ver-
ification of the second order of this scheme and its unconditional stability
with respect to the time variable. A comparative scalability analysis of
parallel implementations of the schemes is also presented.

Keywords: Isogeometric analysis · Time-integration schemes · Tumor
simulations · Cahn-Hilliard equations

1 Introduction

Cahn-Hilliard equations are widely used to describe the temporal evolution of
two phases of a system engaged in the phase transition, like a solidifying liquid.
It is a system of equations that can be reduced to one equation that is first order
in time and fourth order in space. When using the finite element method this
high spatial order requires the use of smooth spatial basis functions, like the
ones coming from the isogeometric analysis (IGA). And, in fact, IGA has been
successfully applied to the solution of Cahn-Hilliard equations, cf. [1,2]. On the
other hand, Cahn-Hilliard equations has been applied to model the tumor growth
as well, cf. [3,4]. The complexity of such problems is significant because they
involve dynamic chemical and biological processes occurring in living tissues with
interactions between cellular and vascular levels. The Cahn-Hilliard equations
are applied to model interfaces between blood vessels and host tissue. There
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are already several models of the tumor evolution [5,6] utilizing the isogeometric
analysis concept. In this paper we follow on the approach utilizing Cahn-Hilliard
equations described in paper [6]. To solve numerically the equations we propose
an adaptation of the linearized three-level time integration scheme presented in
[7], that on one hand is implicit and on the other hand makes it possible to use
a direct solver at every time step. The approach presented in this paper is an
alternative to the one described in [2].

2 Strong and Weak Formulations of Cahn-Hilliard
Equations

This section presents the strong and weak formulations for the Cahn-Hilliard
equations, based on [8]. As a strong one we consider the following Cauchy prob-
lem: Find u ∈ C1(0, T ;C4(Ω)) such that

ut = ∇ · (B(u)∇ (−γΔu + Ψ ′(u))) on ΩT = [0, T ] × Ω and

u(0, x) = u0(x) on Ω,
(1)

where Ω is an open subset of R
n, n = 2, 3 with smooth boundary, γ > 0 is

a positive constant. The scalar field u is the difference of the two fluid phase
concentrations. It belongs to u ∈ [−1, 1]. The non-negative B(u) ≥ 0 is the
diffusional mobility, and Ψ(u) is the homogeneous free energy. Following [8] we
introduce the Ginzburg-Landau free energy

E(u) =
∫

Ω

(γ

2
|∇u|2 + Ψ(u)

)
dx, (2)

that allows us to monitor the stability of the numerical simulation. Namely,
it is supposed to constantly decrease. Let us consider the following boundary
conditions

u = 0 in (0, T ) × ΓD, ∂u
∂n = 0 on ΩT ,

n · (B(u)∇ (−γΔu + Ψ ′(u))) = 0 in (0, T ) × (∂Ω \ ΓD),
(3)

for ΓD ⊂ ∂Ω with σ(ΓD) > 0. Next, following [8], we define

B(u) = 1 − u2,

Ψ(u) =
θ

2
((1 + u) log(1 + u) + (1 − u) log(1 − u)) + 1 − u2,

(4)

where θ = 1.5.
In order to pass to the weak formulation, let us define the following Hilbert

space

V =
{

v ∈ H2(Ω) : tr(v) = 0 on ΓD and
∂u

∂n
= 0 on ∂Ω \ ΓD

}
(5)
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with the inner product inherited from H2(Ω), where tr is the ΓD-related trace
operator on H2(Ω). Next, following [1,8] we introduce the space differential
operator A : H2(Ω) → (H2(Ω))′, such that

〈A(u), w〉 =
∫

Ω
(γΔu∇ · (B(u)∇w) + (BΨ ′′)(u)∇u · ∇w) dx,

∀w ∈ H2(Ω).
(6)

We also introduce the simple dualizing operator τ : H1(Ω) → (H1(Ω))′ such
that

〈u,w〉 =
∫

Ω

u · w dx, ∀w ∈ H1(Ω). (7)

and the time-derivative operator ·t : C1(0, T ;H1(Ω)) → C(0, T ; (H1(Ω))′)

〈ut(t), w〉 =
〈

∂u

∂t
(t), w

〉
, ∀w ∈ H1(Ω), ∀t ∈ [0, T ]. (8)

Then, we are able to introduce the second variational equation preserving the
classical, Frechet derivative with respect to the time variable: We seek for u ∈
C1(0, T ;V ) such that

〈ut(t), w〉 + 〈A(u(t)), w〉 = 0 ∀w ∈ V, ∀t ∈ [0, T ] and

u(0, x) = u0(x) a.e. on Ω.
(9)

The above weak formulation of Cahn-Hilliard equation with boundary conditions
(3) can be rewritten in a brief, dual form

ut(t) + A(u(t)) = 0, u(0) = u0. (10)

3 Semi-discrete Galerkin Formulation

Let us introduce the sequence of approximation finite dimensional spaces {Xn},
such, that Xn1 ⊂ Xn2 ⊂ V, ∀n2 > n1, moreover

⋃
n Xn = V in the strong topol-

ogy induced from H2(Ω). The sequence {Xn} can be obtained in particular by
using the Finite Element Method for creating the base for the first subspace Xn0 ,
and the proper adaptive policy for obtaining the consecutive spaces Xm,m > n0

(see e.g. [9]).
Now, we are able to introduce the sequence of Galerkin problems with a

continuous time leading to find un ∈ C1(0, T ;Xn) so, that

(un)t(t) + A(un(t)) = 0, un(0) = u0. (11)

For the sake of simplicity we assume that u0 ∈ ⋂
n Xn. As far as we use the same

notation for the time derivative and A operators as in (10), they are now the
restrictions of operators used there to the space C1(0, T ;Xn).
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4 Finite Difference Schemes

In order to solve approximately the semi-discrete Galerkin Eq. (11) in the par-
ticular space C1(0, T ;Xn) we can apply a finite-difference scheme along the time
variable t ∈ [0, T ]. Because explicit schemes, like Euler, are unstable in the case
of Cahn-Hilliard equation, in the sequel we will consider only implicit schemes.

We introduce a mesh in the time domain Sτ = {iτ ; i = 0, . . . , K} ⊂ [0, T ],
where Kτ = T and τ stands for the length of the time step. Let g ∈ C(0, T ;Xn)
be an arbitrary function. We will denote by gτ = g|Sτ the restriction of g to the
mesh Sτ , so that gi

τ = g(tτ) ∈ Xn, i = 0, . . . , K and gτ = {gi
τ} ∈ (Xn)K+1.

Let us consider the following Crank-Nicolson integration scheme for the semi-
continuous variational formulations of the Cahn-Hilliard equation (11):

We are looking for unτ : Sτ → Xn such that
〈

ui+1
nτ −ui

nτ

τ , w
〉

+ 1
2 〈A(ui+1

nτ ) + A(ui
nτ ), w〉 = 0,

u0
nτ = u0, ∀w ∈ Xn, i = 0, . . . ,K.

(12)

This scheme is unconditionally stable with respect to the time step τ . Unfortu-
nately, the price for this property is very high, because it requires solving non-
linear variational equation at each time step. It is also worth noticing that the
Crank-Nicolson scheme can be extended to the so-called generalized α-scheme
presented in [10], where the time integration step can be adapted.

Let us assume now that we additionally know a solution u(−1) ∈ Xn to
(11) at the time instance −τ . In other words, we have double initial conditions
u−1

nτ = u(−1), u
0
nτ = u0 ∈ Xn. We may then define the following three-level

linearized integration scheme:
We are looking for unτ : {−τ} ∪ Sτ → Xn such that
〈

ui+2
nτ −ui

nτ

2τ , w
〉

+
〈

1
2 DA|ui+1

nτ
(ui+2

nτ + ui
nτ − 2ui+1

nτ ) + A(ui+1
nτ ), w

〉
= 0,

u−1
nτ = u(−1), u0

nτ = u0, ∀w ∈ Xn, i = −1, 0, 1, . . . ,K.
(13)

In contrast to the Crank-Nicolson scheme, we can compute the next-step
solution ui+2

nτ by solving linear equation, instead of the nonlinear one, which is
usually much more cheaper. The double initial conditions does not cause any
problem because if the single initial condition u(−1) ∈ Xn is given, then u0 ∈ Xn

can be approximated using, e.g., a single step of the Crank-Nicolson scheme (12).
Now, let us denote by {ηi}, i = 1, ..., n, n < +∞ an arbitrary basis in

Xn convenient for solving (11). The solution unτ of both mixed schemes can
be represented as a sequence of real vectors {αj}, j = 1, . . . ,K, so that
αj ∈ R

n, uj
nτ =

∑n
i=1 αj

i ηi. Moreover, the basis vectors ηi, i = 1, . . . , n will
be used as test functions w ∈ Xn. The details of solving equations resulting
from both schemes can be found in many books and papers (see e.g. [9]).

The scheme (13) becomes a sequence of linear systems with the n×n matrices
(1+τMj), j = 1, . . . ,K, where 1 is the Gram matrix and Mj denotes the matrix
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associated with the differential DA|uj−1
nτ , both computed with respect to the

selected basis in Xn.
Finally, the simulation of cancer growth by Cahn-Hilliard equation using

the proposed three-level linearized scheme will follow the simple algorithm (see
Listing 1).

1 BEGIN
2 Choose the space Xn ⊂ V and i t s ba s i s

{ηi}, i = 1, . . . , n ;
3 Choose the i n i t i a l time step τ ;
4 Compute i n i t i a l c ond i t i on u(−1) ∈ Xn by p r o j e c t i n g

u(0) on Xn ;
5 Compute u0 ∈ Xn from equat ion (12) ;
6 FOR j = 1, . . . , K
7 Compute uj

nτ ∈ Xn from equat ion (13) ;
8 ENDFOR
9 IF the s o l u t i o n i s un s a t i s f a c t o r y

10 SWITCH // perform 1 , 2 , or both
11 (1) Decrease the time step τ ;
12 (2) Improve the space Xn accord ing some

adaptat ion ru l e ( s ee [9]) ;
13 ENDSWITCH
14 GOTO 4 ;
15 ENDIF
16 END

Listing 1. The algorithm implementing three-level finite-difference scheme (13) for
Cahn-Hilliard equation.

The linearized three-level scheme can be also reformulated in a way similar to
the generalized α-scheme [10], so we can adjust the time integration step adap-
tively. We can utilize either direct or iterative linear solvers for the computations
in every time step.

5 Mathematical Properties of the Linearized Three Level
Scheme

Two important asymptotic features of the mixed Galerkin/three-level linearized
scheme (13) were studied.

Observation 1. If both B and Ψ ′′ are positive constants functions (B ≡ b > 0
and Ψ ′′ ≡ c > 0), then Problem (11) has the unique solution in C1(0, T ;Xn) for
any u0 and n and the sequence of Galerkin solutions to (11) converges to the
solution of (10), i.e. ‖un − u‖C(0,T ;L2(Ω)) for n → +∞.

The above observation follows immediately from the Observation 4 in Appendix.
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Observation 2. Let us assume, that the time network is regular, i.e. S =
{t−1 = −τ, t1 = 0, t2 = τ, . . . , tKτ = Kτ = T} and we know u(−τ) and
u(0) = u0 being the values of the exact solution to (10) for all τ ; Tl > τ > 0,
for some positive constant Tl > 0. If moreover the assumptions of Observation
1 hold, then:

1. Three-level linearized scheme (13) applied for the semi-discrete Galerkin for-
mulation of the Cahn-Hilliard Eq. (11) has the unique solution ui

nτ for each
time step i = −1, 0, 1, . . . ,K.

2. The sequence of solutions {unτ} to the mixed Galerkin/three-level linearized
scheme of solving Cahn-Hilliard equation converges to the solution u of the
exact variational formulation (10), i.e.

lim
n→+∞,τ→0

‖unτ − u‖τ = 0,

where ‖u‖τ = max{‖u(iτ)‖L2(Ω) , i = 1, 2, . . . ,K}.
The above observation is the simple issue of the Observation 5 in Appendix.

It is worth to notice, that the three-level linearized scheme (13) is uncon-
ditionally stable with respect to the time step τ , because its convergence
was proven without any assumed dependencies between the time and space
(Galerkin) approximations.

Moreover, it can be proven, that the three-level linearized scheme (13) applied
for the approximate, semi-discrete (11) variational formulations of Cahn-Hilliard
equations is of the second order with respect to the time step τ (see [11]).

6 Scalability Analysis

Most approaches to the Cahn-Hilliard equation, including Crank-Nicolson inte-
gration schemes (12), result in a sequence of nonlinear algebraic systems. The
presented linearized three-level scheme results in a sequence of linear systems,
thus its dominating part of computational cost at each time step (namely mul-
tifrontal solver applied for solving the linear system) is comparable to the cost
of solving a linear variational elliptic problem with a linear operator. Paper
[5] describes such a particular case using a L2-projection scheme. Both cases
(L2 projection equation for elliptic problem and one step linearized three level
scheme for Cahn-Hilliard) possess exactly the same matrix size and structure,
thus the same computational cost. All computations for both cases presented
in this paper were performed with IGA-FEM [12], which utilizes B-Spline basis
functions for the approximation in space domain.

The first goal we try to obtain by numerical experiments is the analysis of
software scalability obtained by implementing both schemes (12) and (13). To
analyze scalability of the entire scheme it is enough to analyze scalability in a
single step, because in each step the most expensive part (i.e., the multifrontal
solver execution) is repeated in the same manner and possess almost identical
computational cost. In case of scaling Crank-Nicolson scheme computation, only
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Fig. 1. Comparison of scalability for quartics C3 used for the first formulation with
quadratics C0 used for the second formulation, over the mesh with 128×128 elements.

Fig. 2. Comparison of scalability for octics C7 used for the first formulation with
quartics C0 used for the second formulation, over the mesh with 256 × 256 elements.

one Newton iteration of solving nonlinear algebraic system was included. The
experiment observes the course of computational time regression with respect to
increasing processor count.

In order to make computations more convenient in PetIGA interface, each
of variational Eqs. (12) and (13) was reformulated to equivalent form: from the
single fourth order PDEs (or H2 weak formulation) down to the system of two
second order PDEs (or a system of two H1 weak problems).
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(a) Snapshot 1 (b) Snapshot 2

(c) Snapshot 3 (d) Snapshot 4

(e) Snapshot 5 (f) Snapshot 6

(g) Snapshot 7 (h) Snapshot 8

Fig. 3. Snapshots from the tumor growth simulations with the Cahn-Hilliard equation.

The computations were performed on a distributed-memory Linux cluster.
One processor per node is utilized, up to 256 STAMPEDE Linux cluster nodes.
The PETSC interface [13–15] delivers multiple solvers including MUMPS [16–
18], SuperLU [19,20] and PaSTiX [21]. All of benchmarks presented in this paper
were performed on a L2 projection problem coded in PetIGA [22] interface (an
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IGA-FEM overlay to PETSC). The interface and solvers control execution in
concurrent environment. The aim was to examine and compare scalability and
computational cost of different combinations of schemes and solvers (implemen-
tations).

Tests were executed for the number of processors increasing from 1 to 256.
Various types of B-Spline basis functions [12] resulted in various global regularity
utilized. Quartics C3 used for the first formulation are compared with quadrat-
ics C0 used for the second formulation, over the mesh with 128 × 128 elements,
see Fig. 1. Octics C7 used for the first formulation are compared with quartics
C0 used for the second formulation, over the mesh with 256 × 256 elements, see
Fig. 2. It can be noted that for both cases, the MUMPS solver for the second for-
mulation (for C0 basis) outperforms all the other solvers with increased number
of processors.

Preliminary results are presented in Fig. 3. The software implementing three-
level linearized scheme scales in the same manner as Crank-Nicolson for all tested
multi-frontal solvers. Moreover it can be noted that higher continuity B-Spline
basis functions tend to compute faster for the same mesh sizes.

The second goal of numerical experiments is to compare both schemes by
simulating benchmarks of single tumor growth. Both simulations performed for
8000 time steps present similar final images of tumor cell concentration. It can
be concluded that utilizing three-level linearized time integration scheme doesn’t
degrade the accuracy in comparison with state-of-the-art Crank-Nicolson time
integration scheme.

7 Conclusions

The theoretical results presented in this paper complete the formal analysis of the
mixed three-level linearized finite-difference-Galerkin numerical scheme applied
for solving the Cahn-Hiliard equation. We have obtained theorems guaranteeing
the existence and the uniqueness of solutions to the exact continuous/varia-
tional problem (8), (10) and its semi-discrete Galerkin version (11). We have
also shown the convergence of the solutions of (11) to the exact solution when
the Galerkin approximation error decays. Next, we have proved the convergence
of the solutions of three-level linearized scheme (13) when both space and time
approximations are improved (n → ∞, τ → 0) and that the scheme is uncon-
ditionally stable with respect to the time variable. Additionally, we refer to the
proof of the second order of (13) with respect to the time variable.

The scheme is flexible to incorporate different linear solvers and well dedi-
cated to particular B-Spline basis functions. The software implementing three-
level linearized scheme scales in the same manner as Crank-Nicolson for all tested
multi-frontal solvers. Moreover it can be noted that higher continuity B-Spline
basis functions tend to compute faster for the same mesh sizes. It can be also
observed, that for both cases, the MUMPS solver for the second formulation (for
C0 basis) outperforms all the other solvers with increased number of processors.
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Both, theoretical and experimental results presented in this paper show,
that the proposed three level linearized time integration scheme is an advan-
tageous tool for solving initial boundary value problems for Cahn-Hiliard equa-
tions. Theorems and observations proved that the scheme is as well conditioned
as Crank-Nicolson one, concerning convergence, stability and order. Numerical
results show that utilizing three-level linearized time integration scheme doesn’t
degrade the accuracy in comparison with state-of-the-art time integration scheme
- Crank-Nicolson one.

The main advantage of the three-level integration scheme over Crank-
Nicolson is lower computational cost. It always requires only one linear system
to be solved within each time step. In case of non-linear Cahn-Hiliard equation
Crank-Nicolson scheme (12) may require solving multiple linear system within
each time step.

The effective numerical model of the Cahn-Hiliard equation is crucial for sim-
ulating tumor growth abd then is helpful by the medical diagnosis and therapy
of this group of heavy diseases.

The future work may involve incorporating the Cahn-Hilliard based models
with supermodeling approach [23–25].

Acknowledgement. The Authors are thankful for support from the funds assigned
to AGH University of Science and Technology by the Polish Ministry of Science and
Higher Education.

Appendix: Convergence of the Mixed 3-level Linearized
Scheme

In this section we prove the convergence of the 3-level scheme (13) . Crucial
properties of operator A are its continuity and coercivity, which are used to
prove the convergence of the numerical schema. They are formulated in the
following way: there exist positive constants m and M and function ζ satisfying
ζ(s) → +∞(s → +∞) such that for every u, v ∈ V we have

‖A(u) − A(v)‖V ′ ≤ M‖u − v‖V (14a)
〈A(u) − A(v), u − v〉V ′×V ≥ m‖u − v‖2V (14b)

〈A(u), u〉V ′×V ≥ ζ(‖u‖V ) ‖u‖V (14c)

A sample case when the above conditions hold is shown in the following obser-
vation.

Observation 3. Assume that both B and Ψ ′′ are positive constants (B ≡ b > 0
and Ψ ′′ ≡ c > 0). Then, conditions (14) hold.

Proof. This is in fact a linear case, i.e.

〈A(u), w〉 =
∫

Ω

(γbΔuΔw + bc∇u∇w) dx.
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Therefore,

|〈A(u), w〉| ≤ γb‖Δu‖L2(Ω)‖Δw‖L2(Ω) + bc‖∇u‖L2(Ω;Rn)‖∇w‖L2(Ω;Rn),

which yields (14a) with, e.g., M = b(γ + c). Moreover,

〈A(u), u〉 =
∫

Ω

(
γb(Δu)2 + bc|∇u|2) dx

= γb‖Δu‖2L2(Ω) + bc‖∇u‖2L2(Ω;Rn),

which, together with an appropriate version of Poincaré inequality, gives us (14c).
Finally, in this case, it is easy to see that (14b) is a consequence of (14c).

Let assume now, that we know the solution to (10) in some interval [−Tl, 0]
for Tl > 0. We can introduce the time grids

Sτ = {iτ ; i = 1, 2, . . . ,K; τ < t0, Kτ = T}. (15)

The arbitrary function g : [−Tl, T ] → Xn((Xn)′) can be restricted to Sτ , then
we obtain the grid function gτ = {g−1

τ = g(−τ), g0τ = g(0), g1τ = g(τ), g2τ =
g(2τ), . . . , gK

τ = g(Kτ)}.
Let us denote by Vn and V ′

n the vector spaces being the the restrictions of
C(−Tl, T ;Xn) and C(−Tl, T ;X ′

n) to the network Sτ equipped with the norms:

‖gτ‖Kτ = max{∥∥gi
τ

∥∥
H2(Ω)

, i = −1, 0, 1, 2, . . . ,K},

‖gτ‖′
Kτ = max{∥∥gi

τ

∥∥
H−2(Ω)

, i = −1, 0, 1, 2, . . . ,K},
(16)

respectively.
We are ready now to define the time grid operator Rτ : Vn → V ′

n as the
collection of coordinate operators

(Rτ (gτ ))i =
gi+1

τ − gi
τ

2τ
+ A(gi

τ ) +
1
2
DA|gi+1

τ
(gi+2

τ − 2gi
τ + gi−1

τ ) (17)

associated with the three-level linearized scheme (13). The mixed Galerkin three-
level linearized scheme discrete problem can be formulated as follows:

Let us assume, that the exact solution u of (10) is well-known and continuous
with respect to the time variable on the interval [−Tl, 0] and moreover ∀t ∈
[−Tl, 0] u(t) ∈ ⋂

n Xn. We are looking for unτ ∈ Vn that satisfies

Rτ (unτ ) = 0 and u−1
nτ = u(−τ), u0

nτ = u0. (18)

Notice, that for the sake of simplicity the notation of the operator Rτ is poly-
morphic in the same way as the notation of A here, i.e. denote the families of
operators for all n.

Solving nonlinear parabolic variational equations of type (10) by using mixed
Galerkin 3-leveled linearized schema was intensively studied in papers [26,27].
Observation 3 states the fact that operator A satisfies the assumptions of The-
orems 1 and 2 from paper [27]. In particular, Theorem 1 in [27] implies that:
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Observation 4. Under the assumptions of Observation 3 the following state-
ments hold:

1. Problem (10) has the unique solution in L2(0, T ;V ) ∩ C(0, T ;L2(Ω))
for any u0.

2. Problem (11) has the unique solution in C1(0, T ;Xn) for any u0 and n.

3. ‖un − u‖C(0,T ;L2(Ω)) for n → +∞.

Moreover, taking into account Theorem 2 in [27] we have:

Observation 5. The problem (18) has the unique solution for any u(−τ) and
u0, moreover

lim
n→+∞,τ→0

‖unτ − u‖τ = 0

where ‖u‖τ = max{‖u(iτ)‖L2(Ω) , i = 1, 2, . . . ,K}.
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Abstract. This paper elaborates on design and implementation of code
modules for finite element solvers for poroelasticity in our Matlab package
DarcyLite [15]. The Biot’s model is adopted. Both linear and nonlinear
cases are discussed. Numerical experiments are presented to demonstrate
the accuracy and efficiency of these solvers.

Keywords: Biot’s model · Enriched Lagrangian finite elements ·
Poroelasticity · Quadrilateral meshes · Weak Galerkin finite element
methods

1 Introduction

Poroelasticity problems exist widely in the real world, e.g., drug delivery, food
processing, petroleum reservoirs, and tissue engineering. These problems involve
fluid flow in porous media that are elastic and deform due to fluid pressure.
The Biot’s model for linear and nonlinear poroelasticity has been well accepted
[4,7,12,20,30]. It couples solid displacement u and fluid pressure p through the
following partial differential equations (PDEs) on a bounded domain Ω for a
time period [0, T ]:

{
−∇ · (2με(u) + λ(∇ · u)I) + α∇p = f ,
∂t (α∇ · u + c0p) + ∇ · (−K(u)∇p) = s,

(1)

where ε(u) = 1
2

(
∇u + (∇u)T

)
is the strain tensor, σ(u) = 2μ ε(u) + λ(∇ · u)I

the stress tensor, λ > 0, μ > 0 the Lamé constants, f a given body force, K a
conductivity/permeability tensor, s the fluid source, α (≈ 1) the Biot-Williams
constant, and c0 ≥ 0 the constrained storage capacity. Furthermore, the total
stress is defined as

σ̃(u, p) = σ − α p I. (2)
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Dirichlet and Neumann boundary conditions for solid are posed as

u|Γ E
D

= uD, (σ̃n)|Γ E
N

= tN , (3)

whereas Dirichlet and Neumann boundary conditions for fluid are posed as

p|Γ D
D

= pD, (−K∇p) · n|Γ D
N

= uN , (4)

where n is the outward unit normal vector to ∂Ω, which has a non-overlapping
decomposition ∂Ω = Γ E

D ∪ Γ E
N for solid and another non-overlapping decompo-

sition ∂Ω = ΓD
D ∪ ΓD

N for fluid. As for initial conditions, we have

p(x, 0) = p0, u(x, 0) = u0. (5)

Usually, u0 = 0, i.e., there is no deformation at the beginning of the simulation.
Finite element methods (FEMs) are common tools for solving the Biot’s

model. Depending on the unknown quantities to be solved, poroelasticity solvers
are usually grouped into 3 types:

– 2-field : Solid displacement and fluid pressure are to be solved;
– 3-field : Solid displacement, fluid pressure and velocity are to be solved;
– 4-field : Solid stress & displacement, fluid pressure & velocity are to be solved.

A major issue in numerical solvers for poroelasticity is the poroelasticity lock-
ing, which usually appears as nonphysical pressure oscillations or deteriorating
convergence rates in displacement errors. This happens when the porous media
are low-permeable or nearly incompressible (λ → ∞) [7,21,30].

Early on, the continuous Galerkin (CG) FEMs were applied respectively to
solve for displacement and pressure. But it was soon recognized that such solvers
were subject to poroelasticity locking and the 2-field approach was nearly aban-
doned. The mixed finite element methods can be used to solve for pressure and
velocity simultaneously and meanwhile coupled with a FEM for linear elasticity
that is free of Poisson-locking. Therefore, the 3-field approach has been the main
stream [4,18–20,27,28]. The 4-field approach is certainly worth of investigation,
but it may involve too many unknowns (degrees of freedom) [29].

The weak Galerkin (WG) finite element methods [23] have emerged as a new
class of numerical methods with nice features that can be applied to a wide vari-
ety of problems including Darcy flow and linear elasticity [10,13]. Certainly, WG
solvers can be developed for linear poroelasticity [12], they are free of poroelas-
ticity locking but may involve more degrees of freedom. There have also been
efforts on developing HDG methods for the Biot’s model [6].

This paper elaborates on code modules for poroelasticity recently added to
our DarcyLite package [15], which has gained some popularity. We shall discuss
five solvers with a variety of discretization schemes for linear elasticity and Darcy
flow. A poroelasticity problem may be solved as a monolithic systems (MS) or
through operator splitting (OS). This paper explains the mathematical ideas
behind these solvers, and their implementation with consideration of modularity
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and code re-usability. Numerical experiments are presented to demonstrate their
use, accuracy, and efficiency.

We focus on 2-dim problems with a quasi-uniform triangular mesh Th or
convex quadrilateral mesh Eh. For ease of presentation, we consider a uniform
temporal partition of [0, T ] with Δt = T/N and tn = nΔt for 0 ≤ n ≤ N .

2 Solver I: A 2-Field Penalty-Free Weak Galerkin Finite
Element Solver for Quadrilateral Meshes

Now we consider linear poroelasticity (1) in which K actually does not depend
on u. Then the variational form reads as

{
2μ(ε(u), ε(v)) + λ(∇ · u,∇ · v) − α(p,∇ · v) = (f ,v) + 〈tN ,v〉Γ E

N
,

α(∂t∇ · u, q) + c0(∂tp, q) + (K∇p,∇q) = (s, q) − 〈uN , q〉Γ D
N

(6)

with incorporation of boundary and initial conditions.
We consider WG finite element discretization for both linear elasticity and

Darcy flow. WG(P0, P0;AC0) for Darcy flow has been investigated in [17]. Here
we briefly discuss WG(P 2

0 , P 2
0 ;AC2

0 ) finite elements for linear elasticity.
The classical Raviart-Thomas spaces RT[k](k ≥ 0) for rectangles have some

limitations. The recently developed Arbogast-Correa mixed finite elements are
designed for more general convex quadrilaterals [3]. We shall use the lowest-order
AC0 space, which has a local basis [17] as shown below

[
1
0

]
,

[
0
1

]
,

[
X
Y

]
, PE

[
x̂

−ŷ

]
,

where X = x − xc, Y = y − yc, (xc, yc) is the element center, (x̂, ŷ) are the
coordinates in the reference element [0, 1]2, and PE is the Piola transformation.

Let E be a convex quadrilateral. and AC2
0 (E) be the space of order-2 matrices

whose row vectors are in AC0(E). We consider a typical discrete weak function
v = {v◦,v∂} ∈ WG(P 2

0 , P 2
0 ). Its discrete weak gradient ∇wv is reconstructed

in AC2
0 (E) via integration by parts

(∇wv, τ) = 〈v∂ , τn〉E∂ − (v◦,∇ · τ)E◦ , ∀τ ∈ AC2
0 (E). (7)

Its discrete weak divergence ∇w · v is reconstructed in P0(E) as

(∇w · v, φ) = 〈v∂ , φn〉E∂ − (v◦,∇φ)E◦ , ∀φ ∈ P0(E). (8)

Solver I as a time-marching 2-field finite element scheme for (6) reads as
{

AE
h(u(n)

h ,v) − Bh(p(n)h ,v) = FE
h (v),

Bh(u(n)
h , q) + AD

h (p(n)h , q) = FD
h (q),

(9)
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where the bilinear forms on the left-hand sides are defined as⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

AE
h(u(n)

h ,v) =
∑

E∈Eh

2μ(εw(u(n)
h ), εw(v))E + λ(∇w · u(n)

h ,∇w · v)E ,

AD
h (p(n)h , q) =

∑
E∈Eh

c0(p
(n),◦
h , q◦)E◦ + Δt(K∇wp

(n)
h ,∇wq)E ,

Bh(u(n)
h , q) =

∑
E∈Eh

α(∇w · u(n)
h , q◦)E◦ .

(10)

The linear forms on the right-hand sides are defined as
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

FE
h (v) =

∑
E∈Eh

(f (n),v◦)E◦ +
∑

e∈Γ E
N

〈tN ,v∂〉e,

FD
h (q) =

∑
E∈Eh

Δt(s(n), q◦) + c0(p
(n−1),◦
h , q◦)E◦ + α(∇w · u(n−1)

h , q◦)E◦

−
∑

e∈Γ D
N

Δt 〈uN , q∂〉e.

(11)

Unlike the methods in [12], this WG solver does not need stabilization for either
elasticity or Darcy flow. The degrees of freedom (DOFs) at each time step are

3#Elements + 3#Edges.

3 Solver II: A 3-Field CG+MFEM Solver for Triangular
Meshes

In the 3-field approach, Darcy velocity q is used. The PDEs take the form
⎧⎨
⎩

−∇ · (2με(u) + λ(∇ · u)I) + α∇p = f ,
K−1q + ∇p = 0,

∂t (α∇ · u + c0p) + ∇ · q = s.
(12)

We shall need spaces V = H1(Ω), V0 = H1
0(Ω), W = H(div, Ω), W0 =

H0(div, Ω), S = L2
0(Ω). The variational problem seeks solutions u ∈ V, q ∈ W,

p ∈ S such that for any v ∈ V0, w ∈ W0 and q ∈ S, there holds
⎧⎨
⎩

2μ(ε(u), ε(v)) + λ(∇ · u,∇ · v) − α(p,∇ · v) = (f ,v) + 〈tN ,v〉,(
K−1q,w

)
− (p,∇ · w) = −〈pD,w · n〉,

α(∇ · (∂tu), q) + (∇ · q, q) + c0(∂tp, q) = (s, q).
(13)

Again initial conditions are omitted for ease of presentation.
As presented in [30], one considers a triangular mesh Th for spatial discretiza-

tion and the implicit Euler for temporal discretization. One utilizes the 1st order
Bernardi-Raugel element space Vh for displacement discretization. The mixed
FE pair (RT0, P0) is used for discretization of Darcy flow. The velocity/flux FE
spaces are denoted as Wh and W0

h, for which the edge-based basis functions are
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used [2,14]. This is especially convenient for handling the Neumann boundary
conditions.

Let u(n)
h ,u(n−1)

h ∈ Vh be the approximations to solid displacement at time
moments tn and tn−1, respectively. Similarly, Let q(n)

h ,q(n−1)
h ∈ Wh be the

approximations to Darcy velocity. Let p
(n)
h , p

(n−1)
h ∈ Sh be the approximations

to fluid pressure at time moments tn and tn−1.
Combined with the implicit Euler discretization, one establishes the following

time-marching scheme, for any v ∈ V0
h, w ∈ W0

h, q ∈ S0
h,

⎧⎪⎨
⎪⎩

AE
h(u(n)

h ,v) − Bh(p(n)h ,v) = FE
h (v),

AD
h (q(n)

h ,w) − BD
h (p(n)h ,w) = FD,1

h (w),
Bh(u(n)

h , q) + BD
h (q(n)

h , q) + CD
h (p(n)h , q) = FD,2

h (q),
(14)

where {
AE

h(u(n)
h ,v) = 2μ(ε(u(n)

h ), ε(v)) + λ(∇ · u(n)
h ,∇ · v),

Bh(p(n)h ,v) = α(p(n)h ,∇ · v),
(15)

and ⎧⎪⎨
⎪⎩

AD
h (q(n)

h ,w) = Δt (K−1q(n)
h ,w),

BD
h (q(n)

h , q) = Δt (∇ · q(n)
h , q),

CD
h (p(n)h , q) = c0(p

(n)
h , q).

(16)

Additionally,
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

FE
h (v) =

∑
T∈Th

(f (n),v)T +
∑

e∈Γ E
N

〈tN ,v〉e,

FD,1
h (w) = −

∑
e∈Γ D

D

Δt 〈pD,w · n〉e,

FD,2
h (q) =

∑
T∈Th

Δt(s(n), q)T + c0(p
(n−1)
h , q)T + α(∇ · u(n−1)

h , q)T .

(17)

Note ∇ · v is the elementwise average that represents the reduced integration
technique. The above two equations are further augmented with appropriate
boundary and initial conditions. This results in a large monolithic system at
each time step. The DOFs at each time step are

2#Nodes + #Elements + 2#Edges.

4 Solver III and IV: 2-Field CG+WG Solvers for
Triangular and Quadrilateral Meshes

The MFEM(RT0, P0) discretization for Darcy flow in Solver II can be replaced
by WG(P0, P0;RT0) discretization. This results in a new 2-field solver, which is
easier in implementation, based on our experience. This is labeled as Solver III
in this series. Here we provide a brief description of the scheme.
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Let Th be a quasi-uniform triangular mesh. We use BR1 for displace-
ment discretization (in linear elasticity), as done in [30]. However, we use
WG(P0, P0;RT0) for pressure discretization (in Darcy flow) [13,16]. Let Vh be
the space of BR1 shape functions on Th and V0

h be its subspace with vanishing
values on solid Dirichlet boundary. Similarly, Sh denotes the space of WG(P0, P0)
shape functions on Th and S0

h be its subspace with vanishing values on fluid
Dirichlet boundary. Treatment of initial and boundary conditions involve appro-
priate interpolation and/or projection operators into respective finite element
spaces [26]:

u(0)
h = Phu0, p

(0)
h = Qhp0,

and
u(n)

h |Γ E
D

= PhuD, p
(n,∂)
h |Γ D

D
= Q∂

h(pD).

Solver III as a time-marching finite element scheme is formulated as
{

AE
h(u(n)

h ,v) − Bh(p(n)h ,v) = FE
h (v),

Bh(u(n)
h , q) + AD

h (p(n)h , q) = FD
h (q),

(18)

for any v ∈ V0
h and any q ∈ S0

h. The bilinear forms are defined as

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

AE
h(u(n)

h ,v) =
∑

T∈Th

2μ(ε(u(n)
h ), ε(v))T + λ(∇ · u(n)

h ,∇ · v)T ,

AD
h (p(n)h , q) =

∑
T∈Th

Δt
(
K∇wp

(n)
h ,∇wq

)
T

+ c0(p
(n),◦
h , q◦)T ◦ ,

Bh(u(n)
h , q) =

∑
T∈Th

α(∇ · u(n)
h , q◦)T ◦ .

(19)

The linear forms are defined as⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

FE
h (v) =

∑
T∈Th

(f (n),v)T +
∑

e∈Γ E
N

〈tN ,v〉e,

FD
h (q) =

∑
T∈Th

Δt(s(n), q◦)T ◦ + c0(p
(n−1),◦
h , q◦)T ◦ + α(∇ · u(n−1)

h , q◦)T ◦

−
∑

e∈Γ D
N

Δt〈uN , q∂〉e.

(20)

It is interesting to see that for each time moment tn, the discrete linear system
(18) has the same size as the discrete linear system (14).

Solver IV for quadrilateral meshes is similar to Solver III (for triangular
meshes). But quadrilateral meshes are equally versatile as triangular meshes in
accommodation of complicated domain geometry but may need less degrees of
freedom for discretization. In certain cases, quadrilateral meshes may hold advan-
tages in alignment with geometric and physical features in the problems to be
solved [9]. With these considerations, Solver IV in two versions for poroelasticity
has already been developed in [8,26].
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The later version of Solver IV in [26] applies to general convex quadrilateral
meshes. It uses the newly developed AC0 space in [3] for Darcy flow discretiza-
tion, which includes the rectangular RT0 as a special case. For discretization
of linear elasticity on quadrilaterals, the BR1 or enriched Lagrangian elements
EQ1 are used. Therefore, for Solver IV, one just needs slight modification in
Eq. (18–20):

– Replace the triangular mesh Th by a quadrilateral mesh Eh;
– Replace the triangular BR1 elements by quadrilateral BR1 elements (the

enriched Lagrangian elements EQ1) [11];
– Replace triangular WG(P0, P0;RT0) by WG(P0, P0;AC0) for quadrilaterals.

The DOFs for Solver IV is also

2#Nodes + #Elements + 2#Edges,

but there are less elements and edges in a quadrilateral mesh.

5 Solver V Based on Operator-Splitting for Problems
with Dilation-Dependent Permeability

Solver V is developed on top of Solver IV but aims at nonlinear poroelasticity in
which permeability may depend on dilation. We adopt the approach of operator
splitting (OS), namely, linear elasticity and Darcy problems are solved separately
within Gauss-Seidel iterations.

For ease of presentation, we consider a convex quadrilateral mesh Eh. We use
EQ1 or BR1 finite elements for elasticity discretization [11] and WG(P0, P0;AC0)
for discretization of Darcy flow [17], as in Solver IV. Treatment of initial and
boundary conditions is similar to that in Solver III or IV.

Solver V as a time-marching finite element scheme is formulated as
{

AE
h(u(n)

h ,v) − Bh(p(n)h ,v) = FE
h (v),

Bh(u(n)
h , q) + AD

h (p(n)h , q;u(n)
h ) = FD

h (q),
(21)

for any v ∈ V0
h and any q ∈ S0

h, where the FE spaces have definitions similar to
those for Solver IV. The bilinear forms AE

h(u(n)
h ,v) and Bh(u(n)

h , q) have similar
definitions as in Eq. (19). But the bilinear form AD

h (p(n)h , q;u(n)
h ) depends on the

numerical displacement as shown below

AD
h (p(n)h , q;u(n)

h ) =
∑

E∈Eh

Δt
(
K(u(n)

h )∇wp
(n)
h ,∇wq

)
E

+ c0(p
(n),◦
h , q◦)E◦ , (22)

The linear forms FE
h (v) and FD

h (q) have definitions similar to those in (19).
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However, (21) is a nonlinear discrete system about u(n)
h , p

(n)
h . This will be

solved via operator-splitting or a Gauss-Seidel type iterative procedure as shown
below {

AE
h(u(n,k)

h ,v) = FE
h (v) + Bh(p(n,k−1)

h ,v),
AD

h (p(n,k)
h , q;u(n,k)

h ) = FD
h (q) − Bh(u(n,k)

h , q).
(23)

As shown later in Sect. 6, a typical nonlinear case is a dilation-dependent
permeability, e.g.,

K(u) = (1 + a∇ · u)K0, (24)

where a is a small constant and K0 is a reference permeability. This requires
calculation of elementwise averages of dilation (divergence of displacement). It is
clear that for Solver IV and hence Solver V, such quantities are readily available.

6 Matlab Implementation of Poroelasticity Solvers

For Matlab implementation of the poroelasticity solvers discussed in this paper
and other similar solvers, we emphasize code modularity. This has implication
in two aspects.

(i) Each module has its entirety and a well-designed interface to the calling
module. Each module fulfills a well-defined scientific computing task that is
clearly separated from other tasks.

(ii) Code modules for similar solvers share uniformity and common features.
Some code segments are conveniently portable or can be re-used after simple
modification.

Besides mesh preparation and presentation of results (physical quantities of inter-
est and errors when exact solutions are known, etc.), a typical finite element
solver usually involves

– Element-wise or edge-wise integration and even node-wise evaluation;
– Assembly of element-wise stiffness matrices and source-type vectors;
– Incorporation and enforcement of boundary conditions;
– Modification of (non-)linear systems due to boundary conditions;
– Solvers for linear or nonlinear systems.

For instance,

– Solver I, IV, V share the same modules for mesh preparation and presentation
of quantities of interest;

– Solver I, IV, V share many common modules of WG(P0, P0;AC0) for pressure
discretization and Darcy velocity computation;

– Solver II, III share common modules for triangle Bernardi-Raugel elements;
– The modules for triangular and quadrilateral BR1 elements share the same

structure and many common features.

Many modules previously developed in our DarcyLite package for weak Galerkin
FEMs for Darcy flow and linear elasticity are also re-used.
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7 Numerical Experiments

This section presents numerical examples to demonstrate the accuracy and
robustness of the finite element solvers for poroelasticity studied in this paper.
We shall focus on Solver I, III, and V. Solver II is essentially equivalent to
Solver III but the latter seems to have some convenience in implementation.
Some numerical experiments on Solver IV can be found in [26].

Example 1 (Locking-Free). Here Ω = (0, 1)2. Analytical solutions for dis-
placement and pressure are given as

u = sin
(π

2
t
) ([

sin2 (πx) sin (2πy)
− sin2 (πy) sin (2πx)

]
+

1
1 + λ

[
sin (πx) sin (πy)
sin (πx) sin (πy)

])
,

p = sin
(π

2
t
) π

1 + λ
sin (π(x + y)) .

Table 1. Ex.1 (λ = 1): Errors and convergence rates of numerical solutions obtained
from Solver I (WG+WG) on rectangular meshes

1/h 1/Δt ‖u − uh‖L2(L2) Rate ‖p − p◦
h‖L2(L2) Rate ‖q − qh‖L2(L2) Rate

8 8 1.2757E−1 – 1.3289E−1 – 4.2093E−1 –

16 16 6.1993E−2 1.04 6.4829E−2 1.03 2.0427E−1 1.04

32 32 3.0529E−2 1.02 3.1964E−2 1.02 1.0056E−1 1.02

64 64 1.5147E−2 1.01 1.5863E−2 1.01 4.9881E−2 1.01

Table 2. Ex.1 (λ = 106): Errors and convergence rates of numerical solutions obtained
from Solver I (WG+WG) on rectangular meshes

1/h 1/Δt ‖u − uh‖L2(L2) Rate ‖p − p◦
h‖L2(L2) Rate ‖q − qh‖L2(L2) Rate

8 8 1.2042e−01 – 2.6577e−07 – 8.4154E−7 –

16 16 5.8469e−02 1.04 1.2965e−07 1.03 4.0848E−7 1.04

32 32 2.8786e−02 1.02 6.3926e−08 1.02 2.0110E−7 1.02

64 64 1.4281e−02 1.01 3.1727e−08 1.01 9.9761E−8 1.01

Table 3. Ex.1 (λ = 1): Numerical results of Solver III (CG+WG) on triangular meshes

h = Δt ‖u − uh‖L2(L2) ‖u − uh‖
L∞(H1) ‖σ − σh‖L2(L2) ‖p − p◦

h‖L2(L2) ‖q − qh‖L2(L2)

1/4 6.533E−2 1.401E+0 1.775E+0 1.613E−1 8.760E−1

1/8 1.485E−2 6.648E−1 8.230E−1 7.696E−2 4.186E−1

1/16 3.551E−3 3.265E−1 3.964E−1 3.745E−2 2.038E−1

1/32 8.727E−4 1.624E−1 1.948E−1 1.845E−2 1.004E−1

1/64 2.177E−4 8.113E−2 9.662E−2 9.160E−3 4.986E−2

Conv.rate 2.05 1.02 1.04 1.03 1.03
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Table 4. Ex.1 (λ = 106): Numer. results of Solver III (CG+WG) on triangular meshes

h = Δt ‖u − uh‖L2(L2) ‖u − uh‖
L∞(H1) ‖σ − σh‖L2(L2) ‖p − p◦

h‖L2(L2) ‖q − qh‖L2(L2)

1/4 6.502E−2 1.395E+0 1.814E+0 3.226E−7 1.752E−6

1/8 1.485E−2 6.631E−1 8.537E−1 1.539E−7 8.372E−7

1/16 3.557E−3 3.259E−1 4.132E−1 7.491E−8 4.076E−7

1/32 8.727E−4 1.622E−1 2.033E−1 3.691E−8 2.009E−7

1/64 2.163E−4 8.102E−2 1.008E−1 1.832E−8 9.972E−8

Conv.rate 2.05 1.02 1.03 1.03 1.03

It is interesting to see that ∇ ·u = p and ∇ ·u → 0 as λ → ∞. Dirichlet bound-
ary conditions for both displacement and pressure are specified on the whole
boundary using the exact solutions. Furthermore, K = κI. Direct calculations
show that

f = −∇ · σ̃ = − sin
(π

2
t
) (

2μπ2

[
(1 − 4 sin2(πx)) sin(2πy)

−(1 − 4 sin2(πy)) sin(2πx)

]

− 2μ

1 + λ
π2

[
sin(πx) sin(πy)
sin(πx) sin(πy)

]
+

λ + μ − α

1 + λ
π2

[
cos(π(x + y))
cos(π(x + y))

]) (25)

and

s =
(
(α + c0) cos

(π

2
t
)π

2
+ sin

(π

2
t
)
κ(2π2)

) π

1 + λ
sin(π(x + y)). (26)

For numerical simulations, we set κ = 1, μ = 1, α = 1, c0 = 0, and T = 1.
To examine the locking-free property of these solvers, we consider λ = 1 and
λ = 106, respectively.

We examine errors in displacement (u−uh), stress (σ−σh), pressure (p−p◦
h),

and Darcy velocity (q−qh). For Solver I, see results in Tables 1 and 2. For Solver
III, see results in Tables 3 and 4. Clearly, the convergence rates do not deteriorate
as λ is increased from 1 to 106. In other words, these new 2-field solvers based
on the weak Galerkin methodology are locking-free.

Example 2 (Model’s Problem). This is a frequently tested benchmark that
has known analytical solutions. See [1,5,12,18,22]. The problem involves a poroe-
lastic rectangular slab with extent 2a in the x-direction and extent 2b in the
y-direction being sandwiched by two rigid plates at the top and the bottom.
Two forces of magnitude 2F , pointing to the slab, are applied at the top and
bottom plates, respectively. Due to the rigidity of the plates, the slab remains in
contact with the two plates. Thus the vertical displacement at the top and bot-
tom are uniform. The initial condition for displacement is u(x, y, 0) = 0. Based
on symmetry in the problem, we choose the center of the slab as the origin and
consider the upper-right quadrant. The Mandel’s problem is thus posed for the
domain Ω = (0, a) × (0, b) for a time period [0, T ].

The boundary conditions for the solid and fluid are, see Fig. 1(a),

(i) Symmetry or partial Dirichlet: u1 = 0 for x = 0; u2 = 0 for y = 0;
(ii) Neumann or traction-free: σ̃n = 0 for x = a;
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Fig. 1. Mandel’s problem (ν = 0.4) solved by Solver III on uniform triangular meshes.
(a) Problem illustration; (b) Numerical pressure on the center line (y = 0) at final
time T = 50 with h = 1/32; (c) Numerical displacement and dilation with h = 1/8;
(d) Numerical pressure and velocity with h = 1/8.

(iii) Specially, for y = b (the top side), it is subject to the traction condition
σ̃n = [0,−2F ] along with the “rigid plate” constraint, which requires u2

stays the same for the whole top side;
(iv) Dirichlet: p = 0 for x = a (drained);
(v) Neumann or no-flow: (−K∇p) · n = 0 for x = 0, y = 0, y = b.

An easier but equivalent treatment for (iii) is to impose a partial Dirichlet bound-
ary condition for u2 using the known exact solution for displacement [5,22,26].

Example 3 (A Nonlinear Problem). Here we consider an example in which
the permeability depends on the dilation. In particular,

K(u) = (1 + a∇ · u)κ I, (27)

where a is a small constant and κ is a reference permeability. Furthermore, we
consider a case with known analytical solutions for displacement and pressure:

u = sin
(π

2
t
)[

sin(πx) sin(πy)
sin(πx) sin(πy)

]
, p = sin

(π

2
t
)

(1 + cos(πy)) . (28)
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This allows examination of accuracy and efficiency of Solver V. Furthermore,
Ω = (0, 1)2, T = 1, λ = μ = 1, κ = 1, a = 0.1, c0 = 0, and α = 1. Dirichlet
boundary conditions are posed for both displacement and pressure.

Table 5. Ex.3 (Solver V): Convergence rates of errors of numerical solutions obtained
from combining EQ1 and WG(P0, P0; AC0) on rectangular meshes with Δt = h

1/h ‖p − p◦
h‖ Rate ‖q − qh‖ Rate |u − uh| Rate ‖σ − σh‖ Rate Runtime

4 5.119E−1 – 1.366E+0 – 1.260E−1 – 1.503E−1 – 0.59 s

8 2.528E−1 1.01 6.527E−1 1.06 6.023E−2 1.06 6.398E−2 1.23 1.26 s

16 1.260E−1 1.00 3.177E−1 1.03 2.931E−2 1.03 2.944E−2 1.11 4.12 s

32 6.297E−2 1.00 1.565E−1 1.02 1.444E−2 1.02 1.413E−2 1.05 26.57 s

64 3.148E−2 1.00 7.770E−2 1.01 7.169E−3 1.01 6.931E−3 1.02 333.46 s

Fig. 2. Example 3: numbers of Gauss-Seidel iterations during time-marching

We test Solver V on rectangular meshes with Δt = h. Following the common
practices, we examine the discrepancy (difference) of two successive approximate
solutions within the Gauss-Seidel iteration. We set discrepancy threshold as δ =
10−12 and check whether the following conditions are satisfied:

‖u(n,k)
h − u(n,k−1)

h ‖L2 < δ,

‖p
(n,k)
h − p

(n,k−1)
h ‖L2 < δ.

(29)

Table 5 demonstrates good performance of Solver V on this nonlinear poroe-
lasticity problem. For these particular choices of parameters, the numbers of
Gauss-Seidel iterations during the time-marching are reported in Fig. 2.
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8 Concluding Remarks

In this paper, we have discussed five different finite element solvers for linear and
nonlinear poroelasticity problems, along with Matlab implementation of these
solvers. It is demonstrated that weak Galerkin finite element methods can be
well integrated with other types of finite element methods. This is also reflected
in the modularity of our code development. Under the guidelines discussed in
this paper, more modules for finite element solvers for poroelasticity can be
integrated into our code package DarcyLite [15].

These poroelasticity modules can also provide computed physical quantities
that are needed in finite element solvers for other physical processes. It is par-
ticularly interesting to see integration of these poroelasticity solvers with (mass,
positivity) property-preserving transport solvers in development of numerical
simulators for transport in poroelastic media. This is currently under our inves-
tigation and will be reported in our future work.

The work in this paper emphasizes easy access of poroelasticity solvers on
the platform offered by Matlab. It echoes our efforts in [24,25] for efficient imple-
mentation of WG solvers in deal.II and C++ for large-scale computing tasks.
More results from such efforts will be reported in our future work.
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Abstract. A numerical scheme of higher-order approximation in space
for the single-phase multicomponent flow in porous media is presented.
The mathematical model consists of Darcy velocity, transport equations
for components of a mixture, pressure equation and associated relations
for physical quantities such as viscosity or density. The discrete problem
is obtained via discontinuous Galerkin method for the discretization of
transport equations with the combination of mixed-hybrid finite element
method for the discretization of Darcy velocity and pressure equation
both using higher-order approximation. Subsequent problem is solved
with the fully mass-conservative iterative IMPEC method. Numerical
experiments of 2D flow are carried out.

Keywords: Compositional flow · Mixed-hybrid finite element
method · Discontinuous Galerkin method

1 Introduction

The compositional modeling has many applications in various disciplines rang-
ing from petroleum engineering (oil recovery, CO2 sequestration) to geochem-
ical engineering (groundwater contamination, radioactive waste storage in the
subsurface). Modeling of such phenoma is therefore of a great importance. In
this work we consider the single-phase flow of miscible and compressible mul-
ticomponent fluids in porous media. We follow an approach of the previous
works of [6,7,12,13] based on the combination of the mixed-hybrid finite ele-
ment (MHFEM) for the approximation of the pressure and velocity fields and
discontinuous Galerkin method (DG) for the approximation of transport equa-
tions. Hoteit and Firoozabadi [7] and Moortgat, Sun and Firoozabadi [13] used a
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combination of MHFEM for the pressure equation and higher-order DG method
for the transport equations. Although they used piecewise linear basis functions
for the concentrations, they used only piecewise constant functions for the pres-
sures and RT0 (i.e. first-order) approximation for the velocity field. They also
used a different form of the pressure equation which seems to be more compli-
cated than the one used in [8]. In contrast to classical IMPEC schemes, used in
the previous works and which are known to have a mass-conservation problem,
Chen, Fan and Sun [8] have rewritten the pressure equation with only one addi-
tional parameter to be determined and proposed a new fully mass-conservative
IMPEC scheme where conservation of mass for all components holds true. So
far only the first-order approximation for pressure and velocity field has been
utilized in the models. In this work we show how to extend these ideas for the
higher-order framework. In contrast to previous works we apply higher order
scheme not only for the transport of the species but also for the pressure and
the velocity fields.

2 Mathematical Model

Consider single-phase compressible flow of fluid of nc components at constant
temperature T [K] in a bounded domain Ω ⊂ R

2 with porosity φ [-]. In this
work we assume that the porosity does not depent on time, i.e. we have φ =
φ(x). Neglecting diffusion, the transport of the components is described by the
following equations

∂ (φci)
∂t

+ ∇ · (civ) = fi, i = 1, ..., nc, (1)

where ci [mol ·m−3] are molar concentrations of components, fi [mol ·m−3 · s−1]
are source/sink terms and v [m·s−1] is the velocity field described by the Darcy’s
law

v = −μ−1K (∇p − ρg) , (2)

where p [Pa], is the pressure field, μ [kg · m−1 · s−1] is the dynamic viscosity, ρ
[kg · m−3] is the density of fluid, K [m2] is the medium permeability tensor and
g [m · s−2] is the gravity acceleration vector. Equations (1) and (2) are coupled
with generally nonlinear dependencies

p = p(c1, ..., cnc
, T ), μ = μ(c1, ..., cnc

, T ), ρ = ρ(c1, ..., cnc
). (3)

to be found in [11] or [15]. Using the chain rule ∂p
∂t =

∑nc

i=1
∂p
∂ci

∂ci

∂t and transport
Eqs. (1), we derive an equation for the pressure field

φ
∂p

∂t
+

nc∑

i=1

θi [∇ · (civ) − fi] = 0, (4)
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where parameters θi = θi(c1, ..., cnc
) are defined as θi =

(
∂p
∂ci

)

cj �=ci

as in [8]. Let

I ⊂ R be a time interval. The initial and boundary conditions are given by

ci(0,x) = c0i (x), x ∈ Ω, i = 1, ..., nc,

ci(t,x) = cD
i (x), x ∈ Γc, t ∈ I, i = 1, ..., nc,

p(t,x) = pD(t,x), x ∈ Γp, t ∈ I,

v(t,x) · n(x) = vN (t,x), x ∈ Γv, t ∈ I,

(5)

where n is the outward unit normal vector to the boundary ∂Ω, Γp ∪ Γv = ∂Ω
and Γp∩Γv = ∅. Note that the initial pressure field is obtained from the equation
of state (3) by substituting c0i , i = 1, ..., nc. Further, we define the inflow part
of boundary Γc(t) = {x ∈ ∂Ω | v(t,x) · n(x) < 0} on which Dirichlet-type
conditions cD

i must be prescribed. On Γc ∩ Γp the following constraint must be
satisfied pD = p(cD

1 , ..., cD
nc

, T ). The source terms fi in (1) and (4) are usually
expressed via injection rate r [m3 · s−1] as fi = cinj

i r/V inj where cinj
i is the

amount of i-th component injected in some part of the domain with the volume
V inj . Similarly, Neumann boundary condition vN in (5) is often expressed as
vN = r/Ainj where Ainj is the area through which the mixture is injected.

3 Numerical Model

A discrete form of the system of Eqs. (1)–(3) and (4), (5) is obtained using
the mixed-hybrid finite element method for the Darcy’s law and the pressure
equation and discontinuous Galerkin method for the transport equations. We
consider a polygonal domain Ω ⊂ R

2 covered with a conforming triangulation
Th. Let us denote by Eh the set of all edges in the triangulation Th. For the
K ∈ Th and E ∈ Eh we denoted |K| and |E| the measures of the element K and
edge E, respectively. The triangulation consists of nk triangle elements and ne

edges.

3.1 Discretization of Darcy’s Law

The velocity field is approximated in the Raviart-Thomas space RT1(K) locally
on the element K ∈ Th as

vK(t,x) =
8∑

j=1

vK,j(t) wK,j(x), (6)

where RT1(K) = span {wK,j}8j=1 and vK,j are associated degrees o freedom.

The definition of the RT1(K) space is taken over from [3]. The basis {ŵj}8j=1

on the reference element K̂ (see Fig. 1) is obtained via the following moments

Nα
s (ŵj) =

∫

eα

(ŵj · nα) ps, ∀ps ∈ P1(eα), s = 1, 2, α = 1, 2, 3,

Mr(ŵj) =
∫

K̂

(ŵj · qr) , ∀qr ∈ [P0(K̂)]2, r = 1, 2,
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where P1(eα) = span{ps}2s=1 is the space of linear polynomials defined on the
edge eα of the reference element and [P0(K̂)]2 = span{qr}2r=1 is the space of
vector-valued constant polynomials. The discrete form of Darcy’s law is obtained
by multiplying (2) by a basis function wK,m, integrating over the element K and
using Green’s theorem

vK,m = μ−1
K

(
3∑

j=1

8∑

l=1

[
αK

m,l βK
l,j

]
pK,j −

∑

E∈∂K

2∑

s=1

8∑

l=1

[
αK

m,l χK,E
l,s

]
p̂E,s

+ρK

8∑

l=1

αK
m,l γK

l

)

, m = 1, ..., 8,

(7)

where μK , ρK denote the mean values of viscosity and density over the element
K, respectively. In the derivation of (7) we used the following approximation of
the pressure and pressure trace on the element K and edge E

p(t,x)|K =
3∑

j=1

pK,j(t) ΦK,j(x), p(t,x)|E =
2∑

s=1

p̂E,s(t) ϕE
s (x), (8)

where P1(K) = span{ΦK,j}3j=1 and P1(E) = span{ϕE
j }2j=1 are spaces of linear

polynomials defined on the element K and on the edge E, respectively. The
coefficients in (7) are given by

α̃K
m,j =

∫

K

wK,m · K−1wK,j , βK
m,j =

∫

K

ΦK,j (∇ · wK,m) ,

χK,E
m,s =

∫

E

ϕE
s

(
wK,m · nK

E

)
, γK

m =
∫

K

g · wK,m,

(9)

where the coefficients αK
i,j are elements of the inverse matrix

(
α̃K

)−1. In order
to compute integrals in (9) on the reference element we use the following affine
transformation of variables FK : K̂ → K and the transformation of the vector-
valued function which preserves normal components

FK(s, t) =
(

x1

y1

)

+ JFK

(
s
t

)

, JFK
=

(
x2 − x1, x3 − x1

y2 − y1, y3 − y1

)

,

wK,m(x, y) =
1

|JFK
|JFK

· ŵm(s, t), (s, t) = F−1
K (x, y) ∈ K̂,

(10)

where (xi, yi), i = 1, 2, 3 are the coordinates of vertices of the physical element
K and |JFK

| is the determinant of the matrix JFK
. Continuity of the normal

component of the velocity field along the edges shared by neighboring elements
is enforced through the conditions [2]

∑

K∈Th

〈v · nK , ϕE
1 〉∂K = 0,

∑

K∈Th

〈v · nK , ϕE
2 〉∂K = 0 ∀E ∈ Eh, (11)
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where 〈f, g〉∂K =
∫

∂K
fg. Denoting by

∑
K∈E the sum over adjacent elements

to the given edge E, continuity conditions (11) can be further simplified to
∑

K∈E

vK,LI(K,E,s) χK,E
LI(K,E,s),s = 0, s = 1, 2, ∀E ∈ Eh, (12)

where LI(K,E, s) ∈ {1, 2, 3, 4, 5, 6} is the local index of the velocity degree of
freedom for s ∈ {1, 2} on the edge E with respect to the element K, see Fig. 1.
As the degrees of freedom vK,7 and vK,8 are associated with basis functions wK,7

and wK,8, which have zero normal component along the boundary ∂K of the
element K, these do not play any role when enforcing the continuity constraint.
The discrete form of the boundary and initial conditions (5) reads as

p̂E,s = pD
s |E , s = 1, 2, ∀E ⊂ Γp,

vK,LI(K,E,s) = vN
s |E , s = 1, 2, ∀E ⊂ Γv, E ∈ ∂K.

(13)

The velocity can be eliminated substituting (7) into (12) and (13) resulting in
the system of linear algebraic equations for pressures p and pressure traces p̂

∑

K∈E

3∑

m=1

8∑

l=1

[
μ−1

K χK,E
r,j αK

r,l βl,m

]
pK,m −

2∑

s=1

∑

K∈E

∑

F∈∂K

8∑

l=1

[
μ−1

K χK,E
r,j αK

r,l χK,F
l,s

]
p̂F,s

= vN
j |(E∩Γv) −

∑

K∈E

μ−1
K ρK χK,E

r,j

8∑

l=1

αK
r,l γK

l , j = 1, 2, ∀E �⊂ Γp,

p̂E,j = pD
j |E , j = 1, 2, ∀E ⊂ Γp,

(14)

where r = LI(K,E, j).

Fig. 1. Reference element and degrees of freedom (left). Local indexing of the neigh-
boring triangles sharing an edge (right). For this setup values of indexing function are
LI(K, E, 1) = 1, LI(K, E, 2) = 4, LI(T, E, 1) = 3, LI(T, E, 2) = 6.
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3.2 Discretization of Pressure and Transport Equations

In the discontinuous Galerkin discretization we use linear approximation of the
concentrations in the space P1(K)

ci(t,x)|K =
3∑

j=1

cK,i,j(t) ΦK,j(x). (15)

We recall that we assume φ = φ(x). Multiplying (1) by the basis function ΦK,m ∈
P1(K), integrating over the element K and using Green’s theorem, we derive a
discrete form of (1) for i = 1, ..., nc and m = 1, 2, 3

dcK,i,m

dt
=

1
φK

3∑

q=1

ηK
m,q

⎛

⎝FK
i,q −

8∑

j=1

vK,j

[
∑

E∈∂K

δK,E
i,q,j −

3∑

l=1

τK
q,j,l cK,i,l

]⎞

⎠ ,

(16)
where the following definitions were used

η̃K
m,j =

∫

K

ΦK,mΦK,j , δK,E
i,m,j =

∫

E

ĉK,i,E

(
wK,j · nK

E

)
ΦK,m,

FK
i,m =

∫

K

fi ΦK,m, τK
m,j,l =

∫

K

ΦK,l (wK,j · ∇ΦK,m) .

(17)

The coefficients ηK
i,j are elements of the inverse matrix

(
η̃K

)−1. Note that coeffi-
cients δ and F are time dependent. In (17) the quantity ĉK,i,E is the upwinded
value of the concentration ci on the edge E with respect to the element K and
velocity v.

A discrete version of the pressure Eq. (4) is derived in a similar manner as
the discrete transport equation with additional substitution of (7) into vK,j

dpK,m

dt
=

3∑

f=1

σK
m,f pK,f +

2∑

s=1

∑

E∈∂K

λK,E
m,s p̂E,s + ΓK

m + ΣK
m , m = 1, 2, 3, (18)

where we used

σK
m,f =

−1
φKμK

3∑

q=1

ηK
m,q

8∑

j=1

8∑

l=1

αK
l,j βK

j,f

nc∑

i=1

θK,i ωK,i,q,j ,

λK,E
m,s =

1
φKμK

3∑

q=1

ηK
m,q

8∑

j=1

8∑

l=1

αK
l,j χK,E

l,s

nc∑

i=1

θK,i ωK,i,q,j ,

ΓK
m =

−ρK

φKμK

3∑

q=1

ηK
m,q

8∑

j=1

8∑

l=1

αK
l,j γK

l

nc∑

i=1

θK,i ωK,i,q,j ,

ΣK
m =

1
φK

3∑

q=1

ηK
m,q

nc∑

i=1

θK,i FK
i,q, ωK,i,q,j =

∑

F∈∂K

δK,F
i,q,j −

3∑

r=1

τK
q,j,r cK,i,r

(19)
and by θK,i we denoted the mean value of the coefficient θi over the element K.
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3.3 Iterative IMPEC

For the solution of the given non-linear problem we use the fully mass-
conservative iterative IMPEC method proposed in [8]. We made the following
change in the algorithm. In this work the pressure is initialized using the EOS
from the given concentrations pn = p(cn

i=1,...,nc
) as opposed to [8], where the

pressure pn is taken as the solution pressure from the previous time step. This
way, the error from the discretization will not cumulate as the simulation goes
on. Given a solution (cn

1 , ..., cn
nc

) at the n−th time level, to obtain pressure field
and concentrations at the (n+1)−th time level we proceed iteratively as follows.

1. Set l = 0 and pn+1,0 = pn = p(cn
1 , ..., cn

nc
), cn+1,0

i = cn
i , for i = 1, ..., nc. The

boundary values are evaluated at the (n+1)−th time level. Values of θn+1
i are

initially estimated using the EOS as θn+1,0
i = ∂p

∂ci
(cn

1 , ..., cn
nc

).
2. Repeat

(a) Set l = l + 1.
(b) The following problem is solved with the MHFEM for pressures pn+1,l,

pressure traces p̂n+1,l and velocity vn+1,l (for details see below)

φ
pn+1,l − pn

Δt
+

nc∑

i=1

θn+1,l−1
i

[
∇ ·

(
cn+1,l−1
i vn+1,l

)
− fn+1

i

]
= 0,

vn+1,l = − 1
μn+1,l−1

K
[
∇pn+1,l − ρn+1,l−1g

]
,

(20)

(c) Values of cn+1,l
i for i = 1, ..., nc are explicitly updated as (for details see

below)

φ
cn+1,l
i − cn

i

Δt
+ ∇ ·

(
cn+1,l−1
i vn+1,l

)
= fn+1

i . (21)

(d) A slope limiter for cn+1,l
i , i = 1, ..., nc, is applied.

(e) Parameters θn+1,l
i are updated using the difference formula

θn+1,l
i =

p(ξi) − p(ηi)

cn+1,l
i − cn

i

, (22)

where
ξi = (cn+1,l

1 , ..., cn+1,l
i−1 , cn+1,l

i , cn
i+1, ..., c

n
nc

),

ηi = (cn+1,l
1 , ..., cn+1,l

i−1 , cn
i , cn

i+1, ..., c
n
nc

).

Computation of p(·) in the nominator (22) is based on the EOS.
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(f) Iteration stops when max{Ep, Ec, Eθ} < δ where

Ep =
‖pn+1,l − pn+1,l−1‖2L2(Ω)

‖pn+1,l‖2L2(Ω)

,

Ec =
nc∑

i=1

‖cn+1,l
i − cn+1,l−1

i ‖2L2(Ω)

‖cn+1,l
i ‖2L2(Ω)

,

Eθ =
nc∑

i=1

‖θn+1,l
i − θn+1,l−1

i ‖2L2(Ω)

‖θn+1,l
i ‖2L2(Ω)

.

(23)

If the criterion is met we then set pn+1 = pn+1,l, vn+1 = vn+1,l and
cn+1
i = cn+1,l

i for i = 1, ..., nc. Otherwise we go back to step (a).

We now describe the step 2 of the algorithm in more details. In (b), as the
pressures pn+1,l can be eliminated, the system is solved for pressure traces p̂n+1,l

only by means of the Eqs. (14) and (18) with the time discretization as in (20).
The underlying system of linear equations for pressure traces p̂n+1,l have the
followig form

pn+1,l + D−1H1 p̂n+1,l
1 + D−1H2 p̂n+1,l

2 = D−1G,

R1 pn+1,l − M1,1 p̂n+1,l
1 − M1,2 p̂n+1,l

2 = V1,

R2 pn+1,l − M2,1 p̂n+1,l
1 − M2,2 p̂n+1,l

2 = V2,

(24)

from which the elimination of the pressures is apparent. The matrices in (24)
can be deduced from (14) and (18), see e.g. [6]. The velocity field vn+1,l is then
computed according to (6) by evaluating (7). The mean values of μn+1,l−1 and
ρn+1,l−1 are computed at (cn+1,l−1

1 , ..., cn+1,l−1
nc

). In (c), the semi-discrete equa-
tion (16) is used with the time discretization as in (21). Such time discretization
leads to an explicit scheme for cn+1,l

K,i , because only cn+1,l−1
K,i are present. Upwind

values ĉn+1,l−1
K,i,E in (20) and (21) are evaluated as follows

ĉn+1,l−1
K,i,E (x) =

⎧
⎪⎨

⎪⎩

cn+1,l−1
K,i (x), vn+1,l−1

K · nK
E (x) ≥ 0, x ∈ E

cn+1,l−1
T,i (x), vn+1,l−1

K · nK
E (x) < 0, x ∈ E /∈ ∂Ω,

cD,n+1
i (x), vn+1,l−1

K · nK
E (x) < 0, x ∈ E ⊂ Γc.

(25)

Note that concentrations cn+1,l−1
K,i or cn+1,l−1

T,i are computed using (15) on the
elements K or T , respectively. Evaluation of the difference formula in (e) is
discussed in the Sect. 4.4. For slope limiting procedure in (d), we refer the reader
to [9]. We note that the choice of the slope limiter greatly affects the convergence
behavior of the iterative IMPEC algorithm.



208 P. Gális and J. Mikyška

Fig. 2. Structure of the computational meshes for Example 1 (left), Example 2 (middle)
and Example 3 (right).

4 Numerical Examples

4.1 Example 1

Example 1 serves to verify higher-order approximation of the numerical scheme
with the use of experimental order of convergence (EOC) analysis. Let us con-
sider the following problem

∂c

∂t
+ ∇ · (cv) = 0, v = −2∇p, (26)

with the equation of state of the form p(c) = c and initial and boundary condition

c(t0,x) = B2(t0,x), x ∈ Ω,

p(t,x) = B2(t,x), x ∈ Γp, t ∈ (t0, t1),
v(t,x) · n(x) = 0, x ∈ Γv, t ∈ (t0, t1),

(27)

where Ω = [0, 40]× [0, 40] m2, t0 = 7500s, t1 = 45000s. Function Bm = Bm(t,x)
is the well-known Barenblatt solution given by

Bm(t,x) = max

{

0, t−α

(

Λ − α(m − 1)
2dm

|x|2
t2α/d

) 1
m−1

}

. (28)

In (28) we choose d = 2, m = 2, α = (m − 1 + 2/d)−1 = 1/2 and Λ = 1. We
further define the Dirichlet and Neumann boundaries as

Γp = { (x, 40) ∪ (40, y) | x ∈ (0, 40), y ∈ (0, 40) } ,

Γv = { (0, y) ∪ (x, 0) | y ∈ (0, 40), x ∈ (0, 40) } .
(29)

The EOC and errors are included in the Table 1. The computational mesh is
parametrized with a parameter h ∈ N as nk = 2×4h×4h (structured triangular
mesh). We choose Δt ∼ h−2 so that the error from the time discretization does
not interfere with the space discretization. The error is computed by interpo-
lating (28) into the basis of P1(K) for each K ∈ Th. Tolerance for the stopping
criterion (23) is chosen as δ = 1.49 × 10−12.
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Table 1. Experimental order of convergence and errors at time t1 for Example 1.

h Δt ||Eh||L1 EOC1 ||Eh||L2 EOC2 ||Eh||L∞ EOC∞

4 18.75 5.2228 × 10−3 1.3792 × 10−4 3.6610 × 10−6

8 4.6875 1.1837 × 10−3 2.1415 3.1263 × 10−5 2.1413 8.6644 × 10−7 2.0791

16 1.1719 2.9109 × 10−4 2.0238 7.6769 × 10−6 2.0258 2.1072 × 10−7 2.0398

32 2.9297 × 10−1 7.3970 × 10−5 1.9764 1.9481 × 10−6 1.9785 5.1956 × 10−8 2.0199

64 7.3242 × 10−2 1.7480 × 10−5 2.0812 4.6140 × 10−7 2.0780 1.2901 × 10−8 2.0099

128 1.8311 × 10−2 5.2721 × 10−6 1.7293 1.3844 × 10−7 1.7368 3.2146 × 10−9 2.0047

4.2 Example 2

In Example 2, we will try to reproduce numerical results in [15]. Let us consider
a reservoir Ω = [0, 50] × [0, 50] m2 with porosity φ = 0.2 and permeability
K = 10−14I m2 at initial pressure p = 5 × 106 Pa and temperature T = 397 K
in a horizontal position with g = (0, 0) m/s2 or vertical position with g =
(0,−9.81) m/s2 initially filled with propane. In the corner {(x, y)| 0 ≤ x ≤
1.25, 0 ≤ y ≤ 1.25−x} pure methane with concentration (molar density) cinj =
42.2896 mol/m3 is injected with the injection rate r = 3.90625 × 10−4 m3/s.
Mixture of propane and methane is produced on the boundary {(x, 50)| 48.75 ≤
x ≤ 50}∪{(50, y)| 48.75 ≤ y ≤ 50} where pressure p = 5×106 Pa is maintained.
The rest of the boundary is impermeable, i.e. zero Neumann condition vN = 0
is imposed. Relevant data for the Peng-Robinson EOS are taken over from [15]
and listed in Table 2. The binary interaction coefficient of the methane-propane
is k12 = 0.0365. The mesh consists of 2 × 40 × 40 triangular elements. The
time step is chosen constant Δt = 6000s for both horizontal and vertical case.
Tolerance for the stopping criterion (23) is chosen as δ = 1.49 × 10−7.

Fig. 3. Contours of methane from Example 2 with g = (0, 0) at the time t = 6 × 106s
(left), t = 24 × 106s (middle) and t = 48 × 106s (right).

4.3 Example 3

In Example 3, we will try to reproduce numerical results of the Example 6.5 in
[8]. Let us consider a reservoir Ω = [0, 50]× [0, 50] m2 with porosity φ = 0.2 and
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Fig. 4. Contours of methane from Example 2 with g = (0,−9.81) at the time t =
6 × 106s (left), t = 12 × 106s (middle) and t = 21.6 × 106s (right).

Table 2. Peng-Robinson EOS parameters for the Example 2.

Component pci [Pa] Tci [K] Vci [m3mol−1] Mi [kg mol−1] ωi [-]

1 (methane) 4.58373 · 106 1.89743 · 102 9.897054 · 10−5 1.62077 · 10−2 1.14272 · 10−2

2 (propane) 4.248 · 106 3.6983 · 102 2.000001 · 10−4 4.40962 · 10−2 1.53 · 10−1

permeability distribution

K =

{
2000 mD × I, {(x, y)|x ∈ (12.5, 37.5), y ∈ (17.5, 18.75) ∪ (30, 31.25)}
10 mD × I, elsewhere,

at initial pressure p = 1.5 × 105 Pa and temperature T = 554.8 K initially
filled with propane. On the whole west boundary {(0, y)| 0 ≤ y ≤ 50} the
mixture of methane and ethane with total concentration (molar density) cinj =
32.527 mol/m3 is injected with the injection rate r = 3.17 × 10−6 m3/s. Molar
fractions of the injecting mixture are 0.8 for methane and 0.2 for the ethane.
The mixture is produced on the whole east boundary {(50, y)| 0 ≤ y ≤ 50}
where pressure p = 1.5 × 105 Pa is maintained. The rest of the boundary is
impermeable, i.e. zero Neumann condition vN = 0 is imposed. Relevant data
for the Peng-Robinson EOS are taken over from [5] and listed in Table 3. The
binary interaction coefficients are k12 = −0.0026 for the methane-ethane, k13 =
0.014 for the methane-propane and k23 = 0.011 for the ethane-propane. For the
viscosity, the Lee-Gonzalez model [10] is selected. The mesh and the convergence
criterion is the same as for Example 2.

4.4 Update of θ Parameter

When computing parameters θi, we have to deal with special case cn+1,l
i → cn

i

for which the denominator in (22) approaches zero. In [8] this is treated in
the following perturbation manner. If |cn+1,l

i | < ε and |cn+1,l
i − cn

i | < ε, that
is cn+1,l

i and cn
i are both close to zero, we then set cn+1,l

i := cn
i + ε. Else if

|cn+1,l
i − cn

i | < ε|cn+1,l
i |, that is cn+1,l

i and cn
i are close to each other, we set
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Fig. 5. Contours of propane from Example 3 at the time t = 17.4 × 106s (left), t =
52.2 × 106s (middle) and t = 86.4 × 106s (right).

Table 3. Peng-Robinson EOS parameters for the Example 3.

Component pci [Pa] Tci [K] Vci [m3kg−1] Mi [kg mol−1] ωi [-]

1 (methane) 4.604 · 106 1.9058 · 102 6.17284 · 10−3 1.62077 · 10−2 0.04348 · 10−1

2 (ethane) 4.880 · 106 3.0542 · 102 4.92611 · 10−3 3.070 · 10−2 1.0109 · 10−1

3 (propane) 4.250 · 106 3.6982 · 102 4.608295 · 10−3 4.40962 · 10−2 1.5788 · 10−1

cn+1,l
i := cn

i + εcn+1,l
i . These perturbations are used for the parameter update

step only. When all the updates are done, the values of cn+1,l
i are reset to their

original values. The ε value is chosen as the square root of machine precision. In
this paper, we try to pursuit this problem with the use of

lim
cn

i →cn+1,l
i

θn+1,l
i =

(
∂p

∂ci

)

(cn+1,l
1 , ..., cn+1,l

i−1 , cn+1,l
i , cn

i+1, ..., c
n
nc

). (30)

In Fig. 6 we compare both approaches by plotting the numbers of iterations which
are needed to converge at each time level in the step 2 of the iterative IMPEC
algorithm in Example 2. The tolerance for the stopping criterion (23) is chosen
as δ = 1.49 × 10−7. From the given comparison we concluded, that the formula
(30) can be utilized as well as the perturbation treatment given in [8]. If we
choose stronger tolerance for the stopping criterion (e.g. δ = 1.49 × 10−8), then
the iterative IMPEC algorithm would have trouble satisfying stopping criterion
for Eθ as can be seen in Fig. 7. The problem is that even though concentrations
converge with respect to the stopping criterion, the error Eθ does not further
decrease.
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Fig. 6. Number of iteration needed to converge at each time level using perturbation
(top) and limit (30) (bottom) approaches. Tolerance δ = 1.49 × 10−7 is chosen.

Fig. 7. Error Eθ (top) and number of iteration needed to converge (bottom) at each
time level for the tolerance δ = 1.49 × 10−8. In the later stage of the simulation the
convergence criterion is not satisfied for many time steps as the Eθ does not decrease.

5 Conclusions

In this work we have shown how to extend modeling of the multicomponent
compressible single-phase Darcy flow in porous media based on the combination
of MHFEM and DG methods to a higher-order approximation scheme. The main
extension is the use of the higher-order Raviart-Thomas space for the approx-
imation of the velocity field. The system of nonlinear algebraic equations for
concentration, pressure and velocity fields obtained by combining the MHFEM
and DG is solved with the fully mass-conservative iterative IMPEC scheme in
which the given equation of state is incorporated through the pressure equa-
tion with an additional nonlinear parameter. Three numerical experiments were
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performed. The first example gave a proof of the expected second order approx-
imation in space through the computation of EOC. The second and the third
examples were taken over from the literature to verify the correctness of the
code. In the second example the outcome was positive and we obtained the
same results. In the third example we obtained different results from the orig-
inal authors. We believe that such outcome is only a consequence of different
interpretation of the source terms. In the experiments, the proposed derivative
approach was used in the update of the pressure equation parameters which
slightly improved the convergence of the method. In the future work, we would
like to improve the current model with the inclusion of a diffusive term in the
transport equations and with the higher-order time discretization.

References
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Abstract. This paper deals with the development of a stable and effi-
cient unified finite element method for the numerical solution of thermal
Darcy flows with variable viscosity. The governing equations consist of
coupling the Darcy equations for the pressure and velocity fields to a
convection-diffusion equation for the heat transfer. The viscosity in the
Darcy flows is assumed to be nonlinear depending on the temperature
of the medium. The proposed method is based on combining a semi-
Lagrangian scheme with a Galerkin finite element discretization of the
governing equations along with an robust iterative solver for the asso-
ciate linear systems. The main features of the enhanced finite element
algorithm are that the same finite element space is used for all solu-
tions to the problem including the pressure, velocity and temperature. In
addition, the convection terms are accurately dealt with using the semi-
Lagrangian scheme and the standard Courant-Friedrichs-Lewy condition
is relaxed and the time truncation errors are reduced in the diffusion
terms. Numerical results are presented for two examples to demonstrate
the performance of the proposed finite element algorithm.

Keywords: Thermal Darcy flows · Unified finite elements ·
Semi-Lagrangian method · Moving fronts

1 Introduction

In the present study, given a bounded two-dimensional domain Ω ⊂ R
2 with

Lipschitz continuous boundary Γ and a time interval [0, T ], we focus on solving
a time-dependent heat equation coupled with the Darcy equations. For all (x, t)
in the domain Ω × [0, T ], the governing equations read
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ν(Θ)u + ∇p = f(Θ), in Ω,

∇ · u = 0, in Ω, (1a)
DΘ

Dt
− κ∇2Θ = g(x, t), in Ω, (1b)

where u is the velocity field, p the pressure and Θ the fluid temperature. In the
Darcy equations (1a), ν is the variable viscosity and f the force density which
both are dependent on the temperature. In the heat equation (1b), κ is the
thermal diffusivity coefficient supposed to be a positive constant, g an external
source term and

DΘ

Dt
=

∂Θ

∂t
+ u · ∇Θ, (1c)

is the total derivative which measures the temperature rate of change along the
trajectories of the fluid particles known by characteristic curves. The system of
Eqs. (1a)–(1b) is equipped with an initial condition

Θ(x, 0) = Θ0(x), in Ω, (1d)

as well as given boundary conditions. In view of simplification, homogeneous
Dirichlet boundary conditions are considered for the pressure and temperature,
while a no-slip boundary condition is prescribed on the velocity:

p = 0 and u · n = 0, on Γ, (1e)
Θ = 0, on Γ, (1f)

where n is the unit outward normal vector on the boundary Γ . Notice that
the present study easily extends to different types of boundary conditions with-
out major conceptual changes in the formulation. It should be stressed that the
system of Eqs. (1) has been widely used in the literature to model several appli-
cations of fluid mechanics such as transport of contaminants in saturated zones
and aquifers, heat explosion problems in the chemical industry, nuclear waste
and carbon dioxide geological storage, see [2,10,11,20,26,27] among others. In
bio-medical fields, the model has also been used to study the so-called bio-heat
transfer, the arterial and venous blood flows by considering the human body
as a deformable porous medium, see for instance [21,22,30]. While the math-
ematical theory and existence of a weak solution for the problem (1) is well
developed in the literature [9,17], the numerical resolution is still challenging for
several reasons. Especially, when the diffusion term is negligible in comparison
with the convective term. In such a case, the numerical solution give rise to seri-
ous computational difficulties by generating either non-physical oscillations or
numerical dissipation in the presence of steep fronts and shocks, see for instance
[12,13,24,28].

Numerical techniques used to deal with these difficulties include Eulerian
finite element methods which are usually easy to implement. However, most
Eulerian methods use fixed grids and incorporate some upstream weighting in
their formulations to stabilize spatial discretization. In addition, time trunca-
tion errors dominate their solutions and are subject to the Courant-Friedrichs-
Lewy (CFL) stability conditions, which impose a sever restriction on the size
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of the time steps taken in numerical simulations. In the current work, we use a
semi-Lagrangian finite element method to deal with the transport equation in
(1). This class of methods has been used for solving many convection-dominated
flow problems, see for example [12,13,23,24,26,27]. The main advantage in these
methods is that they allow to convert the temperature equation in (1) from an
Eulerian description to a semi-Lagrangian one in terms of the particle trajecto-
ries, also known as characteristics, and to treat the transport part (1c) separately
in the finite element discretization. Thus, the time derivative and the convection
terms are combined as a directional derivative along the particles trajectories,
leading to a characteristic time-stepping procedure. This results in a substantial
reduction in the computational cost and in the time truncation errors. More-
over, the semi-Lagrangian scheme offers the possibility of using time steps that
exceed those allowed by the stability CFL condition for the conventional Eule-
rian methods, see [14–16,26] for further details. Next, to improve the accuracy
of the enhanced method, we use a stabilization technique proposed by [5] for
spatial discretization of Darcy equations. The main advantage of this technique
is that it allows the use of equal-order finite element approximations for all solu-
tions in the problem and thus, it does not require the use of mixed formulations
such as those widely employed in the literature, see for instance [1,25]. In [5], it
was shown that the stabilization method is unconditionally stable and it allows
to achieve optimal accuracy with respect to solution regularity.

This paper is organized as follows. Formulation of the proposed semi-La-
grangian finite element method is presented in Sect. 2. Section 3 is devoted to
numerical results for two test examples for coupled Darcy-heat problems. Con-
cluding remarks are presented in Sect. 4.

2 Semi-Lagrangian Finite Element Method

Let Ωh ⊂ Ω̄ = Ω∪Γ denotes a quasi-uniform partition of Ω into triangular finite
elements Kj with the partition step h. We define the conforming finite element
space for the temperature and pressure as

Vh =
{

vh ∈ C0(Ω) : vh

∣∣
Kj

∈ Pk(Kj), ∀ Kj ∈ Ωh

}
,

where Pk(Kj) is the space of complete polynomials of degree k, k ≥ 2, on each
element Kj . We also define the conforming finite element space Vh = (Vh)2 for
the velocity field. For time discretization, we divide the time interval [0, tN ] into
N equal subintervals [tn, tn+1] with length Δt = tn+1 − tn for n = 0, 1, . . . , N .
Then, we formulate the finite element solutions to un(x), pn(x) and Θn(x) as

un
h(x) =

∑M

j=1
Un

j ◦ ϕj(x), pn
h(x) =

∑M

j=1
P n

j φj(x), Θn
h(x) =

∑M

j=1
T n

j φj(x),

(2)
were the symbol ◦ denotes the hadamard product that produces vectors through
element-by-element multiplication of the original two vectors. In (2), Un

j , Pn
j and

T n
j are the corresponding nodal values of un

h(x), pn
h(x) and Θn

h(x) respectively
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defined by Un
j = un

h(xj), Pn
j = pn

h(xj) and T n
j = Θn

h(xj), with {xj}M
j=1 being

the set of mesh points in the partition Ωh, {ϕj}M
j=1 = {(φj , φj)}M

j=1 and {φj}M
j=1

are the basis vectors and functions of Vh and Vh respectively given by the
Kronecker delta symbol.

Next, we define the functional spaces that are useful for the existence and
uniqueness of the solution of problem (1). We introduce the Hilbert space

H1
0 (Ω) =

{
v ∈ H1(Ω) : v|Γ = 0

}
.

We also define the space L2
0(Ω) of all square integrable functions with vanishing

mean as

L2
0(Ω) =

{
w : Ω −→ R :

∫

Ω

wdΩ = 0
}

.

We define the following inner product and norm in L2(Ω):

(w, v) =
∫

Ω

wv dΩ and ‖v‖L2(Ω) = (v, v)
1
2 , ∀ w, v ∈ L2(Ω).

We recall the standard space:

H0 (div,Ω) =
{
v ∈ H(div,Ω) : (v · n)

∣∣∣
Γ

= 0
}

.

To approximate the velocity and pressure solutions of the Darcy equations (1a),
we shall need the equal-order finite element pair (Sh, Qh) defined as

Sh = Vh ∩ H0 (div,Ω) and Qh = Vh ∩ L2
0(Ω). (3)

We also introduce the necessary finite element space Rh to approximate the
temperature solution of the heat equation (1b) as

Rh = Vh ∩ H1
0 (Ω) . (4)

Notice that the spaces introduced above are necessary to prove the existence
and uniqueness of the solution of problem (1), see for instance [4,5,26].

2.1 Solution of the Darcy-Heat Problem

As in most finite element methods, we start with the weak formulation that
reads as: Find (u, p, Θ) in H0 (div,Ω) × L2

0(Ω) × H1
0 (Ω) such that∫

Ω

ν(Θ)u · s dΩ −
∫

Ω

p∇ · s dΩ =
∫

Ω

f(Θ) · s dΩ, ∀ s ∈ H0(div,Ω),

(5a)∫

Ω

q ∇ · u dΩ = 0, ∀ q ∈ L2
0(Ω),

∫

Ω

DΘ

Dt
r dΩ + κ

∫

Ω

∇Θ · ∇r dΩ =
∫

Ω

gr dΩ, ∀ r ∈ H1
0 (Ω). (5b)
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Note that it is evident to prove that any triplet (u, p, Θ) in H0(div,Ω)×L2
0(Ω)×

H1
0 (Ω) solving the problem (1) in the sense of distributions in Ω is a solution of

the weak problem (5), see [8,26] for more details. To approximate the velocity,
pressure and temperature solutions of system (5a), we use the equal-order finite
element spaces Sh, Qh and Rh defined in (3) and (4), respectively. Note that
equations (5a) can also be rewritten as

A (uh, sh) − B (ph, sh) = Lf (sh) , ∀ sh ∈ Sh,

(6)
B (qh,uh) = 0, ∀ qh ∈ Qh,

where A, B are the bilinear forms and Lf is the linear form defined as

A(uh, sh) =
∫

Ω

ν(Θ)uh · sh dΩ, B(ph, sh) =
∫

Ω

ph∇ · sh dΩ,

Lf (sh) =
∫

Ω

f(Θh) · sh dΩ.

It should also be noted that stable and accurate solutions of the discrete problem
(6) are obtained for discrete spaces Sh and Qh satisfying the known discrete inf-
sup condition [7]. However, the velocity-pressure space (Sh, Qh) does not verify
the inf-sup condition associated with the mixed form (6), see [5,6,19] for further
details. Then, the discrete weak problem is not stable, which makes it necessary
to opt for a stabilization technique. To deal with it, we use a polynomial pressure-
projection stabilization method which makes that the pair (Sh, Qh) verifies a
stabilized form of the inf-sup condition [4,5]. Thus, the stabilized weak form of
equations (5a) reads as : Find (uh, ph) ∈ Sh × Qh such that

A (uh, sh) − B (ph, sh) = Lf (sh) , ∀ sh ∈ Sh,

(7)
B (qh,uh) = D (ph, qh) , ∀ qh ∈ Qh,

where D is the bilinear form defined as

D (ph, qh) =
∫

Ω

(ph − Πk−1ph) (qh − Πk−1qh) dΩ.

Here, Πk−1 is the projection operator Πk−1 : L2(Ω) −→ [P ]k−1 defined as

Πk−1(p) = arg min
1
2

∫

Ω

(Πk−1q − p)2 dΩ, ∀q ∈ [P ]k−1 , (8)

with [P ]k−1 being the discontinuous polynomial space:

[P ]k−1 =

{
q ∈ L2(Ω) : q

∣∣∣∣
Kj

∈ Pk−1(Kj), ∀ Kj ∈ Ωh

}
.



220 L. Salhi et al.

Next, we use the modified method of characteristics to solve the heat equation
(5b). The main idea is to treat the transport term (1c) of equation (5b) in
Lagrangian, and separately in the finite element discretization. Then, the new
temperature solution is approximated at each time subinterval [tn, tn+1] using
the characteristic curves, also known as the departure points, associated with
the material derivative (1c). These characteristic curves are the solutions of the
ordinary differential equations

dX(x, tn+1; t)
dt

= u (X(x, tn+1; t), t) , ∀ (t,x) ∈ [tn, tn+1] × Ω̄,

(9)
X(x, tn+1; tn+1) = x.

The existence and uniqueness of the solution of (9) for all times t are established,
see for instance [18]. To obtain the departure points {Xn

hj} for each mesh point
xj , j = 1, . . . , M , we use the algorithm proposed in [29] which accurately solves
(9) with a second-order accuracy. We write the solution of (9) in the form of

Xn
hj = xj − αhj , j = 1, . . . , M, (10)

where the displacement αhj is calculated by the iterative procedure

α
(0)
hj =

Δt

2

(
3un

h (xj) − un−1
h (xj)

)
,

(11)

α
(k+1)
hj =

Δt

2

(
3un

h

(
xj − 1

2
d
(k)
hj

)
− un−1

h

(
xj − 1

2
d
(k)
hj

))
, k = 0, 1, . . . .

To evaluate values of the approximate velocities in (11), we first identify the
mesh element K̂j where xj − 1

2α
(k)
hj resides. Then, a finite element interpolation

on K̂j is performed according to (2). Thus, assuming that the pairs (Xn
hj , K̂j)

along with the mesh point values
{
T n

j

}
are known for all j = 1, . . . , M , we can

approximate the values
{

T̂ n
j

}
by

T̂ n
j := Θn

h(Xn
hj) =

M∑
k=1

Tkφ(Xn
hj). (12)

The solution
{

Θ̂n
h

}
of the heat equation (1b) is then obtained by

Θ̂n
h(x) =

M∑
j=1

T̂ n
j φj(x). (13)

Notice that (12) and (13) are respectively, the local and global approximations
of the solutions Θn

h at the departure points Xn
hj .
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2.2 Time Integration Procedure

For time integration, we use a second-order semi-implicit Crank-Nicolson scheme.
Then, we obtain the discretization of the Darcy-heat problem (5) as: Find(
un+1

h , pn+1
h , Θn+1

h

)
in Sh × Qh × Rh such that

∫

Ω

ν(Θ̂n
h)un+1

h · sh dΩ −
∫

Ω

pn+1
h ∇ · sh dΩ =

∫

Ω

f (Θ̂n
h) · sh dΩ, ∀ sh ∈ Sh,

∫

Ω

qh ∇ · un+1
h dΩ =

∫

Ω

(
pn+1

h − Πk−1p
n+1
h

)
(qh − Πk−1qh) dΩ, ∀ qh ∈ Qh,

(14a)
∫

Ω

Θn+1
h − Θ̂n

h

Δt
rh dΩ +

κ

2

∫

Ω

∇Θn+1
h · ∇rh dΩ =

∫

Ω

gn
hrh dΩ

+
κ

2

∫

Ω

∇Θ̂n
h · ∇rh dΩ, ∀ r ∈ Rh,

(14b)

where Θ̂n
h are the characteristics curves obtained by (13) and gn

h the function
given by

gn
h =

1
Δt

∫ tn+1

tn

gh(s) ds.

For the existence and uniqueness of the solution of (14), we consider the following
assumptions:

Assumption 1. The functions ν, f and g are assumed to verify:

1. ν is Lipschitz continuous and there exist two strictly positive constants ν1 and
ν2 such that

ν1 ≤ ν(ξ) ≤ ν2, ∀ ξ ∈ R.

2. f is Lipschitz with respect to its variable Θ, i.e.,

‖f(Θ)‖L∞(0,T ;L2(Ω)d) ≤ cf ‖Θ‖L∞(0,T ;L2(Ω)d) ,

where cf is a positive constant.
3. g ∈ L2

(
0, T ;L2(Ω)

)
.

Assumption 2. For all p ∈ L2(Ω), the operator Πk−1 defined in (8) is assumed
to satisfy:

1. Πk−1: L2(Ω) −→ L2(Ω) is continuous and

‖Πk−1p‖L2(Ω) ≤ c ‖p‖L2(Ω) , (15)

where c is a positive constant independent of h.
2. The properties of Πk−1 must be augmented by the approximation

‖p − Πk−1p‖L2(Ω) ≤ c′h |p|H1(Ω) , (16)

where c′ is a positive constant independent of h.
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Thus, for the a priori bounds for the numerical solutions, we have the follow-
ing Theorem:

Theorem 1. At each time step tn and for given Θ̂n
h ∈ Rh, problem (14) has a

unique solution (un+1
h , pn+1

h , Θn+1
h ) in Sh × Qh × Rh that verifies the following

bounds:

∥∥un+1
h

∥∥2

L2(Ω)d
≤

(
cf

ν1

)2 ∥∥∥Θ̂n
h

∥∥∥
2

L2(Ω)d
+ ch2

∣∣pn+1
h

∣∣2
H1(Ω)

, (17)

∥∥Θn+1
h

∥∥
L2(Ω)

−
∥∥∥Θ̂n

h

∥∥∥
L2(Ω)

≤ Δt ‖gn
h‖L2(Ω) , (18)

where c is a positive constant independent of h.�
Proof. It is clear that the Darcy equations (7) have a unique solution since they
satisfy the stabilized inf-sup condition [4,5]. Let a and b be two real numbers.
For any positive real number ε, we have the well-known Young’s inequality

ab ≤ 1
2ε

a2 +
1
2
εb2. (19)

By testing equations (14a) with sh = uh and qh = ph and using the Cauchy-
Schwarz inequality and (19) with ε = ν1

cf
, along with Assumptions 1 and 2, we

immediately derive (17).
Next, knowing un

h ∈ Sh and thus Θ̂n
h , the heat equation (14b) admits also

a unique solution Θn+1
h ∈ Rh. Thus, if we take rh = Θn+1

h + Θ̂n
h in (14b), we

obtain and use the Cauchy-Schwarz and triangle inequalities, we easily get the
inequality (18). �

It is clear that the heat equation (14b) gives rise to the linear system form
(
[M] +

Δt

2
[S]

)
T n+1 = [M]

(
T̂

n
+ Δt Gn)

)
− Δt

2
[S] T̂

n
, (20)

with T n+1 =
(
T n+1
1 , . . . , T n+1

M

)T
, T̂

n
=

(
T̂ n
1 , . . . , T̂ n

M

)T

and Gn =

(gn
1 , . . . , gn

M )T being the source term vector. Here, [M] and [S] are the mass
and stiffness matrices whose elements are given respectively by

mij =
∫

Ω

φjφi dΩ, sij =
∫

Ω

∇φj∇φi dΩ, i, j = 1, . . . , M.

Thus, the solution of the coupled Darcy-heat problem (1) can be reformulated
in matrix form as

⎛
⎜⎜⎜⎜⎜⎜⎝

[A] [B] [O]

[B]T [D] [O]

[O] [O]
[
M̂

]

⎞
⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎝

U

P

T

⎞
⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎝

F

O

R̂

⎞
⎟⎟⎟⎟⎟⎟⎠

, (21)
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Algorithm 1
1: Assemble and store the matrices associated to the linear system (21).
2: while tn+1 ≤ T do
3: for each mesh element Kj do
4: Calculate the departure point Xn

j using the algorithm (11).

5: Search-locate the mesh element K̂j where Xn
j belongs.

6: Evaluate the solutions Θ̂n
j = Θn(Xn

j ) using (12).
7: end for
8: Assemble and store the right-hand sides associated to the linear system (21).
9: Compute the solution of (1) by solving the linear system (21).

10: end while

where U, P and T are M -valued vectors with unknowns entries Un
j , Pn

j and T n
j

(j = 1, . . . , M), respectively, as defined in (2). In (21), [O] is the M square zero
matrix, [A], [B] and [D] are square M × M -valued matrices whose elements
entries, according to (7), are respectively given by

aij =
∫

Ω

ϕj · ϕi dΩ, bij = −
∫

Ω

φj(∇ · ϕi) dΩ,

dij =
∫

Ω

(φj − Πk−1φj) (φi − Πk−1φi) dΩ,

where i, j = 1, . . . , M , and
[
M̂

]
is the matrix given by

[
M̂

]
= [M] + Δt

2 [S]. In
the right-hand side of (21), F is the M -valued vector with entries

Fj =
∫

Ω

f(T̂ n
j ) · ϕi dΩ, i, j = 1, . . . , M,

O is the zero vector in R
M and R̂ is the right-hand side of (20).

To summarize, the implementation of the proposed semi-Lagrangian unified
element method for solving the coupled Darcy-heat equations (1) is carried out
following the steps in Algorithm 1. Note that, since only the right-hand side of
the linear system (21) changes at subsequent time steps, it is convenient to use a
Cholesky factorization at the first time step thus the solution is reduced into sub-
sequent forward and backward substitutions. This can significantly increase the
efficiency when a large number of time steps is required, compared to updating
the matrix and fully solving the system at every time step.

3 Numerical Experiments

To validate the accuracy and performance of the proposed semi-Lagrangian finite
element method, we present numerical results for two coupled Darcy-heat prob-
lems. All the computations are performed using unstructured triangular meshes
with different element densities and by using the quadratic P2 elements for all the
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solutions in the model (1). The obtained linear system of algebraic equations (21)
is solved using the conjugate gradient solver with incomplete Cholesky decompo-
sition. Moreover, all stopping criteria for iterative solvers are set to 10−7 which
is small enough to guarantee that truncation errors in the algorithm dominate
the total numerical errors.

3.1 Accuracy Coupled Darcy-Heat Problem

In this test example, We consider the following time-dependent coupled Darcy-
heat equations

ν(Θ)u + ∇p =
(
Θ + f(x, y, t)

)
j, (x, y, t) ∈ Ω × [0, T ],

∇ · u = 0, (x, y, t) ∈ Ω × [0, T ], (22)
∂Θ

∂t
+ u · ∇Θ − κ∇2Θ = g(x, y, t), (x, y, t) ∈ Ω × [0, T ],

supplemented with the following initial condition

Θ(x, y, 0) = 0 (x, y) ∈ Ω. (23)

In (22), j = (0, 1)� is the unit vector in the upward direction, Ω = [0, 3] × [0, 3],
and ν(Θ) = Θ+1. The functions f(x, y, t) and g(x, y, t) are calculated such that
the exact solution of (22) is given by

u(x, y, t) = e−t/4curlψ, p(x, y, t) = (t + 1) cos(
π

3
x) cos(

π

3
y),

Θ(x, y, t) = sin(t)x2(x − 3)2y2(y − 3)2,

where the function ψ is defined as

ψ(x, y, t) = e−3
(
(x−1)2+(y−1)2

)
.

In our numerical simulations, the diffusion coefficient value is κ = 5 × 10−4 and
the time step Δt = 0.05. Table 1 shows the averaged number of iterations in
the linear solver, the relative L2-errors and convergence rates at time t = 1 for
the pressure p, the velocity u = (u, v)� and the temperature Θ using differ-
ent structured meshes with uniform step h. It is obvious that, increasing the
mesh density in the numerical simulations results in a decrease in the number
of iterations needed for the linear solver and in the relative L2-error for all vari-
ables and thus, a good approximation for the pressure, velocity and temperature
solutions at the time in question. As expected, the proposed semi-Lagrangian
finite element method converges at about the same rate for all meshes and for
all solutions confirming a second-order accuracy.
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Table 1. Relative L2-error and convergence rates obtained for the pressure, velocity
and temperature solutions in the accuracy test example of the coupled Darcy-heat
problem at time t = 1.

h Iter Pressure p Velocity u Velocity v Temperature Θ

L2-error Rate L2-error Rate L2-error Rate L2-error Rate
1
16

14.2 1.897561E-03 — 5.88932E-01 — 6.85811E-01 — 1.59171E-02 —
1
32

13.6 5.26369E-04 1.85 1.56710E-01 1.91 1.18123E-01 1.92 4.17711E-03 1.93
1
64

12.1 1.44001E-04 1.87 4.14113E-02 1.92 3.03099E-02 1.93 1.05886E-03 1.98
1

128
11.1 3.75290E-05 1.94 1.06439E-02 1.96 7.73669E-03 1.97 2.66556E-04 1.99

1
256

10.7 9.18917E-06 2.03 2.64259E-03 2.01 1.90754E-03 2.02 6.57216E-05 2.02

3.2 Moving Thermal Front Past an Array of Cylinders

In this second example, we consider a problem of moving thermal front in a
channel past an array of circular cylinders. We present the numerical solution
of the system of equations (1) in a channel of length L = 4 and height H = 1.
The channel consists of 16 circular cylinders with equal diameter and uniformly
distributed in the second quarter of the channel at the domain [1, 2] × [0, 1].
In [3], a similar computational domain was considered but with square-shaped
obstacles, and in order to study the incompressible Navier-Stokes equations.
Here, no-slip boundary condition is imposed at all cylinder walls. The left and
right vertical walls are respectively, at dimensionless temperatures Θ = 0.5 and
Θ = −0.5 whereas, the top and bottom walls are insulated. Initially, the flow is
at cold rest i.e., u = 0 and Θ = −0.5. In our simulations, a non-linear viscosity
defined by ν (Θ) = sin(Θ) + 2 is used in (1), the source terms f = 0 and
g = 0. In order to ensure accuracy and efficiency in the numerical method, we
use the unstructured triangular mesh depicted in Fig. 1 with 12224 elements and
25295 nodes in our simulations. To approximate the temperature, velocity and
pressure solutions, we use the quadratic P2 finite elements. In Fig. 2 and Fig. 3,
we display the results obtained for the temperature and velocity fields at four
different instants namely, t = 1, t = 3, t = 5 and t = 7. To examine effects of
diffusion in the moving thermal front past the cylinders, we present numerical
results for three different values taken for the diffusion coefficient, κ = 10−2, 10−3

and 5 × 10−4. For a better insight, Fig. 4 illustrates the vertical cross-sections
at x = 2.05 of the temperature and the u-velocity at time t = 5 using the
considered diffusion coefficient. It is clear that the cross-sections in Fig. 4 show
good symmetry in the numerical simulations. Similar features, not presented
here, have been obtained at other locations in the channel using different values
of κ. The results clearly illustrate the influence of the diffusion variation on both
the temperature patterns and velocity fields.
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Fig. 1. Mesh used for the moving thermal front past an array of 16 cylinders of equal
radius R = 0.125 uniformly distributed in a channel of length L = 4 and height H = 1.
Here, the mesh contains 12224 triangular elements and 25295 nodes.

Fig. 2. Results for temperature for ν(Θ) = sin(Θ) + 2. From left to right: t = 1, t = 3,
t = 5 and t = 7. From top to bottom: κ = 0.01, κ = 0.001, and κ = 0.0005.

Fig. 3. Results for velocities for ν(Θ) = sin(Θ) + 2. From left to right: t = 1, t = 3,
t = 5 and t = 7. From top to bottom: κ = 0.01, κ = 0.001, and κ = 0.0005.

Indeed, when the diffusion coefficient κ decreases, the transport speed
increases with the size of the thermal front exhibiting steep gradients with differ-
ent magnitudes, thin boundary layer, and separating shear layers. It is also worth
noting that when the diffusion value is set to κ = 5 × 10−4, the flow becomes
convection-dominated and steep fronts along with shock solutions appear in
the temperature solution. For the considered Darcy-heat problem, these results
obviously show that the small complex structures of the temperature being well
captured by the proposed semi-Lagrangian finite element method. In fact, the
computed solutions remain stable and highly accurate even when a relatively
coarse mesh is used, and the numerical resolution does not require the use of
small time steps and mixed finite element discretizations.
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Fig. 4. Vertical cross-sections obtained in the channel at x = 2.05 for the temperature
(left plot) and the u-velocity (right plot) for the Darcy-heat problem at time t = 5
using different diffusion coefficient values κ = 10−2, 10−3 and 5 × 10−4.

4 Conclusions

In this study, we have presented a semi-Lagrangian finite element method for
the numerical solution of time-dependent Darcy-heat problems. The governing
equations consist of a nonlinear Darcy problem, with a variable viscosity, for the
flow field and pressure coupled with a time-dependent convection-diffusion equa-
tion for the heat transfer. The enhanced method consists of coupling the semi-
Lagrangian approach with a Galerkin finite element discretization on unstruc-
tured grids. To stabilize the solutions, we use a polynomial pressure-projection
stabilization approach enabling the use of equal-order finite element approxi-
mations for all solutions in the coupled problem. The proposed method avoids
mixed finite element formulations which generally require a higher computa-
tional cost for mesh generation and element matrix assembly. In our numerical
simulations, we use the P2-type polynomials to formulate the finite element
solutions. However, the method can also be extended to the use of higher order
polynomials based on a similar formulation. Numerical results have been pre-
sented for a test example with known exact solutions. The method has also been
applied for solving a moving thermal front problem past an array of cylinders
using different diffusion values. The presented results support our expectations
for an accurate and stable behaviour for all transport regimes considered. Future
work will concentrate on the extension of this method to Darcy-heat problems
in three-dimensional domains using high-order finite element discretizations on
unstructured meshes.
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Abstract. A highly efficient multilevel adaptive Lagrange-Galerkin
finite element method for unsteady incompressible viscous flows is pro-
posed in this work. The novel approach has several advantages including
(i) the convective part is handled by the modified method of charac-
teristics, (ii) the complex and irregular geometries are discretized using
the quadratic finite elements, and (iii) for more accuracy and efficiency a
multilevel adaptive L2-projection using quadrature rules is employed. An
error indicator based on the gradient of the velocity field is used in the
current study for the multilevel adaptation. Contrary to the h-adaptive,
p-adaptive and hp-adaptive finite element methods for incompressible
flows, the resulted linear system in our Lagrange-Galerkin finite element
method keeps the same fixed structure and size at each refinement in
the adaptation procedure. To evaluate the performance of the proposed
approach, we solve a coupled Burgers problem with known analytical
solution for errors quantification then, we solve an incompressible flow
past two circular cylinders to illustrate the performance of the multilevel
adaptive algorithm.

Keywords: Incompressible Navier-Stokes equations · Finite element
method · Lagrange-Galerkin method · L2-projection · Adaptive
algorithm

1 Introduction

Unsteady incompressible viscous flows use in their modelling the Navier-Stokes
equations with the property that the convective terms are distinctly more dom-
inant than the diffusive terms especially when the Reynolds numbers reach high
values. At high Reynolds numbers, the convective term is known to be a source of
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computational difficulties and nonphysical oscillations. In addition, sharp fronts,
shocks, vortex shedding and boundary layers are among other difficulties that
most Eulerian finite element methods fail to resolve accurately. In general, Eule-
rian finite element methods employ fixed meshes along with some upstream
weightings in their formulations to stabilize the discretization. Examples of Eule-
rian finite element methods include the Petrov-Galerkin, streamline diffusion,
discontinuous Galerkin methods and also many other methods of the high-order
reconstructions from computational fluid dynamics such as isogeometric analysis,
see for example [1,2,5,13,14,21,23]. However, the main drawback of these meth-
ods for solving the convection-dominated problems is the stability conditions
which impose a severe restriction on the size of the time steps taken in the numer-
ical simulations. Lagrange-Galerkin finite element methods have the potential to
efficiently solve convection-dominated flow problems, see for example [3,6,8,22].
The main idea in these methods lies on reformulating the governing equations
in terms of the Lagrangian coordinates as defined by the particle trajectories (or
characteristics) associated with the problem under study. In this case, the time
derivative and the advection operator are combined in a total directional deriva-
tive along the characteristics which can be integrated using a semi-Lagrangian
time stepping. In [17], an L2-projection on the finite element space is used for
the evaluation of solutions at the departure points. The performance of the L2-
projection Lagrange-Galerkin finite element method has been assessed in [9,10]
for several convection-dominated problems and the incompressible Navier-Stokes
equations at high Reynolds numbers. Comparisons between the conventional and
the L2-projection Lagrange-Galerkin finite element methods have also reported
in these references and the L2-projection has demonstrated higher accuracy and
stronger stability than the conventional method. However, for practical appli-
cations in the incompressible viscous flows, these methods may become com-
putationally very demanding due to the dense quadratures required for the L2

projection.
The objective of the present work is to develop a class of multilevel adaptive

Lagrange-Galerkin finite element methods for the numerical solution of incom-
pressible Navier-Stokes equations. The advantage of this approach is the use of
multiple quadratures in the L2-projection in the numerical solution. This yields
considerable efficiency gains to be made since the matrix in the linear system is
fixed and reused throughout the time stepping procedure. One other objective is
also to implement a multilevel adaptive algorithm for enrichments using the gra-
dient of the velocity field as an error indicator. In contrast to the gradient-based
h-adaptive finite element methods as those investigated in [1,2,2,13,16,18], the
linear systems in the proposed Lagrange-Galerkin finite element method keep
the same structure and size at each adaptation step. Indeed, an initial coarse
mesh is needed for the gradient-based h-adaptive methods to compute a pri-
mary solution for estimation of the gradient. This allows for error accumulations
due to the coarse mesh used in the approximation and the computational cost
becomes prohibitive due to multiple interpolations between adaptive meshes.
The performance of the proposed method is assessed using several test prob-
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lems for incompressible viscous flows. For various parameters like the Reynolds
numbers, multilevel adaptation and mesh refinements, results of the adaptive
Lagrange-Galerkin finite element method are compared with those computed
using the fixed approach.

This paper is organized as follows. In Sect. 2 we present the formulation of
the Lagrange-Galerkin finite element method. This section includes the imple-
mentation of the L2-projection procedure for the convection stage. Section 3 is
devoted to the development of a multilevel adaptive Lagrange-Galerkin finite
element method. In this section we also discuss the criteria used for adaptation.
In Sect. 4, we examine the numerical performance of the proposed method using
several examples of incompressible Navier-Stokes flows. Our new approach is
demonstrated to enjoy the expected efficiency as well as the accuracy. Conclud-
ing remarks are summarized in Sect. 5.

2 Enriched Lagrange-Galerkin Finite Element Method

In the present study, we are concerned with solving the incompressible Navier-
Stokes equations reformulated in a dimensionless form as

∇ · u = 0,
(1)

Du

Dt
+ ∇p − 1

Re
Δu = f ,

where u = (u, v)� is the velocity field, p the pressure, f a source term, Re the
Reynolds number and D·

Dt the total derivative defined as

Du

Dt
:=

∂u

∂t
+ u · ∇u = 0, (2)

In order to solve the incompressible Navier-Stokes Eqs. (1)–(2), the Lagrange-
Galerkin finite element method solves separately at each time step, the convective
part (2) then the Stokes Eqs. (1). A quasi-uniform partition Ωh ⊂ Ω composed
of triangular elements Kk is considered for the finite element discretization. The
generated triangles are configured in such a manner, that there are no empty
spaces between two elements and that they do not overlap. It is well known
that, for such a problem the mixed Taylor-Hood finite elements P2-P1 is used
for the conforming finite element spaces. Furthermore, it has been shown that
for this mixed formulation the discrete velocity and pressure solutions satisfy
the inf-sup condition, see for instance [6]. For the time discretization, the time
interval [0, T ] is partitioned into a set of sub-intervals [tn, tn+1] with fixed length
Δt = tn+1 − tn for n ≥ 0. In the rest of this paper, the notation wn

h := w(xh, tn)
is used to denote the value of a given function w at time tn and the mesh point
xh. Using this notation, the solutions un(x) and pn(x) are formulated in their
associated finite element spaces as

un
h(x) =

Mv∑

j=1

Un
j φj(x), pn

h(x) =
Mp∑

l=1

Pn
l ψl(x), (3)
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where {φj}M
j=1 and {ψl}Mp

l=1 are the set of the well known global nodal basis func-
tions of the velocity and the pressure, respectively. In (3), Mv and Mp represent
the number of the grid points of the velocity and pressure, respectively. Hence,
the semi-Lagrangian solution of the convection problem (2) is formulated for all
mesh points xj , j = 1, · · · ,Mv as

Un+1
j = un+1(xj) = un(Xn

j ) =: Û
n

j , (4)

where Xn
j = X j(tn) is the departure point defined at time tn of a physical

particle that will attain the grid point xj at time tn+1. Here, X j(t) is the char-
acteristic curve associated to the Eq. (2) for the mesh point xj which is the
solution of the following backward ordinary differential equations

dX j(t)
dt

= u(X j(t), t), X j(tn+1) = xj , j = 1, . . . , Mv. (5)

To evaluate the solution of the Eq. (5) we use a second-order extrapolation
method based on the mid-point rule, details on these procedures can be found
in [8,10,20] among others. It is worth mentioning that, the evaluated departure
point Xn

j does not generally match with any of the mesh points. Consequently,
a search-locate algorithm is needed to allocate the mesh element K̂j where the
departure point Xn

j belongs, see for example [7,10]. Thus, the finite element
solution Û

n
can be evaluated at the departure point Xn

j as

Û
n

j := un
(Xn

j

)
=

N∑

i=1

un(x̂i)ϕi

(Xn
hj

)
, (6)

where {ϕi}N
i=1 are the local shape functions defined on the host element K̂j , N

is the number of nodes which define the velocity mesh points, and {x̂i}N
i=1 are

the vertices of the element K̂j . Using the Eqs. (4) and (6), the global solution
obtained suing the conventional Lagrange-Galerkin finite element method can
be expressed as

un+1(x) =
Mv∑

j=1

Û
n

j φj(x). (7)

Note that as in most numerical methods, the accuracy of the conventional semi-
Lagrangian finite element method depends on the computational mesh used in
the simulations. Moreover, it has been proved in [10] that if the computational
mesh is not sufficiently fine, the conventional semi-Lagrangian finite element
method fails to accurately resolve the sharp gradients generated by the convec-
tive terms. In the present work, we aim to introduce local enrichments using the
L2−projection to improve the accuracy of considered the semi-Lagrangian finite
element method without refining the meshes.



234 A. Ouardghi et al.

2.1 L2-projection for Local Enrichments

In the present section, we formulate the L2-projection presented in [9,10] as a
local enrichment technique for the convection Eq. (2). Thus, the weak formula-
tion can be achieved by multiplying Eq. (4) by the finite element basis functions
φi and integrating over the domain Ω as

∫

Ω

un+1(x)φi(x)dx =
∫

Ω

un (Xn) φi(x) dx, i = 1, . . . ,M. (8)

The weak form (8) can be expressed in a matrix-vector form as

[M]
{
Un+1

}
= {rn} , (9)

where [M] is the Lagrange-Galerkin finite element mass matrix with entries
mij =

∫
Ω

φj(x)φi(x)dx, Un+1 the vector of the unknown nodal values of the
solution with entries Un+1

j , and rn the known right-hand side with entries rn
i

defined as

rn
i =

∫

Ω

un (Xn) φi(x) dx =
Ne∑

k=1

∫

Kk

un (Xn
h) φi(x) dx, (10)

where Ne is the total number of the mesh elements. The quadrature rule is used
to evaluate the integrals mi,j and ri as

mij ≈
Ne∑

k=1

Nk,Q∑

q=1

ωq,kφj(xq,k)φi(xq,k), ri ≈
Ne∑

k=1

Nk,Q∑

q=1

ωq,kÛ
n

q,kφi(xq,k) (11)

with xq,k are the quadrature points of the element Kk and ωq,k their associated
weights. Here, Xn

q,k are the departure points associated with xq,k computed
using (5), and Nk,Q is the total number of quadrature points in the element Kk.
Hence, Û

n

q,k = un
h(Xn

q,k) is the solution evaluated at the departure point Xn
q,k

which can be evaluated according to (6) as

Û
n

q,k =
N∑

i=1

un
h(x̂i)ϕi(Xn

q,k). (12)

The approximations in (11) can be enriched by adjusting the number of quadra-
ture points Nk,Q either globally in the entire mesh or locally at each element
in the computational domain. In the current work, the Dunavant quadrature
rules studied in [4] are used. A distribution of Dunavant quadrature points is
illustrated in Fig. 1 for Nk,Q = 6, 12, 25, 52 and 70.

3 Multilevel Adaptive Enrichments

In many incompressible viscous flows, the solution involves sharp gradients, local-
ized eddies and shear layers specially when the Reynolds number attends high
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Fig. 1. A schematic distribution of quadrature points used in the L2-projection method
for global and local enrichments.

values. To accurately resolve these flow features, the enriched Lagrange-Galerkin
finite element method introduced in Sect. 2 may require very fine meshes and
high number of quadrature points particularly in regions where the solution
gradients become very high. In the present work, to avoid uniform enrichment
in the entire computational mesh, we propose an adaptive local enrichment to
speed up the algorithm. The main idea of this adaptive technique is to refine the
number of quadrature points Nk,Q in mesh elements where the solution gradient
attends high values and unrefine otherwise according to a given criterion. In prac-
tice, to perform this adaptation one needs an error estimator or error indicator
along with a given tolerance to adapt the quadrature accordingly. Gradient-
based estimators have been widely used in the literature in h-adaptive finite
element methods for incompressible Navier-Stokes equations, see for example
[1,2,2,13,16,18,19,21]. However, most of gradient-based h-adaptive algorithms
employ an initial coarse mesh to compute a primary solution for estimating
the gradient. As a consequence, error accumulation occurs due to the coarse
mesh used in the approximation and computational cost becomes prohibitive
due to multiple interpolations between adaptive meshes. In [2], the gradient of
the velocity field is used as indicator for mesh adaptation to study vortex shed-
ding in incompressible flows. The results presented demonstrate that this adap-
tation procedure for dynamic refinement and unrefinement is fully operational.
Here, we use similar techniques and the normalized gradient of the velocity is
employed as an adaptation criterion for the local enrichment of each element in
the computational domain as

Errn+1 (Kk) =

∥∥∇un+1
Kk

∥∥
Nemax
j=1

∥∥∥∇un+1
Kj

∥∥∥
, (13)

where un+1
Kk

is the solution on element Kk at time tn+1 and
∥∥∇un+1

Kk

∥∥ is the
L2-norm of the gradient of un+1

Kk
defined as

∥∥∇un+1
Kk

∥∥ =
(∫

Kk

∇un+1 · ∇un+1 dx +
∫

Kk

∇vn+1 · ∇vn+1 dx

) 1
2

. (14)
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Algorithm 1: Multilevel adaptive Lagrange-Galerkin algorithm
1 Require: {εm}m=0,1,...,4;
2 while tn+1 ≤ T do
3 Assuming that the approximated solution Un is known;
4 foreach element Kk do
5 Compute the error indicator Errn+1 (Kk) using (13);
6 foreach m = 0, 1, 2, 3 do
7 if εm ≤ Errn+1 (Kk) ≤ εm+1 then
8 Nk,Q = Nk,qm ;
9 end

10 end

11 end
12 Generate the quadrature pair (xq,k, ωq,k), q = 1, . . . , Nk,Q;
13 Evaluate the L2-projection mass matrix [M] using left part of (11);
14 foreach element Kk do
15 foreach quadrature point xq,k, q = 1, . . . , Nk,Q do
16 Calculate the departure point Xn

k,q;

17 Search for the element ̂Kq,k where Xn
q,k resides;

18 Compute the value of ̂Un
q,k using the equation (12);

19 end

20 end
21 Compute the element right-hand side rni using equation (11);
22 Assemble the vector rn;
23 Solve the resulted linear system (9);

24 Update the solution un+1
h at time tn+1 using equation (7);

25 end

Using the finite element discretization on the element Kk the velocity gradient
(14) can be reformulated as

∥∥∇un+1
Kk

∥∥ =
((

Un+1
Kk

)�
SKk

Un+1
Kk

+
(
V n+1

Kk

)�
SKk

V n+1
Kk

) 1
2

. (15)

where Un+1
Kk

= (Un+1
1 , . . . , Un+1

N )�, V n+1
Kk

= (V n+1
1 , . . . , V n+1

N )�, and SKk
is

the elementary stiffness matrix evaluated at the element Kk. It should be noted
that the adaptation criterion (13) is a gradient-based error indicator which is
evaluated at time tn+1 from the known solutions at time tn due to the backward
property of the modified method of characteristics. Normalization of the error
indicator is used to keep its values bounded in the interval [0, 1].

Hence, the multilevel adaptation procedure we propose in this study is
performed as follows: given a sequence of three real numbers {εm} such that
0 = ε0 < ε1 < ε2 < ε3 < ε4 = 1. If an element Kk satisfies the condition

εm ≤ Errn+1 (Kk) ≤ εm+1, m = 0, 1, 2, 3,

then Kk is enriched with the quadrature rule (xk,q, wk,q) with q = 1, 2 . . . , Nk,qm .
Here, the values of {ε1, ε2, ε3} can be interpreted as tolerances to be set by
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the user resulting into a three-level refining. Note that the number of levels
m and the values of tolerances {εm} in the above adaptive enriched Lagrange-
Galerkin finite element method are problem dependent and their discussions is
postponed for Sect. 4 where numerical examples are discussed. The steps used
in the proposed adaptive enriched Lagrange-Galerkin finite element method for
solving the convection stage are summarized in Algorithm 1. Note that other
adaptive criteria as those used in h-, p- and hp-adaptivity in [1,13,16,18,19] can
also be implemented in our algorithm without major conceptual modifications.
A posteriori error estimations as those developed in [5,12] can also be adopted
for our enriched Lagrange-Galerkin finite element methods.

4 Numerical Results

In this section we examine the accuracy of the new enriched Lagrange-Galerkin
finite element method introduced in the above sections using two examples of
incompressible flow problems. For the first example the analytical solution is
known, so that we can evaluate the relative L1-error and L2-error at time tn as

L1-error =

∫

Ω

∣∣un
h − un

exact

∣∣ dx
∫

Ω

∣∣un
exact

∣∣ dx

, L2-error =

(∫

Ω

∣∣un
h − un

exact

∣∣2 dx

) 1
2

(∫

Ω

∣∣un
exact

∣∣2 dx

) 1
2

,

where un
exact and un

h are respectively, the exact and numerical solutions at the
gridpoint xh and time tn. In all the computations reported in this section, the
resulting linear systems of algebraic equations are solved using the conjugate gra-
dient solver with incomplete Cholesky decomposition. In addition, all stopping
criteria for iterative solvers were set to 10−6, which is small enough to guarantee
that the algorithm truncation errors dominate the total numerical errors. All
the computations were performed on an Intel R© Core(TM) i7-7500U @ 2.70 GHz
with 16 GB of RAM.

4.1 Viscous Burgers Flow Problem

To evaluate the accuracy of the proposed Lagrange-Galerkin finite element app-
roach, the coupled viscous Burgers flow problem is considered. It should be noted
that, the coupled viscous Burgers system is a suitable form of the incompressible
Navier-Stokes equations. Thus, we solve the following system

Du

Dt
− 1

Re
Δu = 0, (16)

in the squared domain Ω = [0, 1]× [0, 1]. Initial and boundary conditions for this
example are obtained from the analytical solution studied in [11]

u(x, y, t) =
3
4

− 1
g(x, y, t)

, v(x, y, t) =
3
4

+
1

g(x, y, t)
, (17)
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where

g(x, y, t) = 4
(

1 + exp
(

− (4x − 4y + t)Re

32

))
(18)

It is wroth mentioning that only results of the component u are presented in this
section, and the results of the component v are similar to those of u.

Fig. 2. Cross-sections at the main diagonal y = 1 − x of the solution u obtained for
the viscous Burgers problem at time t = 2 and Re = 103 on a mesh with h = 1

64
using

Nk,Q = 12 (left) and Nk,Q = 52 (right).

Table 1. Results for viscous Burgers problem obtained by the fixed and adaptive
Lagrange-Galerkin finite element methods on a mesh with h = 1

128
using different

quadratures at time t = 2. The CPU times are given in seconds.

Re Nk,Q Fixed Adaptive

L1-error L2-error CPU L1-error L2-error CPU

102 12 3.907E-04 4.534E-04 94.05 3.951E-04 4.480E-04 45.12

25 1.902E-04 2.108E-04 129.20 1.923E-04 2.182E-04 50.00

52 8.229E-05 9.317E-05 220.00 7.249E-05 0.978E-05 67.26

103 12 7.683E-04 8.651E-03 113.32 7.629E-04 8.628E-03 62.35

25 6.094E-04 5.089E-03 150.81 6.207E-04 5.145E-03 69.00

52 3.051E-04 2.254E-03 270.43 3.012E-04 2.234E-03 85.23

104 12 7.063E-03 4.120E-03 120.32 6.500E-03 3.939E-03 65.42

25 3.524E-03 2.834E-02 131.74 3.924E-03 2.998E-02 73.27

52 1.921E-03 1.939E-02 223.00 1.807E-03 1.865E-02 88.54

Cross-sections of the obtained results at the diagonal of equation y = 1 − x
are presented in Fig. 2. These results are computed on a mesh with h = 1

64 for the
Reynold number Re = 103 using two different numbers of quadratures namely,
Nk,Q = 6 and Nk,Q = 52. It can be shown from Fig. 2 that by increasing the
number of quadrature points Nk,Q globally or locally in the considered mesh
yields to an improve in the accuracy of the results calculated using the proposed
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Lagrange-Galerkin finite element method with fixed or multilevel adaptive pro-
jection. From the same figure it can be clearly shown that, the conventional
semi-Lagrangian finite element method suffers from an excessive numerical dif-
fusion while the proposed Lagrange-Galerkin finite element method resolves suc-
cessfully the shock.

Fig. 3. Computational mesh used for the flow past two circular cylinders.

For the error quantification, a comparison between the proposed fixed and
adaptive Lagrange-Galerkin finite element approaches is also performed for this
example. The obtained L1-error, L2-error and CPU times are presented in Table
1 using different numbers of quadrature points for Re = 100, Re = 1000 and
Re = 10000 at time t = 2. With reference to error norms and for all selected
numbers of quadrature points, both the fixed and adaptive approaches generate
similar results for all considered Reynolds numbers Re. Moreover, increasing the
number of quadrature points leads to a significant increase in the accuracy of
the studied approaches. In terms of CPU times, it is clear from Table 1 that the
CPU times of the adaptive method are lower than those of the fixed method.
For example, the CPU time of the adaptive approach is about 64%, 63% and
62% less than the CPU time of the fixed approach for Re = 100, 1000 and 104,
respectively. Note that this reduction in the CPU times becomes large using fine
meshes. As expected, the adaptive enriched method is more efficient than its
fixed counterpart.

4.2 Flow Past Two Circular Cylinders

To illustrate the performance of the proposed multilevel adaptive Lagrange-
Galerkin finite element method we solve the problem of a viscous flow past two
circular cylinders in a channel. A similar configuration is used in [15]. In our
computations, two circular cylinders with diameter D = 1 are immersed verti-
cally in a viscous incompressible flow entering the channel with a uniform velocity
u∞ = 1. The Reynolds number for this test case is defined as Re = Du∞/ν, with
ν is the kinematic viscosity. We perform computations with the mixed formula-
tion P2-P1 using the unstructured mesh composed of 4372 elements, 9063 velocity
nodes and 2345 pressure nodes, see Fig. 3. The main purpose of this problem is
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to show the capability of the multilevel adaptive approach to accurately capture
these steep gradients and vortex shedding exhibit by the numerical solutions at
low computational costs. In our simulation, we consider single-level, two-level
and three-level adaptive procedure using ε1 = 0.065, ε2 = 0.17 and ε3 = 0.3.
Initially, the number of quadrature points is Nk,Q = 6 in each element and we
use Nk,Q = 70 for the single-level adaptive approach, (Nk,Q = 52, Nk,Q = 70) for
the two-level adaptive approach and (Nk,Q = 12, Nk,Q = 52, Nk,Q = 70) for the
three-level adaptive approach. At time t = 35.7, the total number of quadrature
points used for fixed approach is 306040 whereas, the total number of quadrature
points used for the single-level, the two-level and the three-level approaches are
85066, 79245 and 65751, respectively.

The distribution of quadrature points using the single-level, two-level and
three-level adaptive Lagrange-Galerkin finite element methods at four different
times t = 7, 4, 12.8, 17.4 and 35.7 and the vorticity snapshots obtained using
the three-level method are presented in Fig. 4. In the distribution of quadrature
points, three different colors are used to identify the mesh element with quadra-
ture points for each level of adaptivity. Notice that the single-level and two-level
methods produce results similar to those of the three-level method with differ-
ent CPU time. For this reason, the vorticity results obtained using the single-
level and two-level approaches are not displayed in this figure. It can be shown
from Fig. 4 that the flow past two cylinders exhibits areas with large vorticity
and vortex shedding. Consequentially, elements with high level of adaptivity are
generated in the mesh. Moreover, the proposed Lagrange-Galerkin approach suc-
cessfully captures the small complex structures of the flow and the eddies over
the cylinders. This is because the proposed approach adapts the quadrature
points where it is needed according to the used error indicator.

5 Concluding Remarks

A multilevel adaptive Lagrange-Galerkin finite element method is developed in
this paper for efficiently solving the incompressible viscous flow problems on
unstructured meshes. The proposed method combines the modified method of
characteristics, the finite element method and an adaptive procedure based on
L2-projection using quadrature rules. Therefore, it benefits from the advantages
of all combined procedures to ensure the efficiency and the accuracy of the pro-
posed adaptive algorithm for incompressible viscous flows. Moreover, the con-
sidered multilevel adaptive algorithm increases the number of quadrature points
where it is needed according to an error indicator without refining the compu-
tational mesh during the time integration procedure. As a result and contrary
to other adaptive finite element methods, the resulted linear systems in the pro-
posed Lagrange-Galerkin finite element method preserve the same fixed structure
and size during the adaptation process. The gradient of the velocity is used as
feature-based error indicator for the proposed adaptation technique. We demon-
strate using several numerical test examples that the proposed algorithm can
capture the flow features on coarse meshes and with a significant reduction in
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the computational requirement. Future work will concentrate on solving coupled
flow-transport and natural convection problems to simulate the transport and
dispersion of pollutant in seas. The extension of the proposed multilevel adap-
tive Lagrange-Galerkin finite element method for the incompressible viscous flow
problems in three space dimensions is also under consideration and results will
published in near future.
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Abstract. In the present paper the mass transfer in porous media
under laminar, transitional and turbulent flow conditions was investi-
gated using the lattice-Boltzmann method (LBM). While previous stud-
ies have applied the LBM to species transport in complex geometries
under laminar conditions, the main objective of this study was to demon-
strate its applicability to turbulent internal flows including the trans-
port of a scalar quantity. Thus, besides the resolved scalar transport,
an additional turbulent diffusion coefficient was introduced to account
for the subgrid-scale turbulent transport. A packed-bed of spheres and
an adsorber geometry based on μCT scans were considered. While a
two-relaxation time (TRT) model was applied to the laminar and tran-
sitional cases, the Bhatnagar-Gross-Krook (BGK) collision operator in
conjunction with the Smagorinsky turbulence model was used for the
turbulent flow regime. To validate the LBM results, simulations under
the same conditions were carried out with ANSYS Fluent v19.2. It was
found that the pressure drop over the height of the packed-bed were in
close accordance to empirical correlations. Furthermore, the comparison
of the calculated species concentrations for all flow regimes showed good
agreement between the LBM and the results obtained with Ansys Flu-
ent. Subsequently, the proposed extension of the Smagorinsky turbulence
model seems to be able to predict the scalar transport under turbulent
conditions.
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1 Introduction

In the chemical and process industry, as well as energy applications, porous
media are widely used to ensure that chemical reactions, species transport and
heat transfer meet certain specifications. Tubular fixed-bed reactors are a com-
mon reactor type, where cylindrical tubes filled with catalyst pellets are con-
tinuously flowed through by a (reactive) fluid. In the process the fluid takes
part in endothermic (exothermic) surface reactions that require an effective heat
transfer into (out of) the system. The designer wishes to understand, quantify
and control the chemical and physical phenomena inside the porous media in
order to maintain a stable process. Over the last decade numerical methods
have established themselves as effective tools to obtain estimates and partial
insight into isolated phenomena and simplified processes that can’t be directly
accessed by experiments. In particular simulations of fluid flows through fully
resolved geometries using Computational Fluid Dynamics (CFD) may contribute
to a more fundamental understanding of the topic by taking local flow effects
and their impact on the reaction process into account. [17] Such methods may
be used to determine the effect of particles and their arrangement on macro-
scopic phenomena such as heat transfer, pressure drop, axial dispersion, surface
reactions etc.

Traditionally a fluid is modelled as a continuum - a dense viscous bulk - that
is dominated by the conservation of mass, momentum and energy on a macro-
scopic level - and may be described by non-linear partial differential equations in
the macroscopic unknowns, the Navier-Stokes equations. For an incompressible
Newtonian fluid (ρ = const.), which is assumed for the rest of this paper, the
energy equation decouples to a simple advection-diffusion equation and the mass
and momentum conservation equations take a very favourable form:

∑

j∈D

∂uj

∂xj
= 0 (1a)

∂ui

∂t
+

∑

j∈D
uj

∂ui

∂xj
= −1

ρ

∂p

∂xi
+

∑

j∈D

∂

∂xj

(
ν

∂ui

∂xj

)
(1b)

For a numerical simulation the governing equations the continuous equations
have to be transformed into a system of algebraic equation by discretising in
time and space. Although conventional CFD methods, such as the finite volume
method (FVM) on unstructured grids, have become a standard, they have several
limitations in particular in modelling microscopic phenomena, grid generation
for complex geometries as well as regarding computational speed and parallel
scalability.

Over the years multiple particle-based methods have emerged, where the
fluid is represented by discrete particles in the form of single atoms, molecules
or artificial clusters of molecules instead of a continuum that interact on a short
range with each other. One of the most prominent, the incompressible lattice
Boltzmann method (LBM) was initially investigated in this context by several
authors as an alternative to directly continuum-based methods due to its flexibil-
ity and computational efficiency. In particular Zeiser et al. initially investigated
flows through porous beds of spherical particles at low Reynolds numbers [8,26]
with the basic Bhatnagar-Gross-Krook (BGK) collision operator, [2] that suffers
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from a viscosity dependent wall position and instabilities for higher Reynolds
(Re) numbers, but it was soon discarded due to the lack of a consistent inclu-
sion of heat transfer as well as the inherently transient nature and therefore, an
unjustifiable computational burden for steady-state creeping flows. Since then
only Caulkin et al. have investigated the LBM for flows with non-spherical parti-
cles [4] and thus, high-Reynolds number flows through porous beds with the LBM
have never been considered. With the advent of LBM large-eddy turbulent mod-
els [16] and novel collision operators, such as the entropic [18] and cumulant
[9] collision operators, the simulation of turbulent external fluid flows using the
LBM has made significant advances in recent years. Some of the resulting studies
also included the turbulent transport of a scalar quantity (e.g. [25]) but - to the
best of the authors’ knowledge - in all previous studies this was implemented
through a coupled Finite Difference Method (FDM) simulation.

1.1 Objectives of the Present Study

Contrary to the aforementioned publications the present paper tried to demon-
strate the abilities of LBM to predict the transitional and turbulent fluid flow
and species transport in realistic porous geometries. Laminar, transitional and
turbulent conditions were considered in order to point out that modern LBM
is not limited to low Reynolds numbers. Instead in particular its application to
turbulent flows in porous media is computationally very attractive and can be
carried out on consumer-grade hardware. In the process we went on to illustrate
that the additional turbulent transport of a scalar quantity can be considered
directly in LBM by coupling a second population for advection-diffusion to the
hydrodynamic population with a turbulent Schmidt number. This way it is not
necessary to implement a FDM solver but instead most of the LBM code can be
re-used.

The present paper is therefore structured as follows: The brief introduction
to the numerical modelling with LBM including the used LES model (Sect. 2)
is followed by a short paragraph about the particle Reynolds number and the
considered packed-beds (Sect. 3). Then the numerical simulation of the fluid flow
and species transport under laminar, transitional and turbulent conditions in the
packed-bed of spheres is discussed and results obtained by LBM are compared to
ones from commercial FVM code (Sect. 4.1). Finally in Sect. 4.2 a simple trick is
presented in order to increase the simulation domain of a realistic adsorber bed
and as a proof of concept a realistic porous adsorber bed with a tube-to-particle
ratio of rtp ≈ 13.39 is investigated (Sect. 4.2).

2 Numerical Approach - Incompressible
Lattice-Boltzmann Method

2.1 LBM for Computational Fluid Dynamics

Ludwig Boltzmann introduced an evolution equation for dilute gases based
on an extended concept of density, the single-particle probability distribution
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f(x, ξ, t) := dNp

dx dξ and an equation describing the propagation due to the free
motion and collisions of such a distribution, the Boltzmann equation, in 1872.
[3] Macroscopic variables like density and velocity emerge as expected values
(moments) from the distribution. Since continuum-based flows are assumed to
be close to equilibrium, the macroscopic behaviour for dense fluids (Kn :=
lmfp/L → 0), given by the Navier-Stokes equations, can be recovered by apply-
ing an asymptotic perturbation analysis (ε ∝ Kn), f =

∑∞
n=0 εnf (n) referred

to as Chapman-Enskog expansion, [5] around the equilibrium f (0) := f (eq) and
recombining the conserved quantities.

After the success of the closely-related cellular automata, the framework
of the Boltzmann equation was used to construct a physically consistent fic-
tional gas with convenient numerical properties: [20] In the second-order accu-
rate lattice-Boltzmann method (LBM) the Boltzmann equation is discretised in
space D := {x, y, z} into regular velocity subsets, lattices L := {cα}, that only
interact with their nearest neighbourhood, defined by Δxα := {Δt cα}. The time
Δt and spatial step Δx are chosen to unity (“lattice units”) respectively and
the populations now travel with a single speed c := Δx/Δt on a discrete equidis-
tant grid and collide with populations from neighbouring nodes. All continuous
variables have to be mapped to discrete space while retaining exactness for the
main hydrodynamic quantities. They may be constructed using expected values,
moments of the discrete distribution functions,

ρ = Δ3
∑

α∈L
fα (2a) ρ0ui = Δ3

∑

α∈L
ciαfα (2b)

where Δ is introduced as a velocity element for the consistency of physical units
only: The sum reflects a quadrature of the continuous integral.

In this study the three-dimensional D3Q19-lattice [22] is used

cβ =

⎡

⎣
cxβ

cyβ

czβ

⎤

⎦ = c

⎡

⎣
0 1 0 0 1 1 1 1 0 0
0 0 1 0 1 −1 0 0 1 1
0 0 0 1 0 0 1 −1 1 −1

⎤

⎦ (3)

where β ∈ [0, 9] and their opposite directions cβ = −cβ for β ∈ [1, 9] form the
19 lattice velocities α := {β, β}. The length of different vectors cα is accounted
for by weighting each direction with the corresponding weights

wβ =
[
1
3

1
18

1
18

1
18

1
36

1
36

1
36

1
36

1
36

1
36

]T (4)

which can be interpreted as corrected particle masses. The resulting discrete
evolution equation can be separated into two steps: The collision of all par-
ticle distributions at a node and the streaming to its neighbouring nodes. The
collision step is modelled through a linear relaxation towards a discrete Maxwell-
Boltzmann equilibrium obtained by a low Mach number expansion where - for
consistency - the terms of higher order stemming from pressure fluctuations
Δp = (ρ − ρ0) /c2s are neglected as well (incompressible equilibrium) [14]

f (eq)
α (x, t) =

wα

Δ3

[
ρ + ρ0

( (cα · u)
c2s

+
(cα · u)2

2c4s
− u2

2c2s

)]
+ O(Ma2). (5)
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cs :=
√(

∂p
∂ρ

)

T
=

√
RmT corresponds to the iso-thermal speed of sound of

an ideal gas that in case of the most common discretisations can be found to
correspond to cs = c/

√
3. For the turbulent large-eddy simulations the BGK

collision operator with a single relaxation time τ+ [2]

fα(x + Δt cα, t + Δt) = fα(x, t) +
Δt

τ+
(f (eq)

α − fα) + O(Δ2
x) + O(Δ2

t ) (6)

was used while for the simulations considering laminar flow conditions the
two-relaxation time (TRT) model was chosen [11], which applies an eigen-
decomposition and relaxes even (+) and odd (−) hydrodynamic moments∑

α cn
iαfα at individual rates τ+ and τ−.

Through a Chapman-Enskog expansion [14] the conservation equations for
incompressible flow containing an error term O(Ma3) can be found to govern
this discrete system where the equation of state is given by p = ρc2s and the
kinematic viscosity can be redefined absorbing the emerging discretisation error
as

ν =
μ

ρ0
=

(
τ+

Δt
− 1

2

)

c2sΔt. (7)

Now this numerical scheme can be used to approximate the solution of incom-
pressible fluid flows by allowing controlled compressibility. Neglecting body forces
the only characteristic number of relevance for single component fluid flow is the
Reynolds number that is used to set the relaxation time by enforcing the viscos-
ity ν0 = (U L) /Re. The corresponding temporal resolution is set by choosing the
characteristic simulation velocity U within the stability limit Ma = U/cs << 1.
The simulation units can be converted to physical units according to the law of
similarity.

Smagorinsky Large-Eddy Turbulence Model. The Smagorinsky subgrid-
scale model is an eddy-viscosity based model, which applies low-pass filtering of
the governing equations while smaller unresolved scales are modelled using an
additional isotropic dissipation, the turbulent viscosity νT . As the explicit LBM
algorithm on a regular grid naturally uses a high temporal and spatial resolution
and furthermore the strain-rate can be calculated locally without interpolation
(see Eq. 8)

Sij :=
1
2

(
∂ui

∂xj
+

∂uj

∂xi

)

= − 1
2ρ0c2sτ

Π
(1)
ij + O(Ma3) (8)

this model can be included fairly easily into an existing LBM simulation by
including an additional local turbulent relaxation time τT (see Eqs. 9 and 10,
where C is the Smagorinsky parameter) [16].

ν =
(

τ

Δt
− 1

2

)

c2sΔt =
(

τ+

Δt
− 1

2

)

c2sΔt

︸ ︷︷ ︸
ν0

+ τT c2s︸ ︷︷ ︸
νT

(9)
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τT ≈ 1
2

⎛

⎝

√
√
√
√τ+ 2 +

2
√

2(CΔx)2

ρ0c4s

√ ∑

i,j∈D
Π
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ij Π

(1)
ij − τ+

⎞

⎠ (10)

The first-order contribution Π
(1)
ij to the incompressible momentum flux tensor

Πij := ρuiuj − pδij +2μSij is given by Eq. 11, where the first order contribution
f
(1)
α is approximated by the entire non-equilibrium part f

(neq)
α := fα −f

(eq)
α from

the previous time step.

Π
(1)
ij = Δ3

∑

α∈L
ciαcjαf (1)

α (11)

2.2 LBM for Mass Transfer

The momentum equation can be seen as an advection-diffusion equation for the
momentum with a corresponding “diffusion coefficient”, the viscosity ν. Simi-
larly an artificial algorithm exhibiting the desired macroscopic behaviour on a
continuum level can be constructed for other quantities that could be seen as
advected by a flow field and diffused. Similar to the hydrodynamic flow this can
be done for the mass-fraction Υ := mcomp/mtot using a second population gα

while enforcing the basic property Υ := Δ3
∑

α∈L gα. With a relatively simple
Chapman-Enskog expansion [7] the following correlation of the diffusion coeffi-
cient and the anti-symmetric relaxation time λ− may be found

D =
(

λ−

Δt
− 1

2

)

c2sΔt. (12)

Such a scalar quantity can be useful to determine dispersion properties of
porous media, e.g. by calculating the cumulative residence time distribution F (t)
by means of virtual tracer step-experiments.

Turbulent Scalar Transport. Analogous to turbulent fluid flows, also turbu-
lent scalar transport leads to a closure problem. The simplest way of modelling
the unknown term ∂u′

jΥ
′/∂xj [24] is by assuming an additional constant turbu-

lent diffusion coefficient DT that is modelled according to the Reynolds analogy
with a turbulent Schmidt number ScT := 0.2 − 2.5 [12], given in Eq. 13.

DT :=
νT

ScT
(13)

Therefore we propose an extension to the advection-diffusion LBM in an
analogous way to fluid flow with an additional turbulent relaxation time λT for
mass-transfer (see Eq. 14).

D =
(

λ

Δt
− 1

2

)

c2sΔt =
(

λ−

Δt
− 1

2

)

c2sΔt

︸ ︷︷ ︸
D0

+λT c2s︸ ︷︷ ︸
DT

(14)
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Based on these equations the additional turbulent relaxation time for scalar
transport λT equals to a rescaled turbulent relaxation time of the fluid flow τT .
Assuming an equal speed of sound of the hydrodynamic and diffusion lattice this
results in Eq. 15.

λT =
τT

ScT
(15)

For the simulations the product of Smagorinsky constant and filter width is
specified as C Δx = 0.15 while the laminar and turbulent Schmidt numbers are
set to Sc = 1 and ScT = 0.7, respectively.

3 Porous Media - Simulation Domain

Confined flows in porous geometries are inherently different from free flows.
Many characteristics such as velocity distributions depend on the precise bed
morphology. For particle flows a specific Reynolds number, the particle Reynolds
number, can be defined as

Rep :=
U Ds

ν0
(16)

where the characteristic velocity U is the unperturbed velocity at some distance
from the particle and the characteristic length is the diameter of a sphere of
equivalent volume Ds. To define the different flow regimes Dybbs and Edwards
[6] introduced the interstitial Reynolds number Reφ := |u|Ds/ν0, which for
isotropic media degenerates to Reφ ≈ Rep/φ. The different regimes are then
given by: Viscous flow (Reφ � 1), steady laminar inertial regime (10 � Reφ �
150), unsteady laminar inertial regime with oscillating behaviour (150 � Reφ �
300) and unsteady chaotic turbulent flow (Reφ � 300).

L

0.75 L

2.6 L

5.5 L

0 1 2 3 4 5 6

Fig. 1. Geometry made of spheres with its inlet (left) and six planes where the species
mass fraction was tracked

Packed-Bed of Spheres. In order to obtain an artificial porous medium, a
tube (Dt = 15mm) was filled virtually with 105 spheres with a diameter of
Ds = 4mm leading to a tube-to-particle ratio rtp := Dt/Dp of 3.75. For this
purpose, the Packed Bed Generator PBG V.2 for Blender by B. Partopour and
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A.G. Dixon [21] was used. The generated geometry, resulting in a void fraction
of φ = 0.45, is displayed in Fig. 1. For the simulation with Fluent v19.2 the
numerical grid consists of 8.5 million cells while for the LBM simulation meshes
with a characteristic length of 146 and 196 lattice units were used. Tracer step-
experiments were simulated at four different Reynolds numbers in the case of
laminar viscous (Rep = 1), steady laminar (Rep = 10), unsteady transitional
(Rep = 100) and unsteady turbulent (Rep = 1000) conditions. At the inlet a
block velocity profile (in the LBM simulation with a characteristic velocity of
Ulb = 0.005) was imposed in the form of a Guo’s non-equilibrium extrapolation
boundary condition [13] and a Dirichlet boundary condition (given concentration
value) for the species with an anti-bounce-back boundary condition (ABB) [10].
At the outlet Guo’s method was chosen to enforce a constant pressure and the
copying of all the populations of the neighbouring fluid node was used to impose
a second-order accurate zero-gradient outlet for the mass transfer population.
Solid walls were modelled for both, the fluid flow and the species, with half-way
bounce-back (HW-BB) [15].

(a)

velocity inlet

periodic
(high pressure)

pressure outlet

periodic
(low pressure)

(b)

Fig. 2. Subfigure a: Cross-section of the adsorber using μCT scanning technique
(left) and post-processed image (right), Subfigure b: Resulting computational domain
obtained by mirroring and boundary conditions for the adsorber with about 11 million
nodes

Realistic Adsorber Geometry. The second geometry considered with the
LBM was a realistic adsorber bed made of hopcalite pellets. Cross-sections of
the adsorber were obtained using μCT scans as given in Fig. 2a. The pellets are
irregular cylinders with a diameter of approx. 1.12mm and heights that vary
between 0.83mm and 3.88mm (average 2.12mm, standard deviation 0.74mm),
conforming to a tube-to particle ratio rtp of around 13.39. The average equivalent
spherical diameter (diameter of a sphere with the same volume as the particle)
corresponds to Ds = 1.56mm. Grid generation for a simulation based on FVM
(Fluent v19.2) was no longer possible, however the regular grid applied in the
LBM was created by voxelising the scans of the cross-sections. Ideally one would
use periodic boundary conditions to determine the transport properties of such
porous media. However, this is generally not possible as start and end do not
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fit neatly together. We therefore mirrored the domain as can be seen in Fig. 2b
resulting in an undisturbed flow field with a constant void fraction. In order to
obtain a realistic periodic simulation we started the simulation with a constant
velocity inlet and pressure outlet at a given Reynolds number of Rep ≈ 5, cal-
culated the pressure drop due to the porous medium and then imposed periodic
pressure drop boundaries according to Kim and Pitsch [19]. This led to a realistic
velocity profile as well as an accurate pressure drop corresponding to the chosen
particle Reynolds number.
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Fig. 3. Parallel scaling in million double-precision lattice updates per second (Mlups)
of the proposed implementation for a three-dimensional lid-driven cavity and a D3Q19-
lattice on a 12-core desktop system for different collision operators

Computational Framework. The simulations were performed on a shared
memory system with a proprietary multi-threaded OpenMP C++17 framework
that makes use of several optimisations: Grid merging for multiple interacting
populations is combined with a row-major linear memory layout and additional
optional array padding to match the cache line size of 64 Bytes and minimise
false sharing. The padding can also be used to store a logical mask for sparse
domains such as the considered porous media. For more predictable branch pre-
diction behaviour every cell (if not excluded by the logical mask) performs collision
and streaming while boundary conditions are imposed locally afterwards. In order
to reduce the memory bandwidth for the memory-bound LBM algorithms an A-
A access pattern, [1] where even time steps perform local collisions with a reverse
read and odd steps a combined streaming-collision-streaming step with a reverse
write, and 3-way spatial loop blocking were introduced. Furthermore to maximise
the performance all these features were implemented by means of macros, tem-
plates and inline functions which are already known to the compiler at compilation
time. With this implementation on a twelve-core Intel i9-7920X processor for all
collision operators a parallel scalability of around 90% was obtained (see Fig. 3).
A reduced framework for generic lattices that uses these optimisations and addi-
tionally manual AVX2/AVX512 vector intrinsics implementations can be found
on the Github repository https://github.com/2b-t/LB-t.

https://github.com/2b-t/LB-t
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4 Results and Discussion

In this section the results obtained with the in-house LBM code and FVM-
based Fluent are compared with special consideration of the species transport
within the packed-bed domain (see Sect. 4.1). Simulations in the packed-bed
were carried out under laminar, transitional and turbulent flow regime. Since
many previous studies focused on scalar transport under laminar conditions,
the results presented here are focused on the turbulent fluid flow and species
transport, where the applicability of modelling the turbulent scalar transport
using an additional turbulent relaxation time for the mass transfer were vali-
dated. In Sect. 4.2 the LBM is also applied for the simulation within a adsorber,
where a simulation with the FVM was no longer possible, again highlighting the
advantage of the LBM for complex geometries.

4.1 Packed-Bed of Spheres
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Fig. 4. Pressure drop in the packed-bed of spheres

Within this section the simulation results will be analysed considering the (i)
pressure drop in the domain, (ii) the velocity profile and (iii) observation of the
species concentrations at the 6 planes depicted in Fig. 1.

Pressure Drop. The pressure drop caused by the porous domain was tracked
(see Fig. 4) and compared to the empirical correlations proposed by Carman-
Kozeny and Ergun (approaches are summarized in [23]). For all considered
Reynolds numbers the pressure drops determined with LBM correspond well
with the empirical correlations and the Fluent simulations. For the LBM simu-
lations up to the transitional state (Rep = 100) the TRT model was used while
for Rep = 1000 the LES model was necessary to keep the simulations stable
and describe the unresolved scales. For the FVM simulations at the highest
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Reynolds number the commercial software Fluent with a k − ω URANS tur-
bulence model was used. In all simulations the computation time of the two
approached was similar but the LBM simulations naturally required a time-step
that is 60 times smaller and therefore the much more accurate large-eddy tur-
bulence model can be used at virtually no additional cost. A FVM large-eddy
simulation on the other hand is not computationally feasible in particular on
consumer-grade hardware like the one used in terms of this study.

Velocity Profile. In order to analyse the flow properties inside the porous
medium the time-averaged instantaneous velocity distributions for each particle
Reynolds number were calculated. For all Reynolds numbers we obtained peak
axial velocities that are around twelve times higher than the inlet velocity and
radial velocities that are roughly six times higher than the inlet velocity (see
also Fig. 5). Furthermore, while for low Reynolds number flow some parts of the
fluid might move slowly while others move significantly faster, only around 1.5%
of the fluid inside the porous medium move in opposite direction to the main
flow. With rising Reynolds number the fraction of backflow rises to up to 14% of
the entire porous bed at Rep = 1000. Furthermore the flow becomes increasingly
unsteady: macroscopic eddies and dead water emerge, in particular behind the
porous medium (see Fig. 5). For Rep = 100 the exit behind the porous medium
becomes visually unsteady and for Rep = 1000 also turbulent fluctuations inside
the porous medium can be observed.

Υ(x,y,z=0)
Υ(in)

0

0.5

1

|u(x,y,z=0)|
U

0

5

10

Mass fraction

Velocity magnitude

Fig. 5. Normalised instantaneous velocity field (top) and mass fraction (bottom) in a
cross-section of the large-eddy LBM simulation for Rep = 1000

Species Transport in the Packed-Bed Domain. Axial Péclet numbers for
gaseous flows are known to be of the magnitude of the molecular diffusion.
Commonly in the literature values around Peax ≈ 2 are found. This leads to
curves of the mass fractions that in dimensional coordinates are comparably
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Fig. 6. Mass-flow averaged cumulative residence time distribution F (t) over dimension-
less time Θ (where τ is the mean residence time) at different cross-sections obtained
by LBM (solid lines) and Ansys Fluent (markers) for two different particle Reynolds
numbers Rep

similar in shape almost independent of the Reynolds number (see Fig. 6). The
turbulent fluctuations and macroscopic eddies lead to fluctuations in the mass
fractions but the trend of the mass fraction closely resembles the ones generated
by the Fluent simulations for the two considered Reynolds numbers Rep = 10
and Rep = 1000.

4.2 Realistic Adsorber Geometry

Since the μCT scan of this particular porous medium is characterised by a
higher void fraction in one corner of the domain, the LBM simulation showed
an increased species transport in this region (see red box in Fig. 7). Due to mass
continuity the higher mass flow in the short-circuit region leads to a stagnant
flow in the center of the bed. This effect represents a significant deviation from
the ideal plug flow, assumed in many simplified models to predict the species
transport in porous media. To reveal such effects, advanced simulation methods
such as the proposed LBM model are necessary. The backflow across the entire
porous medium was found to only account for 1.29% of the fluid cells for the
considered Reynolds number of Rep ≈ 5.

Fig. 7. Instantaneous iso-mass fraction Υ = 0.6 in realistic adsorber geometry obtained
my mirroring for Rep ≈ 5 - A short-circuit (red box) leading to a bi-modal distribution
is clearly visible on top. (Color figure online)
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5 Conclusion and Outlook

In the present paper the lattice-Boltzmann method was applied to a packed-bed
of spheres and an adsorber geometry for the case of laminar, transitional and
turbulent flows in the range from Rep = 1 to Rep = 1000. In the process the
Smagorinsky large-eddy turbulence model in LBM was extended to account for
turbulent diffusion by rescaling the turbulent relaxation time for hydrodynamic
flow with a turbulent Schmidt number and it was briefly outlined how a suitable
simulation domain for periodic pressure boundaries can be obtained by mirroring
the μCT scan. The obtained results agreed well with the empirical correlations
for the pressure drop and the species transport predicted by the commercial
software Fluent. The application of LBM clearly reaches far beyond the laminar
simulations in the creeping and low-Reynolds number regime and is a powerful
tool for transitional and turbulent simulations inside porous media.
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Abstract. In reservoir management, utilizing all the observed data to update the
reservoir models is the key to make accurate forecast on the parameters changing
and future production. Ensemble Kalman Filter (EnKF) provides a practical way
to continuously update the petroleum reservoir models, but its application relia-
bility in different reservoirs types and the proper design of the ensemble size are
still remain unknown. In this paper, we mathematically demonstrated Ensemble
Kalman Filter method; discussed its advantages over standard Kalman Filter and
Extended Kalman Filter (EKF) in reservoir history matching, and the limitations
of EnKF. We also carried out two numerical experiments on a marine reservoir
and a fluvial reservoir by EnKF history matching method to update the static
geological models by fitting bottom-hole pressure and well water cut, and found
the optimal way of designing the ensemble size. A comparison of those the two
numerical experiments is also presented. Lastly, we suggested some adjustments
of the EnKF for its application in fluvial reservoirs.

Keywords: History matching · EnKF · Marine reservoir · Fluvial reservoir

1 Introduction

History matching is the act of adjusting a model of a reservoir until it closely reproduces
the past behavior of a petroleum reservoir, which is a crucial component in reservoir
management. Once a geological model has been history matched, it can be used to
simulate future reservoir behavior with a higher degree of confidence, particularly if
the adjustments are constrained by known geological properties in the reservoir. With
the advancement of the computer science, automatic history matching uses computer
algorithms to solve the optimization problem based on the reasonable objective function.
By applying proper historymatching approaches, geological settings of the reservoir can
be preserved.
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Ensemble Kalman Filter (EnKF) works with an ensemble of the reservoir models,
with its inherent forecasting and updating process (correct the forecasted data with the
new measurements), the EnKF gives a suite of realizations of reservoir models which
are consistent with the prior geological settings and the dynamic data. Recently, the
EnKF has gain increasing attention for real time reservoir management and history
matching, using data from the permanent down whole sensors. However, there are still
great challenges of using the EnKF. For example, with limited computational power, a
small ensemble size is viable in the practical history matching, but a small ensemble
size also leads to an erroneous result. EnKF also may fail to detect facies boundaries.

2 Theoretical Formulations

2.1 Kalman Filter

Wefirst review the formulations ofKalmanfilter,which is a set ofmathematical equations
that provides an efficient recursive estimation of the states of a process, in a way that
with minimized mean and standard variances.

For a linear stochastic model

xk = Axk−1 + Buk−1 + wk−1 (1)

with a measurement

zk = Hxk + vk (2)

where variable xk is the state variable at time k, matrix A is the state transition matrix, B
is the control operator, zk is the measurement vector at time k and H is the measurement
operator. The random variables wk − 1 and vk represent the process and measurement
noise respectively, and they are assumed to be independent, white, with a standard
Gaussian distribution with the noise covariance Q and R respectively.

Define x
∧−
k ∈ Rn(note the “super minus”) to be our a prioristate estimate at step k

given knowledge of the process prior to step k, and to be our a posteriori state estimate
at step k given measurement. We can then define a priori and posteriori estimate errors
as

e−
k = xk − x̂−

k (3)

ek = xk − x̂k (4)

The priori estimate error covariance and the a posteriori estimate error covariance
are

P−
k = E[e−

k e
−T
k ] (5)

Pk = E[ekeTk ] (6)
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The equation that computes an a posteriori state estimate x
∧−
k as a linear combination

of an a priori estimate x
∧−
k and a weighted difference between an actual measurement zk

and a measurement prediction Hx
∧−
k as shown below:

x̂k = x̂−
k + Kk

(
zk − Hx̂−

k

)
(7)

where the Kalman gain K is

Kk = P−
k H

T (HP−
k H

T + R)−1 (8)

Kalman filter is very suitable for the linear problems, and it is a quite effective in
several aspects: it supports estimations of past, present, and even future states, and it can
do so evenwhen the precise nature of themodeled system is unknown. However, Kalman
filter only works for linear models and it has two main drawbacks: large dimensionality
and error covariance propagation.

2.2 Ensemble Kalman Filter

Some adjustments to Kalman filter have been raised in order to apply Kalman filter in
non-linear problems, and eliminate the pertaining drawbacks of the standard Kalman
filter. A Kalman filter that linearizes about the current mean and covariance is referred to
as an extended Kalman filter (EKF), but EKF only works to weakly non-linear problems
and the computational power is even more than standard Kalman filter. For the complex
non-linear problems with a large number of variables, like history matching in reservoir
management, ensemble Kalman filter, which is first introduced by Evensen, provides a
plausible solution.

The EnKF is a Monte Carlo method based on Markov chain approach. First, it
samples many realizations from the prior probability density function. Second, for each
realization, it use the model forecast function (in history matching, the forecast function
is the reservoir simulator) to estimate the dynamic data at the next time step. Third, it uses
those predicted realizations to calculate the approximation of the predicted covariance.

Similar to Kalman filter, the EnKF also consists of two sets of equations: the state
forecast equation, and the update equation. For nonlinear models, the time update
equations are no longer linear.

x̂−
k = f (x̂k−1) + wk−1 (14)

Where f (x) is the forecast function, the other notations keep the same as they are
explained in Kalman filter. The measurement is assumed to be a linear relationship by
adding a Gaussian white noise.

zk = Hxk + vk (15)

Then the update equation can be expressed as

x̂k = x̂−
k + K(zk − Kx̂−

k ) (16)
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Here, the Kalman gain is defined the same as it is in Kalman filter. But to calculate
the Kalman gain, in Monte Carlo approach, it is different from its linear case. For N
realizations, the unbiased covariance is

P−
k = 1

N − 1
(x̂−

k − x̂−
k )(x̂

−
k − x̂−

k )
T (17)

Where “—” over denotes the statistical mean. The covariance is in a large dimension
for a typical highly underdetermined history matching problem, and it takes much com-
putational power and storage to get it. However, it is not necessary to explicitly having
it. Because we substitute the estimated covariance into Eq. (16), and therefore K can be
expressed as

K = 1

N − 1
(x̂−

k − x̂−
k )(x̂

−
k − x̂−

k )
THT • [HT 1

N − 1
(x̂−

k − x̂−
k )[(x̂−

k − x̂−
k )

THT ] + R]−1

(18)

For a highly underdetermined problem, to reduce the dimension, when calculation

K, combine the term (x
∧−
k − x

∧−
k )

T
and HT together as [(x∧−

k − x
∧−
k )

T
HT ], so K can also

be expressed as

K = 1

N − 1
(x̂−

k − x̂−
k )[(x̂−

k − x̂−
k )

THT ] • [HT 1

N − 1
(x̂−

k − x̂−
k )[(x̂−

k − x̂−
k )

THT ] + R]−1

(19)

In this way, without calculating the estimated covariance P−
k explicitly, the compu-

tational power is reduced significantly. There is an inversion in calculating the Kalman

gain, and the term (x
∧−
k − x

∧−
k )

T
HT might be singular, therefore, by applying singular

value decomposition, the pseudo-inversion might be required. The sampling error is
inevitable for large problems, because in order to avoid prohibitive forward simulations,
ensemble size N is usually much less than state or sometimes even observation size.

3 Numerical Experiments Setup

To study the EnKF history matching method on its application limitations and to find the
optimal design of the ensemble size. We used the EnKF to update two reservoir types:
one is a marine reservoir, which has a smooth distribution of permeability; the other
is a fluvial reservoir, which has distinct facies boundaries. In experiments, we used the
grid block-oriented parameterization and the reservoirs are represented by two 50 by 50
Cartesian grid blocks models. Figure 1 shows the permeability model of the reference
marine reservoir and the reference fluvial reservoir respectively.

3.1 Build Prior Models for the Reservoirs

Both prior realizations are generated from the hard data by proper geostatistical methods.
We used Sequential Gaussian simulation, andwe used a training image and by sequential
indicator simulation and to establish the priors of the fluvial reservoir. Figure 2 represents
the one of the prior ensemble of the two reservoirs respectively.
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a. Marine reservoir b. Fluvial reservoir

Fig. 1. The reference permeability of the marine reservoir and the fluvial reservoir.

a. Marine reservoir b. Fluvial reservoir

Fig. 2. The reference permeability of the marine reservoir and the fluvial reservoir.

3.2 Build Prior Dynamic Data

Typically, the dynamic data of a petroleum reservoir includes oil production, bottom-
hole pressure, well water cut, oil saturation, water saturation. In this study, we used
the bottom hole pressure (BHP) and water cut (WWCT) as the dynamic data. The well
configuration is an inverted 9-point pattern, which consists an injector in the center and
8 producers at the edge of the reservoir. For both reservoirs, load the true permeability
data for the simulator. Add the proper white noise to the outputs form the simulator.
The standard deviation is 0.48 and 0.07 for BHP and WWCT noise. In this way, the
observation data is generated for this project. See Fig. 3 and Fig. 4 accordingly.

4 Numerical Experiments Results

4.1 Result of EnKF History Matching for the Marine Reservoir

After using EnKF for the history matching of a marine reservoir, with the ensemble size
of 10 the results are shown in Fig. 5 the computational time is 65 s; with the ensemble
size of 30, the results are shown in Fig. 6, and the computational time is 106 s.



A Study on a Marine Reservoir and a Fluvial Reservoir History Matching 263

a. Bottom hole pressure data b. Well water cut data
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Fig. 3. The observation data of the marine reservoir.

a. Bottom hole pressure data b. Well water cut data
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Fig. 4. The observation data of the fluvial reservoir.

With a larger ensemble size, the results are very likely to be improved. However, it
also took longer computational time. We designed different ensemble sizes, and plotted
the result in Fig. 7 shows the relationship between ensemble size and computational
time. For a practical problem, to balance the time and accuracy, an ensemble size of 100
is a popular choice, however, it is still not large enough to eliminate the errors. Figure 8
shows the permeability model updates with the ensemble size of 100. Generally, the
EnKF is more efficient than the traditional gradient based method.

Figure 9 shows the history matched BHP plot and WWCT plot respectively. The red
line is the read observation data, and the green lines are the simulated dynamic data with
the prior ensemble.

We can see the reliability of EnKF is highly dependent on the size of the ensemble.
If it is so small that the ensemble is not statistically representative the system is said
to be under sampled. Under sampling causes three major problems: inbreeding, filter
divergence and spurious correlation.
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Fig. 5. The permeability model result of the EnKF history matching with the ensemble of 10.

Fig. 6. The permeability model result of the EnKF history matching with the ensemble of 30.

Inbreeding refers to a problem that the analysis error covariance are inherently under-
estimated after each of the observation assimilations. The Kalman gain uses a ratio of
the error covariance of the forecast state and the error covariance of the observations to
calculate how much emphasis or weight should be placed on the background state and
how much weighting should be given to the observations. Therefore without a proper
weighting for the two terms, then the adjustment of the forecast state will be incorrect.
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Fig. 7. The plot of ensemble size of which computational time of history matching.

Fig. 8. The permeability model result of the EnKF history matching with the ensemble of 100.

4.2 Result of EnKF History Matching for the Fluvial Reservoir

Similarly, applying EnKF into history matching for a fluvial reservoir, with a binary
permeability system, the results are shown in Fig. 10.

It is clearly indicated that even the prior has a binary permeability, only applying
EnKF in history, the results will a system be the continuous permeability distribution.
If we put an arbitrary threshold for the shale face and forced it into a binary system, the
results still fallacious, since we lose the conductivity feature and lose continuity, as the
Fig. 11. shows.
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a. Bottom hole pressure data b. Well water cut data
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Fig. 9. The EnKF history matching result for the dynamic data

10 20 30 40 50

10

20

30

40

50
10 20 30 40 50

10

20

30

40

50

10 20 30 40 50

10

20

30

40

50
10 20 30 40 50

10

20

30

40

50

Fig. 10. The permeability model result of the EnKF history matching for the fluvial reservoir
with the ensemble of 100.

Fig. 11. The mean of the initial and updated fluvial reservoir realizations.

5 Conclusions and Recommendations

The EnKF provides a framework for real-time updating and prediction in reservoir
simulation models. Every time new observations are available and are assimilated there
is an improvement of the model parameters and of the associated dynamic data.

The EnKF works very well for marine reservoir which has a continuous and smooth
distribution of permeability, when the prior has an efficient ensemble size, and the prior
models can capture the conductivity features of the real reservoir.
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To overcome the problem of under sampling, it is recommended to apply the
following methods:

1) Implement covariance inflation, which can correct an underestimation in the forecast
error covariance matrix. The aim is to increase the forecast error covariance by
inflating, for each ensemble member, the deviation of the background error from the
ensemble mean by factor. In the experiments of Whitaker and Hamill the optimal
values of the inflation factors were 7% for the EnKF.

2) Covariance localization is a process of cutting off longer range correlations in the
error covariance at a specified distance. It is a method of improving the estimate of
the forecast error covariance. It is ordinarily achieved by applying a Schur product
to the forecast error covariance matrix.

Standard EnKF can be applied in history matching for reservoirs with a continuous
and smooth permeability distribution. However, for fluvial reservoirs, despite for its large
computational requirement, Gradient based methods, with the first norm in its objective
function, works well, and easy to implement.
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Numerical Simulation of Free Surface Affected
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Abstract. We conducted a numerical simulation of the free surface affected by
the diving movement of an object such as a submarine. We have already proposed
a computation method that combines the moving grid finite volume method and
a surface height function method. In this case, the dive movement was expressed
only as a traveling motion, not as a deformation. To express the deformation of a
body underwater, the unstructured moving grid finite volume method and sliding
mesh approach are combined. The calculation method is expected to be suitable
for a computation with high versatility. After the scheme was validated, it was
put to practical use. The free surface affected by a submarine with a rotating
screw moving underwater was computed using the proposed method. Owing to
the computation being for a relatively shallow depth, a remarkable deformation of
the free surface occurred. In addition, the movement of the submarine body had
a more dominant effect than a screw rotation on changing the shape of the free
water surface.

Keywords: Free surface · Moving grid · Submarine

1 Introduction

Studying how the shape of the free water surface is affected by the movement of sub-
merged bodies is very useful and interesting from not only an engineering perspective
but also a computational science perspective. For example, such studies could be car-
ried out in the preliminary design of the shape and placement of wave activated power
generators [1]. In addition, it would be useful for designing underwater exploration
submersibles [2]. Furthermore, a lot of basic research on interactions between the free
surface and the motion of submerged objects have been reported [3]. Benusiglio et al.
[4] investigated the drag and shape of waves caused by a moving small sphere under
the water. But, as there are a lot of complicated flows with the free surface, from the
perspectives on experimental equipment cost and flow reproducibility, the applied flow
fields have had to be simple. In a previous study using numerical simulations, Kwag et al.
[5] investigated the shape of the free surface when varying the distance between a three
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dimensional airfoil and the surface and when varying the attack angle of the airfoil to
the surface. In addition, Moonesun et al. [6] compared computational results and exper-
imental results of the interaction between the free water surface and a submersible in
rectilinear motion. However, the reproducibility of the motion itself and of the resulting
shapes upon modeling were limited.

In general, computational methods for the interface can be classified into two broad
categories: interface tracking methods [7] and interface capturing methods. In the inter-
face tracking method as represented by the Arbitrary Lagrangian-Eulerian method, an
interface is expressed directly by moving and deforming a mesh according to the motion
of the interface. On the other hand, in the interface capturing method represented by
the Volume of Fluid method or the level set method, an interface is expressed indi-
rectly using a function indicating the interface on a fixed mesh. The interface capturing
method is suitable for expressing a separation or large deformation of the interface.
Thus, it is often used to solve such interface problems. However, it is difficult to express
the interface with a moving body, because it is not easy for the method to maintain the
calculation accuracy for a flow around the moving body. For this reason, this study used
the interface tracking method, in which it is relatively easy to maintain the calculation
accuracy around an interface. The method is used together with the unstructured moving
grid finite volume method [8, 9] and the moving computational domain method to avoid
calculation failures. Furthermore, the combination of these methods permits removal of
body movement restrictions and generation of flexible meshes. However, the method
has not been applied to a flow around a body with a complicated motion such as an
oscillatory heaving motion and rotational motion yet. Thus, in this paper, it was applied
to a free surface affected by a submarine with a rotating screw moving underwater.

2 Numerical Approach

2.1 Governing Equations

The governing equations are composed of the following three-dimensional (3D) continu-
ity equation andNavier-Stokes equation for incompressible flowswritten in conservation
law form.
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Here, q is a conservative quantity, E, F and G are inviscid flux vectors in the x, y, z
directions, Ev, Fv and Gv are viscous flux vectors, Hg is a gravity flux vector, and
u, v,w are velocity components in the x, y, z directions respectively. p is pressure, Re
is Reynolds number, Fr is Froude number, while the x, yand z subscripts represent the
differential in each direction.

2.2 Numerical Scheme

The free surface and rotating object are expressed as a moving mesh using the moving
grid finite volume method. The method estimates a control volume in the unified space-
time domain. So, to express 3D movement, the method uses a four-dimensional (4D)
domain to satisfy a geometric conservation law as well as a physical conservation law.
As the discretization of the method, Eq. (2) is separated into a velocity vector term and
a pressure vector term as shown in Eq. (4).

Ê = E − P1, F̂ = F − P2, Ĝ = G − P3 (4)

where,
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Equation (2) can be rewritten as follows by using the above equations.
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The equation is separated into Eq. (7) and (8) in order to perform the fractional step
method.
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Equation (7) is integrated over the control volume in the unified space-time domain and
can be written as
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The equation is rewritten in terms of a divergence integral over a volume V� in the 4D
domain.

∫�

[(
∂

∂x
,

∂

∂y
,

∂

∂z
,

∂

∂t

){(
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Using Gauss’ theorem, the equation can be written as∮
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Finally, the discretization for the governing equation is as follows.
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where, nx, ny, nz, and nt are normal unit vectors in the x, y, z and t directions, respectively,
and � and � are as follows.

� = Ênx + F̂ny + Ĝnz (14)
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The pressure Eq. (8) is discretized as(
qn+1 − q∗)(nt)6 +

∑4

l=1

(
P̃1nx + P̃2ny + P̃3nz

)
l
= 0 (16)

Equations (13) and (16) are iteratively solved using the lower-upper symmetric-Gauss-
Seidel (LU-SGS) method [10] and using the bi-conjugate gradient stabilized (Bi-
CGSTAB) method [11], respectively. Here, the convective flux vectors are evaluated
with the second-order upwind difference scheme. The viscous-flux and pressure vectors
are evaluated with the central difference scheme.

3 Application to Submarine with Rotating Screw

3.1 Sliding Mesh Approach

A sliding mesh approach [12] was used to express the rotating screw in the simulation
around a submarine. Here, the embedded sub computational domain rotates in the main
domain. So far, we have used this approach only for compressible flows. Here, we devise
an efficient approach for an incompressible flow.

The sliding approach, which divides up the computational domain and slides its
boundary, is a moving grid method. The physical values between domains are inter-
polated through the boundary surface. The sliding surface is dealt with as a moving
boundary. To satisfy the geometric conservation law on the moving boundary, a conser-
vative quantity qghosti is obtained as a boundary condition. A schematic diagram of the
sliding surface is shown in Fig. 1, and Eq. (17) defines qghosti using the overlapping area
Sij.

qghosti =
∑

j∈i qjSij∑
j∈i Sij

(17)
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Fig. 1. Schematic diagram of sliding surface.

3.2 Verification of Sliding Mesh Approach

A uniform flow on a sliding mesh was computed to verify the sliding mesh approach for
an incompressible environment. Figure 2 shows the rotating embedded domain (Domain
2) set in the main domain (Domain 1), while Fig. 3 shows the computational mesh,
including the embedded rotating mesh in the main mesh and a horizontal cross section.

1.0

1.0

1.0

0.5

0.5

Uniform 

Domain 1

Domain 2

Fig. 2. Computational domain.

The mesh was generated using MEGG3D [13]. The total number of elements was
153,301. A uniform flow (u= v=w= 1.0) was set as the initial condition. The velocities
on all boundaries were fixed to be a uniform flow (u = v = w = 0). Regarding the other
computational conditions, the angular velocity of the embedded domain was set to 1.0,
and the Reynolds number was set to 100.

Figure 4 shows the history of the velocity error in the rotating embedded mesh
system. The error is defined in Eq. (18). Here, imax is the number of cell in the compu-
tational domain. The order of the error is 10–15, which indicates machine zero. Thus, the
geometric conservation law is satisfied between the rotating embedded mesh and fixed
main mesh.
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Fig. 3. Computational mesh (Left: whole mesh, Right: horizontal cross section).

Fig. 4. History of velocity error.
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3.3 Submarine Model

A submarine with a rotating screw was chosen as a complicated shape and motion for
study. A simplified model of the computation is shown in Fig. 5.

(a) Whole view (b) Top view and side view

(c) Enlarged view of screw

1.0

0.09

0.009

Fig. 5. Submarine model.

Figure 6 shows the computational domain. The shape of the domain is like that of a
bean cut in half along its broadest length. The top plane is the free water surface. The
shape of the computational domain changes according to the motion of the free surface
caused by the movement of the submarine. The shapes of the boundaries other than the
top plane are fixed. The submarine is placed at a depth of 1.0, as shown in Fig. 6.

Cross-sections of mesh around the submarine and the whole computational domain
are shown in Fig. 7. The figure illustrates the fine mesh around the submarine and the
screw.

The meshes around the screw are shown in Fig. 8. A cylindrical mesh around the
screw is embedded in the whole mesh, and it is placed at the rear of the submarine. The
cylindrical mesh can be rotated using the sliding mesh approach in accordance with the
rotation of the screw.
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(b) Side view and front view of computational domain

(a)  Shape of computational domain

Fig. 6. Computational domain.

(a)  Cross section of mesh around submarine

(b) Cross-section of mesh of whole domain

Fig. 7. Cross-section of mesh of submarine and whole domain.
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(a)  Submarine surface mesh and embedded mesh around the screw

(b) Embedded computational domain and mesh around the screw

Fig. 8. Embedded mesh around the screw and placement for the submarine.

3.4 Computation for Translator Movement

The flow around the submarine for translator movement with a rotating screw was
computed. The motion of the submarine was in a straight line keeping an initial depth
of 1.0, as shown in Fig. 9. The computational conditions are listed in Table 1.

StraightStraight

Fig. 9. Schematic diagram of translator movement.

Figures 10 and 11 show velocity contours in the x-dirction and z-direction in side-
view cross section. The ups and downs of the freewater surface increase as time proceeds.
In Fig. 11, a negative velocity appears behind the submarine as an effect of the rotating
screw. The heights of the free surfaces are shown in Fig. 12. The height of the surface
behind the submarine recovers after a drop.
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Table 1. Computational conditions for translator movement.

Total number of elements 1,158,625

Reynolds number Re 100

Froude number Fr 2.0

Time step �t 0.001

Acceleration a 0.2 (t ≤ 5.0)
0 (t > 5.0)

Initial conditions Velocity: u = v = w = 0.0
Pressure: Determined from height

Boundary condition Free surface Velocity: Extrapolation
Pressure:p = 0.0

Forward Velocity: u = v = w = 0.0
Pressure: Determined from height

Submarine (with screw) Velocity: Non-slip
Pressure: Neumann

Sliding surface Sliding boundary condition

Others Velocity: Extrapolation
Pressure: Determined from height

(a) t = 5.0                                                               (b) t = 10.0

(c) t = 15.0                                                              (d) t = 20.0

Fig. 10. x-direction velocity contours.

3.5 Computation for Translator Movement with Rising Motion

In addition to the translatormovement, the risingmotion of the submarinewas simulated.
A schematic diagram of the motion is shown in Fig. 13. The calculation conditions are
listed in Table 2.

Figures 14 and 15 respectively show the velocity contours in the x-direction and
z-direction in the case of a rising submarine. The velocity contours are similar to the
previous case. However, in the rising process at t = 7.0, the velocity in the z-direction
increases around the submarine. Figure 16 shows top views of the free surface behind the
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(a) t = 5.0                                                               (b) t = 10.0

(c) t = 15.0                                                              (d) t = 20.0

Fig. 11. z-direction velocity contours.

(a) t = 10.0                                                               (b) t = 12.0

(c) t = 14.0                                                               (d) t = 16.0

Fig. 12. Height of free surface.

StraightStraight Rise

Fig. 13. Schematic diagram of translator movement with rising motion.
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Table 2. Computational conditions for translator movement with rising motion.

Total number of elements 1,158,625

Reynolds number Re 100

Froude number Fr 2.0

Time step �t 0.001

Acceleration a 0.2 (t ≤ 5.0)
0 (t > 5.0)

Initial conditions Velocity: u = v = w = 0.0
Pressure: Determined from height

Submarine rise z = Asin
(
ωt − π

2

)
(A = 0.2, ω = π

3.75 )

(5.0 < t ≤ 9.0)

Boundary condition Free surface Velocity: Extrapolation
Pressure:p = 0.0

Forward Velocity: u = v = w = 0.0
Pressure: Determined from height

Submarine (with screw) Velocity: Non-slip
Pressure: Neumann

Sliding
surface

Sliding boundary condition

Others Velocity: Extrapolation
Pressure: Determined from height

(a) t = 5.0                                                               (b) t = 7.0

(c) t = 10.0                                                              (d) t = 20.0

Fig. 14. x-direction velocity contours.
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submarine comparing the translatormovement and risingmotion. In the case of the rising
motion, a deep drop in the free surface behind the submarine is clearly seen. Although
the effect of the rotating screw itself might not great, it is obvious that the motion of
the object under the water affects the movement of the free surface. Furthermore, the
simulation demonstrates the possibility of conducting useful complicated computations
with the free surface.

(a) t = 5.0                                                               (b) t = 7.0

(c) t = 10.0                                                              (d) t = 20.0

Fig. 15. z-direction velocity contours.

(a) translator movement. (b) rising motion.

Fig. 16. Top view of free surface behind the submarine.

4 Conclusions

Flows around a submarine with a rotating screw under the water were computed. The
flows included the free water surface. To solve such a complicated combination of flows,
the unstructured moving grid finite volume method and the surface height function
method were used. This combined computational method could capture the uniform
flow on the rotating cylindrical sliding mesh. In this test, the geometric conservation law
was satisfied. The method was then applied to free surface flows around a submarine
with a rotating screw. The results demonstrated the potential of a valid computation for
a complicated flow field.
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Abstract. The atmosphere contains 3400 trillion gallons of water vapor, which
would be enough to cover the entire earth in 1 inch of water. Air humidity is avail-
able everywhere, and it acts as a great alternative as a renewable reservoir of water
known as atmospheric water. Atmospheric water harvesting system efficiency
depends on the sorption capacity of water based on the adsorption phenomenon.
Using anhydrous salts is an efficient process for capturing and delivering water
from ambient air, especially at a low relative humidity as low as 15%. A lot
of water-scarce countries like Saudi Arabia have much annual solar radiation
and relatively high humidity. This study is focusing on modeling and simulating
the water absorption and release of the anhydrous salt copper chloride (CuCl2)
under different relative humidity to produce atmospheric drinking water in scarce
regions.

Keywords: Atmospheric water · Anhydrous salts · Absorption · Relative
humidity · Modeling · Simulation

1 Introduction

About four billion people, two-thirds of the world population, suffer from water scarcity
[1]. And about 13 sextillions (1021) liters of water vapor exist in the atmosphere [2].
The atmospheric water, which is considered a substantial renewable reservoir of water
and enough to meet every person’s needs on the planet, is unfortunately ignored [3].
Atmospheric water usually exists in three types: fog, water vapor in the air, and clouds.
Cloud and fog are all made up of tiny drops of water, typically with a diameter from 1
to 40 mm, compared with the size of rain droplets varying from 0.5 to 5 mm. Still, the
concentration ofwater droplets in fog is usually larger.Water vapor is a recyclable natural
resource with the potential to water the world’s arid regions [4]. Real challenges are
facing Saudi Arabia due to the depletion of the rapidly used nonrenewable groundwater.
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In Saudi Arabia, the water is extremely scarce due to the arid climate conditions. The
high water demand in the agriculture sector is exacerbating the water scarcity situation
in the Kingdom. Urban water and sanitation services incur a high cost to the government
[5]. Besides, there is always plenty of water available in the atmosphere, even in very
dry desert regions [6].

Methods to harvest water from humid air are known [3–10], and currently, 25 coun-
tries worldwide are capturing atmospheric water droplets from the fog for the remote
villages[8–12]. However, the fog harvesting technique requires a frequent presence of
high relative humidity (RH), typically 100% in the air, making it viable in limited loca-
tions. Witch restrains this technology to be applied in any other site unless it has a very
high RH [13, 14]. Further, There have been efforts to meet limited success to harvest
water vapor from a low RH air to produce water with a self-sustained energy source [3,
15]. In 2017, Yaghi and Wang et al. demonstrated water harvesting by vapor adsorp-
tion using a porous metal-organic framework that works in low RH of 20% and delivers
water using low-grade heat natural sunlight assisted by photothermalmaterial [16].More
recently, Li and Shi et al. have fabricated an all-in-one bilayered composite disk device
to integrate water vapor collection, and photothermal assisted water release using anhy-
drous salts Copper chloride (CuCl2), Copper sulfate (CuSO4), and Magnesium sulfate
(MgSO4) with low relative humidity as low as 15% [17].

This paper will model and simulate atmospheric water generation unit using anhy-
drous salts; Copper chloride (CuCl2) salt to produce atmosphericwater from thin air.This
study explores and investigates the potential of harvesting atmospheric water using a
cost-effective material like anhydrous salt. Also, identify the potential of modeling and
simulation of the absorption and release of water from ambient air using anhydrous salt
to produce atmospheric water.

2 Mathematical Modeling

In this work, we consider the model developed by Cesek et al. [18], which was originally
used to describe the vapor absorption in porous cellulosic fiber web. Fick’s first law can
describe the one-dimensional diffusion of molecules in the perpendicular direction of
the porous material into thin layer (Fig. 1) as:

−D
dC

dt
= C0ϕ

(
dx

dt

)2

(1)

where C is the actual vapor concentration and C0 is the saturated vapor concentration.
D is the diffusion coefficient, and ϕ is the relative humidity, and x is the thickness of the
absorbent material. Now, let us assume that:

Y = Ye
x

xra
(2)

Here Ye is the moisture content of the condensed component at time t → ∞, while
Y is the moisture content of the condensed component at any time t and xra is half of
the thickness.
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Fig. 1. Schematic diagram of the system under consideration.

The variation of diffusion and absorption in the porous material is proportional to
the relative concentration variation of the condenser water inside the absorbent, which
is described as:

D
dY

dt
= C0ϕM ε

ρp

(
dx

dt

)2

(3)

Where M is the molecular weight of the water, ρp Is the apparent density, and ε is
the porosity of the salt. Assuming that the concentration gradient on the boundary of the
porous material is constant, the velocity of the penetration on the boundary becomes:

dx

dt
= k0.5

(
x

t
d+1
2

)
(4)

Where k is the proportionality coefficient thatwill be taken (k=1) in our calculations.
The parameter d characterizes a uniformity of the stratified structure of porous material.
When d = 1, the porous material is uniformly stratified. However, if d > 1 or d < 1, the
porous material is non-uniformly stratified [18]. From the above equations, a simplified
differential equation can be obtained as:

D
dY

dt
= kC0ϕM εY 2

ρp

(
xra
Ye

)2 1

td+1
(5)

Which is a separable equation that can be solved easily to give [18]:

Y = Yetd(
ϕx2ra

DpsdYe

)
+ td

(6)

such that Dps = Dρp/kC0M ε.



Modeling and Simulation of Atmospheric Water Generation Unit 285

3 Model Validation

Equation (6) is used to validate our computed model, and this section presents a compar-
ison between the current computed water content against the experimental data obtained
from the literature [17].
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Fig. 2. Comparison between the current computed water content against the experimental data
[17].

In Fig. 2, the current computed model presents the current moisture content in the
Copper chloride (CuCl2), under RH 15%, it reaches the maximum saturation rate of
88.748 (Kg L/ Kg S) after 17.4 h of hydration. Compared with the experimental results
[17] with an 8.3% maximum absolute error. Table 1 presents the parameter used for the
current model simulation.

Table 1. The initial data for the current model are listed in Table 1

Parameters Value Unit

Ye 0.9 (Kg L/ Kg S)

t 1 (Day)

d 3.4 (Dimensionless)

ϕ 15 Relative humidity in %

xra 0.0015 (m)

Dps 0.002720402 m2kg S/kg Ldayd
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4 Results

4.1 Sensitivity of the Porosity (ε)

The ε resembles the total porosity of the pore sample, as it can be calculated on knowing
the apparent density of the porous materialρP [18].

ε = 1 − ρP

ρs
(7)

where ρs is the density of the solid part of the porous material. The Copper chloride
(CuCl2) has a density of 3386 Kg

m3 .
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Fig. 3. Water content curves of CuCl2 under different porosity ε.

All parameters for the current model were constant (Table1) except ε was tested with
different values shown in (Fig. 3). As it shows, the more uniform the salt, the more water
content the salt holds. The smaller the pore volume ( smaller porosity), the faster the
salt diffusion rate due to the decrease in the diffusion path, which increases the water
content in the salt.

4.2 Sensitivity of the Thickness (xra)

The xra resembles half-thickness of the sample, as this parameter has an essential effect
on the absorption rate behavior on the Copper chloride (CuCl2). The initial values are
1.5 mm, as other values were used in the (Fig. 4) to observe the water content’s behavior
in the salt.

The thickness of the salt plays an important role in the time and water content in the
salt. As the thickness decreases, it allows the salt to absorb the water vapor faster as the
water content increases.

4.3 Sensitivity of the Uniformity of the Stratified Structure (d)

The d resembles the uniformity of stratified structure of porous web material, for the
Copper chloride (CuCl2) the initial value was d = 3.2 (dimensionless). The results in
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Fig. 4. Water vapor absorption curves of CuCl2 under the different thickness.

(Fig. 5) showed more weight of the water is gained with less time in the salt when the
salt is more uniform. The salt takes more time and gains less weight of the water content
when it is less uniform. As the uniformity of the stratified structure of the CuCl2 plays
a role in the kinetics of the process.
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Fig. 5. Water vapor absorption curves of CuCl2 under different uniformity of the stratified
structure (d).

5 Conclusion

In conclusion, atmospheric water is considered a huge renewable reservoir, as recently
researchers have been developing different techniques and materials to absorb water
from the atmosphere. Extracting water vapor from thin air using anhydrous salt is one
of the efficient and cost-effective materials up-to-date. It is economical and practical.
This paper was devoted to model and simulate water vapor absorption from the air using
anhydrous salt copper chloride (CuCl2). An analytical model was developed. The results
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are compared to experimental oneswith a good agreementwithmaxiumumabsolute error
of 88.3%; different sensitivity analyses were obtained, including different porosity, the
thickness of the sample, and uniformity of the stratified structure. Those key parameters
were selected to examine the effect of the efficiency of the absorbent materials. It was
found that the moisture content in the Copper Chloride (CuCl2), under RH of 15%, it
reaches the maximum saturation rate of 88.748 (Kg L/ Kg S) after 17.4 h of hydration.
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Abstract. Indoor localization systems become more and more popular. Several
technologies are intensively studiedwith application to high precision object local-
ization in such environments. Ultra-wideband (UWB) is one of the most promis-
ing, as it combines relatively low cost and high localization accuracy, especially
compared to Beacon or WiFi. Nevertheless, we noticed that leading UWB sys-
tems’ accuracy is far below values declared in the documentation. To improve
it, we proposed a transfer learning approach, which combines high localization
accuracy with low fingerprinting complexity.We perform very precise fingerprint-
ing in a controlled environment to learn the neural network. When the system is
deployed in a new localization, full fingerprinting is not necessary.Wedemonstrate
that thanks to the transfer learning, high localization accuracy can be maintained
when only 7% of fingerprinting samples from a new localization are used to
update the neural network, which is very important in practical applications. It is
also worth noticing that our approach can be easily extended to other localization
technologies.

Keywords: Indoor localization · Transfer learning · UWB

1 Introduction

Nowadays, it is possible to localize objects around the world using GPS. It is a low-
cost and easy to use solution available for everybody. However, it is still challenging to
localize objects in GPS-denied environments located in buildings or underground. It is
necessary to use other technologies to make it possible, such as dead reckoning, LiDAR-
based, magnetic-field-based, or radio-frequency-based technologies [1]. Here we focus
on radio-based ultra-wideband (UWB) technology, which is especially promising for
indoor localization. It combines relatively low cost and good localization accuracy, espe-
cially when compared to WIFI or Bluetooth. Such systems can be used in small-scale
areas, where full coverage can easily be assured by a small number of anchors. Never-
theless, the concepts presented here are general and can be applied to other localization
technologies. Despite its relatively good performance, UWB localization accuracy can
be improved using fingerprinting [2] as localization errors in buildings and underground
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areas are often caused by systematic errors. Systematic errors are difficult to reduce,
as they are usually caused by the surrounding environment, especially in radio-based
localization systems. They cannot be reduced by using well-known filtering techniques
such as Kalman filters or particle filters.

Herewe introduce the algorithmwhich takes advantageoffingerprinting andTransfer
learning to reduce systematic errors and Kalman filtering to reduce random errors. We
demonstrate that it can improve the localization accuracy by 31% compared to the state
of the art UWB localization system – Pozyx [5].

2 Related Studies

There are several UWB-based localization system, to name only: Pozyx [5, 10], Zebra
UWB Technology [6], DecaWave [11], BeSpoon [7], Ubisense [8], NXP’s automotive
UWB [9, 12]. According to [13], especially after taking over DecaWave, it performs best
in terms of localization accuracy of all above. The localization accuracy of the UWB
system can be improved in many ways, but reflections and multi-path propagation make
high accuracy localization very challenging. In all possible concepts, two approaches
are mainly used for this purpose: deterministic and probabilistic. Both of them follow
the fingerprinting as a source of reference data [14], and the localization improvement is
achieved thanks to matching the current measurement with this in a previously prepared
database [14]. In the deterministic approach, the measurement’ mathematical model
is known [15]. As a result, the first possible way to achieve it is to find the closest
database fingerprint location using a relevant similarity metric for comparison. For this
purpose, it is possible to use large numbers of distance metrics (e.g. Euclidean distance,
taxicab geometry, etc.) [16]. The second one uses deterministic methods represented by
machine learning algorithms such as the support vector machine (SVM) [16], decision
trees [18], and k-nearest neighbors (KNN) [19]. Another approach includes probabilistic
algorithms, which use measurement values represented as a probability distribution. In
such a case, the output localization is calculated using the signal’ statistical properties
based on the current online measurements and fingerprinting results from the database.
The probabilistic approach is more expensive than deterministic. It can also provide
higher accuracy even with the increasing number of lost samples or incompatible data
[20].

Both deterministic and probabilistic localization approaches require fingerprinting
data [16]. Creating such a database is a big challenge since acquiring it can take a lot
of time and effort, especially for large-scale environments and for the reference points’
parameters determined manually [16]. It raises costs with the expected localization
accuracy. Several methods were proposed to reduce it. One of them reduces the number
of fingerprinting points and then use interpolation and extrapolation methods to recover
missing data [22]. We essentially introduce a similar approach, but we apply it to UWB
technology and use Kalman Filter (KF) and Transfer Learning (TL) instead of the hidden
Markov model. Other techniques use unsupervised learning methods for this purpose,
see [23]. The authors of this article apply artificial intelligence to improve WiFi-based
localization. As a result, the accuracy of the localization system is relatively low, despite
using fingerprinting.
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It is possible to use other solutions that can improve the results [2]. The first one is
a median filter, which is an efficient nonlinear tool for removing outliers. Its efficiency
depends on the window size. Unfortunately, it introduces the delay, which increases
the localization error [24]. We apply a short median filter as an outline detector in
our algorithm. The second one is the Autoregressive-moving-average (ARMA) filter. It
specifies that the output depends linearly on a set of previous input samples. Generally,
it is an infinite impulse response filter without delay, making it very useful during the
localization improvement process [24]. We demonstrate that it performs worse, despite
its properties, than the algorithm introduced here, in terms of localization accuracy.
The third one is the k-nearest neighbors’ algorithm (k-NN), which is often applied
in localization algorithms [25]. In our experiment, it also performed worse than our
algorithm. The fourth one is the edge detection algorithm, which detects the leading edge
of the UWB pulse signal to determine the time of arrival (TOA) with higher accuracy
even under low signal-to-noise ratio (SNR) conditions [27]. As this approach requires
direct modifications inUWBhardware, it is beyond the scope of this article. The fifth one
is the Kalman filter, a real-time solution widely used in indoor and outdoor positioning
systems for signal filtering and data fusion. It effectively reduces Gaussian errors, but it
has also proved to perform well in other conditions [3]. We use it as one of the reference
methods in our research. Other algorithms use machine learning (ML) methods. They
are used in data analyzing, data processing, autonomous driving, and much more. Of
course, it has found its adaptation in indoor localization [31]. We essentially adapt and
extend these concepts to improve UWB localization accuracy. Another solution is the
use of deep learning methods. Unfortunately, they require a large amount of training
data [32] or external sensors [33]. Therefore, they are not applicable in our case, as we
want to reduce the effort necessary to improve the accuracy and use UWB and inertial
measurement unit (IMU) sensors solely. Interesting examples on this topic can also be
found in [35, 36].

3 The Algorithm

Our localization algorithm combines the Kalman Filter (KF) filter to reduce stochastic,
Gaussian localization errors followed by a neural network (NN) to minimize the deter-
ministic localization errors. In order to reduce the effort necessary to perform finger-
printing, we use transfer learning to adapt the network to the new operating environment
of the UWB system. Unlike [21], we do not focus on distinguishing LOS, NLOS, MP
signals but on determining deterministic and stochastic components of the signal, which
we believe is a more general approach in terms of measurement theory.

In UWB-based localization, the leading research in localization accuracy improve-
ment focuses on the analysis of line-of-sight (LOS), non-line-of-sight (NLOS), and
multi-path analysis (MP) [28]. Here we introduce a more general approach. According
to the convention of the 1998 ANSI/ASME guidelines [29], the errors that arise in the
measurement process can be categorized into systematic and random errors. Therefore,
instead of identifying LOS, NLOS, and MP signals, we apply separate tools for reduc-
ing systematic and random errors separately despite their origin. It leads to a distance
measurement filtration algorithm, which is shown in
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It takes raw localization data (xi,yi) from the UWB system. The first step removes
outliers by removing the samples that exceed the theoretically maximal velocity of the
object. Second, we use the Kalman Filter (KF) to remove random errors. We consider
the KF to be the best choice here, as it is the mathematically optimal filter for remov-
ing random error with Gaussian distribution for robot movement at fixed speed along
the track [29], which is considered in this paper. KF cannot remove systematic errors,
which means that after applying KF filtration, the signal still contains systematic errors.
Therefore, after KF filtration, we use a neural network to remove systematic errors. As a
result, we obtain corrected localization (x’i, y’i), which better reflects the object’ actual
localization (Fig. 1).

Outlier detection KF

Neural network 1

(xi,yi)

(x’i,y’i)

Reference finger-
printing

Neural network 2

Sparse finger-
printing

Fig. 1. Localization algorithm.

The system’ critical element is the neural network. We train it using fingerprinting
results. Obtaining the best results requires performing fingerprinting in each localization
where the system is deployed to acquire neural network training data. We use transfer
learning to avoid it, which reduces the fingerprinting density in new localizations where
the system operates. We train the neural network 1 using dense reference fingerprinting
(see ). Next, we apply transfer learning by updating neural network 1 using the more
simple neural network 2, which is trained using just a few fingerprinting points in a new
localization. It facilitates systemdeployment in real-life conditionswithout losing system
accuracy. Our experiments demonstrate that our approach can significantly improve
the localization accuracy and reduce the effort necessary to deploy the UWB system
in different localizations, thanks to transfer learning. A similar results, but for static
measurements, has been introduced in [28].

4 Experiment

Our research focused on a dynamic localization algorithm that localizes the object in
movement using the UWB Pozyx localization system. Pozyx is a localization system
that uses a DW1000 chip and STM32F401 ARM Cortex M4. We used four anchors and
a tag of Pozyx development kit. The tag is shield compatible with the Arduino board,
whichwas used to capture themeasurement data. TheArduino board communicateswith
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Pozyx over Inter-Integrated Circuit. The tag can determine its position and motion data
from an accelerometer, a gyroscope, a compass, and a pressure sensor. The anchor is not
compatible with Arduino and communicates over the serial port. We used a dedicated
pypozyx Python library to configure the systemparameters: channel, bitrate, and function.

We divided the experiment into four parts:

1. static fingerprinting in reference, indoor localization - testbed 1,
2. static fingerprinting in another localization, in which the system operates - testbed

2,
3. dynamic localization of the robot in motion on testbed 1,
4. dynamic localization of the robot in motion on testbed 2.

The fingerprinting was used to capture the data, which was then used for training the
neural network 1. The localization of the fingerprinting points together with the points’
ID’s are marked with green dots in Fig. 2. The localization of anchors A0, A1, A2,
A3 is marked with red triangles. Please note that the fingerprinting area goes beyond
the rectangle bounded by the anchors. Even though this is incompatible with the Pozyx
documentation, the system’s localization accuracy in the rectangle area and beyond is
at the same level. For each fingerprinting point from Fig. 2 on both tracks, we collected
200 measurements. The measurements from testbed 1 were then used to train the neural
network 1 from

[mm]

[mm]

A0 A1 

A2 A3 

Fig. 2. The localization of anchors (red triangles), fingerprinting points (green dots), and EvAAL-
based track (black lines) in both testbeds. (Color figure online)

Our dynamic experiments used the EvAAL-based test track from [31], which is
marked as a black curve in Fig. 2. We shrank the original EvAAL track to fit the size of
our laboratories. Finding the reference localization of the object in dynamic localization
tests is challenging as reference localization accuracy must be more precise than the
localization of the UWB system, which requires the reference’s centimeter accuracy.
We achieved this by using MakeBlock Robot mBot V1.1, which followed the line on
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the floor using an optical sensor at constant linear speed. It leads to the reference mea-
surement variance below 1cm, which is sufficient when considering that UWB dynamic
localization accuracy is about 50 cm, according to our measurement results. We cap-
tured the measurements data for six laps. Half of the lap passes were captured for the
robot moving clockwise, the other half for the robot moving counterclockwise. The
localization sampling frequency was around 16 Hz.

We carried out the experiment using the same Pozyx development kit, test track,
and relative anchors localization in two different testbeds localized in two different
laboratories. The fingerprinting results from the first testbedwere used to teach the neural
network. We used the TensorFlow library to optimize the neural network architecture
and learn it. The resultant NN parameters are summarized in Table 1.

Table 1. The architecture of neural network 1.

Layer Number of neurons Activation function

1 2 tanh

2 82 selu

3 152 relu

4 2 relu

5 2 relu

The resultant neural network 1 was used to improve the dynamic localization accu-
racy in testbed 1. The dynamic experiment was carried out with the robot following the
EvAAL-based test track with constant velocity. The Pozyx localization system, which
was mounted on the robot, was acquiring its position. The single run localization results
of the robot on the test track are presented in Fig. 4 (Fig. 3).

The data collected by Pozyx are marked with blue dots. The localization obtained
from Kalman filtration of Pozyx localization results are marked with orange dots. The
results obtained from Pozyx, followed by Kalman filtration and neural network 1 are
markedwith green dots. It is noticeable that our algorithm outperforms Pozyx in terms of
localization accuracy, which proves that the neural network learned with fingerprinting
data can improve the dynamic localization accuracy of theUWBsystem.The comparison
of the localization accuracy is shown inFig. 4. It proves that theNNcan correct systematic
errors, which cannot be removed using KF.

Next,we repeated the fingerprinting on testbed 2,whichwas situated in the laboratory
with different size and similar shape as in testbed 1.. In this scenario, the distance from
walls to the track was around twice more significant than in testbed 1. In this case,we
didn’t use all the fingerprinting points from testbed 2 to learn the neural network 2. We
increased the density of fingerprinting gradually. The neural network 2 was updated
in consecutive steps using fingerprinting results of higher density. In each step, we
performed neural network architecture optimization and learning using TensorFlow. The
resultant NN2 responsible for transfer learning consisted of 4 layers, consisting of 22,
62, 12, 2 neurons, respectively. The list of chosen points in each step and the localization
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Pozyx
Pozyx + Kalman filter 
Pozyx + NN1 
Reference track

3600

2400

1200

0

-1200

[mm]

0 1440 2880 4320 5760 7200  [mm]

Fig. 3. The robot’s localization results for EvAAL-based track, laboratory number one, run one;
gray dots – Pozyx localization results, red dots - our algorithm. (Color figure online)

Fig. 4. Cumulative Distribution Error for the dynamic experiment on testbed 1. Comparison of
Poxyx localization and Pozyx + NN1.
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error of the 95% test samples is shown in Table 2. Corresponding CDF functions for
each step are presented in Fig. 5. Please notice that the localization accuracy is much
below the accuracy declared in Pozyx documentation. Localization accuracy does not
change significantly in steps 6 – 11, which means that localization accuracy achieved
thanks to neural network 1 can be maintained for lower fingerprinting density thanks to
transfer learning.

Fig. 5. Cumulative Distribution Error for the dynamic experiment on testbed 2. Localization
results for steps from Table 2 and neural network 2.

The results presented in both Table 2 and demonstrate that the UWB Pozyx system’s
localization accuracy can be improved usingKF filtering and fingerprinting-based neural
network. Furthermore, if the neural network is trained in a well-controlled environment,
it can be easily updated by making very sparse fingerprinting, using just 7% of the
samples necessary to train the neural network. The main purpose of this process was to
reduce the number of points required in fin-gerprinting. As demonstrated in Fig. 5, it is
possible to achieve the same location ac-curacy for the 15 points as for the 225 points.
As a result, the cost of fingerprinting can be significantly reduced while maintaining
location accuracy. In our experiments, we used a uniform, sparse fingerprinting grid.
However, the localization accuracy might be improved when using higher grid density
in the vicinity of obstacles. The reduction of the fingerprinting points is very desirable in
practical applications, as it reduces the costs of system deployment. The comparison of
our algorithmwith other algorithms that can be applied to improve the Poxyx localization
accuracy is presented in Table 3. The localization error of our transfer learning-based
algorithm is 32% lower when compared to the Pozyx system. It is also 31% lower than
Kalman filtering, 30% lower than median filtering, 20% lower than ARMA filtering,
17% lower than the LOS/NLOS algorithm introduced in [21], and 7% lower than the
k-NN algorithm introduced in [2].
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Table 3. Comparison of the transfer learning-based algorithm with median filtering, ARMA
filtering, Kalman filter, LOS/NLOS algorithm from [21], the k-NN algorithm from [2].

Localization algorithm Localization error [mm]

Pozyx orig 472

Median 462

ARMA 415

Kalman 465

LOS/NLOS [21] 401

k-NN [2] 354

Transfer learning 323

5 Summary

This paper introduces a neural network-based algorithm for UWB localization improve-
ment, reducing localization error by 32%, which outperforms the k-NN algorithm by
7%. The practical experiments demonstrated that the localization accuracy could be
maintained if the UWB localization system is deployed in a new localization with only
7% of fingerprinting samples used to update the neural network parameters. It means that
our approach combines higher localization accuracy than state of the art UWB Pozyx
localization system with low fingerprinting complexity. Furthermore, thanks to transfer
learning, it also reduces the learning time required to train the neural network, which
is very important in practical applications. Our research has also proved that the com-
bination of Kalman filter, to reduce random localization errors, with a neural network,
to minimize systematic error, is an efficient approach to improve indoor localization
accuracy.
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Abstract. Despite fast progress in the automotive industry, the number
of deaths in car accidents is constantly growing. One of the most impor-
tant challenges in this area, besides crash prevention, is immediate and
precise notification of rescue services. Automatic crash detection systems
go a long way towards improving these notifications, and new cars cur-
rently sold in developed countries often come with such systems factory
installed. However, the majority of life threatening accidents occur in
low-income countries, where these novel and expensive solutions will not
become common anytime soon. This paper presents a method for detect-
ing car collisions, which requires a mobile phone only, and therefore can
be used in any type of car. The method was developed and evaluated
using data from real crash tests. It integrates data series from various
sensors using an optimized decision tree. The evaluation results show
that it can successfully detect even minor collisions while keeping the
number of false positives at an acceptable level.

Keywords: Vehicle safety · Collision detection · Sensor data
processing · Decision tree

1 Motivation

According to the World Health Organization [9] 1.35 million people died in
2016 in road traffic. What is even more disturbing, this number has been con-
stantly growing over the last 20 years. Despite the fast technological development
observed in the automotive industry, providing efficient safety features is still a
great challenge. Development of widespread, affordable means of improving road
safety and post-crash care should receive more attention.

Severe road accidents, which threaten human lives, require immediate help of
medical rescuers. The need for minimizing the time required to receive help after
an accident is obvious, therefore a lot of effort has been put into organizing effi-
cient rescue services. An immediate notification with detailed information about
the location and expected consequences of the accident is a crucial element—one
c© Springer Nature Switzerland AG 2021
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which can be improved by using automated collision-detection and classification
systems. Such a solution would be especially important when victims are not
able to call for help by themselves.

Solutions supporting emergency calls and automated crash detection are not
a novel concept. In fact, the need for and the advantages of such systems are
already recognized by many legislator worldwide—an interesting overview of
acts, both planned and in force, can be found in a report created by the ITS
mobility cluster in Northern Germany [16]. The most advanced and strict regu-
lations have been introduced in the Russian Federation where all cars registered
after 2017 (new and imported) have to be equipped with the Accident Emer-
gency Response System, also called ERA-GLONASS [19]. A similar system is
being introduced in the European Union where new cars have to be fitted with
an automatic emergency call system [11] called eCall. Simpler solutions, which
do not interfere with a car’s internal systems, are introduced by some insurance
companies.

These are definitely valuable steps towards the reduction of deaths on roads.
However, before these legal acts have any significant effects, many people will die.
Older cars are still present on European roads, not mentioning less-developed
countries, where the majority of fatal accidents occur.

The aim of the presented research is to develop a method for detecting car
collisions which could be used in both new and older cars and could become a
widespread, common solution. There are three main requirements that have to
be met:

– independence of cars embedded systems which allows applicability in any car,
– reliability, which provides high accuracy in detecting collisions together with

a low number of false alarms,
– availability and very low price which would motivate people to use the solution

on a daily basis.

In the paper we are presenting the whole process of developing such a solu-
tion. After analyzing the existing approaches, the first step was to obtain data
from real collisions. Data from 22 various crashes, recorded with different sen-
sors, has been carefully analyzed in order to verify the solutions described in
literature. The conclusions let us identify major issues and challenges, and cre-
ate a novel method for detecting collisions. The method has been developed and
carefully evaluated, providing very promising results.

2 Existing Approaches

Detection of car accidents is a problem that may be solved using either car-based
or environmental sensors. Environmental sensors are usually based on cameras
and the image is processed in order to signal an accident to some monitoring
person (see, e.g. [6]). Of course environmental sensors are not mobile, unless
mounted on a helicopter or a drone, so their usability is limited to the vicinity of
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well-known dangerous spots on the road. A real flexibility and usability can be
delivered by telematics systems mounted inside the car participating in traffic.

Focusing on car-based crash detection methods, one can easily distinguish
the following types according to the sensing system used:

– car-internal,
– dedicated device (beacon-based),
– universal device (smartphone-based).

A very good example of a car-internal system is eCall. This system must
be mounted in all new cars sold in the EU starting from March 31st, 2018. The
system can be activated either manually or automatically (monitoring e.g. the
airbag status) and the infrastructure of mobile phone networks has undergone
appropriate adaptation in order to support this system EU-wide (cf. the EC
Regulation [11], making the vehicle fit for eCall, and EC Directive [10], making
the public infrastructure fit for eCall).

In Russia, a fully interoperable system called ERA-GLONASS is being
deployed with the aim to require an eCall terminal and a GPS/GLONASS
receiver in new vehicles by 2015–2017. As ERA-GLONASS was the first sys-
tem that started to operate, eCall is based on its technology [3]. At the same
time, in North America, a similar service is provided by GM via their OnStar
service [8].

Considering beacon-based systems, those are usually used by insurance
companies and the installation of such a system in the car usually affects the price
of the insurance. Selecting a third-party sensor makes it possible to utilize crash-
detection facilities in older cars where no internal systems are present. A good
example is the Octo system, which puts together a smartphone and a dedicated
sensor, attached to the windshield. The system provides services like fleet mon-
itoring, crash detection, driving-style modelling and even gamification in order
to properly motivate the drivers [7]. A similar solution is the IoT DriveWell tag
offered by Cambridge Mobile Telematics [13] or the PZU-GO offered by PZU
[5]. Bosch offers a Telematic eCall Plug that can be configured for monitoring of
driving style or for signalling a crash using the eCall connectivity [4].

The presented solutions, based on embedded car sensors or dedicated sensing
devices, are gaining popularity in well-developed countries among experienced
drivers. At the same time the majority of severe car accidents involve different
drivers – often less experienced and using older cars. These people simply can-
not afford the existing safety features. A reliable Smartphone-based accident
detection system can become a solution to this situation.

Some research in this area also exists. Thompson et al. [14] describe an acci-
dent detection and reporting system that uses smartphone accelerometers to
detect collisions. To decrease the number of false-positive detections, they trig-
ger an alarm only when a GPS sensor indicates that the smartphone is mov-
ing faster than 15 mi per hour and when the recorded acceleration exceeds 4G.
When a collision is detected, the smartphone app sends a notification to the
central server. The notification includes location data and collision characteris-
tics, such as the recorded acceleration and the vehicle’s speed. In a follow-up
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work [17] this system was extended to include acoustic data in the collision
detection procedure. The follow-up work also reports an evaluation against a
publicly available dataset with acceleration readings from real accidents. Zal-
divar et al. [18] describe an Android application that detects car collisions by
monitoring smartphone accelerometer readings and the airbag status reported
by a Bluetooth-connected OBD2 interface. An accident is suspected when the
accelerometer readings exceed 5G or the airbags are triggered. The accident
alarm can be canceled by the smartphone owner within 1 min of the trigger-
ing event. Afterwards an accident notification is send via a text or an e-mail
message. Finally, Amin et al. [1] describe and evaluate a collision detection pro-
cedure that employs accelerometer readings and GPS location data. However,
unlike the works mentioned previously, they use a dedicated accelerometer unit
and a dedicated GPS receiver rather than smartphone sensors.

One of the real-world smartphone-only crash detection and notification appli-
cations is the SOSmart automatic crash detection app [12] designed by a startup
based in Santiago, Chile. The authors claim that their crash detection algorithms
are based on data gathered by the National Highway Traffic Safety Administra-
tion [15]. They need GPS data in order to detect a collision and have imple-
mented detection of smartphone dropping, claiming that the acceleration read-
ings in the case of an accident reaches hundreds of G while a fall leads to a
reading of several G. There is no publicly available data (nor are there research
articles) regarding the actual efficacy of the proposed application. Its last ver-
sion was released to the Apple iTunes store on January 30th, 2017 (as the app
is already unavailable through Google Play), and the user reviews are unfortu-
nately very unfavourable, therefore while we fully acknowledge the effort of this
startup company, we are unable to treat this application as a reliable reference
point for presenting our research results.

The experiments presented in this paper show that it is not possible to cre-
ate a credible crash-detection method by using only phone accelerometer read-
ings threshold. The limitations and variety of sensors installed in contemporary
smartphones require far more sophisticated algorithms, which will be presented
in the following sections.

3 Crash Tests and Data Acquisition

To acquire the necessary data, we prepared dedicated mobile applications. The
applications were intended to run as a background service and collect all possible
information available on the mobile device. The following list enumerates and
describes data gathered by our software:

– GPS - latitude, longitude, bearing and speed,
– accelerometer - acceleration for three coordinate axes,
– gyroscope - rate of rotation for three coordinate axes,
– magnetometer - magnetic field for three coordinate axes,
– gravity - force of gravity for three coordinate axes,
– rotation vector - orientation of the device.
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It is important to note that many smartphone models are not equipped with
all the sensors. To have reliable representation of a typical driver, we gathered
phone usage statistics from the Internet. Based on that research, we selected
20 leading phone models from all popular manufacturers. The selected models
varied from the cheapest ones up to flagship models. Thanks to this variety of
phones, we have the access to sensor chips which vary up to the ranges and
thresholds of measurements.

The applications were used in our day-to-day life for a few months. During
that time many different types of drives were recorded: traffic jams while driving
to work in a big city, casual rides through towns and country roads, and long
journeys on highways. Selected parts of the collected data were then used as a
counter example for recorded crashes.

In order to collect reliable set of data from accidents we conducted series
of crash tests using real cars. In order to verify the smartphone measurements,
we installed a professional device, the PicDAQ5 [2] (Data Aquisition Platform)
designed by the Dr. Steffan Datentechnik for vehicle dynamics and crash test
research. The basic technical data of the device:

– two 3-axial accelerometers (±1.5 g and ± 200 g ) for vehicle dynamics and
impact testing respectively,

– one 3-axial angular velocity gyro-sensor (± 300 deg/s for roll, pitch and yaw),
– 15 analog input channels (12 bit resolution),
– four digital inputs,
– user selectable sampling rate up to 1 kHz per channel (in our measurements:

500 Hz),
– 15 analog input channels are alternative usable for wheel revolutions, steering

wheel angle and other measurements, 5 Hz GPS receiver,
– PC-based analysis software – PocketDAQ Analyzer.

The first set of experiments was conducted without drivers inside cars. Three
vehicles were used to perform tests that were intended to imitate casual accidents
in a parking lot, light clashes with one stationary car, and finally a head-on
collision (see Fig. 1).

Fig. 1. Head-on collision at 40.3 kph.
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Because of the fact that there was no stuntman, we had limited control over
the vehicles. Moreover, those tests could not be performed at very high speeds.
During the crashes, the smartphones were placed in storage compartments near
the gear shift and on the doors. There was always one device mounted using a
mount holder on the windshield.

The second event was set up by our partner, PZU (the largest insurance
company in Poland and at the same time one of the EU-wide players in the
insurance market), at a race course in Poznań, the largest track in Poland. All
experiments were performed by professional stuntmen. During those tests we had
an opportunity to collect data from different scenarios. The first one was driving
onto a curb at a high speed. That scenario was followed by a rear collision and
a head-on collision with a tree. (Fig. 2). The final test was a side collision at the
highest speed recorded. The phones were mounted similarly as in the first crash
event.

Fig. 2. Results of the collision with a tree (27.7 kph).

To sum up, in both experiments we have collected data from 22 unique
crash events. We have prepared 53 crash examples collected by different phones,
including 36 crash examples gathered by phones with gyroscope.

4 Proposed Solution

4.1 Data Analysis

The collected raw data covered a time frame that included the vehicles approach-
ing one another before the collision and, in most cases, moving away from each
other afterwards as well. To be able to analyze only those readings representing
the behavior of the vehicles during a crash, we removed the unnecessary portions
of the data using recorded footage of the events. In most cases the time span
of useful data covers 1–3 s, of which 200–400 ms represent the time of physical
contact between the vehicles.
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Accelerometer is the most commonly used sensor in this application, as it
is designed to measure the forces acting on the object to which it is attached.
A sample of accelerometer data collected from one of the collisions can be seen
in Fig. 3. In this specific event, one vehicle was stationary with the handbrake
engaged and its front oriented towards the second, moving vehicle. The collision
occurred at a speed of 20 kph, the cars hit each other with the left corners of
their hoods. Subfigures of Fig. 3 represent the magnitudes of acceleration vectors
recorded during the same event by different devices:

Fig. 3. Comparison of accelerometer data collected with different devices
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Fig. 4. Accelerometer readings col-
lected during normal ride

Fig. 5. Gyroscope readings collected
during normal ride

(a) phone in the moving vehicle, accelerometer limited to 16g on each axis,
(b) phone in the moving vehicle, accelerometer limited to 4g on each axis,
(c) phone in the stationary vehicle, accelerometer limited to 4g on each axis,
(d) phone in the stationary vehicle, accelerometer limited to 2g on each axis,
(e) simple bluetooth beacon with accelerometer in a stationary vehicle,
(f) certified device in the stationary vehicle.

It is easy to notice that the frequency of the data collected by the beacon
disqualifies it from being used for reliable crash detection. Only one reading
represented on the chart (e) captured a significant acceleration value change.
All the other devices registered clearly visible spikes of acceleration. Comparing
the data collected by phones to the certified device (e), phone sensors register
a lot of noise in addition to a spike caused by the collision. Nonetheless, the
presence of unusually high or unusually low values suggests that it is possible to
set a threshold – any values exceeding this threshold indicate an occurrence of
a crash.

This method has proven to be incorrect due to the capability of phone sen-
sors to register other vehicle activities. Figure 4 shows data collected during an
ordinary ride, during which no collision occurred. The accelerometer recorded
several significantly high values, in some cases higher than the values captured
during the crash presented in Fig. 3. The source of those values is not certain,
however further synthetic tests indicated that it could be one of following:

– phone being used during the ride,
– phone falling on the floor of the vehicle,
– phone being located in the car door storage compartment while the door is

being rapidly closed.

All of these possibilities are unavoidable in case of any device that is not
fixed to the body of the car.

We applied a similar analysis process to gyroscope data. The charts presented
in Fig. 6 show that the certified device attached to the vehicle did not register any
significant angular velocity (b), but the phone gyroscope observed a large spike
(a). These result were promising, showing that an unattached device is capable
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Fig. 6. Comparison of gyroscope data collected on different devices

of registering much more significant angular motion compared to a more massive
vehicle. Unfortunately, an analysis of the readings from an ordinary ride shown
in Fig. 5 suggests that the threshold method would yield numerous false positives
in this case as well.

4.2 Data Filtering and Aggregation

Before inputting collected data to any detection algorithm, we had to change
the coordinate system of the collected data. With the device positioned flat on a
surface with the screen facing upwards, the axes of the initial system are oriented
as follows:

– x axis points to the right of the screen,
– y axis points to the top of the screen,
– z axis points upwards.

Since all the sensor axes are fixed in reference to the phone, a movement of
the device causes a movement of the axes in relation to the vehicle. To counter-
act these changes, we used the virtual “rotation vector” sensor built into most
modern devices. This sensor represents a rotation quaternion that, if applied to
any other 3-axis sensor, reorients its axes to the following:

– x axis points to the geographic east,
– y axis points to the geographic north,
– z axis points upwards (away from the center of Earth).

To further clarify, those two systems are identical when the phone is positioned
perfectly flat with its screen facing upwards, its display’s top edge facing north
and its display’s right side facing east.

However, the x and y axes of the resulting system are still independent from
the axes of the vehicle. As the final step, we rotated the coordinate system
around the z axis to obtain the following axes in relation to the vehicle:

– x axis points to the right side of vehicle (perpendicular to the driving direc-
tion),
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– y axis points to the front of the vehicle (along the driving direction),
– z axis points upwards.

Taking the results from the initial analysis into consideration, instead of
relying on raw rotated sensor readings, we introduced two additional aggrega-
tion methods. The first aggregate comes from the observation that a single short
peak of acceleration or angular velocity is not an indication of a collision. Since
a collision implies a significant change in the resultant speed of the vehicle, the
accelerating force must persist over time. Similarly, to change the orientation of
the vehicle, the angular velocity must persist over time. To reflect this obser-
vation, we aggregated accelerometer and gyroscope readings into a sequence of
integrals calculated from each axis in a sliding time window.

Given [v1, v2, ..., vn] - values along a single axis, [t1, t2, ..., tn] - times of col-
lecting those values, we calculate trapezoidal integrals as in (1) and sum integrals
within a time window of size k as in (2).

tri =
(vi+1 + vi) · (ti+1 − ti)

2
(1)

trwk
i =

i+k−1∑

j=i

trj (2)

The second aggregate is inspired by the observation that in multiple cases
both the peak and the integral are reduced by an unrestricted motion of the
phone. The same resultant loss of velocity is distributed over a longer time. As
a result, sensors generated an oscillating pattern that did not reach values as
large as the single peak in other cases, but the change of amplitude between any
two consecutive readings was noticeable. As a result, we the introduced second
method of aggregation which captured abrupt changes in data.

Using the same notation: [v1, v2, ..., vn]—values along a single axis,
[t1, t2, ..., tn]—times of collecting those values, we calculate average absolute
derivatives over time as in (3) and sum these values within a time window of
size k as in (4).

dsi =
|vi+1 − vi|
ti+1 − ti

(3)

dswk
i =

i+k−1∑

j=i

dsj (4)

4.3 Collision Detection Method

Following the introduction of aggregation methods we attempted the threshold
approach once again, but to no avail. Neither one of the aggregates carried
enough information to precisely determine whether a crash has occurred or not.

As a next attempt, we took another observation into consideration. Phone
sensors are limited in the maximal value that can be registered along any single
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axis. As a result, devices with lower limits may experience “clipping” of readings
if the actual value would exceed the limit. To address this issue we grouped
devices by the limits of their sensors and calculated thresholds for each group
separately. Again, we were able to identify all the collisions, but at the cost of a
significant number of false positive indications.

Since the method of calculating thresholds for aggregates did not yield sat-
isfying results, we decided to use a decision tree. This method accepts a series
of labeled examples and, based on the observed relations, creates a ruleset for
assigning labels to new, unlabeled examples. The single example consists of a
number of values, each representing one feature of the observed phenomenon,
while a label represents the class of the observation.

Although this method itself also operates on thresholds on the low level, it
is able to produce complex rules involving several input values. Moreover, the
decision tree is able to identify the most important features - something that we
utilized later.

Due to the fact that a significant fraction of modern phones is not equipped
with a gyroscope, we created two sets of features, which implied two different
decision trees. The set of features for an accelerometer-only tree included the
following 17 features:

– raw accelerometer—x axis, y axis, z axis, magnitude,
– accelerometer integrals—x axis, y axis, z axis, magnitude,
– accelerometer average derivatives—x axis, y axis, z axis, magnitude,
– absolute accelerometer values—x axis, y axis, z axis,
– accelerometer threshold and frequency.

The magnitude of the absolute values is identical to the magnitude of raw data,
therefore it is not included to avoid duplication. The set of features for a gyro-
scope and accelerometer tree included additional 17 features calculated using
gyroscope values in the same manner. Our set of labels included two classes:
crash and non-crash.

As a first iteration, we trained a decision tree with a depth limit of 8 levels.
This tree was created in order to identify the most important features. In this
process we learned which features are crucial in determining the class of the
observation. Then, we repeated the learning process, but in this iteration we
limited the depth to 3 levels and reduced the feature set to the 8 most significant
ones obtained in the previous iteration. This process was repeated for the both
tree types: including and excluding gyroscope. As a final step, we tested the
3-level trees, and we present our results in the next section.

5 Results

In order to verify the effectiveness of the decision tree and compare it to the
threshold-based algorithm, we collected necessary measurements from the crash
tests described in Sect. 3. For negative samples (data without crashes) we used
measurements obtained in two long rides between cities in Poland. Half of this
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data was used as negative examples for training and the rest was used for evalu-
ation. In these road experiments we utilized several mobile devices with different
accelerator and gyroscope limits.

First, we present the results for the threshold-based detection. In Fig. 7 we
plot the maximum value of acceleration integral registered in each crash (per
each involved device). In Fig. 8 we present the histogram of acceleration integrals
during normal rides. Finally, in Fig. 9 we plot an average number of false positives
per hour of normal ride versus crash detection sensitivity. Note that in this
and subsequent plots we consider any sequence of detections shorter than 5 s
as one positive detection. This reflects the fact that during accidents, or false
positives due to e.g. poor road conditions, violent phone movements may span
an interval lasting several seconds. Results in Fig. 9 demonstrate that threshold
based detection is unreliable due to excessive number of false alarms.

Fig. 7. Maximum value of accelerom-
eter integral registered by devices in
crashes

Fig. 8. Histogram of accelerometer
integral values during normal rides

Fig. 9. Sensitivity vs. number of false positives for threshold based crash detector
(using accelerometer data only)

Because the number of collected crash data instances is limited, we opted to
evaluate the performance of decision tree detector with leave-one-out cross vali-
dation. Therefore, each detector was trained on all but one crash data instance
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and then used to classify that held-out positive example. In each case we used
the same set of negative examples. Also, all trained decision trees were run on
test data from normal rides, where we counted the number of false positive detec-
tions. Figure 10 report an average number of false positive detections per hour
of normal ride versus crash detection sensitivity for detectors that use only the
accelerometer data. Results for accelerometer and gyroscope sensors are reported
in Fig. 11.

As we can see, decision tree detector gives vastly better results than simple
threshold based detection. For a sensitivity of 80%, the threshold-based detector
gives around 10 false positive detections per hour of driving. For a decision tree
detector this number is around 0.6 when using accelerometer data and around
0.5 for devices with accelerometer and gyroscope.

Fig. 10. Sensitivity vs. number of false
positives for decision tree detectors that
uses only the accelerometer sensor.

Fig. 11. Sensitivity vs. number of false
positives for decision tree detectors that
uses both accelerometer and gyroscope.

It is important to mention here that the positive data collected in our tests
came from recorded accidents in which speeds varied from 12 kph to 43.5 kph,
while the negative data came from drives where speeds reached up to 140 kph.
The increased number of false positives at high sensitivity, shown in Figs. 9, 10
and 11 may result directly from the very small margin between the interface of
negative and positive examples in which readings from the accelerometer and
gyroscope at low speed accidents may resemble some readings from fast car
driving.

6 Conclusions

Although we have dealt with certain problems of data quality and spotted signif-
icant differences between the data readings in different smartphones, we are sure
that these problems can be overcome by processing methods for the reduction
of the inevitable false-positives detection.

It is important to note that in the real world application of the presented
solution, false positives can be accepted and mitigated by introducing a dedicated



316 M. Paciorek et al.

loopback approach: the emergency notification service should first try to contact
the driver. It is quite obvious that false-negatives might do much more damage
and therefore a reasonable attitude must be maintained towards the classification
efficacy of the proposed system.

In the future we are planning to further extend the application, perform more
real-world tests based on individual drivers and fleets and extend the features of
the application, focusing on driving-style modelling and displaying suggestions
relevant to the driver when necessary based on their current driving style and
the features of the route.
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Abstract. The procedures of non-destructive inspection (NDI) are
employed by the aerospace industry to reduce operational costs and
the risk of catastrophe. The success of deep learning (DL) in numer-
ous engineering applications encouraged us to check the usefulness of
autonomous DL models also in this field. Particularly, in the inspection
of the fuselage surface and search for corrosion defects. Herein, we present
the tests of employing convolutional neural network (CNN) architectures
in detecting small spots of corrosion on the fuselage surface and rivets.
We use a unique and difficult dataset consisting of 1.3 × 104 images
(640× 480) of various fuselage parts from several aircraft types, brands,
and service life. The images come from the non-invasive DAIS (D-Sight
Aircraft Inspection System) inspection system, which can be treated as
an analog image enhancement device. We demonstrate that our novel DL
ensembling scheme, i.e., multi-teacher/single-student knowledge distilla-
tion architecture, allows for 100% detection of the images representing
the “moderate corrosion” class on the test set. Simultaneously, we show
that the proposed ensemble classifier, when used for the whole dataset
with images representing various stages of corrosion, yields significant
improvement in the classification accuracy in comparison to the baseline
single ResNet50 neural network. Our work is the contribution to a rela-
tively new discussion of deep learning applications in the fast inspection
of the full surface of an aircraft fuselage but not only its fragments.

Keywords: Aircraft maintenance · Deep learning · Ensemble
learning · Knowledge distillation · Fuselage corrosion detection · DAIS
system

1 Introduction

Corrosion, fatigue, and corrosion-fatigue cracking are the most common types
of structural problems experienced in the aerospace industry. To ensure flight
safety of aircraft structures, it is necessary to have regular maintenance by using
visual methods of non-destructive inspection (NDI) [16]. Traditionally, visual
c© Springer Nature Switzerland AG 2021
M. Paszynski et al. (Eds.): ICCS 2021, LNCS 12747, pp. 318–332, 2021.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-77980-1_25&domain=pdf
https://doi.org/10.1007/978-3-030-77980-1_25


Corrosion Detection with Multi-teacher Knowledge Distillation 319

inspections are conducted by human operators that scan the aircraft fuselage
looking for corrosion, cracks, and incidental damage. However, this is a costly
and time-consuming procedure apt to be subjected to human mistakes caused
by mental fatigue and boredom.

In the last decade, various image processing algorithms have been applied
in the field of aircraft inspection [18]. However, these algorithms work well only
in controlled environments. They often fail in more complex real-world scenar-
ios due to noisy and complex backgrounds. Therefore, used together with the
classical machine learning models, fine-tuned image processing techniques are
strongly biased by the type of datasets considered.

The success of deep learning in many domains of science and engineering,
particularly, the efficacy of various convolutional neural network (CNN) archi-
tectures in producing amazingly accurate data models for images (in terms of
classification, object recognition, semantic segmentation and others) encouraged
us to test this technology as an autonomous support for the inspection system of
wide-area surface of the aircraft fuselage. The data for our research come from
the imaging acquisition system DAIS (D-Sight Aircraft Inspection System) [11]
widely used by the Polish air force and collected by the Air Force Institute of
Technology (AFIT). DAIS images are able to enhance the hidden corrosion spots
invisible to the naked eye in similar lighting conditions.

To decrease the costs simultaneously increasing the reliability of this time-
consuming procedure, herein we propose to support it by the autonomous system
based on advanced neural network architectures. From application point of view,
the main target of this research is to improve and partially automate aircraft
fuselage inspections. Additionally, the research aspect of this work, not directly
related to the domain of aircraft inspection, is the use of knowledge distilla-
tion as an ensemble learning aggregation mechanism. We can summarize our
contributions as follows:

1. We have tested several CNN architectures on DAIS images and estimate their
various degree of usefulness in recognition of corroded fuselage rivets.

2. To solve the problems with high data inhomogeneity - data coming from
many types of airships of various ages, very typical ones in many inspec-
tion/fault detection systems - we propose using the ensemble learning concept
to increase generality and to deal with overfitting. Moreover, we modified the
knowledge distillation framework [10], to allow its aggregation from the whole
multi − teacher ensemble into only one student model.

3. We have developed a novel method for mimicking ensemble output by
the knowledge distillation employing a multi-teacher/single-student network.
This type of knowledge distillation allows training a single CNN of a simi-
lar accuracy as the CNN ensemble but requiring more modest resources (i.e.
storage size and shorter response time). The experiments show on the test
data that it yields superior accuracy among other tested CNNs architectures.

Summing up, we demonstrate that proposed CNN architectures have sufficient
classification power to be considered as a valuable support in the wide-area
inspection of the aircraft fuselage.
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In the following section, we shortly present the main idea of the DAIS
image acquisition system and the dataset that is the subject of our study. Then
we describe the methodology proposed, i.e., (1) the ensemble learning scheme
and (2) a new knowledge distillation variant based on the multi-teacher/single-
student approach. Next, we present a detailed description of the experiments and
discuss their results. Our approach and its results can be confronted with the
state-of-the-art DL applications in the aircraft inspection in the Related Work
section. Finally, we summarize the conclusions and suggest future research goals.

2 Methodology

To deal with overfitting problem, resulting from the relatively small number
of examples and the high complexity of our data set, we use ensemble learn-
ing. We trained several models whose aggregate predictions were more accurate
compared to a single model. On the other hand, the use of ensemble increases
computational complexity of our solution, which is also treated as a big disad-
vantage. To solve this problem, we use the knowledge distillation, transferring
the objective knowledge of the entire ensemble to the weights space of only one
model. Ensembling models of various types (e.g., formal mathematical models
and data models), usually lead to better results, i.e., better approximations,
predictions or classification accuracy [20]. However, this is not for free but at
the expense of the increase of model storage&time complexity. Therefore, the
high demand for computational resources required by big data models (such as
ensembled DNNs) is still a challenging problem.

The proposed methodology combines ensembling and knowledge distillation
approaches into a new multi-teacher/single-student approach. In the following
subsections, we present shortly its principles on the background of ensembling
and knowledge distillation techniques.

2.1 Ensemble Learning

The main purpose of ensembling the models is to increase the accuracy of predic-
tions [20]. Especially, in the cases of very fine image details and high uncertainty
caused by inhomogeneity of data. This is just the case to be encountered in the
detection of corrosion on small fuselage rivets from very inhomogeneous data
coming from many types of airships of various ages. Thus, the data set consists
of many “fuzzy” small subsets having a specific structure (fine graining) while we
are looking for common attributes of corrosion (coarse-graining) neglecting fine
structural details of data. Therefore, the ensembling of neural nets, each trained
on a different homogeneous part of the baseline data set, is an encouraging idea
to be applied in the diagnostic of aeronautical structures. The benefits of this
DNNs architecture in the context of the aircraft fuselage inspection is presented
in the seminal publication [18].

On the other hand, ensemble learning can increase the computational com-
plexity of the predictive model. In the classic implementation of ensembling of
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neural networks (e.g. bagging), each single sub-model is generated in an inde-
pendent training process. Consequently, N independent models increases the
computational complexity of the classifier N times both in the training and
inference phase. In general, however, it is not exactly the truth. The sub-nets
can be pre-trained in considerably shorter time than a single baseline model
[3,6,22] or the architecture of the sub-models can be much simpler than the
baseline model.

2.2 Knowledge Distillation

The main idea behind the knowledge distillation is that the simpler student
model mimics the complex teacher model resulting with its better interpretation
or obtaining a simpler and competitive black box with similar or even superior
performance. In this way, the knowledge inscribed in the teacher model weights
is compressed and transferred into the parameter space of the student′s model.
This technique was popularized by Hinton et al. in [10]. In the standard training
process of a classifier, the loss function is closely related to the data labels. In
the case of knowledge distillation, the loss function has a second component
related to the distance between teacher and student output logits. More details
and variants of knowledge distillation are presented in the survey paper by Gou
et al. [7]. Versatility resulting from the concept of knowledge distillation comes
primarily from the lack of requirements for types of the teacher and student
models. This technique is most often used to compress machine learning models
based on neural networks whose architectures are very similar, differing only in
the number of layers and neurons and weights in each layer. On the other hand,
there are no formal requirements as to the type of ML model used. It is possible
to distill knowledge between machine learning models of completely different
structure, type and principle of operation. It is sufficient to ensure that both
models have the same output and input structure.

2.3 Multi-teacher/Single-Student Network

In our approach, we assumed the lack of formal restrictions of knowledge distilla-
tion (comparing hidden layers activations requires consistency between teacher
and student architectures). We treat the entire ensemble (composed of sub-
nets trained on unique, randomly generated subsets of training dataset) as the
teacher model. As result, we can use knowledge distillation as an ensemble deci-
sion fusion scheme. The student model learns to mimic predictions of the whole
ensemble of the teacher sub-models.

There have been several studies that utilize knowledge distillation as ensem-
ble aggregation [2,25]. However, there are a few important differences between
those and our approaches. The major modification assumes to transfer the deci-
sion about the aggregation of individual sub-models from the stage before knowl-
edge distillation to the student model itself. The main task of the student model
is not to imitate some aggregation of teachers′ outputs, e.g., averaging them, but
all individual teachers “cooperate” during training synchronously developing a
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more sophisticated common response. We also decided not to include in the loss
function the factor representing the similarity between teacher and student in
internal NN layers. Our loss function forces only mimicking the teacher output
predictions by the student model. This approach gives more flexibility in terms
of knowledge distillation between models of a different type (similar architecture
is not required), which we plan to use in the future. The temperature parameter
T in softmax probabilities

Pi =
e

yi
T

∑n
k=1 e

yk
T

(1)

is set to 1 what means the loss function utilizes unchanged softmax output.
We analyzed three variants of the multi-teacher/single-student architecture,

with different sub-models prediction-aggregation schemes.

1. Prediction averaging - Currently used approach [24] consists in averaging
the ensemble predictions before the teacher output is included in the student
loss function. The student model learns to mimic the average response of the
multi − techer ensemble (Fig. 1 upper).

2. Mimic of prediction geometric center - In the training process, the
output of the student model is compared with the predictions of all N
teachers individually. The student model learns to mimic predictions of sev-
eral teachers simultaneously. However, since bringing prediction too closely
to a single teacher output increases part of the loss function responsible for
mimicking other teachers, student model output settles in the geometric cen-
ter of all the teachers′ predictions (Fig. 1 center).

3. Independent mimicking of all the N teachers - In contrast to the model
presented above the student model does not produce a single output, but N
outputs - where N is equal to the number of teachers, each is characterized
by an independent set of trainable weights, see Fig. 1 lower. The last layer or
the last few layers may be separated. Each of these independent outputs in
the training process is compared with its assigned teacher output. It should
be noted that the convolution part responsible for the feature extraction is
common. However, the weights of the last layer (or last few layers) responsible
for classifications are specific to each teacher. This way, the model does not
learn to mimic the aggregation of all teacher‘s outputs but actually generates
N independent predictions linked to each teacher.

As shown in [24] there are many loss function definitions, different distance matri-
ces, distillation strategies et cetera. We decided to use hard ground true labels
and hard ensemble outputs, instead of light labels (in which the labels do not
have the entire probability assigned to one class, but it is partially “fuzzified” to
other classes). We also used the Kullback-Leibler divergence (KLD) to determine
the distance between teacher and the student models. Below we present respec-
tive equations determining loss function for teacher − student models variants
described above.

Lossavg = α
D∑

i=1

ȳi · log( ȳi

ỹi
) − (1 − α) ·

D∑

i=1

yilog(ỹi) (2)
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Lossgeo = α 1
N

D∑

i=1

N∑

j=1

yij · log(yij

ỹi
) − (1 − α) ·

D∑

i=1

yilog(ỹi) (3)

Lossind = 1
N

N∑

j=1

·(α
D∑

i=1

yij · log(yij

ỹij
) − (1 − α) ·

D∑

i=1

yilog(ỹij)), (4)

where D is the student output size (number of classes), N is number of
teachers, ỹi is the i-th scalar value in the student model output, yi is the corre-
sponding target value, ȳi is the corresponding average of teachers model output,
yij is the corresponding j-th teacher output, and ỹij is the i-th scalar value in
j-th output of student model output (independent mimicking variant). The α
weight setting proportion between the expression associated with knowledge dis-
tillation (first sum in equations) and the standard loss function connected with
data ground truth (second sum), is the process controlling parameter, increasing
this parameter, increases student imitation loss in the total loss function. Figure 1
demonstrates the block diagrams of all multi-teacher/single-student networks
described above in the order presented in the text.

Fig. 1. The schemes of the multi-teacher/single-student models employed in this paper:
prediction averaging model (upper), the model mimic of prediction geometric center
(middle), independent mimicking of all the N teachers (bottom).
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3 DAIS Data

3.1 DAIS System

D-Sight [9,13] is an optical double-pass retroreflection surface inspection tech-
nique created by Diffracto Ltd from Canada. It is a patented method of visual-
izing very small surface distortions outside the plane, such as dents and corro-
sion. The D-Sight optical system consists of a retroreflective screen, camera, a
light source, and a tested fuselage fragment (Fig. 2). The light from a standard
divergent source is reflected off the sample. The surface of the sample must be
reflective. The reflected light is then shone onto a reflective screen, which con-
sists of many semi-silvered glass spheres (typical diameter 60 μm). This screen
tries to redirect all incident light rays at the same angle to the starting point of
reflection on the sample surface. However, the screen is not perfectly reflective
and actually returns a divergent cone of light rather than a single beam at the
same angle. It is this imperfection of the reflective screen that creates the D-
Sight effect. The light is reflected again by the sample and collected by a camera
slightly away from the light source.

DAIS system [5] uses this imaging technology for damage detection which are
not visible to the naked eye. Figure 2 presents the overview drawing containing
the principle of operation for the DAIS imaging system and a photo showing the
process of fuselage image acquisition.

The detection system of corrosion on the aircraft fuselage consists of many
modern non-invasive visual inspection techniques presented in [17] including also
a highly modernized, comparing to its original version, imaging tool based on
D-Sight methodology.

Fig. 2. Left: a scheme of DAIS imaging system operation, from [9] Right: the image
demonstrating the process of captioning aircraft images.
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3.2 Fuselage Corrosion Dataset

Thanks to the Air Force Institute of Technology (Warsaw, Poland), we got
access to data representing the images acquired by using D-Sight technology. We
received about 1.3 × 104 labeled images (640 × 480 pixels). The labels include
the testing year, the anonymous id of the aircraft, and the label representing the
extent of corrosion damage.

Figure 3 shows the data details, i.e., the frequency distribution of samples
according to the year of technical examination and an aircraft id. Sample images
from the DAIS system are also shown. We aim to classify the images according
to the strength of the identified damage. Due to the imbalanced data set, we
decided to consider this problem as a binary classification: “no damage” and
“damage detected”. The original images come in 640× 480 resolution, however,
following the guidelines of the authors of the models used, we have reduced the
resolution to 320 × 240 - for training and inference speed up. The tests, carried
out while training the models at full resolution, showed a minimal decrease in
the classification accuracy [15].

Fig. 3. Left: Distribution of the image examples in DAIS dataset with machine id
and inspection year, Right: DAIS samples. Top: no corrosion, Center: light corrosion,
Bottom: moderate corrosion. Total number of examples in the data set by class: no
corrosion and no damage:6431, light corrosion:6040, moderate corrosion:578, strong
corrosion:0, minor damage:26. Histograms presents marginal distribution according to
machine ID and examination year dimension.
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4 Results and Discussion

4.1 Hardware and Software Setup

The computations were performed on the Prometheus supercomputer (288th
on top500 list (June 2020); HP Apollo 8000, Xeon E5-2680v3 12C 2.5 GHz,
Infiniband FDR, HPE Cyfronet Poland). We used just one node (Intel Xeon
E5-2680 v3, 2.5 GHz) and two Nvidia V100 GPU accelerators on the cluster
dedicated to deep learning. In the computations We used TensorFlow framework
[1].

4.2 Experiment Description

Using previous analyzes, we have selected ResNet50 [8] as the baseline CNN
architecture. We show in the supplementary materials [15] that this architecture
produces the best and more stable results comparing to the others.

ResNet50 training setup are as follows: ADAM optimizer[12], learning
rate = 0.001, batch size = 128, number of epochs = 150. The dataset was split
into training, validation, and test parts, based on the aircraft id. Samples from
machines with id between 1 and 30 were assigned to the training data set (10
534 examples), from id = between 31 and 34 were assigned to the validation
set (1463 examples) while samples from aircraft with id between 35 and 37
were assigned to the test set (1297 examples). Completely different physics of
acquiring images from the DAIS system compared to standard photography was
reason of resigning from use of transfer learning. Our experiments have shown
that use of pre-trained models does not improve the quality of classification on
DAIS data, we test models trained on ImageNet100 [4], and we achieve lower
classification accuracy.

The ensemble classifier consists of ResNet50 sub-nets (teachers) was trained
on different training subsets. We generated many ResNet50 sub-nets, each
trained on different, randomly generated subset of training data. The examples
were generated in such a way that the percentage of common examples for any
two selected subsets was the same. Thanks to this approach, we obtain the max-
imum diversity of generated data subsets. In the next step we applied knowledge
distillation to aggregated (trained) ensemble of teachers into a single student
model. We chose a number of sub-models N = 5 and coverage factor equal to
0.7 (defined as the size of the training subset relative to the entire training set).

4.3 Corrosion Detection

We tested and compared three main approaches (based on ResNet50 archi-
tecture) described in previous section in order to develop corrosion classifier.
Depending on the threshold level, We can modify the trade-off between the
number of false negatives and false positives. Figure 4a shows precision and
recall metrics depending on the threshold value. We define the threshold as
the minimum value of the probability of assigning a sample to the “corrosion
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detected” class. Images labeled as “corrosion detected” came from several more
specific classes representing various degrees of material failure. We conducted
the analysis for these specific corrosion classes, comparing how the models dealt
with samples labeled as “light corrosion” and “moderate corrosion”. The results
appeared to be very promising. On the test set our models were able to recog-
nize 100% “moderate corrosion” samples (with the appropriate threshold level).
Unfortunately, the test set of examples with “moderate corrosion” is limited to
only 79 examples. On the other hand, from the application point of view, the
detection of stronger examples of corrosion is the most important and can be
the positive test for the usefulness and reliability of our detection algorithm. For
safety reasons, in the operation of the autonomous corrosion detection system,
the detection of stronger corrosion samples is crucial. It should also be remem-
bered that the whole data set was manually labeled by experts and this may
be the reason for the existence of some bias (incorrect markings for pairs “no
corrosion” - “light corrosion”). Figure 4b demonstrates different recall curves for
specific corrosion levels.

Fig. 4. Left: Precision-recall characteristics for the models considered. The intersec-
tion of recall and precision lines is at the highest point for the student model. Right:
Precision-recall characteristic with separation for “light” and “moderate” corrosion
levels. The “moderate corrosion” samples are much better recognized by the models.
We achieved 97.5%–100% detection of corrosion on this level.

To determine the appropriate threshold values for a fair comparison of the
various methods, we assessed them independently for each model. The maximum
classification accuracy achieved on the validation set was the selection criterion
for the thresholds. Then we calculated the remaining metrics on the test set.
For the thresholds selected in this way, the geometric student model achieves
detection of 100% “moderate corrosion” class while the ensemble and single
models get 97.5%. It gives also superior results on the other metrics. The results
are collected in Table 1.
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Table 1. Accuracy, recall, precision and F1 score matrices obtained by tested classifiers.
Complexity* is expressed as a relative value, where 1 means complexity level of a single
ResNet50 base model

Used model Threshold Accuracy Recall Precision F1 Score Com*

Single 0.89 73.6% 73.96% 77.75% 75.81% 1

Ensemble 0.62 76.25% 74.81% 81.24% 77.89% 5

Averaging student 0.54 74.14% 69.63% 81.43% 75.07% 1

Geometric student distillation 0.47 76.63% 84.26% 76.39% 80.13% 1

Multi output student 0.51 74.3% 69.78% 81.6% 75.23% 1

To visualize, which areas of analyzed images influence the decision on corro-
sion classification we use the Grad-CAM [21] method. The algorithm employs
the cumulative gradients calculated in back-propagation which are treated as
“weights” to explain network decisions. It can be seen that the greatest activa-
tions are generated on the riveting line (see Fig. 5). As hidden corrosion occurs
on the rivets, so this behavior of the model shows a good level of data under-
standing.

Fig. 5. Grad-CAM activations for a single baseline model (left) and the ensemble
(right) model. The activation map for ensemble is much wider. From the explainability
point of machine learning models, we can determine that ensemble takes more factors
into account when generating predictions.

Additionally, we used t-SNE [14] data embedding method to visualize the
localization of samples from the test set in 2D space. The Single model and the
geometric student model were compared. The feature vectors are collected from
the output of the global max-pooling layer, which follows the last convolutional
layer. The resulting feature vector had 2048 dimensions. Figure 6 shows this
feature vector embedding into a 2D space for visualization purposes. It is easy to
observe a strong separation between the“moderate corrosion” and “no corrosion”
classes. The “light corrosion” class lies in the middle area and partly overlaps “no



Corrosion Detection with Multi-teacher Knowledge Distillation 329

corrosion” class. This result coincides with the classification metrics achieved by
the model for individual classes. Data points were normalized to better cover plot
canvas. We calculated Silhouette coefficient [19] (Single: .0015, student: .0359)
to quantitatively show that student produce better clustering (higher coefficient
score means better clusters class separation).

Fig. 6. DAIS samples embedding by using t-SNE. The Single model and the geometric
student model were compared, respectively

5 Related Works

Very few works on aircraft fuselage inspection using modern DNN architectures
can be found in the literature. In [23] a deep learning-based framework is pro-
posed for automatic damage detection in aircraft engine borescope inspection.
It utilizes the state-of-the-art NN model called Fully Convolutional Networks
(FCN) to identify and locate damages from borescope images. This framework
can successfully identify two major types of damages, namely cracks and burn,
and extract ROI regions on these images with high accuracy. In [16] the authors
present the system for crack detection on the aircraft fuselage based on high-
resolution drone images.

The similar, in spirit, work to that presented here is described in [18]. The
authors had a modest dataset consisting of images from a borescope inspec-
tion of aircraft propeller blade bores. Due to the limited size of the data, they
used the transfer learning by pre-training a convolutional neural network on
the large ImageNet, assuming that the low-order features will be the same for
both datasets. It is shown that the ensemble method improves inspection accu-
racy over conventional single CNN. However, the borescope is designed to assist
visual inspection of narrow, difficult-to-reach cavities but not to cover big areas
of aircraft fuselages. Thus, the data used in this system are completely different
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from those considered in this paper. However, the success of the application of
CNN’s ensemble was the inspiration of our paper.

6 Conclusions and Future Work

In the research presented, we used the state-of-the-art machine learning models
to automate the task of corrosion detection on the aircraft fuselage. The images
we analyzed were taken from the DAIS imaging system, but we believe that this
methodology can be also applied with other visual inspection systems. One of
the problems we encountered in this study was the severely limited collection
of training data. Moreover, the domain of this data differed significantly from
popular image repositories, which meant that transfer learning cannot produce
satisfactory results. We have developed a method of aggregation and compres-
sion of knowledge derived from several machine learning models. The proposed
variant of linking the student′s model loss function with the geometric center
of teachers ensemble outputs produced the best results in the context of cor-
rosion classification efficacy, giving F1 statistics equal to 80%, i.e., 4,4% more
than by employing the single baseline ResNet50 model. Moreover, the images of
the most corroded fuselage parts were recognized with 100% accuracy. Supple-
mentary material and the codes we used in our experiments are published here:
(https://github.com/ZuchniakK/DAISCorrosionDetection).

In the nearest future, we intend to expand our dataset, which will allow us to
generate more accurate models and perform better and more certain validation.
We also plan further work on the NN model compression and quantization to
enable its implementation directly in DAIS hardware. In the future we intend
to test our proposed multi-teacher ensembling framework on the other difficult
data sets such as medical images.

The Geometric student distillation method we proposed generated the best
performing models, but the differences are small. We believe that student gen-
eration methods can still be improved and will be the subject of our further
research.
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Abstract. Energy Management Systems are equipments that normally
perform the individual supervision of power controllable loads. With the
objective of reducing energy costs, those management decisions result
from algorithms that select how the different working periods of equip-
ment should be combined, taking into account the usage of the locally
generated renewable energy, electricity tariffs etc., while complying with
the restrictions imposed by users and electric circuits. Forecasting energy
usage, as described in this paper, allows to optimize the management
being a major asset.

This paper proposes and compares three new meta-methods for fore-
casts associated to real-valued time series, applied to the buildings energy
consumption case, namely: a meta-method which uses a single regressor
(called Sliding Regressor – SR), an ensemble of regressors with no mem-
ory of previous fittings (called Bagging Sliding Regressor – BSR), and
a warm-start bagging meta-method (called Warm-start Bagging Slid-
ing Regressor – WsBSR). The novelty of this framework is combination
of the meta-methods, warm-start ensembles and time series in a forecast
framework for energy consumption in buildings. Experimental tests done
over data from an hotel show that, the best accuracy is obtained using
the second method, though the last one has comparable results with less
computational requirements.
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1 Introduction

In 2016, the European Union presented a package of measures with the aim
of providing a stable legislative framework to facilitate the transition process
to renewable energy. In this context, Regulation (EU) 2018/1999 [12], required
that all member states should prepare and submit to the European Commission,
a National Energy and Climate Plan (NECP), with a medium-term perspective
(Horizon 2021–2030). E.g., Portugal’s main goal in the NECP is to become neu-
tral in greenhouse gas emissions by 2050, which requires to comply with trajec-
tories that lead to a reduction in greenhouse gas emissions between 85 and 90%
by 2050. To achieve this goal, the greatest reduction in emissions will have to be
achieved in the current decade, with decreases ranging between 45 and 55%. One
of the several goals defined by Portugal in its NECP [14], was that until 2030,
80% of the electric energy that is consumed, should come from renewable energy
sources. Such a high percentage of self-sufficiency cannot be achieved by solely
generating more energy. It also requires consuming less energy and adapting
the consumption pattern with the generation levels, based on Demand Response
(DR) measures. A reduction in consumption can either be accomplished using
deterministic or data-driven methods [10]. Deterministic methods are mainly
used in the project phase of new buildings, allowing the proper design of the
building structure and materials to be used. Data-driven methods are mostly
used in functional buildings, identifying the normal consumption levels in exist-
ing infrastructures, allowing the identification of its consumption targets, or the
definition of a set of levels for the evaluation of the consumption profile.

In terms of DR, Energy Management Systems (EMSs) [18,40] are the equip-
ment that normally performs the individual supervision of shiftable/power con-
trollable loads. Optimized management decisions result from algorithms that
select how the different working periods of equipment should be combined,
observing the generated energy, energy tariffs etc., while complying with the
restrictions imposed by users and electric circuits [24]. E.g., decisions can be
made using mathematical optimization, model predictive control or heuristic
control, with several methods requiring a look into the future, i.e., forecasting
energy generation and the building’s consumption, before deciding how loads
should be scheduled to work[6,23]. Similarly, the detection of anomalies can be
exposed if the real consumption deviates from the one that was forecasted, and
many situations exists in which minor changes in consumption can indicate a
serious problem. In any case, it might be important to have a human to judge
alarms, as unpredicted values can be normal due to naturally extraordinary
events or anomalous due to machine failure, malfunctioning of a sensor etc. So,
either when using DR or performing an assessment of the efficiency of buildings,
a prediction of the consumption is a tool to help decision makers in theirs tasks.

In this context, large service buildings, such as hotels, shopping centers, hos-
pitals, schools, offices, public buildings etc., have great variability in their con-
sumption of resources, such as energy or water. Their energy consumption values
depend on many variables (e.g., occupation, outside temperature, solar radiation,
appliances settings or building occupation) making it very difficult to predict
those values with precision. Having a human, for example a specialized engineer,
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to analyze each of these situations is obviously unaffordable from a technical
and economic point of view. The solution is to develop an artificial intelligence
system, that can learn over time what is considered normal and detect what is
abnormal for each building. Machine learning algorithms will make it possible to
combine different variables such as time of day, day of week, temperature, radia-
tion, occupation, and electricity consumption to predict the normal consumption
of the building and the respective expected deviation. Distinct methods can be
used to obtain this [37].

This paper proposes and compares three new meta-methods for the forecast
associated to real-valued time series, namely, energy consumption in buildings.
With a short and a full memory variant, the meta-methods will be supported on
well known regression methods to implement a sliding window solution which
will forecast the energy consumption of an hotel at certain instants. The first
method, called Sliding Regressor – SR, is somehow a standard method which
uses a single regressor given as a parameter, being fitted with the latest data just
before forecasting is required. Similar in the fitting moment, the second method,
called Bagging Sliding Regressor – BSR, uses an ensemble of regressors with
no memory of previous fittings. The third method, called Warm-start Bagging
Sliding Regressor – WsBSR, also uses an ensemble of regressors, however, it
is distinct from the BSR by maintaining the previous regressors in memory.
Preserving the ensemble idea, the latter allows to fit less regressors, a step with
high computational cost, while using a broad number of regressors to make the
forecasts. The use of the WsBSR is therefore a possibility as it achieves slightly
worst results but with a fraction of the computational requirements. The paper’s
main contribution to the state of the art is the combination of the proposed
meta-methods, warm-start ensembles, and time series in a forecast framework
for energy consumption in buildings.

The remaining paper is structured as follow. Section 2 describes the problem
and presents a brief summary of the state of the art. The third section explains
the proposed methods. Experimental results are given in Sect. 4 and the last
section presents a conclusion and future work.

2 Preliminary Considerations

This section describes the problem and presents a brief state of the art in the
resolution of forecasting real-valued time series problems.

2.1 Problem Description

Time series regression are methods for forecasting a future numeric value based
on historical responses. Time series regression can help to understand and predict
the behavior of dynamic systems from observed data, being commonly used for
modeling and forecasting economic, financial and biological systems [26].

This paper proposes a set of meta-methods to predict the energy consump-
tion of buildings. Independently of the number and type of parameters that
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might differ significantly depending on the available data (e.g., the number and
type of sensors that equip the building), it is assumed that we are given a set
of NF dependent variables or features, (x1, x2, . . . , xNF

), and want to forecast
an independent variable or target, y. Furthermore, for experimental purposes
but generalizable, it will be assumed that observations are indexed with a times-
tamp and the target will be the energy consumption of a building. For training
and fitting purpose, it is also assumed that observations will be made inside a
time window W = [ts, tf ], between the initial, ts, and final, tf , instants. Since
the observations are made in discrete instants, NO observations are assumed
in the interval W, at moments T = {ts = t1, t2, . . . , tf = tNO

} ⊂ W, being
Ω = {(Xt, yt) : t ∈ T } the set of observations, where Xt =

(
xt,1, xt,2, . . . , xt,Nf

)

are the features values and yt the corresponding target value. To simplify the
description, it is also assumed that observation are taken at regular intervals of
time, δ, i.e., T = {t1, t1 + δ, t1 + 2δ, . . . , t1 + (NO − 1)δ} ⊂ W.

In the training phase, methods will forecast future consumption from a
specific moment in time, tp, and the following setup and goals are consid-
ered: (a) Methods will forecast n consumptions with a granularity δ in the
period Δtp = [tp + δ, tp + nδ], i.e., the methods will do forecasts for instants
Ftp = {tp+1, tp+2, . . . , tp+n} = {tp + δ, tp + 2δ, . . . , tp + nδ}. (b) During the
tuning phase, developers can adjust Ftp to known (future) values of the depen-
dent (e.g., temperature, occupation) and independent variables, included in the
observation set Ω. This allows to use metrics to identify the best conjunction
of parameters (see Sect. 2.3). In the production phase, methods will be fed with
forecasted values for the independent variables and predict the dependent one.
(c) In the fitting and training phases, methods will have available a time window
of historical data, with timestamps in [tp − δW , tp]. Depending on the size of the
time window, i.e., the interval of data used to fit the regressors, two types of
methods can be considered, namely: the ones that use all historical data, called
full memory (FM) methods, and the ones which only use “recent” data, called
short memory (SM) methods. δW is a parameter which allows to define how long
should we go into the past. Obviously, the FM methods can be considered as a
sub case of the SM methods as δW can be as big as desired.

2.2 Forecasting Time Series Methods

In many energy efficient situations, the data obtained from water consumption,
electricity, outdoor temperature, occupation or solar radiation, refer to the same
time and place are characterized as multimodal data in the field of Machine
Learning. In many of these cases, it is difficult to determine how these different
types of data relate or how one modality relates to another. Distinct methods
have been defined to perform the prediction of consumption. Globally these
methods can be classified in time series versus non-time series techniques.

Time series techniques analyse the data, recorded over equal intervals of
time, extracting statistical information and other characteristics from it. Time
series solutions can be classified in univariate versus multivariate methods. It
is considered an univariate time series if there is a single sequence of values in
an observation, while if exists multiple sequences of values in an observation,
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we have a multivariate time series. Several methods specified for univariate time
series analysis were used in energy prediction, for instance the Autoregressive
Integrated Moving Average (ARIMA) [37], Case-Based Reasoning [22], Support
Vector Machines (SVM) [8,25], Artificial Neural Networks (ANN) [13,20], Grey
prediction models [9], Moving Average [16,32], Exponential Smoothing [5] or
Fuzzy Time Series [19,29].

Energy consumption normally vary according to other variables like date-
time, outside/inside temperatures, humidity, solar radiation and building occu-
pancy. When several time series variables are evaluated together, multivariate
time series should be used. Some of the models used in multivariate analysis
include the Vector Auto-Regressive [7] method, the vector ARIMA [35], Vec-
tor Autoregressive Moving Average [17] and the Bayesian Vector Autoregres-
sion [15]. While all these models have been used in predictions, some have not
been used in energy consumption forecast.

Besides time series methods, other methods have also been used in energy
prediction. These include Regression Analysis [33], Decision Trees [34], and k-
Nearest Neighbours (KNN) algorithms [36]. For instance, in [34] a comparison is
made between Regression Analysis, Decision Trees and Neural Networks when
predicting electricity energy consumption. In [36] the KNN method was applied
to the prediction of energy consumption in residential buildings.

Many studies have emphasized the superior performance of Ensemble and
Hybrid models [28], as for instance [1,38], which led to the development of differ-
ent solutions in energy [4,31]. For instance, in [31] an evolutionary multi-objective
ensemble learning solution was tested for the prediction of Electricity Consump-
tion, in [4] an ensemble learning framework was created for anomaly detection in
energy consumption of buildings, and in [11] a stacking ensemble learning was pro-
posed for short-term prediction of energy consumption. In [21] the authors com-
pared ANN and SVM with an Hybrid Method that combines both, concluding the
later achieves the best accuracy. A survey of time series prediction applications
using SVM is presented in [30]. A tree-based ensemble method with warm-start
gradient for short-term load forecasting is proposed in [39].

Nevertheless, to the best of the authors’ knowledge, no meta-method frame-
work which combines bagging, warm-start, and forecasting of energy time series
was ever proposed.

2.3 Scoring Methods

To compare the different models, some metrics must be calculated. These met-
rics measure the distance between the prediction of the model and the real
observations [2]. In regression this might be relatively straightforward as we are
comparing real numbers, but several metrics are available, each one with different
strengths. Considering a set of observation O = {(Xt, yt) : t ∈ {1, 2, . . . ,m}} ⊂
Ω and a function predM associated to model M , that predicts yt given Xt,
ŷt = predM (Xt), it is possible to define several performance metrics. For
instance, MAE = 1

m

∑m
t=1 |yt − ŷt| defines the Mean Absolute Error, MSE =

1
m

∑m
t=1 (yt − ŷt)

2 the Mean Square Error, MAPE = 1
m

∑m
t=1 |yt − ŷt|/|yt| the
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Algorithm 1. Forecasting with the Sliding Regressor method – SR
Require: Forecasting instant (tp); Unfitted regressor (R); Set of observations (Ω);

Size of the training window (δW ); Set of features values (X = {Xt : t ∈ Ftp}).
1: D ← select data from Ω with timestamp in [tp − δW , tp].
2: Fit the regressor R using D.
3: return {(t, predR(Xt)) : Xt ∈ X} � Predict target using regressor R

Mean Absolute Percentage Error, and R2 = 1 −
∑m

t=1 |yt − ŷt|/
∑m

t=1 |yt − ȳt|,
where ȳt = 1

m

∑m
t=1 yt, defines the Coefficient of Determination score.

3 Proposed Methods

This section presents the three proposed meta-methods, namely: Sliding Regres-
sor, Bagging Sliding Regressor, and Warm-start Bagging Sliding Regressor. The
objective was to build a method independent framework, combining bagging and
warm-start, for the forecasting of energy consumption time series.

3.1 Sliding Regressor Method – SR

The Sliding Regressor (SR) meta-method, in its broad sense, is a traditional
regression method that fits a model using given data and a mandatory parame-
terized regressor (e.g., Decision Tree regressor or Lasso regressor) [2]. The name
was chosen thinking that the method will use a sliding time window when applied
to the forecast of time series. Two variants can be considered: the full memory
method (SR-FM) will use all available data to train the model, while the short
memory model (SR-SM) will use a interval of data (the size is a parameter of
the method) previous to the instance in time when predictions/forecasts are to
be made.

In operation phase, given an initial instant tp from which predictions are to
be made, the SR method will forget any previous fits and refit the regressor
using data in the interval [tp − δW , tp] (as previously stated, δW is a parameter
which allows to define how long should we look in the past for data). Then,
the fitted method will forecast the consumption in a set of future instants,
Ftp = {t′1, t

′
2, . . . , t

′
n}. To make the forecast, the fitted model needs the val-

ues of the features in those instants X = {Xt : t ∈ Ftp}. In this case, features
might be known in advance or be forecasted themselves. For instance, it will be
necessary to forecast the temperature or occupation of the building for the next
predicting period (if those are features to be considered). Algorithm 1 sketches
the procedure. This method was implemented in order to have a base line for
the methods proposed in the next sections (Sects. 3.2 and 3.3).

3.2 Bagging Sliding Regressor Method – BSR

The Bagging Sliding Regressor (BSR) method extends the SR method by using
a bag/ensemble of estimators. On other words, instead of using a single regressor
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Algorithm 2. Forecasting with the Bagging Sliding Regressor method – BSR
Require: Forecasting instant (tp); Unfitted regressor (R); Set of observations (Ω);

Size of the training window (δW ); Set of features values (X = {Xt : t ∈ Ftp}); Size
of the bag of regressors (Np); Percentage of data use to fit regressors (p).

1: R ← ∅ � Bag of regressors
2: for i ∈ {1, 2, . . . , Np} do
3: D ← randomly select p% of data from Ω with timestamp in [tp − δW , tp].
4: Ri ← clone of regressor R
5: Fit regressor Ri using D
6: R ← R ∪ {Ri}
7: end for
8: return

{(
t, 1

Np

∑
R∈R predR(Xt)

)
: Xt ∈ X

}

at every prediction instant, tp, the BSR fits Np regressors and for each forecast
returns the mean value of the predictions forecasted by each of those regressors.
Like the SR, the BSR method has full memory (BSR-FM) and short memory
(BSR-SM) variants, which are implemented using parameter δW . Furthermore,
the BSR method is parameterized by the percentage/fraction of data, p, used to
fit each of the regressors. If p < 1 the regressors will be fitted with distinct sets
of data, as data is selected before each of the regressors is fitted. Algorithm 2
sketches the procedure. Although the method can be used in continuous oper-
ation, it can also be applied with full potential in any fixed moment in time
(becoming a traditional ensemble method), since it is independent of previous
fits, which differs from the following method.

3.3 Warm-Start Bagging Sliding Regressor Method – WsBSR

The Warm-Start Bagging Sliding Regressor (WsBSR) considers that the system
is fitted in a continuous operation. On other words, a bag of regressors R is
maintained and amplified in regular periods, which can coincide with the fore-
cast moments. So, when forecast are to be made, Nr new regressors are fitted,
either in full or short memory (WsBSR–FM or WsBSR–SM) variants, and those
regressors are added to an existing bag of regressors. Then, to make a forecast, Np

regressors are selected from the bag using their ages as weights (younger models
have higher probability of being chosen) obtaining R′ ⊂ R. Finally, the forecast
value is the mean value of the individual predictions, 1

Np

∑
R∈R′ predR(Xt), for

some set of feature values Xt. Algorithm 3 sketches the procedure.
This section proposed three meta-methods that computational complexity.

Next section will experimentally try to conclude on the utility of using one over
the others.

4 Data and Experiments

For the experimental setup it was used data collected in the Alto da Colina
hotel. The Alto da Colina hotel [3] is a 4-star aparthotel located in Albufeira,
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Algorithm 3 . Forecasting with the Warm-Start Bagging Sliding Regressor
method – WsBSR
Require: Forecasting instant (tp); Unfitted regressor (R); Set of observations (Ω);

Size of the training window (δW ); Set of features values (X = {Xt : t ∈ Ftp});
List of already fitted regressors ordered by age (R = [R1, R2, . . . , Rk]); Number of
regressors to fit (Nr); Number of regressors to use in the predictions (Np, Np ≥ Nr);
Percentage of data use to fit regressors (p).

1: for i ∈ {1, 2, . . . , Nr} do
2: D ← randomly select p% of data from Ω with timestamp in [tp − δW , tp].
3: Ri ← clone of regressor R.
4: Fit regressor Ri using D and append the new model to R.
5: end for
6: R′ ← Select Np models from R using their ages as weights (younger models have

higher probability of being chosen).

7: return
{(

t, 1
Np

∑
R∈R′ predR(Xt)

)
: Xt ∈ X

}

in the south of Portugal. It is comprised of 174 apartments and contains several
facilities, including four outdoor and one indoor swimming pools, a football field,
tennis court, gymnasium, a small water park for children and several bars and
restaurants, most of these, relying in electric supply. The only exception is the
water heating system, that relies in a combination between solar panels (108
Solar Thermal panels) and gas, through two propane boilers.

Data was collected every 15 min between January 1st and October 30th,
2017, with the exception of some periods where the system failed to collect
some of the features, being those observations discarded. After cleaning up the
data, 23.854 observations were considered with the following features: hour, wind
velocity, exterior temperature, number of registered guests, weekday and energy
consumption. Figure 1 shows the daily mean consumption (left axis) and number
of guests (right axis) for the period in analysis. Although we don’t have data
after October (the hotel closes in the Autumn), it is observable that the hotel
suffers from a estival effect with its higher consumption in the summer months.

4.1 Experimental Setup

For experimental purposes, it was decided to have a daily based forecast with
the following setup and goals. To analyse the methods it was decided to run
them for the full period of known data (January 1st to October 30th, 2017).
More precisely, at midnight the method will predict the consumption for the
following day or days, defined by a δT parameter. In the first phase, it was
decided to set δT = 1 which, given the gaps in the data acquired, corresponds
to 237 predicted days. Since each day has 96 readings (made each 15 min), the
forecast was made for those known values, allowing us to score our predictions
(see Sect. 2.3). Regressor will have available a time window of data defined by
δW (depending on its size, it is used the full or the short memory methods).
Finally, the chosen metrics are applied to the forecasts. Algorithm 4 summarizes
the procedure.
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Fig. 1. Variation of the daily consumption and number of guests in the analyzed period
(top); Variation in the weather conditions (mean exterior temperature, in ◦C, and mean
wind velocity, in km/h) related with the number of guests (bottom).

The proposed methods are meta-regressors since they require a regressor
to make forecasts. In this experimental setup, it was decided to use Decision
Tree (DT) Regressors [2,34] for its precision and simplicity. This was a thought
decision although it is known that these methods are not adequate for extrapo-
lation, which might be the case whenever higher or lower values of consumption
are reached. So, it was used the DT implementation in Scikit-learn [27] with two
parameterizations: (a) maximum depth – with nodes expanded until all leaves
are pure and (b) limited depth – with a maximum depth of 5 and minimum
number of samples required to split an internal node equal to 10. Furthermore,
before applying the methods it was also decided to analyse two transformation to
the data, namely: polynomial features with degree, pd ∈ {1, 2, 3}, and the scal-
ing of the features to specific ranges, I = {None, [−−1, 1], [0, 1], [0, 100]}, where
None means no transformation. Other parameters are summarized in Table 1.
Finally, experiments were run on a Intel(R) Core(TM) i7-4770 CPU @ 3.40GHz
with 16Mb or RAM and the Kubuntu 20.10 operating system.

4.2 Computational Results

Considering the use of DT with maximum depth, Table 2 presents for each of
the three methods the 10 best R2 means (μR2) and corresponding standard
deviations (σR2) values, computed considering the 237 forecasted days (with
96 = 24 × 4 forecasts per day). Best results are achieved by BSR method with
the 10 higher mean R2 values standing between 0.884 and 0.900. The second
best method is WsBSR, followed by SR in third. Regarding parameters, it is
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Algorithm 4. Slide-fit-score Algorithm
Require: Set of observations (Ω) in the full time window (W = [ts, tf ]); Scoring

metric (φ); Full or short memory (FM or SM) parameter; Forecast period (δT );
Size of the training window (δW ).

1: Scores ← ∅
2: s ← ts

3: t ← ts + δW � Defines a minimum set of data for the first fitting
4: while t ≤ tf do
5: Apply the chosen algorithm (see Sects. 3.1, 3.2 and 3.3) to obtain the forecasts,

Ŷ , for the following δT days.
6: Extract from Ω the real target values, Y , for the same period as before.
7: Scores ← Scores ∪ φ(Y, Ŷ )
8: if Short memory then
9: s ← s + 1 � Moves s one day forward

10: end if
11: t ← t + 1 � Moves t one day forward
12: end while
13: return Scores

Table 1. Parameters used in the experimental phase (†– used in SR, ‡- used in BSR,
and * - used in WsBSR).

Parameter Values Observation

δW 7 Number of days to fit in the short memory case†,‡,∗

δT 1 Number of days to score†,‡,∗

p [0.1, 0.5, 1] Percentage of data used to fit regressor‡,∗

pd [1, 2, 3] Polynomial feature transformation degree†,‡,∗

I [None, [–1, 1], [0, 1], [0, 100]] Scaling ranges of the features values†,‡,∗

Np [5, 10, 50] Number of regressors to make prediction‡,∗

Nr [1, 5, 10] Number of new regressors to fit each time∗

observable that using polynomial features with degree 2 seems to provide the
best results. The scaling to some interval does not show to have big influence
as results are mixed. In terms of memory, the short memory variant looks to
provide the best results, as 20 of the 30 results presented were achieved using it.
Furthermore, for the tested values, it seems also advisable to use all (i.e., 100%)
available data to fit the regressor in the short memory case and 50% of it in the
full memory case. Referring to the number of regressors in the bagging methods,
in the BSR it looks like “the more the merrier” while in the WsBSR using a
large number of regressors in the predictions seems to be worse as, probably, this
obliges to use more older regressors. As a side note, to understand the magnitude
of the errors, the second best run of BSR (an unscaled case, with μR2 = 0.899)
had μMAE = 4.82 (σMAE = 3.1) and μMAPE = 0.04 (σMAPE = 0.02).

Table 3 presents the same metric values but now considering the use of DT
with limited depth of 5 and minimum number of samples required to split an
internal node equal to 10. As somehow expected, the value of R2 got worse but
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Table 2. Top 10 R2 results for the case
of the DT with full depth.

Method μ
R2 σ

R2 pd I Memory p Np Nr

SR 0,771 0,288 2 [0, 100] SM

0,766 0,308 2 None SM

0,751 0,274 3 [–1, 1] SM

0,745 0,338 2 [–1, 1] SM

0,736 0,491 2 [0, 1] SM

0,714 0,516 2 [–1, 1] FM

0,690 0,460 3 [0, 100] SM

0,679 0,422 3 [0, 1] SM

0,676 0,678 2 [0, 100] FM

0,675 0,782 2 [0, 1] FM

BSR 0,900 0,141 2 [0, 100] SM 1 50

0,899 0,142 2 None SM 1 50

0,898 0,142 2 [0, 1] SM 1 50

0,897 0,143 2 [–1, 1] SM 1 50

0,893 0,163 2 [0, 100] FM 0.5 50

0,890 0,173 2 [0, 1] FM 0.5 50

0,890 0,178 2 [–1, 1] FM 0.5 50

0,887 0,184 2 None FM 0.5 50

0,885 0,155 2 [0, 100] SM 1 10

0,884 0,160 2 None SM 1 10

WsBSR 0,838 0,185 2 [0, 1] SM 1 10 5

0,833 0,174 2 None SM 1 10 5

0,833 0,174 2 [0, 100] SM 1 10 5

0,826 0,205 2 [–1, 1] SM 1 10 5

0,809 0,184 2 [0, 100] SM 0.5 10 5

0,804 0,221 2 [0, 1] SM 0.5 10 5

0,802 0,214 2 None SM 0.5 10 5

0,796 0,228 2 [0, 1] FM 0.5 10 5

0,795 0,277 2 None FM 0.5 10 5

0,793 0,263 2 [–1, 1] FM 0.5 10 5

Table 3. Top 10 R2 results for the case
of the DT with maximum depth of 5.

Method μ
R2 σ

R2 pd I Memory p Np Nr

SR 0,607 0,409 2 [] SM

0,577 0,477 2 [0, 1] SM

0,567 0,526 2 [–1, 1] SM

0,536 0,468 2 [0, 100] SM

0,519 0,461 3 [0, 1] SM

0,502 0,551 3 [0, 100] SM

0,492 0,478 3 None SM

0,422 1,593 3 [–1, 1] SM

0,351 0,751 2 [0, 1] FM

0,349 0,775 2 None FM

BSR 0,796 0,220 2 [] SM 1 50

0,795 0,223 2 [0, 100] SM 1 50

0,794 0,226 2 [–1, 1] SM 1 50

0,794 0,228 2 [0, 1] SM 1 50

0,767 0,264 2 [–1, 1] SM 1 10

0,767 0,266 2 [0, 100] SM 1 10

0,766 0,277 2 None SM 1 10

0,765 0,278 2 [0, 1] SM 1 10

0,763 0,295 2 [0, 1] SM 0.5 50

0,761 0,301 2 None SM 0.5 50

WsBSR 0,710 0,249 2 [] SM 1 10 5

0,709 0,272 2 [0, 100] SM 1 10 5

0,699 0,262 2 [0, 1] SM 1 10 5

0,691 0,286 2 [] SM 0.5 10 5

0,685 0,323 2 [0, 100] SM 0.5 10 5

0,682 0,353 2 [–1, 1] SM 1 10 5

0,680 0,275 2 [0, 1] SM 0.5 10 5

0,666 0,306 2 [–1, 1] SM 0.5 10 5

0,660 0,289 2 [0, 1] SM 1 50 10

0,652 0,307 2 [0, 100] FM 0.1 10 5

the methods maintained the relative ranking between them. Again the usage
of polynomial features of degree two seems to be the more appropriate and
no definitive conclusion can be taken about the scaling of the features. The
short memory solution shows to be a better option, when compared with the
full memory one. Regarding the number of regressors to use in the ensemble
cases, results were not conclusive for BSR but, using 50 allowed to achieve the
best results. On the other hand, using only 10 regressors can be a good enough
forecast for a decision maker, saving considerable computational resources. For
the WsBSR method, a similar conclusion as previously can be taken, i.e., using
a larger number of regressors in the predictions seems to worsen the results
(probably for the obligation of using older regressors).
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5 Conclusion and Future Work

Energy is one of the largest parcels in the operation of service buildings. The
possibility to forecast the energy consumption of unmovable loads, added up with
the fixed ones, gives decision makers the chance to plan ahead the positioning
of the movable charges. These can be later optimized taking into consideration
many factors as energy production from renewable sources or energy prices.

In this paper, three meta-methods are analyzed to perform the referred fore-
cast. Established the regressor to be used with the meta-method (e.g., Decision
Tree regressor), the first (SR) can be seen as a traditional forecast method, while
the second (BSR) and third (WsBSR) use ensembles of regressors to make the
forecasts. The difference between them comes from the fact that the last uses a
warm-start procedure, adding new regressors when required, which are comple-
mented by the ones already fitted in the past. Over the elected parameters, the
BSR method has shown a better accuracy but with higher computational cost
in the fitting phase. The use of the WsBSR is therefore a possibility as it has
shown slightly worse results but with a fraction of the computational cost (in a
typical run, for similar set of parameters, WsBSR took approximately 25% of
the time required by BSR to run the full simulation).

In terms of future work, other methods besides the decision trees are to be
used. Furthermore, the usage of heterogeneous methods in the ensemble will
be tried, i.e., the usage of the same method but with different parameters and
also distinct methods. In this case, it is also intended that the selection of the
forecasting methods (which ones to fit and which ones to use in the forecast)
will be tuned on run time. Finally, integration of data assimilation techniques
also seem a very promising field of research.
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Abstract. We are currently seeing an increasing interest in using
machine learning and image recognition methods to support routine
human-made processes in various application domains. In the paper,
the results of the conducted research on supporting the sewage network
inspection process with the use of machine learning on embedded devices
are presented. We analyze several image recognition algorithms on real-
world data, and then we discuss the possibility of running these methods
on embedded hardware accelerators.
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1 Introduction

Supporting processes and decision-making using machine vision and artificial
intelligence is becoming more popular in many industries and everyday lives.
Cars that support the driver or cameras that suggest what settings to choose
for the current scenery become everyday life. One of the processes that can be
improved using the above techniques is a visual inspection of sewer networks.
Every day, the average operator inspects several hundred meters of sewage net-
works using robots with installed cameras, where he constantly observes the
acquired image and provides information on the condition of pipes, damage
present in the network, and structural elements [3]. Long working hours and
their monotony may have a negative impact on the quality of the inspections
carried out. According to J. Dirksen et al. [2] on average, the operator ignores
25% of defects during the inspection, so additional support by informing the
operator in real-time about automatically detected objects or status changes
can improve the quality of the work performed.

The inspection process can be supported by machine learning. Unfortunately,
the use of cloud computing services is usually not possible due to limited network
connectivity at the inspection site. The development of hardware accelerators for
launching artificial intelligence models has recently made it possible to use it on
embedded devices with limited resources that operators work with on a daily
c© Springer Nature Switzerland AG 2021
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basis. We have conducted research to analyse the possibility of using machine
vision methods to support the process of visual inspection of sewage networks
on embedded devices.

This paper presents a comprehensive approach to the ML-based automatic
detection of defects and structural elements of sewage networks based on video
material analysis from the network inspection. The possibility of using the meth-
ods of classification, detection, and image segmentation was analyzed. The con-
sidered data set includes photos from different cameras; thus their quality and
resolution are varied. The photos are single frames showing defects or structural
elements, wherein the case of other works described in the literature was mostly
a large number of consecutive video frames. Finally, two image analysis meth-
ods were used - segmentation and classification for which performance studies
were carried out for many network architectures. The research was conducted
to analyze these algorithms’ execution time based on deep convolutional neural
networks on embedded devices using hardware accelerators.

The organization of the paper is as follows. The Sect. 2 describes the related
work and Sect. 3 discusses the research methodology. Sections 4 and 5 analyses
the machine learning methods for video processing. The Sect. 6 describes the
evaluation, while Sect. 7 concludes the paper.

2 Related Work

The section presents issues related to the context of the research work. The
purpose of the sewage network inspection process is justified and the equipment
used for this purpose is discussed. The concept of observation is introduced, i.e. a
description of a damage, structural element or conditions inside a section of the
sewage network, which is an elementary component of the inspection description.

2.1 Pipe Inspection Process

The main method of inspection of sewer networks is video inspection using
CCTV cameras. It is performed periodically by companies providing such ser-
vices to assess the network’s quality and plan possible repairs. The horizontal
part of the network inspected is called a section and usually connects two wells
- vertical elements of the sewer pipes infrastructure.

The detail of the process and its steps differ depending on the standard in
force in a given country or region. Nevertheless, the main idea of the process is
common to all standards. For example, the standard described by MSCC4 [11]
defines the process carried out using a device equipped with a camera, selected
depending on the size of the pipe and the expected water filling inside. Small cam-
eras are used for the smallest pipes, pushed by a cable transmitting video mate-
rial (the so-called push camera). For larger pipes, controlled travelling robots are
used, optionally with a raised structure that allows the camera’s centring in pipes
of larger diameter. For pipes with an expected high level of water inside, floating
robots are used (e.g. Proteus Float Raft), and for the largest ones, prototypes of
flying drones are being developed.
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The nomenclature of observations may differ depending on the applicable
standard. Particular standards1 also differently define the degree of detail of the
description of a given observation, while the defects and structural elements that
are described by these observations are the same for all standards. Based on this,
a high-level part of the description of these observations can be distinguished,
which is common to all standards. Among the observations, we can distinguish
those corresponding to defects, structural elements and the conditions prevailing
inside.

2.2 Machine Learning Methods Used in the Inspection Process

J.B. Haurum and T.B. Moeslund [5] analyzed the results of publications on the
automation of visual inspection of sewage networks from the last 25 years. Initial
work is based on image analysis using methods such as morphological opera-
tions [16], oriented gradient histogram (HOG) [4], and support vector machines
(SVM ) [8]. Some of them deal with the subject of segmentation of some classes
(e.g. cracks) using classical methods of image segmentation.

Along with the development of convolutional networks, subsequent works
indicate their use for image analysis, initially using classification, object detec-
tion, and segmentation. The authors point out the problem of comparing works
by differentiating the data set, the number of classes and considered metrics. For
this reason, it is difficult to determine the best solution at a given moment, there-
fore, in the following part, selected works using deep neural networks describing
the latest solutions from 2017–2020 will be analyzed.

M. Wang and J.C.P Cheng [17] proposed a solution based on the detection of
observations in photos using the Faster R-CNN model. Their dataset included
photos containing 4 classes of observations. A year later, the same authors [18]
propose usage of the proprietary network architecture called DilaSeg for semantic
segmentation of three classes of observations. The dataset contains the extracted
video frames and segmentation masks for each of the photos. This publication
shows an increase in efficiency and a decrease in inference time compared to
the FCN-8s architecture. The authors point out that the cost of computation is
rarely taken into account in the work so far, and this is a key factor that should
be taken into account when implementing a solution for embedded devices.

D. Meijer et al. [9] propose a solution that uses image classification and
detects 12 different classes of observations. The dataset contains photos taken
with the same camera from 30 various inspections, 0.8% of these photos show
defects. The publication uses the proprietary convolutional network architecture,
the authors have shown that it achieves higher efficiency than the previous solu-
tions. The emphasis was placed on the validation of the solution. It was proposed
to introduce new metrics so that it was possible to assess the measure of possi-
ble performance improvement in real scenarios in addition to the classification
effectiveness.

1 For example, the Polish standard PNEN13508 or the American NASSCO PACP-6.
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Q. Xie et al. [19] proposed using a two-level hierarchical deep convolutional
network for the classification of sewage network defects. The first binary level
distinguishes between images representing all the considered defects from those
without defects, and the second distinguishes between the considered defects.
Both models share the network structure in addition to the last output layer,
and the network architecture itself is a proprietary solution containing 3 convo-
lutional layers, 3 of max-pooling type and 3 fully connected. The dataset con-
sists of photos with 16 types of defects, while only the 6 most common ones
were selected for training the model. The presented network results were better
than the knowledge transfer using popular pre-trained models such as VGG-16,
Inception-V3, and Resnet.

Kunzel et al. [6] describe the solution of semantic segmentation of a full scan
of a network segment made with the 360◦ camera. The image is considered a high-
quality image made of multiple 360◦ photos showing the entire tube unfolded
onto a flat area. Successive clippings of this photo are transferred to the model.
The network structure is based on FRRN [12] architecture. The dataset is a scan
of 111 pipes with a length of 4.6 km, 6 classes of observation were considered.

The solution presented by Yin et al. [20] uses the YOLOv3 model to detect
objects. The dataset contains photos with 6 classes of observation. The authors
indicate that this solution is able to analyze video in real-time and surpasses
previous solutions both in terms of detection efficiency and execution time. The
emphasis was also placed on validating the entire video material’s solution, not
just on individual frames.

Table 1. Comparison of image analysis methods in the problem of observation detec-
tion.

Paper Classic methods Methods using neural networks

Morphological
operations

HOG SVM Classification Object
detection

Semantic
segmentation

[4] X X X

[8] X X

[16] X

[17] X

[18] X

[9] X

[19] X

[6] X

[20] X

The methods used in selected works have been collected in the Table 1. Cur-
rently, no works have been found that would deal with the topic of implementing
such a solution for embedded devices. The hardware platform is omitted in the
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works, it is mentioned that a PC, supercomputer or cloud services were used.
The emphasis is on algorithms, not the possibility of their implementation on
the target platform.

3 Methodology

The research work aims to verify the feasibility of implementing a solution for the
automatic detection of observations in sewage networks based on video material
for embedded devices. The methodology of the research is shown in Fig. 1.

Iden�fica�on of the best technique for 
loca�ng observa�ons in an image - 
segmenta�on vs object detec�on

Evalua�on of the selected loca�on 
technique depending on the architecture of 

the neural network

Evalua�on of the classifica�on technique 
depending on the selected neural network 

architecture

Model conversion for 
embedded devices

Evalua�on of the execu�on �me of models 
on target pla�orms Model quality evalua�on

Fig. 1. The course of subsequent stages of research

The dataset used in the research had over 20,000 photos. It contained two
types of annotations - polygon coordinates defining the position for 22 classes
(examples in Fig. 2) and classification labels for 5 classes (some examples are
presented in Fig. 3).

Classes containing location information in the form of polygon coordinates
have been grouped into nine more general classes because of their visual similar-
ity. The assignment and the number of classes obtained in this way are presented
in the Table 2. Due to the conditions inside the pipes, the picture quality is mostly
poor. Many of them are fuzzy and out of focus, yet still contain human-readable
information.

4 Selection of Neural Network Architecture for the
Classification Problem

The neural network architectures examined in this work were selected based on
their effectiveness on the ImageNet dataset. Additionally, the number of model
parameters was also taken into account, which translates into its complexity.
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(a) Photo example with annota-
tions: water and defective cross
joint

(b) Photo example with anno-
tations: defective transverse joint
and axial cracks without disconti-
nuity

(c) An example of a photo with
annotations: water, joint, built-in
connection and attached sediments

Fig. 2. Examples of data set visualization with annotations in the form of polygon
coordinates defining objects’ location. Light blue is the color of water, light green is
the defective transverse joint, the dark blue is the added joint, the red is the axial
fracture without breaking the continuity, the pink is the joint, and the green is the
sticky sediment. (Color figure online)

(a) Example of a photo with a right
deviation label (same as for other
deviations)

(b) Example of a photo with a de-
formation label

Fig. 3. Examples of photos from the dataset with classification labels



Supporting the Process of Inspection of Sewer Pipes 353

Table 2. The form and number of grouped classes with annotations in the form of
polygon coordinates defining the location of objects

Grouped class The class in the original dataset Count

Fracture Axial fracture without discontinuity 5523

Spiral fracture without breaking the continuity

Round fracture without breaking the continuity

Axial fracture with discontinuity

Spiral fracture with discontinuity

Round crack with discontinuity

Break Break 717

Missing wall fragments Missing wall fragments 776

Roots Independent, fine roots 2224

Pile roots

Complex mass of the roots

Accumulation of material Attached settlements 6562

Postponed settlements

Other obstacles

Faulty joint Defective longitudinal joint 2946

Defective cross joint

Defective angle joint

Joint Joint 10062

connection Original connection 2175

Built-in connection

Incoming connection

Water Water 13656

Therefore, the size and time of inference execution are important for implemen-
tation on embedded devices with limited resources. The most diverse models
were selected from the available in the Keras module of the Tensorflow library
- InceptionResNetV2 [10], Xception [1] and MobileNetV2 [15].

The averaged values of the metrics obtained for the trained networks are
presented in the Table 3. The value of the F1 metric for the analyzed models is
similar, but the MobileNetV2 has the smallest network size, thus it will be used
in further experiments as the architecture of choice for the image classification
problem.

Table 3. Average metric values of the trained classification models.

Model F1 Recall Precision

InceptionResNetV2 0.80 0.78 0.81

Xception 0.79 0.74 0.85

MobileNetV2 0.81 0.78 0.84
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5 Selection of the Technique for Locating
the Observations

This section describes the course and results of the research carried out in order
to choose the technique of locating the observations on the photos. Two classes
of solutions were considered - methods of object detection and semantic segmen-
tation.

In the case of object detection, the possibility of running the learned model on
embedded devices was taken into account. The lightweight architecture YOLOv2
(You Only Look Once) [13] was selected for the study for the object detection
problem. In the case of semantic segmentation, the architectures and frameworks
were selected from the segmentation-models package, which implements selected
networks using the Tensorflow library. The following network architectures were
examined - U-Net [14] and FPN [7]. They were used with encoders - ResNet101,
EfficientNetB3 and MobileNet-V2. Among the architectures compared, better
results were obtained using the FPN network, so in further experiments it will
be used as the chosen architecture for the problem of semantic segmentation.

Table 4. Quality scores after converting the results from the models: FPN and
YOLOv2.

Score Semantic segmentation Object detection

FPN + MobileNetV2 FPN + EfficientNetB3 FPN + ResNet101 YOLOv2

Precision 0.59 0.63 0.69 0.89

Recall 0.89 0.89 0.89 0.22

F1 0.71 0.74 0.71 0.35

In order to select the localization technique, the results obtained for semantic
segmentation and object detection were compared. The results are presented in
the Table 4. In the comparison, networks that perform semantic segmentation
fared much better. Therefore, in further experiments, only semantic segmenta-
tion will be considered as a localization technique.

6 Implementation of Trained Models on Embedded
Devices

This section presents the results of experiments with three hardware accelerators:
Intel NCS22 (Fig. 4a), Google Coral3 (Fig. 4b), Nvidia Jetson Nano4 (Fig. 4c).
The neural network architectures selected in the previous sections were used to
train models that need to be converted to run them with hardware accelerators.

2 https://movidius.github.io/ncsdk/.
3 https://coral.ai/products/.
4 https://developer.nvidia.com/embedded/jetson-nano-developer-kit.

https://movidius.github.io/ncsdk/
https://coral.ai/products/
https://developer.nvidia.com/embedded/jetson-nano-developer-kit
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Both the metrics of the models after the conversion operation and their execution
time were examined. The tools used and the target numerical representation of
the models’ quantized weights for individual accelerators have been collected in
the Table 5. The versions of the tools used are presented in the Table 6.

(a) Intel NCS2 accel-
erator connected via
USB

(b) Google Coral de-
velopment kit

(c) Nvidia Jetson
development kit

Fig. 4. Hardware accelerators used in research

Table 5. The tools used for model conversion and the target numerical representation
of the quantized model weights for individual hardware accelerators.

Accelerator Tools used Representation of
quantized weights

Google Coral Tensorflow lite converter + Edge
TPU compiler

INT8

Nvidia Jetson Nano Nvidia TensorRT FP16

Intel NCS2 Intel OpenVINO FP16

Table 6. Versions of the tools used to convert the models.

Tool Version

Tensorflow lite converter 2.2

Edge TPU compiler 14.1.317412892

Nvidia TensorRT 7.0

Intel OpenVINO 2020.3.194

The values of the studied models’ metrics before and after conversion are
presented in the Table 7 for segmentation and in Table 8 for classification. No
metric values for FPN are given with EfficientNetB3 scaffold after converting to
Google Coral because the compilation of the model to an executable form with
Edge TPU could not be performed due to an internal compiler error. In the
case of semantic segmentation, the values of the Intersection-over-Union (IOU)
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Table 7. Metrics of semantic segmentation models before and after conversion to
executable form on individual hardware accelerators.

Model Accelerator IOU F1 Recall Precision

FPN + ResNet101 − 0.55 0.77 0.88 0.69

Coral 0.18 0.61 0.53 0.73

Jetson Nano 0.55 0.78 0.88 0.70

NCS2 0.55 0.78 0.88 0.70

FPN + EfficientNetB3 − 0.55 0.74 0.89 0.63

Coral − − − −
Jetson Nano 0.55 0.74 0.89 0.63

NCS2 0.52 0.71 0.90 0.59

FPN + MobileNetV2 − 0.48 0.71 0.89 0.59

Coral 0.48 0.72 0.84 0.63

Jetson Nano 0.48 0.71 0.89 0.59

NCS2 0.48 0.70 0.90 0.57

Table 8. Classification model metrics before and after conversion to executable form
on individual hardware accelerators.

Model Accelerator F1 Recall Precision

MobileNetV2 − 0.81 0.78 0.84

Coral 0.80 0.76 0.85

Jetson Nano 0.81 0.78 0.84

NCS2 0.81 0.78 0.83

metric was also calculated as the area of overlap divided by the area of union
between the predicted segmentation and the original data.

Finally, the models were tested on the representative video showing a record-
ing of a complete inspection of a section of the sewage network. For each model,
the average analysis time of a single video frame from the test recording is cal-
culated using the formula:

t =
∑N

i=1 ti
N

, (1)

where N is the number of frames in the video and ti is the time to analyze ith
frame. The procedure was repeated for each tested hardware accelerator.

In the case of Google Coral and Nvidia Jetson, the trained models after con-
version were run on dedicated development kits, while Intel NCS2 was connected
to the Raspberry Pi 3B minicomputer. On each platform, the video was played
from a file using OpenCV. A comparison of resources available on all platforms
is presented in the Table 9.

Table 10 shows the average time of analysis of one frame using the analyzed
segmentation models, the Table 11 shows the classification model results. Missing
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results for the FPN with EfficientNetB3 and platform Google Coral model are
due to the same build error when examining segmentation metrics. Also note-
worthy is the much longer execution time for segmentation models on Google
Coral, due to the fact that some of the operations performed within the model
cannot be compiled for execution on Edge TPU and are instead performed on
the CPU.

Table 9. Comparison of the available resources of the platforms on which the experi-
ments are performed.

Hardware platform CPU RAM

Google Coral Dev Board ARM Cortex-A53 4 × 1,8GHz 1GB LPDDR4

Nvidia Jetson Nano ARM Cortex-A57 4 × 1,43 GHz 4GB LPDDR4

Raspberry Pi 3B Broadcom BCM2837 4 × 1,2 GHz 1GB LPDDR2

Table 10. Average time to analyze a single frame using trained segmentation models
on each platform.

Model Hardware platform Time [ms]

FPN + ResNet101 Google Coral Dev Board 4036

Nvidia Jetson Nano 234

Raspberry Pi 3B + Intel NCS2 415

FPN + EfficientNetB3 Google Coral Dev Board DNR

Nvidia Jetson Nano 264

Raspberry Pi 3B + Intel NCS2 480

FPN + MobileNetV2 Google Coral Dev Board 3954

Nvidia Jetson Nano 121

Raspberry Pi 3B + Intel NCS2 324

Table 11. Average time to analyze a single frame using a trained classification model
on each platform.

Model Hardware platform Time [ms]

MobileNetV2 Google Coral Dev Board 7.21

Nvidia Jetson Nano 95.42

Raspberry Pi 3B + Intel NCS2 44.65

For comparison, additional runtime tests were carried out on one of the plat-
forms without the use of acceleration, using only the CPU. For this purpose,
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Fig. 5. The number of frames per second that can be processed for the segmentation
models

Fig. 6. The number of frames per second that can be processed for the classification
model

Nvidia Jetson was used due to the largest amount of RAM available. The exe-
cution time was converted into the number of frames that could be analyzed per
second - FPS (frames per second), and the results are presented in Fig. 5 and
Fig. 6 respectively for segmentation and classification models.

7 Summary and Future Work

The values of the model metrics after conversion to the executable form with the
use of hardware accelerators and the obtained execution times indicate that it is
possible to implement the discussed solution on embedded devices, moreover, the
implementation would not be possible without the use of hardware acceleration,
as shown in the graphs in Fig. 5 and Fig. 6. Among the tested devices, only
Google Coral is not suitable for use for too long of the segmentation models. All
other configurations of models and accelerators have a total execution time of
less than 1s, which is the limit value, since the [20] assumption is made that the
observations are visible on the video material for at least one second.

Among the examined methods of locating objects in photos - object detection
and semantic segmentation, the use of segmentation gives better results. From
the investigated FPN and U-Net architectures, better results were obtained for
FPN. Despite the smallest size, the best of the studied architectures for the
classification problem turned out to be MobileNetV2.
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Directions for further development are possible both in the context of the
detection mechanism and validation of the usability of the solution. This paper
does not deal with the aspect of calculating the water level, although water is
detected as one of the segmentation classes. A mask that is detected with fairly
high accuracy (metric IoU = 0.79 for FPN /ResNet101 ) can be used to calculate
the water level using conventional image analysis methods. In addition to the
water level detection, based on segmentation masks, it is possible to calculate
other observations’ parameters, such as the connection diameter.

Another aspect is the more detailed classification of the classes of observations
detected. The classes present in the original dataset have been grouped into more
general ones, so having the results of the grouped class segmentation, one can
cut out a part of the original photo limited by the segmentation mask for a given
class and forward it to smaller, more specialized classifiers that will refine the
detection results.

An important element that can be further developed is the extension of
validation of the solution and conducting experiments with camera operators.
Dividing them into two groups - with and without software support-and the
subsequent analysis of their work results will help answer the question of how
the generated prompts affect the quality and time of inspections.
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Abstract. With advances of artificial intelligence (AI), there is a grow-
ing need for provisioning of transparency and accountability to AI sys-
tems. These properties can be achieved with eXplainable AI (XAI)
methods, extensively developed over the last few years with relation for
machine learning (ML) models. However, the practical usage of XAI is
limited nowadays in most of the cases to the feature engineering phase of
the data mining (DM) process. We argue that explainability as a prop-
erty of a system should be used along with other quality metrics such as
accuracy, precision, recall in order to deliver better AI models. In this
paper we present a method that allows for weighted ML model stacking
and demonstrates its practical use in an illustrative example.

Keywords: Explainability · Machine learning · Optimization

1 Introduction

Recent advancements in black-box machine learning models such as deep neu-
ral networks and their applications to sensitive areas such as medical and law
applications, or industry 4.0 provoked a discussion on the accountability and
transparency of AI systems [3]. Although the concept of explanation of decisions
of AI systems has long tradition that dates back to times of knowledge-based AI
systems [16], it has been extensively developed over the last decade to facilitate
new algorithms.

A large portfolio of XAI algorithms is now available for data scientists and
system engineers, which includes model-agnostic methods such as Lime [12],
Shap [10], Anchor [13], and model specific solutions like GradCAM or DeepLift
for neural networks [17]. However, the methodology of incorporating them into
the classic data mining and machine learning pipeline is not clearly stated. In
this paper we argue that the explainability (or intelligibility) is a property of a
system as a whole and should be considered as an important factor in designing
and evaluating such a system. This requires the explanation to be quantified
with respect to some criterion.

In this paper we show how the quality of explanation and the quality of
machine learning model can be fused in order to produce a model that combines
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property of both, resulting in a model of good quality with explanations of
good quality. In order to measure the quality of explanations we used InXAI
framework1 we developed, that provides objective metrics such as consistency,
stability and perturbational accuracy loss [18]. We show how to combine these
measures along with standard metrics for ML model performance (i.e. accuracy,
F1, precision, recall, etc.) within a Bayesian optimization framework based on
the SMAC toolkit [7] that stacks multiple ML models into one meta-model. We
demonstrate the feasibility of our solution in an illustrative example.

The rest of the paper is organized as follows. In Sect. 2 we discuss the role of
XAI methods in standard ML/DM pipeline and its potential usage as a criteria
for model selection. Formal definition of our approach for explanation-driven
model stacking is given in Sect. 3. In Sect. 4 we demonstrate the usage of our
approach on illustrative, reproducible example. Finally in Sect. 5 we summarize
the original contribution and indicate future works.

2 Role of XAI in the Machine Learning Pipeline

Explainable AI aims at bringing transparency to the decision making process of
automated systems. Along with the development of deep neural networks and
other black-box machine learning methods, it has been extensively developed
over the last decade. Both the recent GDPR EU regulation [6] and the DARPA-
BAA-16-53 program on XAI [4] catalysed the progress in this field.

Although the general concept of explainable decision making is clear, the
underlying methods and specific goals differ depending on who is the addressee
of the explanation. Similarly, the location of the explanation mechanism in the
pipeline of developing AI systems will be different depending on the end-user. In
GDPR and DARPA documents the role of the end-user is emphasised, as the final
recipient of the explanation. In such a case the explainability will be considered
more of the property of an AI system as a whole and can be defined as a capability
of the system to be understood. In the history of AI systems such a property
was most often called intelligibility [9]. It was provided by building systems
with frameworks that supported that feature inherently [1,5,15]. Nowadays it
is addressed also by dedicated methods such as conversational recommender
systems [8]. However, such approaches are crafted for the purpose of the specific
problem and do not generalize well to other cases.

Most recent advancements in XAI focus mostly on generating explanation in
a way that is mostly used by data scientists and domain experts to validate the
correctness of the decision model (e.g. bias analysis), or to enable the adoption of
the decision support systems in sensitive areas by building trust via explanations
(e.g. medical diagnosis decision support systems). In both of the cases evaluation
is done manually either via user-experience studies or by observational studies.
This is why it is difficult to incorporate the XAI methods within machine learning
and data mining pipelines, which is a highly automated process.

1 See: https://github.com/sbobek/inxai.

https://github.com/sbobek/inxai
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To address these challenges, several approaches for automated evaluation of
XAI methods were proposed. There were attempts to provide methodological
approach for evaluation and verification of explanation results [11,18]. Among
many qualitative approaches there are also ones that allow for quantitative eval-
uation. In [14] measures such as fidelity, consistency and stability were coined,
that can be used for a numerical comparison of methods. In [19] the aforemen-
tioned measures were used to improve overall explanations. In [2] a measure
that allows us to capture stability or robustness of explanations was introduced.
However, all of the solution provide only human-based evaluation procedure that
does not produce objectively comparative results among different explanaibility
methods. This limits their usage to use cases where expert-based analysis is the
only one desired, discarding the possibility of including them in an automated
pipeline and using their results as optimization parameters.

Our InXAI framework implements several metrics from aforementioned
works, and allows include them in classic machine learning pipeline that is con-
sistent with scikit-learn API2. This opens a possibility to use XAI metrics as any
other machine learning model performance indicators and use them as model-
selection attributes. In the next section we demonstrate how to use it along with
Bayesian optimization framework to stack several machine learning models that
finally yields high accuracy and good explainability properties.

3 Optimization of the Explanation-Driven Meta Model

Model selection is an important stage in building any AI system. Usually it is
governed by the mechanisms that are based on comparison of standard metrics
for machine learning models such as accuracy for classification or R2 score for
regression. In this section we demonstrate how additional metrics associated with
explainability can be combined with standard measures in order to facilitate
model selection, but also with the model stacking mechanism.

Let us consider an example of a simple binary classifier. One can train several
classifiers. These models will vary in terms of performance metrics, such as Accu-
racy, Logarithmic Loss, F1 Score to name a few. Depending on a specific data
mining problem, it may also be important to take into account explainability.

Instead of choosing only one of the models, several “component/unit” models
can be combined altogether to obtain a meta-model, so that specific performance
metric remains at a decent level. At the same time, one may want to optimize
XAI metrics, such as Stability, Perturbational Accuracy Loss or Consistency of
the meta-model, emphasizing a specific aspect of explainability. The simplest
way to obtain a meta-model for binary classifiers will be a weighted sum of k
component models. Training of unit models is done independently. Suppose that
the model predicts class 0 or 1. Each of those models predicts the probability of
an instance x(i) belonging to a given class Q denoted as Pk(Q|x(i)). Prediction
Pmm of meta-model can therefore be defined as a weighted sum of predictions
probability of its components and is given by Eq. (1).
2 See https://scikit-learn.org.

https://scikit-learn.org
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Pmm(Q|x(i)) =
∑

k Pk(Q|x(i))wk∑
k wk

(1)

∑

k

wk > 0; wk ≥ 0

On such a meta-model, result of the classification for observation x(i) is straight-
forward and can be defined as argmax

Q
Pmm(Q|x(i)).

Where wk is a weight associated with the model k and reflects the importance
of that model in calculating global prediction. Such weight can be calculated
as shares in the quality metric of a particular model (e.g. accuracy). In the
following sections we show how wk can be determined with the usage of XAI
quality metrics and SMAC optimization framework.

3.1 Metrics of Explainability

Meta model defined in Eq. (1) can be considered as a black-box mechanism,
and easily used along with any ML quality metrics and XAI quality metrics.
In the following section we briefly discuss selected XAI metrics that are used
in our solution to measure the overall model performance in terms of quality of
explanations.

Stability. It expresses to what extent are the explanations for similar observa-
tions similar to each other. This metric is specific for a single model. It is based
on Local Lipschitz Continuity metric [2].

AUC Perturbational Accuracy Loss. This metric describes how accuracy metric
changes along with increasing disruptions in predictor values. Like stability, this
metric is defined for a single model. Perturbations are expressed as a percentage
of random changes made to the data set. The smaller the weight of a variable
given by a local explainer model, the larger perturbations are applied. The sig-
nificance of the feature can be determined by permutation importance method
(e.g. Permutation Importance from ELI5 package3).

Meta-model Inner Consistency. Consistency answers the question of how similar
are the explanations of two or more different ML models that were trained on the
same data set. It is a measure obtained on set o explanations {Φem1 , . . . , Φemk }
generated for k models and is defined by Eq. (2).

C(Φm1 , Φm2 , . . . , Φmk) =
1

max
a,b∈1,2,...,k

||Φma − Φmb ||2 + 1
(2)

3 See: https://eli5.readthedocs.io/en/latest/blackbox.

https://eli5.readthedocs.io/en/latest/blackbox


Explanation-Driven Model Stacking 365

The measure is applicable when one compares two or more (with the InXAI
framework extension) different models. However, for the sake of clarity we limit
the discussion to a single meta-model. Thus, we propose the Inner meta-model
consistency measure given by Eq. (3). Note that Φmk is an explanation generated
with any explainer (e.g. SHAP, LIME) for model k and is a matrix of i rows
and n columns reflecting number of observations and number of features in a
dataset respectively. Therefore the consistency of a meta-model Cmm is a vector
of i elements.

Cmm = C

(
w1∑
k wk

Φm1 ,
w2∑
k wk

Φm2 , . . . ,
w1∑
k wk

Φmk

)

(3)

For a meta-model constructed as a weighted sum of unit models, performance
metrics will have lower bound equal to the metric of the weakest component
model in the regard of the given metric. Therefore, by optimizing the weights
of the meta-model components in terms of the selected XAI metric, one can be
sure that the performance metrics for the resulting model will not fall below the
expected level. The level is determined on the basis of the initial selection of the
component models. This can be demonstrated on the example of the area under
the ROC curve metric. Consider the first model m1, which predicts the class on
the basis of a random throw of an unbiased die (P (0) = 0 or P (0) = 1 with
equal probability). For balanced classes, the area under the ROC curve for m1

will be equal to 0.5. Let’s assume that the second model m2 will have an area
under the ROC curve greater than 0.5. Let m1 be included in the meta-model
with weight w1, and m2 has a corresponding weight w2. Then the area under
the ROC curve of the meta-model will be greater than 0.5, as long as w2 > 0.

3.2 Selection of Weights of Unit Models in Meta-model

To combine XAI metrics, the formula for Loss function Lmm for meta-model,
allowing to put more emphasis on a given metric, depending on the course of
the experiment, was developed. To control the extent to which a given XAI met-
ric is important for optimisation, importance meta-parameters were introduced.
For AUC Perturbational Accuracy Loss of meta-model (AUCxmm), the γauc

parameter was used. For stability (Smm) γs and for consistency (Cmm) γc were
used, respectively. The idea behind those parameters is to put more emphasis
on the given metric by taking a given metric to the power of the parameter >1.
Stability and consistency are vectors, thus mean value across all observations
were used. For details see Eq. (4).

Lmm =
AUCxmm

γauc

Smm
γs · Cmm

γc
(4)

Where Smm =
∑N

i Smm
i

N and Cmm =
∑N

i Cmm
i

N are defined as average stability
and consistency on the dataset for selected models.

The next section provides an evaluation scenario of the framework using an
illustrative example.
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4 Evaluation on a Case Study

In this section we demonstrate how the formal representation of framework given
in Sect. 3 can be operationalized and enclosed into a working module. For the sake
of clarity we demonstrate the solution on a synthetic, reproducible example.4

4.1 Synthetic Dataset and ML Models

For the purpose of a demonstration, a synthetic example was used. Dataset with
two interleaving half circles was generated with the sklearn library. It contains
200 observations and is visualised on Fig. 1. There are two predictor variables.
The test set consisted of 33% of the observations. Models trained on the dataset
are summarized in Table 1.

Fig. 1. Dataset with 2 classes and 2 predictors.

4.2 XAI Metrics on Unit Models

Metrics were obtained according to methodology presented in Sect. 3.1 with the
use of the InXAI framework. SHAP values were used as a local explainer. Sta-
bility per unit model is presented on Fig. 2. The highest stability characterizes
SVM Classifier models, followed by RandomForest, with XGBoost in the middle
and CatBoost as least performant. Consistency between models was calculated
pairwise and is depicted in Fig. 3. High level of Consistency was shown only
between RandomForest and SVM models. In terms of AUC (Area Under Curve)
4 For source code see: https://github.com/mozo64/inxai/blob/main/examples/xai
on synth data/XAI-boost-on-syntetic-data-v4.ipynb.

https://github.com/mozo64/inxai/blob/main/examples/xai_on_synth_data/XAI-boost-on-syntetic-data-v4.ipynb
https://github.com/mozo64/inxai/blob/main/examples/xai_on_synth_data/XAI-boost-on-syntetic-data-v4.ipynb
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Table 1. Summary of trained models.

Model Model abbreviation Accuracy score F1-score

class “0” class “1”

SVMClassifier with RBF kernel svc radial 0.76 0.78 0.73

SVMClassifier with linear kernel svc lin 0.82 0.83 0.80

XGBClassifier xgbc 0.74 0.76 0.72

RandomForestClassifier rfc 0.74 0.77 0.70

CatBoostClassifier ctbc 0.65 0.66 0.65

Fig. 2. Stability per unit model. Fig. 3. Pairwise consistency.

for Perturbational Accuracy Loss, most models performed equally, with the one
exception of CatBoost. This model was also the weakest in terms of initial – not
perturbed – Accuracy. The summary is presented on Fig. 4.

4.3 Optimization-Driven Weight Selection

It is worth noting that computation of XAI metrics is very computational inten-
sive operation that does not scale well to large datasets. This is why optimiza-
tion of parameters that are based on such metrics has to be performed wisely. In
order to assure the feasibility of the approach the SMAC framework5 was used
for optimization of the Loss function L (finding the minimum) that is based on
the model-based Bayesian optimization algorithm.

The first optimization run began with user-defined weights for the component
models. Initial weights for component models were the same in all experiments.
They were computed as follows:

wk =
1

γk
auc

and afterwards re-scaled to sum up to 100%. In the course of the experiment,
the optimizer created a meta-model linking individual unit models according to

5 See: https://automl.github.io/.

https://automl.github.io/


368 S. Bobek et al.

Fig. 4. AUC perturbational accuracy loss.

Eq. (1). SMAC optimised the weights for all 5 unit models with weights in the
uniform range from 0.0 to 1.0 and scale them so that they sum up to 100%.
The Loss function L given by the formula Eq. (4) was minimized with different
values of meta-parameters. 30 iterations per experiment were performed.

To speed up computations, two of the metrics – Stability and AUC acc.
loss – were approximated with Eq. (5) and Eq. (6), respectively. However, this
approximation was used only during the SMAC optimization process. The final
result of the experiment was calculated with obtained weights for component
models, using the exact equations from the Sect. 3.1.

Sapprox =
∑

k Sk wk∑
k wk

(5)

AUCxapprox =
∑

k AUCxk wk∑
k wk

(6)

4.4 Results

The summary of experiment runs is depicted in Table 2. In the run #3a the
impact on Stability was comparable to run #4a (where we optimised for Inner
meta-model consistency). Thus importance of Stability was further increased in
run #3b. Likewise, in the run #4a the result for the Inner meta-model consis-
tency was the same as in run #3a. So we increased the importance of the Inner
meta-model consistency even further. Overall one can see impact on meta-model
XAI metrics in terms of AUC acc. loss, Stability and Consistency, what was the
aim of the study. Meta-model Accuracy stayed on a decent level, as expected.
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Table 2. Results of experiment runs.

# Meta-parameter Weights for models after optimization Metrics

AUC acc. loss Stability Consistency xgbc rfc ctbc svc lin svc radial Model acc. AUC acc. loss Stability Consistency

1 1.0 1.0 1.0 .000087 .363524 .000031 .272740 .363619 0.76 0.060 0.872 0.895

2 3.0 1.0 1.0 .000042 .499893 .000025 .000004 .500035 0.73 0.048 0.858 0.862

3a 1.0 3.0 1.0 .000007 .315697 .000021 .312844 .371430 0.77 0.062 0.874 0.899

3b 1.0 5.0 1.0 .000021 .000013 .000020 .499952 .499993 0.77 0.059 0.887 0.871

4a 1.0 1.0 3.0 .000062 .318573 .000074 .310580 .370711 0.77 0.064 0.874 0.899

4b 1.0 1.0 5.0 .000026 .293124 .000037 .350562 .356252 0.77 0.067 0.876 0.902

XGBoost and CatBoost Classifier models in all runs got low, negligible
weights in the meta-model. It is related to low Stability of those models, in
comparison to other models (see Fig. 2). Lossfunction penalised low Stability
in all experiment runs. Optimisation for AUC acc. loss (#2) resulted in the low-
est weight for SVM Classifier with Linear kernel. This classifier has the worst
performance in terms of AUC acc. loss – see: Fig. 4. Best Stability (#3b) was
when the lowest weight was applied to RandomForest Classifier. This model has
slightly worse Stability than both SVM Classifiers (see: Fig. 2). The best result
when optimising for Inner meta-model consistency (#4b) was for SVM Classifier
models (Linear kernel, RBF kernel) having similar weights. This is in line with
the fact that those 2 models have highest pairwise consistency (see: Fig. 3).

5 Summary and Future Works

In this paper we presented a method that allows us to combine XAI quality met-
rics along with standard ML evaluation metrics in order to provide an optimiza-
tion framework that maximizes both ML performance and XAI quality within
a single meta-model. We demonstrated that in our approach there is no need
to compromise on performance metrics, such as accuracy, as the meta-model
preserves the quality of its components.

Also the naive approximation of Stability and AUC Perturbational Accuracy
Loss for meta-model was given. This approximation is more effective in terms
of CPU needed for computations. We also introduced the concept of the inner
meta-model consistency, which shows its usefulness, as it promotes higher weights
for models which were pairwise consistent.

The idea of an ensemble meta-model is worth further research. Firstly, espe-
cially valuable will be generalization on a multi-classifier problem and regression
problem. In the future works, we can also check whether other XAI metrics than
AUC Perturbational Accuracy Loss, Stability and Inner meta-model consistency
could be optimized in this framework. Secondly, it is also necessary to validate
the method on real life examples. Finally, the idea of combining different explana-
tions for one ML model into one meta-explanation is worth exploring. So instead
of weighted sum of unit models, one could put together different local explainers
(e.g. SHAP, LIME), to create one meta-explainer, optimized for specific XAI
metrics.

One of the limitations of the presented framework is that it only pro-
vides model weighting using comparative evaluation metrics among several



370 S. Bobek et al.

models/explainers. It does not assure that the explanations generated by the
explainer are correct nor feasible to the end user. It only takes into account their
performance on the measurable, objective aspects. The fit to the expectations is
another research topic that not yet has been operationalized in our framework.
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14. Robnik-Šikonja, M., Bohanec, M.: Perturbation-based explanations of prediction
models. In: Zhou, J., Chen, F. (eds.) Human and Machine Learning. HIS, pp.
159–175. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-90403-0 9

15. Roy, N., Das, S.K., Julien, C.: Resource-optimized quality-assured ambiguous
context mediation framework in pervasive environments. IEEE Trans. Mob.
Comput. 11(2), 218–229 (2012). http://dblp.uni-trier.de/db/journals/tmc/tmc11.
html#RoyDJ12

16. Schank, R.C.: Explanation: A first pass. In: Kolodner, J.L., Riesbeck, C.K. (eds.)
Experience, Memory, and Reasoning, pp. 139–165. Lawrence Erlbaum Associates,
Hillsdale (1986)

17. Selvaraju, R.R., Das, A., Vedantam, R., Cogswell, M., Parikh, D., Batra, D.: Grad-
cam: Why did you say that? visual explanations from deep networks via gradient-
based localization. CoRR abs/1610.02391 (2016). http://arxiv.org/abs/1610.02391

18. Sokol, K., Flach, P.A.: Explainability fact sheets: A framework for systematic
assessment of explainable approaches. CoRR abs/1912.05100 (2019)

19. Yeh, C.K., Hsieh, C.Y., Suggala, A.S., Inouye, D.I., Ravikumar, P.: On the
(in)fidelity and sensitivity for explanations (2019)

https://doi.org/10.1007/978-3-319-90403-0_9
http://dblp.uni-trier.de/db/journals/tmc/tmc11.html#RoyDJ12
http://dblp.uni-trier.de/db/journals/tmc/tmc11.html#RoyDJ12
http://arxiv.org/abs/1610.02391


Software Engineering
for Computational Science



I/O Associations in Scientific Software:
A Study of SWMM

Zedong Peng1, Xuanyi Lin1, Nan Niu1(B), and Omar I. Abdul-Aziz2

1 University of Cincinnati, Cincinnati, OH 45221, USA
{pengzd,linx7}@mail.uc.edu, nan.niu@uc.edu

2 West Virginia University, Morgantown, WV 26506, USA
oiabdulaziz@mail.wvu.edu

Abstract. Understanding which input and output variables are related
to each other is important for metamorphic testing, a simple and effec-
tive approach for testing scientific software. We report in this paper a
quantitative analysis of input/output (I/O) associations based on co-
occurrence statistics of the user manual, as well as association rule min-
ing of a user forum, of the Storm Water Management Model (SWMM).
The results show a positive correlation of the identified I/O pairs, and
further reveal the complementary aspects of the user manual and user
forum in supporting scientific software engineering tasks.

Keywords: Scientific software · User manual · User forum ·
Association rule mining · Storm Water Management Model (SWMM)

1 Introduction

The behavior of scientific software, e.g., a seismic wave propagation [11], is typ-
ically a function of a large input space with hundreds of variables. Similarly,
the output space is often large with many variables to be computed. Rather
than requiring stimuli from the users in an interactive mode, scientific software
executes once the input values are entered as a batch [32].

The large input/output (I/O) spaces are common for the scientific under-
standing of complex phenomena like climate change. However, the size and com-
plexity have been recognized as challenges for software testing [15], especially
for selecting test cases from a large input space and for determining the corre-
sponding outputs to examine.

Relating I/O is fundamental to metamorphic testing, which is considered to
be a simple and effective approach for testing scientific software [8]. The pro-
totypical example is the trigonometric function: sine(x) [13]. The exact value
of sine(x) may be unavailable due to floating-point computations. Metamorphic
testing uses properties like sine(x)=sine(π−x) to test any implementation with-
out having to know the concrete values of either sine(x) or sine(π−x).

While the I/O relations are clear in the above example, namely, changing the
input of an angle relates to the output of the angle’s sine value, determining the
c© Springer Nature Switzerland AG 2021
M. Paszynski et al. (Eds.): ICCS 2021, LNCS 12747, pp. 375–389, 2021.
https://doi.org/10.1007/978-3-030-77980-1_29
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I/O associations at the system level, rather than at the unit level, is difficult due
to the size, complexity, and batch execution mode. The scientific software of our
study, for example, has over 800 input variables and over 150 output variables.
Tracking the I/O dependencies in the source code (e.g., via program slicing or
define-use data relationships) can face scalability issues.

In this paper, we investigate I/O associations in the user manual and user
forum of a scientific software system: the Storm Water Management Model
(SWMM) [30] developed and maintained by the U.S. Environmental Protection
Agency (EPA) for five decades. We manually identify the I/O variables from
the SWMM user manual [26], and analyze their degrees of association based on
the co-occurrence statistics. We further mine the I/O variables’ association rules
from one of the largest SWMM user forums with approximately 2,000 contrib-
utors and 17,000 posts [21]. Comparing the I/O associations reveals the com-
plementary aspects of the user manual and the user forum, suggesting concrete
ways to exploit metamorphic testing for scientific software’s quality assurance.

The contributions of our work lie in the quantification of I/O associations
from how the scientific software is introduced by the development team to
the users, and how the end users discuss the actual software usages among
themselves. In what follows, we provide background information and introduce
SWMM in Sect. 2. Section 3 presents our quantification and comparison of the
SWMM I/O associations, Sect. 4 discusses the implications of our results, and
finally, Sect. 5 draws some concluding remarks and outlines future work.

2 Background

2.1 Metamorphic Relations and I/O Associations

Metamorphic testing requires properties like sine(x)=sine(π−x) to guide the
testing process. These properties represent necessary conditions for the software
to behave correctly, and are referred to as metamorphic relations (MRs). Each
MR consists of two parts: (1) an input transformation that can be used to
generate new test cases from existing test data, and (2) an output relation that
compares the outputs produced by a pair of test cases. As shown in Fig. 1,
establishing an MR is about connecting a particular input with a corresponding
output, and then asserting how such an I/O pair co-changes.

Constructing MRs is an essential task in metamorphic testing. The early
work by Chen et al. [4], for example, relied on researchers’ domain knowledge to
manually create one MR and further illustrated the MR’s effectiveness via test-
ing a program that solves an elliptic partial differential equation with Dirichlet
boundary conditions. Murphy et al. [17] made one of the first attempts to enu-
merate six MR classes applicable to numerical and collection-like inputs.

Although numerical MRs may be suitable for computational units like the
trigonometric functions, system testing in which the scientific software is tested
as a whole likely requires different MRs. Our work on integrating two different
scientific software systems [7,12,14], for instance, shows the importance of under-
standing the entire software’s inputs, outputs, and their relationships. Next is
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source
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Fig. 1. A metamorphic relation (MR) consists of an input transformation (e.g., from
x to π−x) and the associated output relation (e.g., equivalence relation).

an introduction of the scientific software whose I/O associations are the focal
points of our study.

2.2 Storm Water Management Model (SWMM)

The Storm Water Management Model (SWMM) [30], created by the U.S. Envi-
ronmental Protection Agency (EPA), is a dynamic rainfall-runoff simulation
model that computes runoff quantity and quality from primarily urban areas.
The development of SWMM began in 1971 and since then the software has
undergone several major upgrades.

The most current implementation of the model is version 5.1.015 which was
released in July 2020. Figure 2 shows a screenshot of SWMM running as a Win-
dows application. The computational engine, which implements hydraulic mod-
eling, pollutant load estimation, etc. is written in C/C++ with about 46,300
lines of code. This size is considered to be medium (between 1,000 and 100,000
lines of code) according to Sanders and Kelly’s study of scientific software [27].

The users of SWMM include hydrologists, engineers, and water resources
management specialists who are interested in the planning, analysis, and design
related to storm water runoff, combined and sanitary sewers, and other drainage
systems in urban areas. Thousands of studies worldwide have been carried out
by using SWMM, such as land use [1,6] and stormwater modeling [3].

3 I/O Associations in SWMM

The wide adoption of SWMM in supporting critical tasks of urban planning and
environment protection makes it important for the development team at EPA
to introduce the software to its users via a user manual [26]. In fact, producing
the user manual is not only a common practice among scientific software devel-
opers [18], but also a requirement mandated by agencies like EPA [29] and the
U.S. Geological Survey (USGS) [31]. For software evolved over many years, the
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Fig. 2. SWMM running as a Windows application, annotated with functional areas in
the graphical user interface.

documentation generated by end users themselves, such as user forums, builds
a massive resource which has gradually become informative and comprehen-
sive [22]. This section thus reports our analysis of SWMM’s user manual in
Sect. 3.1 and a user forum in Sect. 3.2. We then compare the I/O associations
from these sources in Sect. 3.3, and discuss the threats to validity in Sect. 3.4.

3.1 Co-Occurrence Statistics in User Manual

The SWMM user manual (version 5.1) is a 353-page PDF document written by
a core developer and environmental scientist at EPA [26]. It contains 12 chap-
ters and 5 appendices, covering software installation and configuration steps,
SWMM’s conceptual model, working with map and objects (e.g., conduits of
Fig. 2), running a simulation, viewing results (e.g., subcatchment runoff sum-
mary of Fig. 2), and detailed information about units of measurement, properties
of visual objects, and error and warning messages. The user manual is such a
comprehensive document that it remains relevant for the different sub-versions
of SWMM 5.1 (5.1.010–5.1.015) since 2015.

Building on the recent work [24], we manually identified the I/O variables
from SWMM’s user manual. Two researchers independently performed the vari-
able identification in a randomly chosen chapter, and Cohen’s kappa between
their results was 0.87 indicating an almost perfect agreement [5]. We attribute
this high inter-rater agreement to the clarity of SWMM’s user manual. The two
researchers then individually identified the variables for the rest of the user man-
ual. In total, 807 input and 164 output variables were identified and the manual
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(a) I/O variables in natural language text

(b) I/O variables in table

Fig. 3. Excerpts of SWMM’s user manual [26], annotated with I/O variables.

work took approximately 40 human-hours; however, this one-time cost would be
amortized over subsequent co-occurrence analysis and association rule mining.
We also share the data of our work, including the I/O variables, in the institu-
tional digital preservation site Scholar@UC [19,23] to facilitate replication.

Figure 3 shows the excerpts of SWMM’s user manual, annotated with the
input (‘I ’) and output (‘O ’) variables. To explore the I/O associations, we dis-
tinguish their appearances in the natural language texts (cf. Fig. 3a) and in the
structured tables (cf. Fig. 3b). We measure the extent to which an input variable
is discoverable together with an output variable as follows.

• Natural language text is hierarchical: a chapter has one or more sections
or sub-sections, a section or sub-section has one or more paragraphs, and a
paragraph has one or more sentences. We therefore use the hierarchical infor-
mation to calculate how closely related a pair of I/O variables are to each
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other. On one hand, if all the co-occurrences are within a sentence, then we
consider the I/O pair to be strongly associated. On the other hand, if no co-
occurrences are observed within the same sentence, paragraph, section/sub-
section, or chapter, the I/O variables are loosely associated. To illustrate
the degree of association calculation, let us consider the input variable “curb
length” and the output variable “subcatchment” in Fig. 3a. The number of
co-occurrences of this pair is 2 in the sub-section of §3.3.9. This is because
we take the minimum count between “curb length” (3 times) and “subcatch-
ment” (2 times) in Fig. 3a. In the entire user manual, the number of co-
occurrences of “curb length” and “subcatchment” in a sentence, paragraph,
section/sub-section, and chapter is 3, 3, 16, and 16 respectively. We compute
the ratios of sentence over paragraph (33 ), paragraph over section/sub-section
( 3
16 ), section/sub-section over chapter (1616 ), and then take the average of the

three ratios (0.729) as this I/O pair’s association degree in the natural lan-
guage part of the user manual.

• Tables like Fig. 3b provide structured ways to relate an input variable and
an output variable. We therefore count the number of tables in which an
I/O pair co-appears, and then divide it by the total number of tables the
user manual has as an implication of how the pair of I/O variables may be
structurally associated together. This calculation leads to a 1

107=0.009 degree
of association between “curb length” and “subcatchment” in the tabular part
of the user manual.

• We combine the natural language part and the tabular part by taking the
average of the above two measures. Thus, the association of “curb length”
and “subcatchment” in the user manual is 0.729+0.009

2 =0.369.

Our rationale is to estimate how easy a user would find a pair of I/O variables
being related in the user manual. By employing WordNet’s lemmatizer (word-
net.princeton.edu) to convert words into the inflected roots (e.g., “conduits” to
“conduit”), we rank SWMM’s I/O pairs based on the degrees of association.
Table 1 lists the ten top-ranked pairs and shows their associations in the natural

Table 1. I/O associations based on variable co-occurrences in SWMM’s user manual.

Rank Input Output textual tabular user

variable variable part part manual

1 rain barrel runoff 1.000 0.000 0.500

2 conduit hours flooded 1.000 0.000 0.500

3 conduit peak depth 1.000 0.000 0.500

4 conduit peak runoff 1.000 0.000 0.500

5 aquifer runoff 1.000 0.000 0.500

6 rainfall hours flooded 1.000 0.000 0.500

7 outlet flow routing 0.952 0.000 0.476

8 wet step runoff 0.889 0.000 0.444

9 node invert elevation depth 0.889 0.000 0.444

10 dynamic wave flow 0.861 0.009 0.435
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language part, the tabular part, and the user manual as a whole. More complete
results can be found in our online data [23].

3.2 Association Rule Mining in User Forum

While SWMM’s user manual is written by one scientific software developer, a
forum like Open SWMM [21] records the questions, discussions, and interactions
of thousands of SWMM users. The typical topics include how to install, config-
ure, and run the software. The experience of running the software leads some
users to post their frustrations about executions producing no result, their doubts
about the validity of the generated results, and their dissatisfactions about the
execution process. Sometimes, others respond to these questions to clarify con-
fusions, offer diagnostic helps, or provide answers. A sample Open SWMM post
and two replies [25] are shown in Fig. 4 where the concern regarding the number
of threads that the user would choose to run SWMM was communicated.

We adapt association rule mining [2] for discovering patterns in the user
forum data, which represents a step toward automating the construction of
metamorphic relations [16]. Association rule mining was originally developed
to identify products in large-scale transaction data recorded in supermarkets.
For example, an association rule {diaper} ⇒ {beer} would indicate that cus-
tomers who purchase diapers are also likely to purchase beer. In this example,
diaper and beer are called antecedent and consequent respectively. Apriori [2] is
among the most well-known algorithms to mine associate rules from a database
containing various transactions (e.g., collections of items bought by customers).

It is therefore critical to define transactions in the context of user forums for
algorithms like Apriori to work. As different users have different viewpoints and
use different vocabularies, their posts shall be treated as different transactions.
In addition, posts at different times reflect the user’s evolving views, possibly
influenced by the thread of discussions. Based on these observations, we deem a
distinct forum user’s post at a single time as a transaction, much like a customer’s
purchase at a given time being considered as a transaction in market basket
analysis. As a result, Fig. 4 contains three transactions.

Fig. 4. Sample Open SWMM post and two replies.
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Fig. 5. Mining association rules from a user forum.

The raw posts shown in Fig. 4, however, must be processed to make the
transactions amenable to association rule mining. Algorithm 1 of Fig. 5 shows
our procedure to generate I/O associations. The pre-processing (lines 1–16) is
tailored for user forum data U . Upon converting U into lower cases, Algorithm 1
sorts each variable’s name identified from the user manual V based on length. If
a term u ∈ U matches the longest variable name ln ∈ V , then a match is found
and u is replaced by ln (lines 8–9); otherwise, the next longest variable name
is examined (line 11 continued with the while-loop back to line 5). This ensures
that “wet weather time step” is recognized before “time step” is recognized.

We currently employ Levenshtein distance [10] and its fuzzywuzzy Python
library (github.com/seatgeek/fuzzywuzzy) to implement string match at line 7
of Fig. 5, and the threshold δ=0.85 is determined heuristically by a small-scale
pilot trial based on SWMM. Lines 15–16 show that pre-processing is completed
with preserving and unifying the variable names in U , followed by splitting U
into transactions. Once transactions are prepared, Algorithm 1 invokes Apriori
to mine association rules where punctuations are removed from T . The post-
processing of line 20 is to ensure that each rule’s antecedent contains the input
variable, and the consequent contains the output variable. We rank the mined
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association rules by Algorithm 1 via two metrics [2]: first with support that
indicates how frequently the antecedent and consequence (i.e., the I/O vari-
ables) co-appear in the transactions, and then with confidence that determines
the relative amount of the given consequence across all alternatives for a given
antecedent. Table 2 lists the ten top-ranked association rules mined from the
Open SWMM posts and their support and confidence values. More complete
results of association rule mining can be found in our online data [23].

Table 2. I/O association rules mined from the Open SWMM posts based on a total
of 15,958 transactions.

Rank Association rule Support Confidence

1 {upstream} ⇒ {flow} 0.029 0.533

2 {downstream} ⇒ {flow} 0.027 0.532

3 {weir} ⇒ {flow} 0.022 0.543

4 {rain barrel} ⇒ {runoff} 0.018 0.518

5 {surcharge} ⇒ {flow} 0.011 0.539

6 {surface area} ⇒ {storage} 0.010 0.645

7 {previous area} ⇒ {total precipitation} 0.009 0.593

8 {depression storage} ⇒ {infiltration} 0.008 0.554

9 {wet step} ⇒ {runoff} 0.008 0.506

10 {shape curve} ⇒ {runoff} 0.006 0.933

3.3 Comparing Ranked Lists

The inputs and outputs identified from the user manual (Sect. 3.1) represent com-
prehensive yet static information, whereas the association rules mined from the
actual software usage data of a user forum (Sect. 3.2) help uncover the dynamic
regularities of inputs and outputs. To compare these two ranked lists of I/O asso-
ciations, we adopt Kendall’s τ which is a correlation measure for ordinal data [9].
The τ value ranges from −1 to 1 where values close to 1 indicate strong agreement
between two rankings and values close to −1 indicate strong disagreement. We
use the SciPy Python library [28] to calculate τ , and the scipy.stats.kendalltau()
function implements the following measure:

τ =
P − Q

√
(P + Q + T ) ∗ (P + Q + U)

(1)

where P is the number of concordant pairs, Q is the number of discordant pairs,
T is the number of ties only in the first ranking, and U is the number of ties
only in the second ranking.

In our analysis, we first identify the overlapped I/O pairs from two ranked
lists, and then compute Kendall’s τ for only the overlapped pairs. Figure 6 illus-
trates our calculation of two ranked lists, A and B, both having four pairs.



384 Z. Peng et al.

However, only three pairs are shared which we keep in A’ and B’. The rank-
ing of the three remaining pairs is preserved from the original list. In A’ and
B’, “<weir, flow>” and “<area, storage>” are concordant, because the for-
mer is ranked higher than the latter in both lists. Similarly, “<aquifer, stor-
age>” and “<area, storage>” are also concordant. The discordant comes from
“<weir, flow>” and “<aquifer, storage>” because their relative rankings are dif-
ferent in A’ and B’. Using equation (1), the Kendall’s τ between A’ and B’ is:

2−1√
(2+1+0)∗(2+1+0)

=0.33.

ranked list A ranked list B ranked list A’ ranked list B’
<weir, flow> <aquifer, storage> overlap <weir, flow> <aquifer, storage>
<area, flow> <weir, flow> =⇒ <aquifer, storage> <weir, flow>

<aquifer, storage> <outlet, flow> <area, storage> <area, storage>
<area, storage> <area, storage>

Fig. 6. Illustration of selecting the overlapped pairs and then calculating Kendall’s τ .

The results of comparing the 200 top-ranked I/O associations are shown
in Fig. 7. The number of overlapped I/O pairs increases in a linear fashion,
and approximately a quarter (e.g., 40 out of 160) I/O variables are associated
in both SWMM’s user manual and in the Open SWMM forum. Among the
overlapped I/O associations, the Kendall’s τ correlation remains positive. This
shows that the concordant pairs outnumber the discordant ones, which implies
the degree of I/O associations is reasonably consistent between the user manual
produced by the scientific software development team and the forum posts among
the end users themselves. While we will make some qualitative observations of
concordant and discordant I/O variables in Sect. 4, we next discuss some of the
important aspects of our study that one shall take into account when interpreting
our findings.

3.4 Threats to Validity

A threat to construct validity is how we define the degree of association between
an input variable and an output variable. In particular, we use different measures
for the two different data sources. As the user manual is written by somebody
who is familiar with the scientific software, we quantify the I/O associations
based on how coupled the two variables are within the textual part and the
tabular part. From the thousands of end users’ posts, we mine association rules,
aiming to discover: “Forum users who mentioned an input variable also men-
tioned an output variable”. We believe such measures account for the static and
authoritative natures of the user manual, and the dynamic and idiosyncratic
natures of the user forum.

An internal validity threat is our manual identification of SWMM’s I/O vari-
ables from the user manual. Although an almost perfect inter-rater agreement



I/O Associations in Scientific Software: A Study of SWMM 385

(Cohen’s κ=0.87) was achieved on a randomly chosen sample, our manual effort
may have false positives and false negatives. Another threat relates to the param-
eter values that we chose in association rule mining: δ=0.85 (line 7 of Algorithm
1) and min support=3 (line 18 of Algorithm 1). The former is determined by a
small-scale SWMM pilot trial, and the latter is informed by a prior association
rule study in software engineering [33].

Fig. 7. Kendall’s τ and the size of overlapped pairs between the I/O associations from
the user manual (cf. Table 1) and the I/O associations from the user forum (cf. Table 2):
x-axis represents the number of top-ranked I/O associations, left y-axis represents
Kendall’s τ values, and right y-axis represents the number of overlapped I/O pairs on
which Kendall’s τ is computed.

Several factors affect our study’s external validity. Our results may not gen-
eralize to other user forums of SWMM and other scientific software systems.
As for conclusion validity and reliability, we believe we would obtain the same
results if we repeated the study. In fact, we publish all our analysis data in the
institution’s digital preservation repository [23] to facilitate reproducibility.

4 Discussion

While the Kendall’s τ of Fig. 7 shows positive correlations, we share some obser-
vations of the I/O pairs in the two ranked lists. A few I/O variables are ranked
high in both lists, e.g., <rain barrel, runoff> is number one in Table 1 and number
four in Table 2. We observe that the input variables are often necessary and yet
end users may encounter some barriers of setting up the proper values. SWMM’s
user manual provides prototypical values, e.g., “. . . single family home rain bar-
rels range in height from 24 to 36 in. (600 to 900 mm)” [26]. Another necessary
and oftentimes misused input variable is “date” which the user manual specifies
the permissible formats. However, different countries have different date conven-
tions, making the concrete values from the user forum valuable for metamorphic
testing, especially for selecting source test cases (cf. Figure 1).
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Some I/O variables have associations stronger in the user forum than in the
user manual. For instance, <shape curve, runoff> ranks tenth in Table 2 and
6055th in the user manual results. A closer look shows that the use of “shape
curve” in the implementation became deprecated after version 5.0.0151, and the
variable “storage curve” should have been used. This indicates that association
rules mined from user forum posts may suggest problematic, and even deprecated
variables. As a result, the user manual of scientific software shall be updated to
better stay in sync with the evolution of the implementation.

Table 3. Comparing User Manual and User Forum of Scientific Software

User manual User forum

who Written by the development team Organized for & By end users

& Focusing on the specific software Software playing a part in meeting goals

why Usage norms of the software Idiosyncratic uses of the software

what Features & Capabilities of the software Questions & Dissatisfactions of software

& Comprehensive intro to I/O Attentions paid to partial I/O

how Prototypical I/O demos Actual I/O values

Updated periodically & Authoratively Growing continuously & Organically

Not only are some higher-ranked I/O associations from the user forum indica-
tive of deprecation, they also reveal frequently used features of the scientific soft-
ware. For example, <snowmelt, runoff> is the twelfth-ranked association rule
mined from Open SWMM, but ranks 98th in the user manual’s results. This
shows that the user manual’s descriptions tend to be comprehensive, making
core parameters like “snowmelt” less prominent. In contrast, end users com-
monly discuss the important variables, as “Snowmelt parameters are climatic
variables that apply across the entire study area when simulating snowfall and
snowmelt” [26]. Interestingly, the association rules mined from the forum posts
can depict the simulation capabilities used, potentially suggesting requirements
and their evolution of the scientific software [11].

5 Conclusions

I/O associations are integral to metamorphic testing which has helped to address
some scientific software testing challenges [8]. This paper reports our analysis of
the user manual and user forum of EPA’s SWMM in order to quantify I/O asso-
ciations. Our results show a positive correlation of the identified I/O pairs, and
further reveal the differences between the two data sources. Table 3 highlights
the complementary aspects, which could assist in choosing the proper data to

1 https://www.epa.gov/sites/production/files/2020-03/epaswmm5 updates.txt Last
accessed: April 2021.

https://www.epa.gov/sites/production/files/2020-03/epaswmm5_updates.txt
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support scientific software’s metamorphic testing, requirements engineering [11],
software traceability [20], and other tasks.

Our future work includes developing automated and accurate ways to classify
I/O variables, exploring associations beyond a single input variable and a single
output variable, and instrumenting metamorphic testing with source test cases
from the user manual and user forum. Our goal is to better support scientists in
improving testing practices and software quality.
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Abstract. Research software – specialist software used to support or
undertake research – is of huge importance to researchers. It contributes
to significant advances in the wider world and requires collaboration
between people with diverse skills and backgrounds. Analysis of recent
survey data provides evidence for a lack of diversity in the Research Soft-
ware Engineer community. We identify interventions which could address
challenges in the wider research software community and highlight areas
where the community is becoming more diverse. There are also lessons
that are applicable, more generally, to the field of software development
around recruitment from other disciplines and the importance of wel-
coming communities.

Keywords: Research software · Software engineering · Research
software engineering · Diversity · EDI

1 Introduction

Developing specialist research software to support computational science is
an especially challenging process. Unlike more traditional software engineer-
ing tasks, researchers or, increasingly, RSEs (Research Software Engineers) who
write this software need an understanding of the underlying scientific challenge
being addressed.

The methods used in research favour a hypothesis-driven approach. This
creates a different working environment from the wider software engineering
industry, where software is built to meet a client’s specification. As noted by
Hettrick et al.,

“To be effective, software development in research should be approached,
not as a one-off transaction, but as a partnership between researcher and
software expert.” [3]
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The “partnership between researcher and software expert” mentioned here
highlights a need for varied skills and good communication. It is clear that much
computational research requires diversity of skills and experience, working in
partnership, that spans software engineering and science. Researchers are more
likely to be working with others who have different technical expertise, use dif-
ferent technical terminology, and may be communicating in a tertiary language.

Diversity in project teams, and workplaces in general, is important and it
is widely accepted that there are many benefits from ensuring diversity within
teams and communities. For example, there is evidence to show that diversity
in terms of knowledge or skills can be beneficial [19] and that gender diversity
within groups can result in higher quality scientific outputs [4]. However, there
are cases where diversity can raise challenges, for example with reduced feelings
of well-being amongst members in highly-diverse teams [31]. Diversity in the
context of teams in industry and research is an area that has been the subject
of extensive research and there are some contradictory results from the many
studies undertaken. Stahl et al. [26] look at a number of different studies of cul-
tural diversity concluding that there are both benefits and drawbacks. Whether
benefits can be realised while minimising more challenging aspects will depend
on effective process management. In the context of software engineering, Capretz
and Ahmed [5] looked at how different personality traits relate to suitability for
different roles in software projects. Ultimately they conclude that diversity in
terms of personalities and skills is important in helping with problem solving
tasks involved in building and maintaining software.

The different types of diversity highlighted so far, including diversity of skills
and knowledge, culture, personality and gender are, of course, just some of the
many different aspects that lead to diversity amongst a group of individuals.
Others, among a huge range, include ethnicity, disability and age.

Research Software Engineers are, at present, much more likely to come from
a research background than software engineering professionals working in other
fields. Nonetheless, we know from surveys within the RSE community that a
similar diversity crisis to that identified in other fields exists. In this paper,
we examine current problems with diversity in research software engineering
and consider potential causes. Our aim is to present a better understanding
of existing diversity within the RSE community in order to develop insights
and recommendations to address current issues. We achieve this through an
empirical analysis of existing open data collected and made available through
large-scale international surveys of research software engineers undertaken by the
RSE community. We also review related work from allied areas which suggests
ways of addressing the challenges identified.

As pointed out by Mathieson in [20], based on 2018 ONS data, just one in
eight of almost 340,000 software development professionals in the UK are women.
This example demonstrates that there is a long way to go to address the lack of
diversity in the wider software engineering domain, as well as the more focused
domain of research software engineers. Professional software engineers can gain
their skills through a variety of different routes and they may come from a wide
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range of different disciplines. For example, they may have developed their skills
through a degree programme or vocational training in computing or a related
area. Alternatively, they may come from a completely different disciplinary back-
ground and have re-trained through one of a large number of “coding schools”
that offer training, often via intensive courses, in software development skills.
The wide array of routes into the field creates an expectation of a diverse field
which makes it all the more surprising that this is not the case.

We highlight three core contributions this paper provides to understanding
the importance of diversity among RSEs working in computational and data
science:

– Providing an evidence-based analysis that demonstrates the current problems
with diversity in the research software engineering community.

– Demonstrating that there is already extensive “domain mobility” for RSEs
and that a lack of such mobility is therefore not likely to be a cause for a lack
of diversity within the field.

– Offering four general recommendations that we believe can form a basis to
support addressing the lack of diversity in research software engineering.

In Sect. 2 we examine the International RSE Survey results from 2018 and
undertake further analysis on this data. Section 3 highlights the three areas that
we see as both helping to explain and provide the basis for addressing the lack of
diversity amongst RSEs, while discussion and conclusions are provided in Sect. 4.

2 Surveying RSE Diversity

To understand the diversity challenges facing those embarking on careers as
Research Software Engineers, we require a better understanding of the landscape
as a whole. The Software Sustainability Institute coordinates an ongoing series
of surveys of the RSE community. In the most recent survey [24], from 2018,
participants were asked a number of socio-demographic questions.

Table 1. Comparison of 2018 demographics for research software engineers, academics,
software developers and general working population in the United Kingdom.

Percentage of role in UK who are: RSEs [24] Academics [15] Softwaredevelopers [25] All UK workers [25]

Gender (female) 14 46 14 48

Ethnicity (BAME/Mixed) 5 15 21 12

Report disability 6 4 10 13

Our reanalysis primarily focuses on UK data, as this is where the authors
are located, but the numbers from other countries in the survey are broadly
similar. Table 1 compares RSEs with UK Higher Education Statistics Authority
(HESA) data [15], and a study by the British Computer Society (BCS) of soft-
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ware development professionals in the UK [25] based on 2018 Office for National
Statistics data. Limitations in the RSE data currently available to us mean that
we focus on aspects of gender, ethnicity and disability, as opposed to other types
of diversity.

This comparison indicates a gender diversity gap, which we might expect
given the percentage of women working as software developers is also 14%. But
this could be better: software is a fundamental part of all research, and 46% of
academic staff are female. The ethnicity data indicates a greater problem. Of
the respondents who declared their ethnicity, there were only 6 non-white and
5 mixed race RSEs – 5%. These figures are significantly lower than the 28%
BAME students studying computer science [30] and 10% of BAME physicists
[17]. Although we should not aggregate non-white ethnic categories together, as
they will experience different challenges and biases, it is striking that RSEs do

Fig. 1. Flow of UK RSEs from academic discipline studied to domains they now
work in, categorised by gender: 79.8% male (green)/14.3% female (purple)/5.9% other
responses (grey). N = 203. (Color figure online)
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not fit the general profile of those working in the IT industry, where there is
greater ethnic diversity.

An important area of research is understanding if diversity can be improved
if RSEs are drawn from a wider set of degree backgrounds. Figure 1 shows where
RSEs are working based on their academic degree. Only gender diversity was
considered, given the low ethnic diversity and number of respondents reporting
a disability. Gender balance is relatively uniform across fields rather than mir-
roring the gender balance in that field. Over half of RSEs have a first degree
in Physics and Astronomy or Computer Science. In the UK, 17% of CS under-
graduates were female compared with 41% of physical sciences undergraduates
[16], suggesting that RSEs come from the “computational” subset of a subject.
However, within computer science research within the UK just under 23% of
academics and researchers are female [14]. This perhaps suggests that a larger
percentage of female CS undergraduates move on to a research or faculty posi-
tion in CS than male undergraduates, or that female CS researchers are moving
into the field after undergraduate studies in other areas. However, it could also
be attributed to other factors such as industry hiring trends. Of interest here
is that, while over half of RSEs have a Physics and Astronomy or Computer
Science-focused first degree, the percentage of female RSEs is still somewhat
below the percentage of female CS research/faculty staff.

The areas that RSEs support are more widespread than the fields they are
currently recruited from. There are teams offering general RSE support at a
number of institutions and many RSEs working in the biosciences, geosciences,
and medicine. This suggests that a challenge research software engineering has is
encouraging more people with first degrees in these areas (which have more bal-
anced gender representation) to become RSEs. This is important because domain
knowledge can be especially valuable when undertaking RSE projects. Things
to consider include the wording of job adverts, which can affect who applies for
them [1]—can we encourage more candidates from other disciplines? There may
be lessons for the software development field more generally—there are a signif-
icant number of RSEs whose background is in biological sciences or geosciences,
as well as some from social sciences and the humanities, showing people with
“non-traditional” degree backgrounds seek careers as software practitioners.

One encouraging aspect of Fig. 1 is there appear to be many lines going from
one discipline on the left hand side to a different discipline on the right hand
side, representing an RSE working in an area different from the one where they
trained. This suggests that there is scope to improve diversity within the RSE
community through attracting individuals from more diverse domains into the
RSE space. This provides an opportunity for more immediate improvements
in the diversity of the RSE community than the multi-year timeline that we
might expect for efforts to improve diversity amongst undergraduate cohorts. To
investigate this movement between domains, which we call “domain mobility”,
we undertook further analysis of the most recent 2018 RSE survey data.

Table 2 shows an example of “domain mobility” for a series of domains where
the number of survey respondents was >20. We define partial mobility as RSEs
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Table 2. Example of domain mobility across a selection of disciplines from the 2018
RSE survey data where N> 20.

Discipline N Partially
mobile (%)

Fully mobile (%)

Biological Sciences 95 44.21 8.42

Chemistry 22 40.91 22.73

Computer Science 241 51.45 22.41

Electrical & Electronic engineering 36 41.67 38.89

Geography & Environmental sciences 46 52.17 6.52

Mathematics 69 47.83 47.83

Physics and Astronomy 261 31.80 19.92

working in one or more domains outside the domain of their highest degree, while
also still undertaking work in the domain of their degree. Full mobility applies a
further filter to partial mobility by excluding RSEs who still work in the domain
of their highest degree. So, in the case of Mathematics, where the figures for
partial and full mobility are the same, none of the survey respondents who said
their highest degree was in Mathematics undertake RSE work in the domain
of Mathematics. It should be noted that while domain mobility is a positive
concept, and the ability to work across a wide variety of different domains is
a great benefit, we do not have any data on the reasons for these movements
between domains. The movements may be individuals wanting to undertake
RSE work in, and learn about, a different domain to their original area of study.
However, there are also likely to be cases of movement between domains being
made out of necessity due to a lack of job opportunities in an individual’s domain
of choice, for example.

2.1 Code and Data Availability

The Jupyter Notebooks used to perform the analysis are available from [8].
International RSE data can be obtained from [24], apart from some gender data
which have not been publicly published at the time of writing.

3 Improving EDI in the Research Software Community

In this section we investigate three areas that represent both challenges and
opportunities for improving equity, diversity and inclusion (EDI) within the
research software community. Through the material in this section, we hope to
highlight possible reasons for the lack of diversity in the research software space
while also providing some thoughts and guidance on how these can be addressed
and how the community can work together to help improve a wide range of
aspects of diversity. The material here is aimed at both developers of research
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software, and at team leaders, technical managers and individuals in other man-
agement and community leadership roles. For individuals who write software,
we aim to offer thoughts and advice that can help improve understanding of
the benefits of diversity and recognise situations that can contribute to a lack
of diversity. For managers and team leaders, we hope to improve recognition of
opportunities to address diversity challenges, both locally within teams and in
the wider community in the context of events and activities.

3.1 Safety in Similarity?

Diversity, whether in terms of gender, ethnicity, skills or other characteristics, is
important in bringing different perspectives, ideas and experiences to a commu-
nity. Diverse teams can lead to higher quality science [4] and improved technology
business performance [22].

However, as highlighted by Merritt [21] in the context of hiring staff, individ-
uals want to work with people who are like them and Lang and Liu [19] point
out contradictory evidence for the benefits of diversity within teams. They high-
light work by Byrne in the 1971 book “The Attraction Paradigm” that suggests
certain similarities within teams can be helpful in ensuring effective working
environments. However, they do also highlight a series of other work that sup-
ports the idea of diversity within teams and groups being beneficial. Van der Zee,
et al. [31] highlight previous work that suggests that we tend to have a positive
response to similarity while the opposite is true for dissimilarity. They also point
out other previous work suggesting that we have an attraction to people who
share similar attitudes and values to our own since this makes communication
with them easier.

A very large study of over 20 years of scientific papers [12] shows that paper
co-authors are more likely to be of similar ethnicity. However, where papers are
the result of collaborations between authors at different locations, it was shown
that this can result in them being published in journals with high impact factors
and receiving more citations.

The above examples demonstrate that there is a perceived “safety” in being
around people who have similar interests, backgrounds and/or values. We see
that this is likely to work both ways and that in the case of a community,
such as the RSE community or groups of software practitioners more generally,
individuals choose whether or not to engage partly based on whether they see
people like themselves within that community. Of course, while individuals may
seek out others who they feel are similar or who they have things in common
with, diversity can be extremely important and hugely valuable in providing
different views, ideas, attitudes and perspectives. Ultimately this can lead to
important benefits, even if there may be learning experiences to be had along
the way. These include, for example, getting more used to working with people
who may not look at every opportunity, challenge or research problem in the
same way. Many of us will have had experiences that support this when attending
community events and workshops which often involve breakout group discussions
or problem-solving tasks.
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Awareness is an important step here and this begins with educating team
leaders, community managers and event organisers to be more aware
of situations where there is a lack of diversity and the benefits of
addressing this. Developing a stronger understanding of the benefits of diver-
sity, but also the challenges that can arise in ensuring that diverse groups can col-
laborate effectively, is an important step towards addressing the lack of diversity
in the scientific software community. This is especially important for individuals
in leadership or organisational roles. Various guides, for example the Hopper
Conference Diversity Guide [28] and NumFOCUS DISCOVER Cookbook [23],
provide detailed information on approaches for helping to ensure diversity at
conferences and events. There is also a role for RSE group leaders in encourag-
ing and enabling the RSEs in their teams to collaborate with other institutions,
as this diversity might lead to higher impact of their work.

3.2 Increasing Equity, Diversity and Inclusion at Events

The events that we consider in this section include everything from large confer-
ences and workshops to small local community events with only a small number
of attendees. Large events often have dedicated organising teams and poten-
tially co-chairs specifically dedicated to areas such as EDI. This is unlikely to
be the case for a small community event with perhaps only a few 10 s of par-
ticipants. Nonetheless, being able to widen participation at events requires you
to start with an understanding of the community the event is targeted at and
an awareness of the particular aspects of diversity that you aim to improve [9].
One suggestion for improving equity and inclusion at conferences, from work
looking at 30 conferences in the conservation and ecology domain, is to write up
and promote details of the actions and processes followed to support improving
EDI [29]. This work demonstrates that concerns around ensuring diversity at
conferences and events are not specific to the research software community. The
sort of open approach espoused through supporting and promoting EDI activi-
ties could be beneficial across many, if not all, domains. It would help to offer
a demonstration of a conference’s efforts to support aspects of EDI and also
provide evidence for the wider community to help identify what works and what
is less successful. This should help to avoid repeating less successful approaches
to addressing diversity and inclusion concerns across different domains.

Ensuring that event committees, speakers and panel members reflect the
diversity that organisers would like to see among an event’s attendees has been
effective in some fields. This builds on some of the ideas highlighted in Sect. 3.1.
Research that looked at presenters across 21 meetings of the American Associ-
ation of Physical Anthropologists found events that had either female, or both
female and male organisers, resulted in a much higher percentage of women as
first authors of presented papers and posters [18]. However a study by Bano
and Zowghi of six software engineering conference series [2] found that having a
female conference chair or program committee chair did not significantly affect
the number of keynote speakers that were female, or the make up of the program
committee. This work did not, however, look at all conference speakers.
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While the figures shown in Sect. 2 show a lack of diversity within the RSE
community, there is a perception, when attending RSE workshops and events, of
gender and ethnic diversity being significantly better than the headline survey
figures suggest. RSE events generally have a significant number of female speak-
ers, workshop organisers and community leaders. We see with the Collaborations
Workshop series, an event that focuses on general research software practice, a
positive change in the diversity balance. It has had a policy of ensuring diver-
sity of keynote speakers, and in 2020, 55% of steering committee members were
female, 42% of all speakers were female, 34% of attendees reported their gender
as female, and 20% of attendees reported their ethnicity as non-white or mixed.

Nonetheless, the challenge remains of attracting more individuals from a
wider range of backgrounds to get involved with RSE. A concrete action that
can be taken here is to work to increase the diversity amongst organisers,
speakers and sponsors at RSE events and be more open about the
approaches taken to support this. The latter part of this recommendation
should help organisers of other events, both within the research software commu-
nity and beyond, to learn from and build on efforts to improve EDI. Ultimately
this should help to accelerate the process of improving diversity throughout the
research community.

3.3 An Inclusive Culture and Safe Space

An inclusive culture is an important foundation of diversity [6]. Research teams
that include RSEs frequently have only one or two individuals in RSE roles.
Having valuable but different skills, and different career aims, can make RSEs
feel like the “odd one out” within a research group or team. As a result, RSE
communities of practice have developed in recent years to support individuals
in this field. Possibly due to previous perceived marginalisation, they tend to be
open, welcoming communities. These communities provide a great opportunity
to meet, network and collaborate with others who understand the challenges
RSEs face in their day-to-day work.

At conferences and events, one way of formally promoting inclusion is hav-
ing a clear and well-publicised Code of Conduct. The importance of a Code of
Conduct and the challenges it can help to address and provide guidance on are
highlighted in [10]. While still not commonplace at traditional academic con-
ferences [11], it is unusual to find an RSE conference or workshop that does
not have a Code of Conduct – learning from the experience of the open source
community. To ensure best practice and clarity of the message provided, many
events choose to build on widely accepted, open codes of conduct such as the
template provided by the Geek Feminism wiki [13], and also have a diversity
statement.

In the context of workplaces and research teams, it is also important that
individuals feel that they fit in, both within the workplace environment itself and
with the people based there. Cheryan et al. [7] call this “ambient belonging”.
They undertook a series of studies within a computer science context looking
at gender-based perspectives on the influence of different environments. This
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work showed that environments that had aspects that made them fit with com-
puter science stereotypes reduced the interest of women participating in the
field. Changing the environments to make them appear less like something that
would be associated with computer science increased interest in the field. This
provides an example of the sort of potentially small, but nonetheless significant,
changes that can help to develop an inclusive culture, a welcoming environment
and, ultimately, help to improve diversity. We consider that there may also be
opportunities to help improve other aspects of diversity through identifying and
making similarly small environmental or organisational changes in different con-
texts, for example to improve the experience for people with disabilities.

The wide ranging use of codes of conduct at research software events and
the recognition of the importance of communities in helping to provide individ-
uals with a place where they fit in is significant. It suggests that the research
software community is developing events that are explicit in their desire to be
open and diverse, with clear statements on acceptable behaviour. We see that
progress is being made in developing an inclusive culture and providing envi-
ronments through events and activities that potential participants feel are open
and welcoming. It is of vital importance that this continues. There are two
concrete recommendations from this analysis. Firstly, within RSE groups,
both team leaders and members should be aware of the importance
of their working environment and how potentially small environmen-
tal changes may affect other team members’ feelings of inclusion and
belonging. Secondly, in the context of community events and activities, event
organisers should look to highlight their support for diversity and
inclusion through the use of a diversity statement and provide a clear
code of conduct highlighting acceptable behaviour.

The Software Sustainability Institute runs a fellowship programme recognis-
ing the diverse roles and skills of those working to promote research software
practice. An evaluation of the programme showed it plays an important role in
supporting communities of best practice and skills transfer, and that a signifi-
cant benefit is the way it has raised the profile of software in research, and those
people who develop and advocate for it [27]. This has had positive effects for
those who may previously have considered themselves as ‘outsiders’ in the role,
or lacked confidence. This is exemplified by a comment from a female respondent:

“Despite getting a PhD partially from a computer science programme, I
could see that my skills and knowledge were always at least to some extent
dismissed or doubted [...] since being elected a SSI fellow I most definitely
observed a significant drop in mansplaining... I have little doubt that the
SSI fellowship was a significant [reason] I got my current position as (Head
of Division at a Supercomputing Center).” [27]

4 Discussion and Conclusions

Our research has shown that the gender diversity of RSEs is similar to the field
of software engineering, but does not reflect the gender balance of the academic
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research workplace. This is particularly true where RSEs are working in domains
such as the biosciences, geosciences and medicine. Ethnic diversity among RSEs
is worse than in the wider software industry, but it is unclear why. The num-
ber of RSEs with disabilities reflects the academic research workplace, and is
poor in comparison to the IT profession. Given that 19% of the UK working age
population report a disability, there is much to be done to provide an equitable
workplace for RSEs with disabilities. Differences in workplace culture, environ-
ment or incentives may be factors, and further research is required. However,
general interventions to improve diversity appear to be increasing gender and
ethnic diversity at events.

We have highlighted the importance of communication and collaboration
between individuals building software to support research and the computational
scientists and researchers that they collaborate with. We have also shown that
diversity among all parties in these collaborations can lead to better communi-
cation, a wider range of ideas and perspectives, and, ultimately more effective
collaborations that produce higher quality outputs. The three areas discussed in
Sect. 3 as key opportunities for improving equity, diversity and inclusion within
the field of research software can be summarised as follows:

– Safety in similarity? The perceived safety of looking to collaborate and
work with individuals who have similar interests, backgrounds or values is
widely recognised. While there is research that suggests there can be bene-
fits to this approach, there is also extensive work highlighting the benefits of
diversity. However, this is something that can be approached from two differ-
ent perspectives and individuals may be more likely to join and engage with
a community if they see people like themselves within that community.

– Increasing diversity at events: It is important to highlight and promote
actions being take to improve EDI in the context of events. It is also important
to ensure that both organising groups and speakers reflect the level of diversity
that an event’s organisers would like to see among its participants.

– An inclusive culture and safe space: This is a very important aspect
of both participating in a community, and being part of an RSE group, for
everyone involved. A well-publicised Code of Conduct and diversity statement
with clearly defined processes supporting them are key elements in helping
to ensure this within the context of events. In RSE groups, leaders and team
members need to be aware of the importance of an inclusive culture and
working environment.

Poor diversity in the community of research software developers is likely a
result of the low levels of diversity in the disciplines that currently form the major
path towards an RSE role or career. We have identified scope to widen the range
of areas from which RSEs are recruited and it is hoped that this can be achieved
by better use of language in the way that RSE roles are advertised and in the way
that RSE is promoted, more generally. This may also have relevance for profes-
sional software practitioners looking to get involved in the research community,
as it is clear that there are many people with “non-traditional” degrees seek-
ing careers developing software. There is a role for professional bodies, such as
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the British Computer Society, Association for Computing Machinery and IEEE
Computer Society, to support and embrace these career paths and help improve
the gender diversity at undergraduate and postgraduate level.

Nonetheless, we feel that despite the knowledge gained from our extended
analysis of existing survey data, and the pre-existing material that we have
referenced, this is a hugely complex but very important area. It would benefit
extensively from additional evidence that could be gathered through a range
of further empirical studies. Some of the areas that may be considered most
important for such studies in the short term include:

– Exploring why levels of diversity among RSEs are lower than in many of
the areas of study and research that already feed into RSE careers, such
as Computer Science and Physics and Astronomy. What are the levels of
diversity in other career paths for these subjects? What influences the career
choices that individuals make and are there specific aspects that steer them
away from an RSE career?

– Trialing approaches for increasing diversity and inclusion at events, including
workshops and conferences. Gathering statistics on the relative success of
these approaches and their contribution to improving diversity within the
computational science developer community.

– Looking at opportunities to further increase “domain mobility” through tak-
ing advantage of existing courses/training material or offering new informa-
tion that can help individuals move more practically between working in dif-
ferent domains. Look at take-up of such opportunities across different domains
and use this as a basis for longer-term analysis on how diversity in the RSE
community changes over time.

Once individuals become RSEs and engage with the RSE community, the
RSE community meets many of the requirements to ensure that it welcomes
and supports diversity. The open, inclusive, nature of the community is of great
importance here and, using gender diversity as an example, there are already
several women in highly-visible leadership roles.

Developing software for science and the wider computational research domain
is challenging. The relatively new field of research software engineering encom-
passes many of the individuals undertaking these software development tasks,
regardless of whether their official job title considers them to be a researcher,
professor, software engineer or RSE. It is clear that research software engineering,
and research software in general, shares many diversity challenges with the wider
software development field but we feel there are many opportunities to address
this. This begins with increasing awareness of the different aspects raised in this
paper and using this as a basis to develop the environment and opportunities to
help build equity, diversity and inclusion within the community. We hope that
the research software community continues to grow, and become more diverse
by sharing and learning from other practitioners.
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Abstract. The design of an individual-level computational model
requires modelers to deal with uncertainty by making assumptions on
causal mechanisms (when they are insufficiently characterized in a prob-
lem domain) or feature values (when available data does not cover all
features that need to be initialized in the model). The simplifications and
judgments that modelers make to construct a model are not commonly
reported or rely on evasive justifications such as ‘for the sake of simplic-
ity’, which adds another layer of uncertainty. In this paper, we present
the first framework to transparently and systematically investigate which
factors should be included in a model, where assumptions will be needed,
and what level of uncertainty will be produced. We demonstrate that it
is computationally prohibitive (i.e. NP-Hard) to create a model that sup-
ports a set of interventions while minimizing uncertainty. Since heuristics
are necessary, we formally specify and evaluate two common strategies
that emphasize different aspects of a model, such as building the ‘sim-
plest’ model in number of rules or actively avoiding uncertainty.

Keywords: Agent-based model · Causal map · Graph algorithms ·
Information fusion

1 Introduction

The design of an individual-level model (e.g., Agent-Based Model) is a common
activity in computational science. In computational social science, such mod-
els can serve to explain social phenomena or safely test interventions within an
artificial society before selecting the most promising ones for real-world pilot
testing [7,13,14]. In an individual-level model, the simulated entities have their
own features (e.g., age, gender, beliefs and values) which need to be initialized at
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Fig. 1. A systems map (nodes and directed edges) of a problem space can be used to
identify what salient factors and rules will go into a model based on available data and
a systematic handling of uncertainties. (Color figure online)

the start of the simulation (i.e. given a baseline value). As the simulation unfolds,
the entities’ behaviors and some features will be updated based on a set of rules
that can take into account the entity’s features as well as the features of simu-
lated peers or the environment. By specifying the rules, a modeler expresses how
to build reactive entities that either continue to engage in an existing pattern
of behavior or adopt a new one by reacting to socio-environmental stimuli. The
recommended guidance is that a “model should be embedded in existing theo-
ries and make use of whatever data are available. [Its] assumptions need to be
clearly articulated, supported by the existing theories and justified by whatever
information is available.” [1]

In contrast to the next steps which are more standardized (e.g., implemen-
tation in an object-oriented language, verification and validation) [3,10,11], the
design of a model and the extent to which it should use information or theories
is particularly subject to ad-hoc practices, hence to variations across model-
ing teams. To illustrate these variations, consider Fig. 1 which exemplifies the
problem space (i.e., set of relevant factors and interrelationships) in the case of
food-related behaviors. For a model to be ‘fit for purpose’ (i.e. adequate) [34],
the rules should connect the interventions required by model users to observable
model outcomes. In this situation, two teams could produce and justify very dif-
ferent models. One team with access to dataset B could create model 1 (Fig. 1,
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red highlights), which focuses on exercise and also touches on depression, body
image, and self-esteem. This model will require making 3 assumptions: one to
compensate for the lack of baseline data to initialize the entities’ depression level,
and two for unknown rules relating public messaging to exercise, or exercise to
physical health. Another team with access to dataset A could create model 2
(Fig. 1, green highlights) which is more focused on eating and also requires three
assumptions. A team with access to both datasets A and B could further reduce
the number of assumptions necessary, as they could pass on representing dieting
or the link from self-esteem to mental health while keeping the model fit for pur-
pose. The design of an individual-based model is thus heavily impacted by how
a team handles parameter uncertainty either in unknown causal mechanisms or
in unknown feature values. However, the “different types of simplifications and
scientific judgments that have to be made” [2] are not commonly reported, in
part since they are not required by standardized documentations [16] (e.g., ODD,
ODD+D). As essential aspects of model building are shaped by important yet
unknown decisions, we face the additional problem of structural uncertainty [2].

Although the need to lower structural uncertainty in model building has long
been established and mentioned in methodological guidance [35], this task has
been hampered by the lack of a clear picture on the problem space (i.e. the map
shown in Fig. 1). In other words, it’s simple to state that ‘modelers should explain
how they systematically navigate the uncertainties in the problem space based
on available data and assumptions’, but it’s difficult for modelers to follow a sys-
tematic method to handle a problem space that has not been precisely mapped.
Indeed, the creation of a comprehensive map of a problem space1 (known as
a ‘systems map’) is often beyond the scope of creating one model, which usu-
ally only involves a brief literature review [1] and/or consulting subject matter
experts. However, the growth of Participatory Modeling (PM) studies using tech-
niques such as Fuzzy Cognitive Mapping or Causal Mapping [29,36] has resulted
in an abundance of systems maps across topic areas, which can thus be used by
modelers to create a model operating within any subset of the map. To appreci-
ate the coverage of systems maps, consider examples from health [23] such as the
Foresight Obesity Map [19] (over 100 factors and 300 links) or our map on mental
and physical well-being in relation to body weight [5] (269 links). Mid-sized maps
are even more common, and may remain sufficient for many modeling applica-
tions, such as health technology adoption [24] (52 factors and 105 connections)
or radiotherapy [27] (66 links). A plethora of maps has also been developed to
study ecology and sustainability [8,15,20] or social challenges [18]. By clearly
summarizing the salient constructs within the problem space, such maps present
an opportunity to shift from an ad-hoc model building approach to a system-
atic and transparent one, thus decreasing structural uncertainty. Specifically, the
use of a map and accompanying datasets allows to systematically answer three
essential interrelated questions for model building:

1 A structure of the problem space may also be called ‘domain model’ [33] or ‘con-
ceptual model’. To avoid confusion on the multiple uses of ‘model’, we reserve this
term for the simulation model, that is, the operational model that was obtained
after making design decisions within the problem space.
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– Which factors should we include?
– Where in the problem space is it necessary to make assumptions?
– What is the resulting uncertainty of the model?

In this paper, we propose a framework to express the task of creating a model
as a matter of navigating a systems map given a set of datasets. Using this
framework, the strategies used by modelers to answer the three questions above
are made both transparent and systematic using graph algorithms. Through this
framework, we note that creating the perfect model is an NP-Hard problem,
hence there is no perfect strategy to automatically generate a model: a heuristic
needs to be chosen by modelers based on measures that they explicitly wish to
favor. Our contributions are as follows:

(1) We present the first mathematical framework to express model design
choices based on data availability and their effects on uncertainty.

(2) We explain why a perfect model cannot be automatically created (NP-Hard
problem), hence emphasizing the need for heuristics.

(3) We demonstrate how common heuristics used by modelers can be formulated
in this framework, using a guiding example from a model of suicide.

The remainder of this paper is organized as follows. In Sect. 3, we introduce
our framework formally and exemplify its elements using a model for suicide pre-
vention. In Sect. 4, we explain why the model creation problem is NP-Hard and
demonstrate the effects of common heuristics. Finally, we discuss the potential
of shifting the process of model building from an ad-hoc unspecified approach
to the use of transparent heuristics within a systems map.

2 Framework

Intuitively, modelers have access to a systems map describing the problem space
as well as at least one dataset. For the model to be adequate, end users need
to see the effects of simulated interventions, which requires each intervention to
eventually impact at least one observable outcome through a chain of rules. The
task of creating a model thus requires maintaining paths from interventions to
observable outcomes through the problem space. Modelers use a strategy regard-
ing which paths to take, in part based on data. Paths may travel through nodes
for which modelers do not have data, thus they would need to make assump-
tions about the simulated entities’ feature values for these nodes. Paths will
also go through edges, which represent causal mechanisms that would be turned
into simulation rules. Some of these edges may be intuitively understood (e.g.,
‘more trauma leads to more suicide ideation’) but not sufficiently characterized
to write model rules, thus leading to additional assumptions (e.g., every unit of
trauma leads to an increase p in suicide ideation). A modeling strategy is thus
an algorithm that identifies a subset of a systems map based on available data
and makes assumptions to address unknown nodes and edges.

The main elements of the framework are listed in Table 1 and will now be
explained along with their formal notation. The problem space is represented by
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Table 1. Main elements of the framework

Notation Meaning

G = (V,E) Problem space represented as a map G, consisting of labeled
nodes V and directed connections E

I Interventions (or ‘inputs’) needed by model users

O Observations (or ‘outputs’) that model users require to quantify
the effects of their interventions

w(e) Uncertainty value of a causal connection in the problem space

D Set of all data sources available to modelers

Sources(v) Set of data sources that include the node v; in other words, data
sources that modelers can use to initialize v

S A model design strategy. Given the map G and data sources D,
it specifies which subset of the map to use in a model, which
data source will be involved, and what level of uncertainty will
arise. For a model to be adequate, a valid strategy must ensure
that each intervention from I has an observable effect in O

a directed, labelled, weighted causal graph G = (V,E). The nodes V represent
factors in the problem space and potential candidates for the entities’ features,
such as age, depression, or suicide ideation. To characterize the task of model
building, we need to identify nodes that play particular roles. A subset of the
nodes I ⊂ V represents the intervention nodes (e.g., public health campaigns,
economic interventions), also known as inputs. Similarly, the subset O ⊂ V repre-
sents the outcome nodes (e.g., number of suicide attempts, prevalence of suicide
ideation), also known as outputs. For a model to be viable, the interventions of
interest need to eventually affect the outcomes; otherwise, the model does not
offer support to examine the consequence of the intervention. For example, the
evaluation of a suicide prevention package may measure the impact of economic
interventions through a reduction in suicide attempts.

The edges E stand for causal connections and have an associated value (i.e.,
edge weight) denoted w(e) �→ R+, e ∈ E. This value denotes the uncertainty
associated with the edge. We encode the value as a positive real number rather
than a boolean because systems maps may provide fine grained information
on the amount of uncertainty, which can thus be expressed without needing to
amend our framework. For example, Fuzzy Cognitive Maps can specify uncer-
tainty [17] by measuring the extent to which there is disagreement about the
causal strength of an edge (via entropy) among participants [12] or by checking
in a corpus whether there is enough supporting evidence for each proposed con-
nection [22,28]. In the case of Fuzzy Grey Cognitive Maps, each edge has a Grey
uncertainty [26]. In a coarse categorization, such as by asking subject-matter
experts whether a factor impacts another [25], uncertainty would either be 1
(present; maximal) or 0 (absent; minimal).
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Information on causal mechanisms is held at the level of the systems map
via w(e) because it represents a fact about the system, independently of any
data source selected by modelers. This is reflective of the fact that a systems
map serves as a synthesis of the evidence base [5,19,24,27]. For example, a map
may stipulate that abusing or neglecting children has an impact on their risk for
suicidal ideation, or that a suicide attempt can lead to death. Data sources may
help to understand how these general mechanisms work in a specific population,
but the mechanisms exist irrespective of a population. In contrast, information
on the entities’ features depend on the data sources used, thus allowing to capture
how traits are expressed in specific populations. The collection of data sources
available to modelers is denoted by D = {D1, · · · ,Dn}. Each data source may
hold information on some of the nodes. We denote the set of data sources for
a node v ∈ V by Sources(v). When Sources(v) = ∅, modelers have no data
regarding this specific node hence its uncertainty is maximal and its inclusion in
a model would come at the cost of making an assumption.

Modelers can employ one of several strategies S to design a model. As shown
in the next section, examples may include finding the simplest set of rules from
each intervention to an outcome, or finding rules that avoid uncertainty whenever
possible. A strategy S ∈ S is thus a function:

S : (G,D)
︸ ︷︷ ︸

given map and datasets

�→ (G = (V ⊆ V, E ⊆ E)
︸ ︷︷ ︸

selects a map subset

, D ⊆ D
︸ ︷︷ ︸

dataset used

, R
︸︷︷︸

uncertainty cost

)

In line with the earlier explanations in this section, a strategy is valid if and
only if there is a path from every intervention node to at least one observable
node. Formally, this condition is enforced by checking the following:

S is valid ⇐⇒ ∀i ∈ I,∃o ∈ O s.t. (i, v1), . . . , (vn, o) ∈ E

A core aim for modelers is to design a valid strategy while minimizing the
uncertainty cost. The design of a model can thus be operationalized through this
framework as a discrete optimization problem in a graph given a set of datasets.

3 The Necessity and Design of Heuristics

3.1 The Impossible Quest for Perfection in Model Design

Intuitively, an ideal model design is one that satisfies all needs of the end users
while making the least number of assumptions. Formally, that would be an opti-
mal strategy S∗ ∈ S such that S∗ is valid and its associated uncertainty cost is
minimal among all valid strategies. However, finding the best strategy may not
be feasible in practice as shown in the theorem below.

Theorem 1. Identifying the best strategy S∗ is an NP-Hard problem.

Proof. To compute the optimal strategy S∗, we are given intervention and out-
come nodes. The aim is to select nodes and edges in between (i.e., the ‘inner
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part’ of the network) such that the sum of selected nodes’ and edges’ weights is
minimal, while maintaining connectivity. Minimizing this inner cost while pro-
viding connectivity is known as the Minimum Spanning Tree with Inner nodes
cost problem (MSTI). The MSTI problem is NP-Hard as a special case of the
Connected Dominated Set problem [9,21], hence our problem is also NP-Hard.

Alternatively, our problem can be related to the node weighted Steiner tree
in which ‘terminals’ must be connected and the cost function is the sum of
the nodes’ weights selected to provide this connectivity. Considering the special
case in which there is a single outcome node and multiple intervention nodes,
then they collectively form the ‘terminals’ used in a node weighted Steiner tree.
Further consider that there is no uncertainty on any edge, hence leaving only
the uncertainty on the nodes. Then, the special case is equivalent to minimizing
a node weighted Steiner tree, which is an NP-Hard problem [4].

3.2 Imperfect yet Practical: Two Common Model Heuristics

The previous section established that building model that is fit-for-purpose and
minimizes uncertainty is an NP-Hard problem. However, modelers routinely
build models, which implies that they use heuristics. In this section, we show
how two such heuristics can be expressed in our framework, thus making the
model building process more transparent and systematic. An example for both
heuristics is provided in Fig. 2.

One strategy employed by modelers is to ‘Keep It Simple Stupid’ (KISS)
in which “one only tries a more complex model if simpler ones turn out to
be inadequate” [6]. In other words, the model design is justified by ‘the sake
of simplicity’. Since each intervention must be measured via an observation, a
translation of KISS into a process would be to find the simplest way of connecting
each intervention to one observation (possibly the same). When that strategy is
expressed algorithmically, it is equivalent to using the shortest path from each
intervention to one observation. Algorithm 1 formalizes this strategy by using a
Breadth-First Search to generate each shortest path. We make two observations:

(1) Focusing on the shortest number of rules will not take the locations of
unknowns into consideration. A slightly more complex model in number
of rules may have gone through a path better supported by data, thus pro-
ducing a model that needs fewer assumptions.

(2) Independently finding a path for each intervention can produce a model that
is simple for each intervention, but overall much more complex than strictly
necessary. For instance, taking a short detour for one intervention may have
allowed it to share the rest of the journey toward an observation using the
path of another intervention. Sharing paths or finding ‘synergies’ may thus
help to keep the whole model simpler and potentially lower its uncertainty.

A second approach captures the preference of modelers who actively avoid
creating poorly understood rules. Their preference is not to keep the model
‘simple’: rather, they seek a more robust model in which rules can be backed
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by evidence as much as possible. From an algorithmic standpoint, this consists
of generating paths from every intervention node to the observation nodes and
selecting the one with the least overall uncertainty. This selected path will thus
use a sequence of factors with well-understood relationships to lead from an
intervention node to an observation node.

Algorithm 1: Generate all shortest paths using Breadth-First Search
Input: List of edges in causal map, List of intervention nodes, List of

observation nodes
1 paths = {∅}, finalPaths = ∅ // create empty list of lists and a
map

2 foreach intervention do
3 paths ← paths ∪{{intervention}}
4 while ∃intervention /∈ finalPaths // continue until we have a path
for each intervention

5 do
6 newPaths = {∅} // for each current path, look for next

steps
7 foreach path i1, ..., in ∈ paths do
8 targets ← {t|(in, t) ∈ edges}
9 foreach target ∈ targets // for each possible next step,

save the potential path
10 do
11 newPaths ← path ∪ target
12 foreach path i1, ..., in ∈ newPaths do
13 if i1 /∈ finalPaths // ignore path if we already have a

finalPath for its root
14 then
15 if in ∈ observations // if the path is complete, save to

finalPaths
16 then
17 finalPaths(i1) ← path
18 else
19 paths ← paths ∪ path // otherwise keep path for

next iteration

This strategy may lead to long and awkward tangents. For example, instead
of creating few rules with limited empirical or theoretical backing (e.g., after-
school programs reduce school problems thus reducing suicide ideation), this
strategy may result in creating many rules: after-school programs reduce school
problems thus reducing parental frustration, which means parents may be less
likely to cope with frustration through substance use, hence children are less
exposed to unhealthy coping strategies, thus they can deal better with their
own issues and overall are less likely to engage in suicidal thoughts. Each
of these rules may be backed by stronger evidence, but the collective chain
of rules produces a meandering model that can appear less plausible overall.
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As modelers may avoid both arbitrarily long chains of rules and models whose
rules lack evidence, a strategy would need to discourage both uncertainty and
long paths. Algorithm 2 implements this approach by assigning a unit cost of 1
to all known edges and a penalty value to unknown edges.

Algorithm 2: Generate all minimal paths using Dijkstra’s algorithm
Input: List of edges in causal map, List of intervention nodes, List of

observation nodes, Penalty
1 finalPaths ← ∅
2 foreach intervention do
3 visitedNodes ← ∅
4 paths ← {{intervention, 0}} // each node in a path is a pair

(name, cost)
5 bestTarget ← {0, 0}
6 while bestTarget1 /∈ observations do
7 bestTarget ← {∅,∞} // track current most-optimal edge to

add
8 bestPath ← {∅}
9 foreach path ∈ paths do

10 traversal ← ∅ // track current traversal through path
11 foreach node ∈ path do
12 traversal ← traversal ∪ node
13 targets ← {t|(node1, t) ∈ edges}
14 foreach target ∈ targets do
15 if target /∈ visitedNodes // ignore already-visited

nodes
16 then
17 if (node1, target)weight ∈ ] − 1, 1[ then
18 cost ← node2 + 1.0 // if edge weight is

known, marginal cost = 1

19 else
20 cost ← node2 + penalty // otherwise,

marginal cost = penalty

21 if cost < bestTarget2 then
22 bestTarget ← target
23 bestPath ← traversal
24 newPath ← bestPath ∪ bestTarget
25 if bestTarget ∈ observations // if target ∈ observations,

this root is finished
26 then
27 finalPaths(intervention) ← newPath
28 else
29 paths ← paths ∪ newPath // otherwise, save to current

paths and continue
30 visitedNodes ← visitedNodes ∪ bestTarget



416 A. J. Freund and P. J. Giabbanelli

Both algorithms are exemplified in Fig. 2. They produce the same paths for
interventions I1 and I2 but differ on I3. In this example, Algorithm 2 is better:
it uses 10 evidence-based rules and makes five assumptions, whereas Algorithm 1
needs more rules (11) and also makes more assumptions (six).

Fig. 2. The same map (top) being processed by both algorithms: shortest paths (left)
and minimal paths (right). This high resolution figure can be zoomed in using a digital
copy of this article.



Navigating Uncertainty to Develop an Individual-Level Model 417

3.3 Differences in Practice: A Sample Case Study

Algorithms 1 and 2 are conceptually different as they correspond to different
preferences from modelers: the simplest set of rules to connect each intervention
(Algorithm 1) or an emphasis on evidence-based rules (Algorithm 2). As exem-
plified by Fig. 2 on the previous page, these algorithms can produce different
models in terms of number of rules or assumptions. Two items remain, in order
to assess the impact of these different model design strategies. First, we need
to examine how the number of rules or assumptions differ when these strategies
are used in practice rather than in an idealized environment. Second, we need
to evaluate the possible choices for datasets regarding the concept nodes, which
also benefits from a case study rather than an artificially constructed situation.

Our brief case study is a model of suicide. Data is openly accessible at https://
osf.io/7nxp4/, which include (i) the systems map together with the uncertainty
level for each edge (3–‘big map with weights’) and (ii) which one(s) of four
datasets can be used for each concept node (5–‘Nodes data availability’). Our
algorithms are implemented in a Jupyter Notebook for Python 3, which also con-
tains the results (6–‘Common modeling strategies’). The systems map is com-
posed of 361 concept nodes and 946 causal edges. As detailed in the Notebook,
there are 5 intervention nodes and 3 outcome nodes.

We performed a parameter sweep to assess how the penalty in Algorithm 2
impacts its two target outcomes: the percentage of unknown edges and the aver-
age size of the model. Results in Fig. 3 show that the only difference is encoun-
tered if the cost of unknowns is less than 1, that is, less than using a known
edge. Specifically, the only values of penalty that had an effect on results were
in the range 0.2 ≤ penalty ≤ 0.6. However, creating evidence-based rules cannot
be more expensive than making assumptions for unknown edges. The penalty of
unknown would thus be always greater than 1. Consequently, when the penalty
is within a valid range, then the results are always the same.

Fig. 3. Evaluation of the penalty param-
eter in Algorithm 2 with respect to
unknown edges and model size.

Using Algorithm 1, the model
requires 3 assumptions on edges and 4
assumptions on nodes. The five paths
created for each intervention had no
overlap. Two datasets can be inter-
changeably used as they each support
the same number of nodes. With Algo-
rithm 2, results are identical. Despite
valuing different aspects of a model
and having a large problem space, the
two design strategies result in the same
model. Either strategy has room for
improvement as the resulting model
requires making many assumptions (7)
and is composed of parts that may be
locally optimal but miss an opportunity for global savings (disjoint paths across
all interventions).

https://osf.io/7nxp4/
https://osf.io/7nxp4/
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4 Discussion and Conclusion

Several frameworks such as the Characterisation and Parameterisation (CAP)
framework [31] and its revised version [30] have been proposed to track how
computational individual-level models are designed. Such frameworks provide
valuable guidance to help standardize the description of modeling studies (c.f.
the application of the CAP framework to 11 studies in [32]) by listing the broad
types of data or methods involved at each stage. However, there is currently no
framework to explain how modelers choose what factors to keep and which rules
to make, based on the goal of the model and available data. These choices are
important for the transparency and replicability of modeling studies, which often
face a high level of structural uncertainty. In addition, these choices have conse-
quences on the robustness and computational costs of models: inefficient model
building strategies that result in making a very large number of assumptions
may require extensive sensitivity analyses, which come at a high cost. In this
paper, we propose the first formal framework to express model-building strate-
gies. We demonstrated that the perfect strategy is NP-Hard, hence modelers
will employ heuristics that emphasize specific aspects. We stress this point, as
it means that a perfect model cannot be built automatically and instead model-
ers need to clearly state which measures they value, then map these preferences
onto an algorithm. We showed how two common strategies can be systematically
expressed in an algorithmic manner and demonstrated that they can result in
different models, although differences may not be manifest in practice.

We noted that both of these common model-building strategies miss several
opportunities to decrease the uncertainty of the resulting model. Creating the
model with the least number of rules to keep it ‘simple’ may result in high uncer-
tainty compared to having a tolerance for slightly more rules as long as they are
evidence-based. Most importantly, when models are designed to support mul-
tiple interventions, it would be beneficial to aim for synergies by identifying
common mechanisms across interventions rather than operationalizing each one
independently. The design and evaluation of algorithms leveraging these oppor-
tunities would be a worthwile investment for future studies. Such tools can help
modelers in shifting from the currently time consuming and ad-hoc practice of
model design into a more efficient and systematic approach.

As our framework is the first to tackle complex practices, it comes with sim-
plifications. When simplifications prevent a direct use of the framework by a
modeling team, they become limitations and changes are necessary. Although
we separately report uncertainty on causal mechanisms (i.e. on edges in the
problem space) and concept nodes (i.e. insufficient data), our framework is lim-
iting in capturing the cost of uncertainty on nodes. We focused on using one
dataset to maximize node coverage, but modelers can use multiple datasets as
long as the individuals captured in these datasets can be accurately linked.
For example, consider that two datasets have nothing in common: one covers
depression and stress, while the other contains information on poverty and bully-
ing. If a simulated entity was independently given baseline values on depression
and poverty, then it would ignore the correlation between these features and
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model uncertainty grows. Conversely, if the two datasets have shared features
that strongly characterize individuals (e.g., age, gender, income, ethnicity) then
we may preserve more (but not all) of the real-world dependencies, hence lower-
ing model uncertainty. A possible extension of our framework would thus address
how the cost of uncertainty is impacted by the ability to link datasets.
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Abstract. More than four out of 10 sports fans consider themselves
soccer fans, making the game the world’s most popular sport. Sports are
season based and constantly changing over time, as well, statistics vary
according to the sport and league. Understanding sports communities in
Social Networks and identifying fan’s expertise is a key indicator for soc-
cer prediction. This research proposes a Machine Learning Model using
polarity on a dataset of 3,000 tweets taken during the last game week on
English Premier League season 19/20. The end goal is to achieve a flexi-
ble mechanism, which automatizes the process of gathering the corpus of
tweets before a match, and classifies its sentiment to find the probability
of a winning game by evaluating the network centrality.

Keywords: Graph theory · Machine learning · Sentiment analysis ·
Social networks · Sports analytics

1 Introduction

Most of today’s literature on Machine Learning and Soccer talks about engineer-
ing the best indicators based on match statistics. Also, current research tries to
figure out the best existing features to build models that could predict results
before a game. However, retrieving data for a set of repeatable events is a difficult
task to accomplish, as well, changes on the team, staff, management, and many
other factors could have happened. Based on Graph Theory, Social Networks can
be seen as a set of interconnected users with a weighted influence on its edges.
Evaluating the spread influence of fans can serve as a metric for identifying fans’
intensity. In order to decouple league, team, and even sports information, it is
proposed a Sentiment Analysis Model which scores polarity on opinions made
by soccer fans on Twitter.

1.1 Review on Social Network Analysis: Spread Influence

Some research studies, as the one developed by Yan, [16] evaluate the influ-
ence of users, represented as nodes, on other entities under the Social Network
c© Springer Nature Switzerland AG 2021
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Analysis, this is performed by calculating a value for each eigenvector by scor-
ing the weight and the importance of the nodes it is connected to. This paper
also adds betweenness centrality, which obtains the shortest paths and finds the
most repetitive nodes, so that the most influential elements in the network are
identified.

Riquelme [11] proposes two new centralization measures for evaluating net-
works. The model graph is a compound of labels representing the resistance of
the actors to be influenced, and the weight of the edges is the power of influence
from one actor to another.

The Eq. 1 of the Node activation is:
∑

j∈Ft(X) Wij ≥ f(i) (1)

The activation occurs when the sum of the weight of activated nodes con-
nected to i, in the set of Ft(X) is greater or equal to i’s resistance denoted as
f(i).

The Eq. 2 of the Spread of Influence X is:

F (X) =
⋃k

t=0 Ft(X) = F0(X) ∪ ... ∪ Fk(X) (2)

where t denotes the current spread level of X, and X is an initial activation
set.

The first measure considered is called Linear Threshold Centrality and rep-
resents how much an actor i can spread his influence within a network, this by
convincing his immediate neighbors.

The Eq. 3 of the Linear Threshold Centrality is:

LTR(i) = |F ({i}∪neighbors(i))|
n

(3)

The second measure is Linear Threshold Centralization, this defines how
centralized the network is, by finding a k-core which is the maximal subgraph
C(G) such that every vertex has a degree at least k.

The Eq. 4 of the Linear Threshold Centralization is:

LTC(G) = |F ( ˆC(G))|
n

(4)

This relation shows that elements outside the core are easier to be influenced.
Kim [6] proposed a formula to address opportunity based on satisfying the

fan’s requirements. Korean National Football team’s comments on the match
against Uzbekistan on FIFA World Cup 2018 qualifications were ranked using
TF-IDF, which reflects the relevance a word has in the document. After that,
a clustering algorithm, such as K-Means, was implemented for topic modeling,
once the topic was known, it was assigned a satisfaction value given by the Delphi
Method.

The Eq. 5 of the Delphi satisfaction expression is:

TSi =
∑ji

j=1 CSi,j

Ji

(5)

CSi,j satisfaction level of the j-th post in the i-th topic, TSi average satis-
faction for the i-th topic, and Ji total number of post in the i-th topic.



424 C. Miranda-Peña et al.

1.2 Review on Sentiment Analysis

Schumaker [13] applies sentiment analysis based on a combination of 8 models
using either polarity, such as positive, negative, and neutral, and tone such as
the objective, subjective, and neutral. This research has an odds-based approach
that gathers an odds-maker’s match balance sheet on demand of the wagers. The
sentiment is calculated by normalizing a specific data model against tweets for
a particular club and match.

The Eq. 6 of the Normalize polarity is:

max(
∑

Tweets|Modeln,Club1,Matchm∑
Club1,Matchm

,
∑

Tweets|Modeln,Club2,Matchm∑
Club2,Matchm

) (6)

When models tested with negative polarity were higher, they could predict
a potential loss, whereas models of positive polarity as a possible win.

In contrast, Dharmarajan [2] applied the Multinomial Naive Bayes Algorithm
into two main classifiers. The first one is oriented towards an objective tone, this
model is trained with a self-made dataset of well-trusted sources, and the second
one is a subjectivity classifier that can either label text as positive or negative.
This last one achieved 79,50% accuracy over 32,000 instances, while the first one
obtained 77,45% when trained with 86,000 records.

Ljajic [9] proposes a sentiment score by quantifying the logarithmic differ-
ence of terms in positive and negative sports comments. Again, sentiment clas-
sification is seen as a supervised task that requires creating a domain-specific
dictionary and assigning a tag as positive or negative for each of the terms. The
author proposed the principle of logarithmic proportion TF-IDF as a labeling
mechanism.

The Eq. 7 of the Polarity compute using TF-IDF is:

tfidfp = (1 + tfp) ∗ log10

(
Np

Nt,p

)
(7)

Where tfidfp is the polarity of the term in positive comments, tfp is the term
frequency in positive comments, Np is the number of positive documents, and
Nt,p is the number of positive documents with term t. The same procedure will
be followed for negative ratio tfidfn, where the larger term will be set as a tag.

A methodology, for setting terms as stop words, is also concluded on this
research, by finding boundaries due to the logarithmic difference of the terms,
on the paper boundaries were set when accuracy stopped improving.

The Eq. 8 of the Logarithmic difference of term is:

DifLogt = log10

(
tfidfp+0.001
tfidfn+0.001

)
(8)

During World Cup 2018, Talha [14] constructed a database containing
38,371,358 tweets and 7,876,519 unique users, 9 different machine learning mod-
els were trained with the 48 matches on the group phase, and tested to predict
round 16, and so on. The features considered for this model are detailed infor-
mation about the user (number of followers, location, likes count, tweets counts,
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etc.) and the tweet (is it a retweet, reply to a user, retweet count, like count, etc.),
the highest accuracy obtained was 81.25% when using a Multilayer Perceptron
algorithm with 30,000 epochs.

Jai-Andaloussi [4] aims to summarize highlights in soccer events by analyzing
tweets and scoring text sentiment they recommend the deep learning method
implemented in Stanford NLP which categorizes comments from 0 being very
negative to 4 being very positive. However, as the intention is to obtain the most
relevant tweets, the moving-threshold burst detection technique is used.

The Eq. 9 of the Moving threshold is:

MTi = α ∗ (meani + x ∗ stdi) (9)

Given l as the length of the sliding window at time ti, N(l1) to N(li) where
N is the number of tweets, the mean and standard deviation at the time i can be
calculated. α is the relaxation parameter, and x is a constant between 1.5 and
2.0. A highlight is defined as N(li) > MTi.

2 Methodology

Soccer is constantly changing over time, in order to make this a real-time prob-
lem, a framework for gathering recent tweets was built. The methodology is
summarized in two key components: first tweets are preprocessed for scoring
sentiment polarity, and second, they are evaluated as a Social Network problem
by applying graph theory.

2.1 Gathering and Preprocessing Data

The data is obtained through the Twitter’s Standard Search API. The queries
were performed in the last match week on Premier League’s season 19/20 and
were limited to the English language. The data was processed into a Dataframe
with the next remaining fields as shown in Table 1. Twitter’s documentation
on standard operations shows that appending a string happy face “:)” on the
query represents a positive attitude, while “:(” represents a negative attitude.
The maximum number of tweets retrieved from a request is 100, to aid the
evaluation process, three types of queries were performed: first adding the happy
face, second adding the sad face, and finally a neutral request without a face.

In the end, a total of 30 JSON requests with a maximum count of 100 tweets
were available for study, Table 2 indicates the keywords placed in each fixture
query. However, not all fixture requests accomplished these 100 tweets as shown
in Table 3.

2.2 Data Cleaning

The data cleaning process performed drop of duplicates with a count of one,
and drop off empty tweets, the empty tweets were filtered after removing user
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Table 1. Dataset fields

Field Description

1 Season A YYYY representation of the match season

2 Weekgame The number of the current week match

3 Home team A three-letter code abbreviating the home team

4 Away team A three-letter code abbreviating the away team

5 Favorite count The count of favorites in the tweet

6 Lang A two-letter code abbreviating the language

7 Retweet count The count of retweets in the tweet

8 Retweeted True or false if the tweet is a retweet

9 Text The text of the tweet

10 Followers count The count of followers from the user

11 Verified True or false if the account is verified

Table 2. Queries

Match Keywords

1 Arsenal vs Watford #ARSFC @Arsenal #WatfordFC

@WatfordFC #ARSWAT

2 Burnley vs Brighton #BURFC @BurnleyOfficial

#BHAFC @OfficialBHAFC

#BURBHA

3 Chelsea vs Wolves #CFC @ChelseaFC #WWFC

@Wolves #CHEWOL

4 Crystal Palace vs Tottenham #CPFC @CPFC #THFC

@SpursOfficial #CRYTOT

5 Everton vs Bournemouth #EFC @Everton #AFCB

@afcbournemouth #EVEBOU

6 Leicester vs Manchester United #LCFC @LCFC #MUFC

@ManUtd #LEIMUN

7 Manchester City vs Norwich #MCFC @ManCity

@NorwichCityFC #MCINOR

8 Newcastle vs Liverpool #NUFC @NUFC #LFC

@LFC #NEWLIV

9 Southampton vs Sheffield Utd #SaintsFC @SouthamptonFC

#SUFC @SheffieldUnited

10 West Ham vs Aston Villa @WestHam #AVFC

@AVFCOfficial #WHUAVL
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Table 3. Requests

Match # of tweets

1 Arsenalvs Watford 247

2 Burnley vs Brighton 121

3 Chelsea vs Wolves 235

4 Crystal Palace vs Tottenham 156

5 Everton vs Bournemouth 143

6 Leicester vs Manchester United 256

7 Manchester City vs Norwich 198

8 Newcastle vs Liverpool 268

9 Southampton vs Sheffield Utd 128

10 West Ham vs Aston Villa 175

mentions and ended up with no text to analyze, this returned a count of 11
empty tweets. At first, the library langdetect was used with a threshold of 50%
probability for the English language, however, in practice, the language detection
accuracy drops drastically on shorter tweets, so multilingual tweets were kept.
The length of the dataset finished with a total of 1,915 tweets.

2.3 Data Engineering

In order to make the most of the available resources, extra variables were
included, two of them relate to text transformations.

– pre label: integer field that pre classifies the tweet according to the search
query, for positive tweets gives 1, negative -1 and 0 if neutral.

– support: integer field that pre represents the support to a given team if it
appears on the tweet a mention or hashtag to the home team returns 1 when
away team returns -1 and 0 if both appearances happened.

– no mentions: string field as a version of the tweet without mentions and
removing anything that is not plain text.

– with emojis: string field as a version of the tweet, this sophisticated text
transformation keeps mentions, removes links, and uses the emoji library to
encode emojis into text, also a regular expression matches happy and sad
faces representation and replace happy faces by the word good and sad faces
with the word bad.

Classifying polarity was possible by using available resources, such as the
Open Source Library Stanza [10], previously named Stanford NLP. Stanza is a
language-agnostic processing pipeline that groups together tokenization, lemma-
tization, part-of-speech tagging, dependency parsing, and named entity recogni-
tion. Stanza has a built-in model for Sentiment Analysis [5], this model is trained
as a one-layer Convolutional Neural Network using word2vec which are the
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resulting vectors when applying bag-of-words on 100 billion articles on Google
News.

Since it is possible to provide text previously tokenized to Stanza’s pipeline,
it was preferable to create tokens using NLTK Tweet Tokenizer as it applies
regular expressions to maintain mentions. A mention identifies users with the
prefix @, while Stanza Tokenizer split those characters underperforming entity
recognition.

Figure 1 shows some word clouds comparing the results given on the assump-
tion of the pre label tag against Stanza’s model evaluation.

Fig. 1. Word clouds comparison by polarity and model

By applying Stanza’s classification it is possible to measure the magnitude
of the polarity tags. Now, phrases such as love, good luck, hope, took relevance
on the positive tags, while on the negative tags curse words and negations took
precedence.

After classifying polarity in tweets from a Machine Learning perspective, two
new fields were created a modified support m support and modified sentiment
m sentiment. These fields were the result of matching a regular expression that
identifies suggested scores of form 0:0 or 0-0 since a result with a goal difference
greater than zero indicates clear favoritism to one of the adversarial teams.

Figure 2 shows relevance on the proposed characteristics, this is measured by
the amount of neutral support and sentiment that was able to be classified as
positive or negative, and as a side of the home team or away team.

2.4 Graph Theory

Popular teams such as Arsenal, Liverpool, Manchester United, etc., have higher
rates of tweets, making it difficult to choose a favorite when comparing against
its opponent. This section translates the imbalance of favoritism into a graph
analysis.
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A simple graph [7] has the form G = (V,E) where V is a set of n vertexes
and E is a set of n edges. An edge is a link between two vertexes, so an edge Ek

is associated with an unordered pair of the vertex (Vi, Vj).

Fig. 2. On the left the frequency of the pre label polarity by team support, on the
right the frequency of the modified polarity by team modified support

Here the vertex are the users and each edge represents a tweet to a tagged
user, the tagged user is the team which is mentioned on the tweet. The final tuple
looks like: (fan, team, edgek). Two edges were added to the graph when a tweet
mentioned both of the teams. Also, it was preferable to choose a multigraph
representation, since it is possible to have multiple edges of a fan to the same
team.

Edge’s Weight. Setting a singular value for each edge’s weight will miss out on
tweets having likes or being retweeted, as well, it would not solve the imbalance
problem, since the sum of all edges values from the team’s vertex to the fans
will be equal to the frequency of the fans of a given team.

The Eq. 10 of the Tweet’s weight imbalance is:

Ek(Ui,team)=c− Ui(likes)+Ui(retweets)

∑k
i=0 support(team)+

∑k
i=0 support(match|neutral)

2
(10)

An edge between the user and the team represents the distance the tweet has
with the team, whenever a tweet is more retweeted or has a larger amount of
likes, it means it is more reachable to the audience of a team, subtracting from a
constant c, the relative number of likes and retweets to the support of the team,
means reducing the distance between the fan and the team. By calculating the
relative influence in a network as the sum of interactions over the frequency of
support in a team, a team with fewer followers will represent a greater reach to
its network, rather than the reach-in networks with larger amounts of fans, this
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way the class imbalance problem could be resolved. Neutral support was split
in two and added to the frequency of each of the teams as seen in Fig. 3 where
light blue lines are neutral, navy are the positive tweets and green negatives.

Inverted Polarity. This is a counter proposal for solving the imbalance prob-
lem, by interchanging support to the adversarial team. This creates a network
where negative links to a given team, become positive edges to its opponent and
vice versa. Then the network is composed only of positive and neutral polarity
represented in Fig. 4.

Fig. 3. Graph using tweet’s weight
imbalance

Fig. 4. Graph using tweet’s inverted
polarity

3 Results

3.1 Evaluation

A way for evaluating network entities is through indexing centrality [17], this
metric indicates the influence of the vertex in the network. Degree centrality
is discarded, since it counts the number of links to a node, and as mentioned
earlier there is a clear imbalance between the number of fans, so it might present
misleading results. Betweenness centrality is not taken into consideration neither,
this measure gives precedence to mediation nodes that connect the network,
here users that mentioned both of the teams have the highest scores. Closeness
centrality is the selected measure for comparing independence and efficiency of
communication in an entity [8].
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Closeness Centrality. It is computed as the reciprocal of the average of
shortest-path distance from an agent Au to all other agents. The Eq. 11 of the
Closeness centrality is:

C(u) = n−1∑n
i=1 d(i,u) (11)

Current-Flow Closeness Centrality. It is based on information spreading
efficiently like an electrical current. Edges are now resistors re = 1/w(e) and
each vertex has a voltage v(u). The Eq. 12 of the Current-flow closeness
centrality is:

C(u) = n∑n
i=1 v(u)−v(i) (12)

This represents the ratio n to the sum of effective resistances between u and
other vertexes quoted [3]. It is also equivalent to the information centrality which
considers all path weights, not only the shortest ones, and instead computes its
average from the originated vertex. The information in a path is the inverse of
the length of a path [1]. The Eq. 13 of the Information centrality is:

Īu = n∑n
i=1

1
Iui

(13)

Harmonic Centrality. Applies harmonic mean to overcome outweighs from
infinite distances, and it is computed as the sum of the reciprocal of the shortest
path distances. The normalized harmonic centrality can reach up to 1 as the
maximum connected vertex. Lower values occur when used on an unconnected
graph representing the reduced capability of communication in the network [12].
The Eq. 14 of the Harmonic centrality is:

C(u) =
∑n

i=1
1

d(i,u) (14)

3.2 Testing

For evaluation purposes, the study was extended to a set of 54 matches starting
at week 38 from season 2019 up to week 8 from current season 2020. In total
7,833 tweets were analyzed. Besides a graph considering the three polarity links,
three subgraphs, one for each polarity, were built. Based on centrality measures
two cases were considered:

Case 1. Applying current-flow closeness centrality as a comparison measure
inter-team, since low resistance will show efficiency in the way a team communi-
cates to its fans. The difference between the current-flow closeness index on the
home team and away team will reflect the favorite team given its communication
effectiveness. The Eq. 15 of the Inter-team closeness is:

diff closeness=‖closeness(home)−closeness(away)‖ (15)



432 C. Miranda-Peña et al.

Case 2. Applying harmonic centrality as the leading polarity intra-team, to
know which polarity has a better representation of the fan’s sentiment towards a
team. Communication is more difficult when having fewer connections. For each
subgraph, the less fluctuated harmonic centrality given a polarity against the
harmonic centrality considering all three polarities will support a good commu-
nication capability. The Eq. 16 of the Intra-team closeness is:

closeness( team
polarity )=‖closeness(team)−closeness(polarity)‖ (16)

Support Vector Machines were used for classifying a match as a win, draw,
or lose at home. These models were trained with different centrality indexes and

Fig. 5. Confusion matrix comparison

Table 4. Classification report when selecting features from tweet’s weight imbalance.

Classification report

Precision Recall F1-score Support

–1 0.60 0.65 0.63 23

0 0.00 0.00 0.00 10

1 0.50 0.52 0.51 21

Accuracy avg/total 0.48 0.48 0.48 54

Fig. 6. SVM’s selection on tweet’s weight imbalance
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Table 5. Classification report when selecting features from tweet’s inverted polarity.

Classification report

Precision Recall F1-score Support

–1 0.58 0.65 0.61 23

0 0.00 0.00 0.00 10

1 0.50 0.67 0.57 21

Accuracy avg/total 0.54 0.54 0.54 54

evaluated with five-fold cross-validation. During the pipeline different k best
features were applied testing ANOVA.

4 Discussion

Table 5 shows higher values on the recall metric than Table 4, this metric ref-
erences to all events classified correctly, while the precision metric focus on the
predicted positive to be correctly [15]. As seen in Fig. 5 although the inverted
polarity model has a better recall, the weight imbalance model did not loose pre-
cision and gave more diversity to the prediction model by attempting to guess
draw matches.

Fig. 7. SVM’s selection on the inverted polarity

About the metrics used, Fig. 6 plots feature weights, and validates the inter-
team centrality as the difference on the normalized harmonic closeness centrality,
while the intra-team measure is given by singular polarities of a team. Figure 7
confirms the current-flow closeness centrality as a non-significant measure.

Compared to the work done by Schumaker [13] with the highest accuracy of
50.49%, the current model has a slightly better performance with 54% accuracy.
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However, this is only a sample of all Premier League games, so there is a huge
area of opportunity for testing future games.

Finally, this study brought relevant candidate features retrieved from fan
expertise in Social Media which can be interchanged with statistics and odds
information, for boosting accuracy in soccer prediction before a game.

5 Conclusion

Football as any other sport is unpredictable, modeling draws is a very difficult
task, as well classifying a match previous to its start. Probabilities closer to the
end of the game might give more accurate results, but it is also true that a match
can be flipped in the last five minutes.

This study gave satisfactory results from the fact that it does not consider
statistics at all, instead, it uses as a historical database the knowledge from
fans’ comments, for scoring polarity to a team and then generates a prediction
previous to the start of the game.

This novelty presents a prediction mechanism that can be decoupled from
football league’s and even sports, whenever comparing a team’s sports with
scores of the form 0-0, future steps would consider testing this method in other
sports. Also as far as our knowledge, it presents a unique methodology for mining
Sports sentiment in Social Networks by engineering centrality measures to be
considered as candidate features in order to train a Machine Learning model.
The proposal of computing edges’ weights relative to the size of the network,
and to the reach of a tweet by encountering the number of likes and shares, is
a unique mechanism for balancing the network. Even, measures as betweenness
centrality could lead us to the highest impact fans driven conversation between
the networks of the adversarial teams.

Beyond, this study could find a rich area of opportunity in other fields, when
scoring polarity tendencies on users by applying intra-team evaluation, and gen-
erating comparison metrics between users by an inter-team evaluation. In the
marketing sector, the first statement could be seen as the way customers per-
ceive the product, as well, measure an efficient communication to the spectator,
while the second could be used as a powerful benchmarking tool.
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Abstract. In this paper, the advantages of interval modification of
NURBS curves for modeling uncertainly defined boundary shapes in
boundary value problems, are presented. The different interval techniques
for modeling the uncertainty of linear as well as curvilinear shapes are
considered. The uncertainty of the boundary shape is defined using inter-
val coordinates of control points. The knots and weights in the proposed
interval modification of NURBS curves are defined exactly. Such a defini-
tion allows for modification of the uncertainly defined shape without any
change of interval values. The interval NURBS curves are compared with
other interval techniques. The correctness of modeling the shape uncer-
tainty is confirmed by solving the problem using the interval parametric
integral equations system method. Such solutions (obtained using a pro-
gram implemented by authors) confirm the advantages of using interval
NURBS curves for modeling the boundary shape uncertainty. The shape
approximation is improved using less number of interval input data and
the obtained solutions are correct and less over-estimated.

Keywords: NURBS curves · Modeling uncertainty · Interval
arithmetic · Boundary value problems · PIES

1 Introduction

All kinds of shapes can be modeled using computer graphics curves. Nowadays,
the application of even a complex mathematical model to determine these curves,
using computer techniques, is a very effective approach. This allows for more
accurate and realistic modeling of any of the object shapes. Using analytical
methods would be very troublesome and time-consuming.

The NURBS curves [1] are more and more frequently used in the boundary
problems [2,3]. These curves increase the accuracy of modeling the shape even
with a small number of points. Additional parameters that increase the modeling
possibilities are point weights and the knots vector. The weights determine the
influence of the point on the curve and enable correct modeling of a circle or an
ellipse. The knots allow to obtain corners and to change the degree of the curve.
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The advantages of NURBS curves in modeling exactly defined problems [4,5]
motivated the authors to verify them in modeling uncertainly defined problems.
In this paper, the boundary shape uncertainty in the boundary problems is
modeled by NURBS curves using interval arithmetic [6,7]. For this purpose, the
control points’ coordinates are defined using interval numbers. Consideration of
the uncertainty (e.g., measurement errors) is a better approximation of reality.

The interval NURBS curves are compared with interval linear segments and
interval Bézier curves to emphasize their advantages in modeling the boundary
shape uncertainty. The impact of such modeling on the interval solutions of the
problem is also analyzed. The mentioned modeling methods with the strategy of
its inclusion into the mathematical formalism of the interval parametric integral
equation system (interval PIES) [8] are presented below.

2 Modeling the Boundary Shape Uncertainty

Direct application of classical or directed interval arithmetic [6,7] in modeling
boundary problems with any, uncertainly defined boundary shape is troublesome
even with linear segments. A detailed description of the arising problems is
presented in [9]. Among others, there is a lack of continuity between boundary
segments (unrealistic problems are considered). Modeling the shape in different
quadrants of the Cartesian coordinate system gives different results. Therefore,
the authors proposed a modification of directed interval arithmetic by shifting
arithmetic operators to the positive semi-axis as follows (for multiplication):

x · y =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

xs · ys − xs · ym − xm · ys + xm · ym for x ≤ 0,y ≤ 0
xs · y − xm · y for x > 0,y ≤ 0
x · ys − x · ym for x ≤ 0,y > 0
x · y for x > 0,y > 0

, (1)

where (·) is an interval multiplication and for any a = [a, a] can be defined

as = a + am and am =

{
|a| for a > a

|a| for a < a
, where

{
a > 0 → a > 0 and a > 0
a ≤ 0 → a < 0 or a < 0

.

Significant advantages of exactly defined NURBS curves [1] in PIES are pre-
sented in [4,5]. Therefore in this paper, for modeling uncertainly defined bound-
ary shape, it is decided to verify the effectiveness of its interval modification:

Sm(s) =

n∑

i=0

wiPiN
k
i (s)

n∑

i=0

wiNk
i (s)

dla tk ≤ s ≤ tn+1, (2)

where Pi(i = 0, 1, . . . , n) are the interval control points, wi(i = 0, 1, . . . , n) are
exactly defined weights corresponding to points, and the base function Nk

i (s)
of k degree is exactly defined as normalized B-spline blending function [1]. Its
definition requires also exactly defined elements of the knot vector.
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The advantage of such an interval modification of NURBS curves is the pos-
sibility to change the uncertainly defined boundary shape using only exactly
defined knots and weights (without changing the interval coordinates of control
points). In Fig. 1 the examples of such kind of shape modifications are presented.

0 11, 0 11, 0 11,

0 11, 0 11,0 11,

Fig. 1. Modification of interval shape using exactly defined weights and knots.

So, interval NURBS curves make modification much easier. Additionally,
using the second-degree curve, a fewer amount of interval input data can be
used what means fewer calculations on these numbers. This significantly reduces
overestimation and improves obtained interval solutions.

3 Inclusion of Interval Curves into Interval PIES Method

The effectiveness of the PIES method and the accuracy of its solutions have
been confirmed for exactly defined problems [10,11]. Therefore, in this paper, to
obtain solutions on the boundary (of uncertainly defined two-dimensional prob-
lem modeled by Laplace’s equation), the interval PIES method [8] is proposed:

1
2
ul(s1) =

n∑

j=1

ŝj∫

ŝj−1

{
U∗

lj(s1, s)pj(s) − P ∗
lj(s1, s)uj(s)

}
Jj(s)ds, (3)

where ŝl−1 ≤ s1 ≤ ŝl, ŝj−1 ≤ s ≤ ŝj are defined exactly in a parametric
coordinate system and correspond to the beginning and the end of the segment
of the interval curve Sm (where m = j, l).
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The functions pj(s), uj(s) are parametric boundary functions on individual
segments Sj of the interval boundary. One of these will be given as boundary
conditions, while the other will be searched for as a result of the numerical
solution of the interval PIES. In this paper, to analyze only the influence of the
boundary shape uncertainty, the boundary conditions will be defined exactly.

To include the uncertainly defined boundary shape in PIES, the kernels
should be modified. Hence, they will be defined as following interval functions
U∗

lj(s1, s) = [U∗
lj(s1, s), U

∗
lj(s1, s)],P

∗
lj(s1, s) = [P ∗

lj(s1, s), P
∗
lj(s1, s)]:

U∗
lj(s1, s) =

1
2π

ln
1

[η2
1 + η2

2 ]0.5
,P ∗

lj(s1, s) =
1
2π

η1n1(s) + η2n2(s)
η2
1 + η2

2

, (4)

where n1(s) = [n1(s), n1(s)], n2(s) = [n2(s), n2(s)] are the interval components
of n(s) - the normal vector to the interval segment Sj . The kernels analytically
include the boundary shape uncertainty into its mathematical formalism. Such
shape is defined as relation between interval segments Sm(m = l, j = 1, 2, ..., n):

η1 = S
(1)
l (s1) − S

(1)
j (s1),η2 = S

(2)
l (s1) − S

(2)
j (s1). (5)

The uncertainty of the boundary shape should be also included in the Jacobian
Jj(s) = [Jj(s), Jj(s)] for the segment of the interval curve Sj(s).

The PIES numerical solution does not require classical discretization, unlike
the boundary integral equation (BIE). To include the boundary uncertainty
directly in functions (4) the interval segments will be defined by interval NURBS
curves (2). The interval Bézier curves [12,13] of the second and third-degree are
used for comparison:

Sm(s) = (1 − s)2P0 + 2s(1 − s)P1 + s2P2, (6)

Sm(s) = (1 − s)3P0 + 3s(1 − s)2P1 + 3(1 − s)s2P2 + s3P3, (7)

where m = l, j. The second-degree curve (6) depends on three interval points:
approximating (P1) and interpolating (P0,P2) and the third-degree curve (7)
on four points respectively: approximating (P1,P2) and interpolating (P0,P3).

4 Comparison of Interval PIES Solutions

The shape of the first example is modeled using interval linear segments (Fig. 2a)
and using a second-degree interval NURBS curve (Fig. 2b). The Dirichlet bound-
ary conditions u = 0.5(x2 + y2) are defined. The analytical solution [14] of the
problem with error obtained by total differential method [15] is defined as:

ua =
x3 − 3xy2

2a
+

2a2

27
, Δua =

∣
∣
∣
3xy2 − x3

2a2
+

4a

27

∣
∣
∣|Δa|, (8)

where the height of the triangle is uncertainly defined as a = [a, a] = [2.9, 3.1],
then a = 0.5(a + a) and Δa = 0.5|a − a|. The analytical interval solution will be
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Fig. 2. Boundary shape obtained using interval a) linear segments, b) NURBS curves.

Table 1. Comparison of interval PIES solutions in domain (example from Fig. 2).

y = 0 Analytical Interval PIES Interval PIES

x Total differential NURBS Linear

−0.4 0.611 0.701 0.612 0.702 0.612 0.702

−0.1 0.622 0.711 0.623 0.712 0.623 0.712

0.2 0.624 0.712 0.624 0.713 0.624 0.713

0.5 0.644 0.731 0.645 0.732 0.645 0.732

0.8 0.710 0.794 0.711 0.794 0.711 0.794

1.1 0.851 0.926 0.852 0.927 0.852 0.927

defined as: ua = [ua − Δua, ua + Δua]. The interval PIES solutions with both
modeling methods and the interval analytical solutions are presented in Table 1.

The interval PIES solutions with linear segments are almost equal to those
with the interval NURBS curves (the average relative error is 3 · 10−7%). The
average relative error of solutions in comparison to interval analytical ones is
0.1%. Obtained solutions are correct and almost without overestimation.

The correctness of the algorithm has been confirmed, so to emphasize the
advantages of the strategy the problem with elliptical domain is also considered.
The shape is modeled using the second-degree interval NURBS curve (Fig. 3a)
with double knots (0 0 0 1 1 2 2 3 3 4 4 4) and using interval Bézier curves of sec-
ond (Fig. 3b) [13] and third degree (Fig. 3c). The Dirichlet boundary conditions
u = 0.5(x2 + y2) are defined and exact analytical solution is [14]:

ua =
x2 + y2

2
− a2b2(x

2

a2 + y2

b2 − 1)
a2 + b2

, (9)

where semi-major axis a and semi-minor axis b of the ellipse are defined as
a = [a, a] = [1.95, 2.05] and b = [b, b] = [0.9, 1.1]. Therefore, analogically to the
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Fig. 3. Uncertainly defined elliptical shape of the boundary modeled by interval curves
a) NURBS II degree, b) Bézier II degree, c) Bézier III degree.

previous example, interval analytical solutions (with error Δua obtained using
the total differential method [15]) are presented as ua = [ua − Δua, ua + Δua].

The average of the lower and upper bound relative error of interval PIES
solutions in comparison with analytical ones are presented in Fig. 4. The solutions
obtained using the second-degree NURBS curves (8 interval points) and third-
degree Bézier curves (12 interval points) are almost equal (maximum error 0.8%).
The maximum error after application of second-degree Bézier curves is about
1.8%. Therefore, the interval NURBS curves are not only easy to model and
modify but also the obtained results are correct and less overestimated.

Fig. 4. Average relative error of interval PIES solutions in domain Fig. 3.
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5 Conclusions

This paper presents the advantages of using interval modification of NURBS
curves in modeling uncertainly defined boundary problems. Exactly defined
weights and knots allow modifying the curve without changing the interval
points. The modeling method is unified using one second-degree interval NURBS
curve, without separate modeling of segments (using linear segments or Bézier
curves). The advantages of the NURBS curves are emphasized by analyzing the
modeling method’s influence on the accuracy of the solutions (obtained using
the interval PIES method). Interval NURBS curves are compared to linear seg-
ments and Bézier curves (second and third-degree). The application of interval
NURBS curves gives correct solutions. Its definition requires a smaller amount of
interval input data to obtain less overestimated interval solutions. So, the accu-
racy improvement of modeling the boundary shape uncertainty (using interval
NURBS curves), improves the accuracy of the obtained interval solutions.
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Abstract. Learning from uncertain or incomplete data is one of the major chal-
lenges in building artificial intelligence systems. However, the research in this
area is more focused on the impact of uncertainty on the algorithms performance
or robustness, rather than on human understanding of the model and the explain-
ability of the system. In this paper we present our work in the field of knowledge
discovery from uncertain data and show its potential usage for the purpose of
improving system interpretability by generating Local Uncertain Explanations
(LUX) for machine learning models. We present a method that allows to propa-
gate uncertainty of data into the explanation model, providing more insight into
the certainty of the decision making process and certainty of explanations of
these decisions. We demonstrate the method on synthetic, reproducible dataset
and compare it to the most popular explanation frameworks.

Keywords: Machine learning · Rules · Uncertainty · Decision trees ·
Explainability

1 Introduction

Introducing uncertainty into the machine learning (ML) process is an important research
topic in the field of knowledge discovery across different areas of applications. It gained
special importance in pervasive and mobile systems, where contextual information is
delivered by different, possibly distributed providers. It is also an important field of
study in the area of data analysis of sensor data, e.g., from industrial machines. Such
sensors may not be always available, and produce uncertain, vague or ambiguous infor-
mation (e.g., noisy readings, missing values, anomalous events). In an intelligent sys-
tems that use such information for knowledge discovery and decision support, capa-
bility of learning and reasoning under different types of uncertainty is a fundamental
requirement.

A lot of research was devoted to providing robust methods for handling uncertainty
in machine learning algorithms starting from Quinlan’s C4.5 algorithm [12] for deal-
ing with missing values in training sets and ending on more recent advances on uncer-
tainty management in knowledge discovery from data streams [9]. Most of this research
focuses primarily on the efficiency of algorithms in terms of accuracy or resources.
However, due to the UE GDPR regulations, the understanding of the model becomes
one of the fundamental requirement for every artificial intelligence system [8].
c© Springer Nature Switzerland AG 2021
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Explainability is not a new concept in the field of artificial intelligence [15]. How-
ever, it has been most extensively developed over the last decade due to the huge suc-
cesses of black-box ML models such as deep neural networks in sensitive application
contexts like medicine, industry 4.0 etc. Although a variety methods were developed
over the years to support explainability of ML models such as Lime [13], Shap [11],
Anchor [14] the quality of their explanations depends highly on the quality of the model
predictions (e.g., accuracy). Yet, the information on the accuracy is not transferred in
an explicit way to the explanation itself, leaving the final assessment of the explanation
quality to the user.

In this paper we present an extension to our work in the area of semi-automatic
knowledge discovery from data streams with uncertain or missing class labels [2–4],
that aims at exploiting the semantic knowledge representation and uncertainty handling
for the purpose of explainability improvement. We based our method on decision tree
generation algorithm that uses modified information gain split criterion, which takes
into account uncertainty of data. We show how our research can be used to increase
explainability and understandability (intelligibility) of intelligent systems. In particular
we show how uncertain decision trees can be used to build models that approximate
arbitrary machine learning model locally and provide rule-based explanation for each
decision made by the ML model.

In our approach we focus on a robust model-agnostic solution. First of all, our goal
was to provide a method for building models which will be human understandable.
Secondly, we wanted to create an algorithm that will not only inform the user about
possible uncertainty in decision process, but could also inform other system components
(or an expert) about the impact that the uncertainty may have on the model performance.
The former could be used in user-centric solutions to trigger mediation with the user and
request human assistance in upgrading or modifying the model.

The rest of this paper is organized as follows. The algorithm for building uncertain
decision trees is presented in Sect. 2. In Sect. 3 we discuss the interpretability of models
generated with our algorithm. Application of these models to generating local uncertain
explanations is given in Sect. 4. We demonstrate our solution and present a comparison
with existing explainability frameworks in Sect. 5. Finally, a short summary of our work
is presented in Sect. 6.

2 Uncertain Decision Trees

In this section we describe the underlying mechanism that allows to build LUX models.
The mechanism is based on the uID3 decision tree generation algorithm proposed by
us in [2] and extended here for the purpose of explanation generation.

The uID3 algorithm is based on a heuristic that uses the modified information gain
split criterion that includes uncertainty of training data into the calculation. This allows
to apply it to a variety of algorithms that are based on it, such as classic ID3 algorithm,
or more complex, incremental versions such as VFDT [7] or CVFDT [10].



446 S. Bobek and G. J. Nalepa

The classic information gain formula for the attribute A and a training set X is
defined as follows:

Gain(A) = H(X) −
∑

v∈Domain(A)

|Xv|
|X| H(Xv) (1)

WhereXv is a subset ofX , such that for every x ∈ X value of A = v. The entropy for
the training set X is defined as follows:

H(X) = −
∑

v∈Domain(C)

p(v) log2 p(v) (2)

Where Domain(C) is a set of all classes in X and p(v) is a ratio of the number of
elements of class v to all the elements in X .

In case of the uncertain data, the p(v) from the Eq. (2) has to be defined as a proba-
bility of observing element of class v in the datasetX . This probability will be denoted
further as capital Ptotal(C = v). Similarly, a fraction |Xv|

|X| from Eq. (1) has to be rede-
fined as a probability of observing value v of attribute A in the dataset X . This proba-
bility will be referred later as Ptotal(A = v) and is defined as a probability of observing
a value vij of an attribute Ai in the setXt that contains k training instances. This can be
defined as follows:

Ptotal(Ai = vij) =
1
k

∑

Xt�Pj=1...n

Pj(Ai = vij) (3)

Similarly Ptotal(C = vj) can be defined, which represents probability of observing
class label in a set. Having that, the uncertain information gain measure can be defined
as shown in the Eq. (4).

GainU (A) = HU (X) −
∑

v∈Domain(A)

Ptotal(A = v)HU (Xv) (4)

Where the HU is the uncertain entropy measure defined as:

HU (X) = −
∑

v∈Domain(C)

Ptotal(C = v) log2 Ptotal(C = v) (5)

Uncertain information gain and entropy represented by the Eq. (4) and (5) are used
to build decision tree. The complete procedure of generating the uncertain tree is pre-
sented in the Algorithm 1. In such a tree, every branch connecting two nodes contains
statistics about the accuracy of data used to grow the subtree, as shown in Fig. 1a.

Data used to generate this tree is a special format of ARFF (the format of theWEKA
ML tool), called uARFF. The example of such file used to generate the tree from Fig. 1a
is presented in Listing 1.1. It presents a dataset for classifier using certain parameters of
a machine to predict its malfunctions. Some of the data is uncertain, and denoted as an
alternative divided by semicolon, with probabilities or confidence in square brackets.
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Algorithm 1: uID3 algorithm to grow a decision tree from uncertain data
Input: data X; set of attributes A
Output: uncertain decision tree uT
if Homogeneous(X) then
return MajorityClass(X)

end if
R ←Best split using GainU (X)
split X into subsets Xi according to Domain(R);
for each i do
if Xi �= ∅ then

uTi ←uID3(Xi, A)
else
uTi is a leaf labeled with MajorityClass(X)

end if
end for
return a root R of the decision tree

speed

crash_risk
no[1.0]
yes[0.0]

normal
conf=0.94

load

high
conf=0.94

oil

low
conf=0.94

crash_risk
no[1.0]
yes[0.0]

normal
conf=0.93

crash_risk
no[0.4]
yes[0.6]

high
conf=0.93

crash_risk
no[1.0]
yes[0.0]

normal
conf=0.94

crash_risk
yes[0.67]
no[0.33]

low
conf=0.94

(a) Decision tree generated with uncertain data (b) XTT2 rule-based format of the decision tree

Fig. 1. Decision tree and a corresponding decision table (Color figure online)

In [2], we presented an evaluation of this method on highly distorted dataset for
predicting human emotional condition based on the physiological readings. As shown
in Table 1, our method was not worse than approaches that included only most probable
class. However, the main advantage was the ability to quantify decision accuracy not
only by the statistics in leaves but also by the certainty of data used to generate the
tree. We argue that this helps in increasing transparency of both learning and decision
making, improving interpretability of the model. This topic will be discussed in the next
section.
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Listing 1.1. uARFF file format

@r e l a t i o n machine . symbo l i c

@a t t r i b u t e speed {high , normal , low}
@a t t r i b u t e t emp e r a t u r e {high , normal , low}
@a t t r i b u t e l o ad {high , normal}
@a t t r i b u t e o i l { low , normal}
@a t t r i b u t e c r a s h r i s k {yes , no}

@data
h igh [ 0 . 5 ] ; low [ 0 . 3 ] ; normal [ 0 . 2 ] , h igh , high , low , yes
high , high , high , low , yes
normal [ 0 . 2 ] ; h igh [ 0 . 7 ] ; low [ 0 . 1 ] , h igh , high , normal , no
low , normal , high , normal , no
low , low , normal , normal [ 0 . 3 ] , no
low , low , normal , low , yes
normal , low , normal , low , no
high , normal , high , normal [ 0 . 6 ] ; low [ 0 . 4 ] , yes
high , low , normal [ 0 . 4 ] , normal , no
low , normal , normal , normal , no
high , normal , normal , low , no
normal , normal , high , low [ 0 . 4 ] , no
normal , high , normal , normal , no
low , normal , high , low , yes

Table 1. Evaluation summary of an uncertain decision tree generator [2]

Algorithm uID3 ZeroR J48 HoeffdingTree NaiveBayes RandomForest

Accuracy 49.71 21 48.96 46.42 49.55 42.91

3 Interpretability of Uncertain Decision Trees

The learning algorithm presented in previous section does not improve drastically the
accuracy of the classification [2,4]. However, the additional information that is stored in
the model may be used to give user a deeper insight into the decision and learning pro-
cesses. It provides more compact, and efficient way of encoding uncertain knowledge
than more sophisticated methods.

Specifically, the Ptotal(A = v) is included for each branch. Such information is
useful while translating decision tree into rule-based knowledge representation. In such
a translation uncertain branches can be verified by the user or skipped, keeping the size
of the knowledge model small.

The translation from the uncertain decision tree into rule representation is straight-
forward. Every branch of the tree is considered one rule. Additionally, the information
about the branch uncertainty is translated as a certainty factor [6] of a particular rule.
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The total uncertainty of the branch is calculated as a product of all the probabilities
associated with edges that form the branch. Let assume that there is a branch B, which
includes n attributes A1, A2, . . . , An, and n edges associated with the values of these
attributes. Therefore, the total branch uncertainty is defined as follows:

U(B) =
∏

Ptotal(Ai = vi) · Acc(B) (6)

Where Acc is the accuracy of the classification of the branch B denoted by the leaf
node.

An example of the rule set for the uncertain decision tree presented in Fig. 1a is
given in Fig. 1b. Our XTT2 rule representation [6] uses certainty factors algebra for
representing uncertainty. This allows for direct modification of confidence levels of
rules by the user as it does not require any knowledge in the area of probability theory.

In the Fig. 1b the first rule is a translation of the first branch of the tree that was
given in Fig. 1a, according to Eq. (6)1. Probabilities are expressed by a number p ∈
[0; 1], while certainty factors algebra operates on the range [−1; 1]. Therefore a simple
transformation from probability space to certainty factors space was given: cf = p ·2−
1. It is worth noting, that the probability theory has different foundations than certainty
factors algebra, and such transformation is performed by us only to capture a simple
intuition for what the value of probability may mean in the certainty factors space. This
transformation does not have any formal basis though.

Such a notation allows the user to verify potentially incorrect rules (e.g., rule three
in Fig. 1b) by deleting, adding or modifying the certainty factors. Additionally, it allows
the system itself to identify the parts of the model that may be corrupted by uncertain
data as the knowledge about the uncertain dataset is retained in the model.

4 Local Uncertain Explanations (LUX)

The uncertain decision tree defined previously can be used as stand alone model that
solves ML classification tasks. However, in order to exploit its properties, the knowl-
edge about certainty of readings or class labels are required. This knowledge is not
always available in real-life setting, but can be obtained as an output from other machine
learning models, as the predictions generated by such models are in most of the cases
returned with some level of certainty that can be considered an approximation of prob-
ability.

Such an observation makes our uID3 algorithm perfectly fit the requirements of the
local explanation models, which aim at building simple (and therefore interpretable)
model on a fraction of data, which forms a local neighborhood of the instance in con-
sideration. In this section the detailed information on how such an explanation can be
generates will be given.

1 The model was created with HWeD editor we developed, available on-line on https://
heartdroid.re/hwed/.

https://heartdroid.re/hwed/
https://heartdroid.re/hwed/
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4.1 Building the Local Model

The main goal of the local, interpretable model L is to approximate the model M in
surrounding to some instance x(i) ∈ X in order to provide explanation to the decision
of the modelM . This assumes that locally, the decision boundary of the original model
M is simple enough to be approximated with simpler, yet interpretable model L. Under
this assumption we get that L(x(i)) = M(x(i)) holds in a neighborhood N of x(i) and
hence the impact of the features of L are similar in M as well. Such an impact may be
considered a simple explanation of a decision of the model M for instance x(i).

For the sake of the discussion let us assume that we want to provide an explana-
tion of a decision of any model M that can be trained on dataset X . An example of
such a setting was given in Fig. 2, where two different models (SVM and XGBoost)
were trained on the same training set. The figure shows decision boundaries for both
of the classifiers and the instance (marked red) for which we would like to obtain an
explanation.

Fig. 2. Dataset with two models trained along with their decision boundaries. The red dot repre-
sents an instance for which an explanation is needed. (Color figure online)

The main goal of the explanation mechanism is not to provide a correct solution to
the classification problem, but explain the decision of the model M . Hence, the local
model L should approximate the modelM even in cases where the latter one is wrong.
This leads to the conclusion that the approximated model should be trained with target

Fig. 3. Uncertainty of a prediction for two models. High transparency level depicts low uncer-
tainty. (Color figure online)
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labels acquired directly from the modelM . However, the predictions from the modelM
are uncertain, as the model itself is an approximation of an unknown function. Figure 3
shows the uncertainty of a prediction of a SVM and XGBoost classifiers. Such an uncer-
tainty should not only be taken into consideration while training local approximation
model L but also should be transferred to the final explanations. This will allow for
better assessment of the quality of the explanation by an expert.

We exploit the fact that the local model L is trained with uncertain labels to use
uID3 mechanism. In order do build the local model, we first select a neighborhood N
of a training instance x(i) in consideration. The neighborhood is created in a stratified
way in order to assure existence of both positive and negative training examples. Hence,
the neighborhood N of size K is defined in Eq. (7).

N(x(i),K) =
{
x(k) ∈ X : d(x(i), x(k)) ≤ D

(K)
i

}
(7)

WhereD(K)
i isK-th element from a tupleDi defined for allm instances from a training

set as:
Di =

{
d(x(i), x(1)), d(x(i), x(2)), . . . , d(x(i), x(m)

}

Where D is sorted in ascending order, and d(x(i), x(j)) is a distance between instances
i-th and j-th. Figure 4 depicts the neighborhood for the instance x(i) = (1.0, 0.0)
(marked red).

Fig. 4. Neighborhood of a point being explained, with transparency level reflecting uncertainty of
the prediction. Right figure provides the full dataset, while the left figure only the neighborhood
selection. (Color figure online)

Finally, the uID3 algorithm is run on the training dataset formed by N(x(i),K)
and the LUX model is created. Figure 5a presents a fragment of training set obtained
from neighborhood of a point x(i) = (1.0, 0.0). Figure 5b on the other hand depicts the
uncertain decision tree obtained by running uID3 algorithm on the dataset. In the next
section we discuss how the final explanation is obtained from the LUX model and how
it can be combined with external systems to increase its intelligibility.
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@relation lux

@attribute x1 @REAL
@attribute x2 @REAL
@attribute class {1,0}

@data
0.94,0.01,1[0.48]
0.87,-0.04,1[0.64]
1.02,-0.16,1[0.78]
1.14,0.08,1[0.37]
1.01,-0.21,1[0.83]
1.10,-0.19,1[0.81]
0.80,-0.13,1[0.81]
0.91,-0.23,1[0.87]
0.77,-0.12,1[0.83]
1.01,-0.28,1[0.89]
0.97,-0.28,1[0.89]
...

(a) Training set

x2

x1

< 0 . 2 5
con f=1 . 0

x1

> = 0 . 2 5
con f=1 . 0

c l a s s
1[0 .87]
0[0 .13]

> = 0 . 3 0
con f=1 . 0

c l a s s
1[0 .07]
0[0 .93]

> = 0 . 1 6
con f=1 . 0

(b) LUX model

Fig. 5. Training set obtained by sampling neighborhood of a point x(i) (a) and LUX model (b)
generated form the data using uID3 algorithm. (Color figure online)

4.2 Generating Explanation

Generating explanations from the LUX model is straightforward and is obtained by
feeding LUX model with instance x(i). The branch that is activated during the clas-
sification forms the rule that defines an explanation. Figure 6 shows an XTT2 table
generated for SVM classifier with uID3 toolkit2. The first rule is the one that was trig-
gered by the inference process, and thus is considered an explanation of a decision of
the original SVM model. The float number in the last column marked with # denotes
the certainty of the rule.

Fig. 6. XTT2 table generated as an explanation to the LUX model given in Fig. 5b (Color figure
online)

2 See: https://github.com/sbobek/udt.

https://github.com/sbobek/udt
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It is worth noting that the explanation is a valid XTT2 table, that can be combined
with the larger rule-based system and process with HeaRTDroid inference engine [5].
This is especially useful in settings where there exists some kind of domain knowledge
that cannot be detected on such a small fraction of data, defined withN . Such a knowl-
edge can be encoded with rules and serve as additional guards of correctness of the
explanation. For instance if a LUX system forms an explanation rule that based on two
attributes temperature and pressure that a water boils, one can easily develop additional
rules that will put more strict constraints on both pressure and temperature, as there
exist a law of physics that forbids some of the values coexist.

The next section provides more insight into the validity of the explanation generated
by the LUX in comparison to most popular frameworks such as Lime, Shap, Anchor.

5 Evaluation

In this section we present a comparison of LUX explanations and selected explanation
mechanism. We will focus on two aspects of the explanation: qualitative and quanti-
tative. In qualitative explanation we would like to emphasize the way the explanation
is presented to the user, how much information it presents to the user, and how this
information can be used in the system to perform more advanced reasoning. In quanti-
tative comparison we focus on measurable aspect of explanations as a whole, such as
consistency and stability. For that purpose we will use our InXAI toolkit3.

5.1 Qualitative Comparison

Lime. Lime presents its explanation in a visual form given in Fig. 7. Negative (blue)
bars indicate class 0, while values (orange) indicate class 1. Values of the bars rep-
resent the importance of each feature in making the prediction. The way to interpret
the importance is by applying them to the prediction probabilities obtained from the
original model. For example, if we remove the variable x2, we expect the classifier to
predict class 0 with probability 0.52 − 0.14 = 0.38.

Fig. 7. Lime explanation for instance x(i) = (1.0,−0.0) (Color figure online)

This information itself brings an insight on the performance of the main model
M and its prediction confidence, however it does not include any information on the
confidence of the explanation itself. Although the results are available also as numerical
values, they are not formalized in any form of logical rules, nor executable model to
provide further inference.

3 See https://github.com/sbobek/inxai.

https://github.com/sbobek/inxai
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Shap. This framework provides a lot more interactive methods for visualizing expla-
nations, however the quality of the explanation is not included within. The explanation
presented in Fig. 8 shows how features contribute to push the model output from the
base value (the average model output over the training dataset) to the model output.
Features pushing the prediction higher are shown in red, those pushing the prediction
lower are in blue. Similarly to Lime, there is no information on the confidence of the
explanation. The raw values are returned in the same way as in the case of Lime.

Fig. 8. Shap explanation for instance x(i) = (1.0,−0.0) (Color figure online)

Anchor. Opposite to the former two, Anchor produces only a textual representation of
an explanation. It is given to the user in a form of anchor which define an area in the
space of features that is dominated by samples of a given class. The example of an
explanation generated with Anchor is given in Listing 1.2.

Listing 1.2. Anchor eplanation for instance x(i) = (1.0,−0.0)

Anchor : x2 <= 0 .29 AND x1 > −0.17
P r e c i s i o n : 0 . 96
Coverage : 0 . 45

Although the explanation is presented as a rule and it can be executed within a
framework to obtain prediction, it is not possible to export the rule to a format accept-
able by rule-based systems in a straightforward way.

LUX. In comparison to the former explanation mechanism, our solution provides both:
a visual representation of explanation (either in a form of a decision tree or a XTT2
table), and information about the confidence of the explanation, which is unique with
respect to previous frameworks. Furthermore, the XTT2 table presented in Fig. 6 is a
visual representation of a HMR+ language that can be directly executed with HeaRT-
Droid inference engine we developed as a part of larger explanation system that inte-
grates also domain and expert knowledge [5].

5.2 Quantitative Comparison

In this section we focus on comparison of the frameworks in more quantitative way,
providing means of assessing their quality in an automate way. For this purpose the
InXAI framework will be used. We excluded Anchor from this comparison, as it does
not provide feature importance information which is required to compute appropriate
statistics.
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Consistency measures how explanations generated for predictions of different ML
models are similar to each other. Therefore, it is more related to stability of ML mod-
els with respect to decision making rather than to explanation mechanisms directly.
Figure 9 (left) presents Consistency measures obtained for the dataset presented in Fig. 2
and SVM and XGBoost classifiers.

It can be observed that the overall consistency of LUX is better than in other frame-
works, meaning that the explanations are not that much sensitive to different models.
However, the spread in the values of consistency is high, meaning that there exists
regions in dataset, where different models yield different explanations. This reflects the
points that are located near decision boundary.

Stability (or robustness) assures generation of similar explanations for similar input. To
obtain a numerical value to this property, modified notion of Lipschitz continuity has
been proposed in [1]. Figure 9 (right) presents Consistency measures obtained for the
dataset presented in Fig. 2 and SVM classifier.

Similarly as in case of the consistency, the Stability of LUX is generally better,
although the spread is much larger than in two remaining frameworks. It means that
there are regions in the dataset that yield different explanation for neighborhood points.
This is caused by regions that contains points of different classes that are mixed. It can
also be the case of too large neighborhood selected for the LUX model.

To summarize, both qualitative and quantitative evaluation shows the advantage of
LUX explanations in cases where the interpretability and accountability of the expla-
nation is crucial. Although the stability and consistency measures are better on average
in LUX, the large spread of these values will be a subject of further investigation, espe-
cially in consideration to neighborhood selection for LUX training.

Fig. 9. Consistency and stability plots for explanation frameworks (Color figure online)

6 Summary

In this paper we presented LUX, an algorithm for building decision trees from uncer-
tain data and using it for generating local uncertain explanation of an arbitrary machine
learning model. Such an approach transfers uncertainty from the machine learning
model to the explanation in an explicit way, which helps in assessing the quality of
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the explanation. We demonstrated our solution on an exemplary dataset and compared
it with the most popular frameworks.

Currently, our toolkit is implemented as a hybrid solution that integrates Java and
Python and is available online along with the dataset for reproducing experiments pre-
sented in the paper4.

For the future work, we plan to test different approaches for selecting neighborhood
for local classifier in order to improve stability and consistency of the model. In particu-
lar we would like to test similarity kernels and use values obtained from them to weight
samples from neighborhood according to their applicability to the explanation.

Acknowledgements. The paper is funded from the XPM project funded by the National Science
Centre, Poland under CHIST-ERA programme (NCN UMO-2020/02/Y/ST6/00070).
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Abstract. In many real-life decision-making problems, decisions have
to be based on partially incomplete of uncertain data. Since classical
MCDA methods were created to be used with numerical data, they are
often unable to process incomplete or uncertain data. There are several
ways to handle uncertainty and incompleteness in the data, i.e., inter-
val numbers, fuzzy numbers, and their generalizations. New methods
are developed, and classical methods are modified to work with incom-
plete and uncertain data. In this paper, we propose an extension of the
SPOTIS method, which is a new rank-reversal free MCDA method. Our
extension allows for applying this method to decision problems with miss-
ing or uncertain data. The proposed approach is compared in two study
cases with other MCDA methods: COMET and TOPSIS. Obtained rank-
ings would be analyzed using rank correlation coefficients.

Keywords: MCDA · COMET · SPOTIS · TOPSIS · Uncertainty ·
Interval numbers

1 Introduction

There are many complex problems which require handling a relatively signif-
icant number of opposing criteria to evaluate decision alternatives. Classical
multi-criteria decision problem consists of three elements: a set of criteria, a
set of the alternatives and criteria weights. For that kind of problems, Multi-
Criteria Decision-Analysis (MCDA) methods help support decision-maker in the
decision process. Applying the MCDA methods to the decision problem allows
determining the most reliable solution for this particular decision problem [8].

The complete dataset about alternatives should be collected to use the
MCDA method to solve a particular decision problem. However, in many real-life
cases, we faced with uncertain or incomplete data. This problem could appear in
different cases, for example, when we collect data from various sources, or when
some values in the data just not provided [22,26]. There are several methods,
which decision-makers could apply to handle uncertain data, e.g., interval num-
bers [21], fuzzy numbers [5] and their generalizations [6,23]. Besides, if a single
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M. Paszynski et al. (Eds.): ICCS 2021, LNCS 12747, pp. 458–472, 2021.
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criterion attribute is missing for a particular alternative, we have to consider all
possible values from the domain [24].

The other problem to cope with in the decision-making process is a rank
reversal paradox [1,25]. It is a phenomenon of reversing alternative’s order
in ranking when the set of alternatives is changed, e.g., alternative A1 which
was better than A2 in the initial ranking could be worse than A2 in the
ranking calculated after adding a new alternative. The most MCDA meth-
ods, such as Technique for Order of Preference by Similarity to Ideal Solution
(TOPSIS), Preference Ranking Organization Method for Enrichment Evalua-
tion (PROMETHEE), VlseKriterijumska OptimizacijaI Kompromisno Resenje
(VIKOR) are susceptible to this paradox [3,7,11]. Classical MCDA methods are
modified in order to eliminate rank reversal paradox in them. However, there
are also new methods created which were designed to eliminate rank reversal
paradox in them, e.g., Ranking of Alternatives through Functional mapping of
criterion sub-intervals into a Single Interval (RAFSI) [27], Characteristic Object
METhod (COMET) [14] and Stable Preference Ordering Towards Ideal Solution
method (SPOTIS) [4].

SPOTIS is a new MCDA method which aims to eliminate rank reversal
paradox by design [4]. It is a simple method that uses reference objects to evalu-
ate final preferences, similarly to COMET and TOPSIS methods. Unlike classic
MCDA methods, such as TOPSIS, VIKOR and PROMETHEE, SPOTIS method
requires criteria bounds to be defined. Using criteria bounds as reference objects
allows distributing alternatives linearly between ideal positive and negative solu-
tions. Thus SPOTIS method stays completely rank reversal free [4].

In this paper, we propose extending the SPOTIS method, which allows apply-
ing this method in the decision problems with incomplete or uncertain data using
interval values. The proposed approach is based on using monotonic criteria, i.e.,
each criterion is profit or cost type. Moreover, we compare the proposed approach
with two other MCDA methods that also use the reference objects’ concept, i.e.,
COMET and TOPSIS. In order to compare these three methods, we present
two numerical study cases. The final preferences are determined based on inter-
val number comparison according to priority degree. Finally, the rankings are
compared using ranking similarity coefficients and literature reference results.

The rest of the paper is organized as follows: In Sect. 2, basic preliminary
concepts on selected MCDA methods are presented. Section 3 introduces the
proposed approach. In Sect. 4, we present and discuss two study cases that show
the efficiency of the proposed approach. In Sect. 5, we present the summary and
conclusions.

2 Preliminaries

2.1 TOPSIS

The Technique of Order Preference Similarity (TOPSIS) method measures the
distance of alternatives from the reference elements, respectively, positive and
negative ideal solution (PIS and NIS). This method was widely presented in
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[2,12]. The TOPSIS method is a simple MCDA technique used in many prac-
tical problems. Thanks to its simplicity of use, it is widely used in solving
multi-criteria problems. Below we present its algorithm [2]. We assume, that
we have decision matrix with m alternatives and n criteria is represented as
X = (xij)m×n.

Step 1. Calculate the normalized decision matrix. The normalized values rij
calculated according to Eq. (1) for profit criteria and (2) for cost criteria. We use
this normalization method because [13,20] shows that it performs better than the
classical vector normalization. However, we can also use any other normalization
method.

rij =
xij − minj(xij)

maxj(xij) − minj(xij)
(1)

rij =
maxj(xij) − xij

maxj(xij) − minj(xij)
(2)

Step 2. Calculate the weighted normalized decision matrix vij according to
Eq. (3).

vij = wi · rij (3)

Step 3. Calculate Positive Ideal Solution (PIS) and Negative Ideal Solution
(NIS) vectors. PIS is defined as maximum values for each criteria (4) and NIS
as minimum values (5). We do not need to split criteria into profit and cost
here, because in step 1 we use normalization which turns cost criteria into profit
criteria.

v+
j = {v+

1 , v+
2 , · · · , v+

n } = {maxj(vij)} (4)

v−
j = {v−

1 , v−
2 , · · · , v−

n } = {minj(vij)} (5)

Step 4. Calculate distance from PIS and NIS for each alternative. As shows
Eqs. (6) and (7).

D+
i =

√
√
√
√

n∑

j=1

(vij − v+
j )2 (6)

D−
i =

√
√
√
√

n∑

j=1

(vij − v−
j )2 (7)

Step 5. Calculate each alternative’s score according to Eq. (8). This value is
always between 0 and 1, and the alternatives which got values closer to 1 are
better.

Ci =
D−

i

D−
i + D+

i

(8)
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2.2 The COMET Method

The Characteristic Objects METhod (COMET) is based on fuzzy logic and
triangular fuzzy sets. The COMET method’s accuracy was verified in previous
works [15–17]. The formal notation of the COMET must be recalled based on
[14]. Figure 1 presents the flowchart of the COMET method as summarizing.

Fig. 1. The procedure of the COMET method

Step 0. Initiate the process – it is a preparatory stage, which aims to identify
the problem to be further analysed clearly. In the beginning, it is necessary to
define the purpose of the research and determine the specificity of the MCDA
problem. We should then select an expert or a group of experts whose task will
be to select decision alternatives and criteria for their evaluation. After selecting
a group of alternatives, a set of criteria that should be taken into account in the
further analysis should also be selected.

Step 1. Definition of the space of the problem – the dimensionality of the
problem is determined by the expert, which selecting r criteria, C1, C2, . . . , Cr.
For each criterion Ci, e.g., {C̃i1, C̃i2, . . . , C̃ici} (9) a set of fuzzy numbers is
carefully selected:

C1 =
{

C̃11, C̃12, . . . , C̃1c1

}

C2 =
{

C̃21, C̃22, . . . , C̃2c2

}

· · ·
Cr =

{

C̃r1, C̃r2, . . . , C̃rcr

}

(9)

where c1, c2, . . . , cr are the cardinality for all criteria.

Step 2. Generation of the characteristic objects – the characteristic objects
(CO) are obtained with the usage of the Cartesian product of the fuzzy numbers’
cores of all the criteria (10):

CO = 〈C (C1) × C (C2) × · · · × C (Cr)〉 (10)
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As a result, an ordered set of all CO is obtained (11):

CO1 = 〈C(C̃11), C(C̃21), . . . , C(C̃r1)〉
CO2 = 〈C(C̃11), C(C̃21), . . . , C(C̃r1)〉

· · ·
COt = 〈C(C̃1c1), C(C̃2c2), . . . , C(C̃rcr )〉

(11)

where t is the count of COs and is equal to (12):

t =
r∏

i=1

ci (12)

Step 3. Evaluation of the characteristic objects – the Matrix of Expert Judgment
(MEJ) is determined by the expert, which comparing the COs pairwise. The
MEJ matrix is presented as follows (13):

MEJ =

⎛

⎜
⎜
⎝

α11 α12 · · · α1t

α21 α22 · · · α2t

· · · · · · · · · · · ·
αt1 αt2 · · · αtt

⎞

⎟
⎟
⎠

(13)

where αij is the result of comparing COi and COj by the expert. The function
fexp express the individual judgement function of the expert. It is a representa-
tion of the knowledge of the selected expert, whose preferences can be presented
as (14):

αij =

⎧

⎨

⎩

0.0, fexp (COi) < fexp (COj)
0.5, fexp (COi) = fexp (COj)
1.0, fexp (COi) > fexp (COj)

(14)

The number of query is equal p = t(t−1)
2 because for each element αij we can

observe that αji = 1−αij . After the MEJ matrix is constructed, a vertical vector
of the Summed Judgments (SJ) is obtained by using moudus ponens tautology
as follows (15):

SJi =
t∑

j=1

αij (15)

Finally, the values of preference are estimated for each characteristic object, and
a vertical vector P is obtained. The i − th row includes the estimated value of
preference for COi.

Step 4. The rule base—each characteristic object and its value of preference is
converted to a fuzzy rule as (16):

IF C
(

C̃1i

)

AND C
(

C̃2i

)

AND . . . THEN Pi (16)

In this way, a complete fuzzy rule base is obtained, which will then be used to
infer alternatives’ evaluation.
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Step 5. Inference and the final ranking – each alternative is represented as
a set of values, e.g., Ai = {αi1, αi2, αri}. This set is addressed to the criteria
C1, C2, . . . , Cr. Mamdani’s fuzzy inference technique is used to calculate the
preference of the i − th decision variant. The constant rule base guarantees that
the determined results are unequivocal, and it makes the COMET completely
rank reversal free.

2.3 SPOTIS

Stable Preference Ordering Towards Ideal Solution (SPOTIS) is a new method
for multi-criteria decision support [4]. The authors of this method aim to create
a new method free of the Rank Reversal problem (the phenomenon of reversing
the ranking when changing the number of alternatives in the input data). This
method uses the concept of reference objects. Unlike other MCDA methods
such as TOPSIS and VIKOR, which creates reference objects based on decision
matrix, SPOTIS requires defining the data boundaries. Using data borders to
define Ideal Positive and Ideal Negative Solution allows for a linear distribution
of alternatives between IPR and INR and avoids ranking reversals.

To apply this method, data boundaries should be defined. For each criterion
Cj the maximum Smax

j and minimum Smin
j bounds should be selected. Ideal

Positive Solution S∗
j is defined as S∗

j = Smax
j for profit criterion and as S∗

j =
Smin
j for cost criterion. Decision matrix is defined as X = (xij)m×n, where xij

is attribute value of the i-th alternative for j-th criterion.

Step 1. Calculation of the normalized distances to Ideal Positive Solution (17).

dij(Ai, S
∗
j ) =

|Sij − S∗
j |

|Smax
j − Smin

j | (17)

Step 2. Calculation of weighted normalized distances d(Ai, S
∗) ∈ [0, 1], accord-

ing to (18).

d(Ai, S
∗) =

N∑

j=1

wjdij(Ai, S
∗
j ) (18)

Final ranking should be determined based on d(Ai, S
∗) values. Better alterna-

tives have smaller values of d(Ai, S
∗).

This method has an alternative algorithm which is described in [4]. We
describe and use this version because it is easier to understand, and both versions
give identical results.

3 The Proposed Approach

An interval number is a set of real numbers with the property that any number
that lies between two numbers included in the set is also included in the set. The
interval of numbers between aL and bR, including aL and bR, is denoted [aL, bR].
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The two numbers aL and bR are called the endpoints of the interval. Interval
numbers are used when an attribute has an indefinite or uncertain value. This
entails analysing all the values from a given interval. Only one of the interval’s
values is the unknown real value.

The SPOTIS method is designed to solve problems with crisp numbers. The
values of the decision attributes will be converted to interval numbers, which
will be noted as (19):

aj = [αL
j , αR

j ] (19)

where j means number of criterion. Each real number can be written as a degen-
erate interval numbers, i.e., αL

j = αR
j . Let suppose there is no attribute value for

an individual alternative in a given set of alternatives. In that case, the small-
est and the biggest value in the criterion should be taken respectively. Each
alternative will be written as an interval data set (20).

A = {[αL
1 , αR

1 ], [αL
2 , αR

2 ], ..., [αL
n , αR

n ]} (20)

Note here that when evaluating an alternative with at least one attribute given
in terms of an interval number that is not degenerate, the assessment result
will always be returned as an interval number in the proposed approach. Also,
for monotonic decision criteria, the lowest and the highest evaluation value will
always be on the interval boundaries. Therefore, to calculate the resulting evalu-
ation interval, it suffices to determine the set of alternatives A′, which will arise
as the Cartesian product of all interval boundaries of the form (21):

A′ = {{αL
1 , αR

1 } × {αL
2 , αR

2 } × ... × {αL
n , αR

n }} (21)

The set of alternatives A′ contains exactly 2n crisp alternatives which must
be calculated by using SPOTIS algorithm. The final ranking’s left boundary is
the lowest preference value determined from the set A′, and the right boundary
is the highest value.

4 Study Cases

In order to demonstrate the proposed approach, we have chosen two MCDA
problems with interval data from recent studies, which are presenting in the
Subsect. 4.1 and 4.2. Both topics deal with the assessment of electric vehicles,
which is motivated by phasing out diesel and petrol engines in Europe. Many of
these vehicles’ parameters are of an interval nature, demonstrating the superi-
ority of the proposed approach.

4.1 Assessment of Electric Bikes

The first problem is the choice of the best electric bicycles for city transport.
There is currently an increasing tendency to look for more sustainable transport
solutions, especially in highly congested urban areas. It seems that electric bicy-
cles can be a good option, as they allow more benefits than combustion cars.
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Because of missing data in the manufacturer’s specifications, we should apply
interval MCDA methods to handle incompleteness in the data.

The alternatives used for this study case are adopted from [18]. Criteria used
for the analysis are presented in the Table 1, where we can also find characteristic
values, which are needed to be defined to use COMET and SPOTIS methods.
Characteristic values are also needed to create intervals instead of missed data.

Table 1. The selected criteria C1–C8 and their characteristic values [18].

Ci Name Unit Low Medium High

C1 Battery capacity Ah 4 9 15

C2 Charging time hours 3 5 8

C3 Number of gears units 1 7 21

C4 Engine power W 250 350 500

C5 Maximum speed km/h 20 27 35

C6 Range km 20 60 100

C7 Weight kg 10 20 25

C8 Price USD 300 2500 6300

Table 2 presents chosen alternatives from the original study. Alternatives A1–
A8 contains several interval attribute values and alternatives A9–A13 contains
only real values. This selection of alternatives shows how the proposed approach
works when only part of the alternatives have interval data.

The structured COMET approach was used in the original paper to solve the
considered MCDA problem. In this study, we also use COMET, but with the
monolithic approach [22]. This is because we assume that the structure of the
problem is unknown to the decision-maker. We have used stochastic optimization
methods to obtain preference values for CO from preference values from the
alternatives [10].

Table 3 presents raw preference values calculated for each alternative by using
three MCDA methods. For SPOTIS method, smaller values means better alter-
native, for other methods bigger values means better alternative. However, pref-
erence data alone is not sufficient for determining the rankings, as these intervals
overlap to some extent, which poses a problem in unambiguously assessing the
final ranking.

We apply the approach described in [9] to obtain ranking values from interval
data. Rankings from Table 3 are calculated in two steps: build comparison matrix
for interval values using P (a ≥ b) and then rank sums for each row of this matrix.
This ensures obtained the most likely ranking.
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Table 2. The performance table of the alternatives A1–A13.

Ai Name C1 C2 C3 C4 C5 C6 C7 C8

A1 Aceshin 8 [4, 6] 21 250 30 40 22.2 730

A2 ANCHEER Plus 8 5 21 250 25 [25, 50] 23 615

A3 Carrera Crossfuze 11 [6, 7] 9 400 25 80 20.3 2300

A4 ECOTRIC 12 [5, 8] 7 500 32 55 24.9 999

A5 Emu Crossbar 14.5 [6, 8] 7 250 25 [55, 100] 23 1560

A6 Kemanner 8 [4, 6] 21 250 25 [35, 70] 20 [615, 700]

A7 Merax 26” Aluminum 8.8 [5, 6] 7 350 32 [35, 45] 22 690

A8 Rattan 10.4 [4, 5] 7 350 32 50 23.5 740

A9 Desiknio Pinion Classic 7 3 6 250 24.8 80 15.7 6135

A10 e-Joe Gadis 11 5 7 350 32 72 24.9 1699

A11 California Bicycle S 8 4 1 250 32 56 22.6 2499

A12 Coboc ONE Soho 9.6 3 1 250 24.8 88 13.1 5520

A13 Gazelle CityZen C8 HM 11 3.5 8 350 32 94 23.1 2999

Table 3. Considered alternatives and their results A1–A13.

Preference Ranking

Ai Ref SPOTIS COMET TOPSIS Ref SPOTIS COMET TOPSIS

A1 [0.4414 0.4804] [0.4756 0.5256] [0.4439 0.5030] [0.4727 0.5050] 9 5 9 6

A2 [0.3752 0.4693] [0.5309 0.5700] [0.4015 0.4380] [0.4207 0.4421] 10 9 10 12

A3 [0.4802 0.4918] [0.4875 0.5125] [0.4853 0.5007] [0.4565 0.4765] 8 7 8 7

A4 [0.5308 0.5686] [0.4056 0.4806] [0.5615 0.5959] [0.5228 0.5759] 5 2 5 2

A5 [0.4219 0.6119] [0.5111 0.6314] [0.4284 0.5954] [0.3970 0.4782] 6 11 6 10

A6 [0.4116 0.5959] [0.4496 0.5561] [0.4356 0.5619] [0.4288 0.4982] 7 6 7 8

A7 [0.5264 0.5778] [0.5020 0.5426] [0.5301 0.6368] [0.4738 0.5036] 4 8 4 5

A8 [0.5800 0.6056] [0.4646 0.4896] [0.5991 0.6580] [0.5168 0.5344] 2 3 2 4

A9 0.3945 0.5950 0.3603 0.4071 12 12 12 13

A10 0.5555 0.4800 0.6262 0.5248 3 4 1 3

A11 0.3669 0.5991 0.3736 0.4344 13 13 11 11

A12 0.4016 0.5497 0.2609 0.4499 11 10 13 9

A13 0.6204 0.4140 0.6046 0.5768 1 1 3 1

The rankings obtained by the methods used are quite different. Alternative
A13 has the first position in the reference ranking and the ranking obtained with
interval SPOTIS and TOPSIS method. The COMET method placed this alter-
native in the third position in the ranking. Alternative A10 has first position in
monolithic COMET ranking, but has lower values in other rankings. Alterna-
tive A8 has the second position in the reference ranking, where only COMET
return the same position. It should be noted that both SPOTIS and TOPSIS
have different ranked this alternative, but in the case of TOPSIS, the position is
more distant. In order to comprehensively assess the similarity of the obtained
rankings, rw and WS values will be determined [19].
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Table 4 presents rw ranking correlation coefficient values. These values point
out that ranking obtained monolithic COMET method is strongly correlated
with reference ranking. Other two rankings, obtained with interval SPOTIS and
interval TOPSIS methods have a high correlation between themselves, but the
quite good correlation with reference ranking.

Table 4. Comparison of rankings using rw coefficient.

rw Ref SPOTIS COMET TOPSIS

Ref 1.0000 0.7975 0.9560 0.8615

SPOTIS 0.7975 1.0000 0.7316 0.9317

COMET 0.9560 0.7316 1.0000 0.8144

TOPSIS 0.8615 0.9317 0.8144 1.0000

Table 5 shows WS ranking similarity coefficient values. According to calcu-
lated values, ranking obtained with interval SPOTIS method is strongly corre-
lated with the reference ranking. Ranking obtained using monolithic COMET
approach also has a quite strong correlation with reference ranking. The last
ranking obtained with interval TOPSIS method also has a good correlation with
the reference.

Table 5. Comparison of rankings using WS coefficient.

WS Ref SPOTIS COMET TOPSIS

Ref 1.0000 0.9111 0.8915 0.9240

SPOTIS 0.8904 1.0000 0.7929 0.9696

COMET 0.8915 0.7735 1.0000 0.8157

TOPSIS 0.9044 0.9650 0.7957 1.0000

4.2 Assessment of Electric Vans

An ecological footprint in the urban environment is made by urban freight trans-
port. This problem has become the key challenge for all groups involved in freight
transport in urban areas. Therefore electric vans should be considered as an
alternative for combustion vehicles. The second study case is on assessing elec-
tric vans and the data with reference ranking for this investigation is taken from
[26]. In the original study, the authors use PROMETHEE II and Fuzzy TOPSIS
methods to rank electric vans for city logistic. In this work, we would use chosen
alternatives from the original paper in order to demonstrate how efficient the
proposed methods are.
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Table 6 presents criteria description and characteristic values calculated from
complete decision matrix. Characteristic values are necessary to determine when
using COMET and SPOTIS methods. Criteria C6, C7 and C9 are cost type
criteria and should be minimized. Other criteria are profit type.

Table 6. The selected criteria C1–C9 and their characteristic values.

Ci Name Unit Low Medium High

C1 Carrying capacity kg 340.00 1770.00 3200.00

C2 Max velocity km/h 40.00 95.00 150.00

C3 Travel range km 100.00 250.00 400.0

C4 Engine power kW 9.00 104.50 200.00

C5 Engine torque Nm 80.00 490.00 900.00

C6 Battery charging time 100% h 2.00 7.00 12.00

C7 Battery charging time 80% min 10.00 95.00 180.00

C8 Battery capacity kWh 2.70 61.35 120.00

C9 Price thous. USD 12.90 81.45 150.00

Table 7 presents alternatives chosen from original work with criteria
attributes values. Alternatives A5, A6 and A9 have only real number attributes,
and the other alternatives have missed data which are substituted with intervals
based on characteristic values from Table 6.

Table 7. Considered alternatives and their results A1–A10.

Ai Name C1 C2 C3 C4 C5 C6 C7 C8 C9

A1 Berlingo Electric 695 110 170 49 200 7.5 30 22.5 [12.9, 150.0]

A2 Boulder Delivery Truck 2700 104 160 80 [80.0, 900.0] 8 [10.0, 180.0] 80 100.0

A3 Ecomile 935 80 120 28 [80.0, 900.0] 8 [10.0, 180.0] 14.4 51.5

A4 Electric Delivery Van 1000 830 40 118 14 98 8 120 2.7 [12.9, 150.0]

A5 EVI MD 3000 96 145 200 610 10 120 99 120.0

A6 e-NV200+ 705 120 170 80 270 4 30 24 25.0

A7 Kangoo Maxi Z.E 650 130 170 44 226 8 [10.0, 180.0] 22 22.0

A8 Mercedes-Benz Sprinter E-CELL 1200 80 135 100 220 2 [10.0, 180.0] 35.2 [12.9, 150.0]

A9 Minicab-MiEV Truck 350 100 110 30 196 4.5 15 10.5 12.9

A10 Peugeot eBipper 350 100 100 30 [80.0, 900.0] 3 [10.0, 180.0] 20 60.0

In the Table 8 calculated preference values are presented. Reference ranking
is a ranking obtained with Fuzzy TOPSIS from the original work [26]. Next
columns show preferences obtained with the proposed interval SPOTIS method,
monolithic COMET, and interval TOPSIS method.

For obtained the rankings we use the same methodology as for Sect. 4.1, and
rankings from Table 8 are calculated in two steps: build comparison matrix for
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interval values using P (a ≥ b) and then rank sums for each row of this matrix.
In this problem, obtained rankings are quite similar, according to the Table 8.
Alternative A5 has the first position in all four rankings. Alternative A6 has
the third position in the reference ranking and the second position in other
rankings. Rank positions for alternative A2 are also similar: second position in
the reference ranking and third position in other rankings.

Table 9 contains rw ranking correlation coefficient values. Despite very simi-
lar first positions in rankings, correlations between reference ranking and other
rankings are quite low. Other rankings have quite strong correlations between
themselves.

Table 8. Vans preferences and rankings

Preference Ranking

Ai SPOTIS COMET TOPSIS Ref SPOTIS COMET TOPSIS

A1 [0.5721 0.6833] [0.2390 0.4164] [0.4370 0.5103] 7 8 8 5

A2 [0.3997 0.6220] [0.3144 0.7213] [0.4791 0.6431] 2 3 3 3

A3 [0.5604 0.7827] [0.1028 0.4328] [0.2875 0.4709] 4 9 9 9

A4 [0.7742 0.8853] [0.0235 0.0974] [0.1667 0.3137] 5 10 10 10

A5 0.4635 0.5802 0.5737 1 1 1 1

A6 0.5036 0.5476 0.5668 3 2 2 2

A7 [0.5534 0.6645] [0.2616 0.4571] [0.4549 0.5227] 6 6 6 4

A8 [0.4772 0.6994] [0.2100 0.6026] [0.3960 0.5588] 8 4 5 6

A9 0.5977 0.3794 0.4497 10 5 4 7

A10 [0.5152 0.7375] [0.1589 0.5359] [0.3509 0.4976] 9 7 7 8

Table 9. Comparison of rankings using rw coefficient for vans.

rw Ref SPOTIS COMET TOPSIS

Ref 1.0000 0.5592 0.5405 0.6672

SPOTIS 0.5592 1.0000 0.9857 0.8766

COMET 0.5405 0.9857 1.0000 0.8645

TOPSIS 0.6672 0.8766 0.8645 1.0000

Finally, Table 10 shows WS ranking similarity coefficient values calculated
for obtained rankings. This values point that correlation is quite strong, because
first positions in the ranking is more important when WS similarity coefficient
is calculated. As we can see, the results obtained show that the interval SPOTIS
method provides solutions comparable to other methods, while being very simple
to apply.
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Table 10. Comparison of rankings using WS coefficient for vans.

WS Ref SPOTIS COMET TOPSIS

Ref 1.0000 0.8630 0.8634 0.8570

SPOTIS 0.8731 1.0000 0.9833 0.9574

COMET 0.8647 0.9833 1.0000 0.9533

TOPSIS 0.9051 0.9510 0.9528 1.0000

5 Conclusions

In this paper, we present a way to extend SPOTIS method to work with interval
numbers which allow handling uncertainty and incompleteness in decision prob-
lems. We also compare the proposed approach with two other interval methods,
COMET and TOPSIS to show how it performs in real-life decision problems.

The main contribution is providing an extension of the SPOTIS method,
which is performed comparably with other interval methods. The main advan-
tage of the SPOTIS method is its simplicity. The SPOTIS method consists of
two simple steps, and the only additional requirement is defining criteria bounds.
The study cases confirm it performs as good as COMET and TOPSIS methods,
but it is much simpler to use than COMET and is also rank-reversal free, unlike
TOPSIS. In order to compare the performance of these methods, the priority
degree approach was used to build rankings. Then, the rankings were compared
using rank correlation coefficients.

The future works may include

– developing the more complex approach which would be possible to apply to
any criteria types without limitations,

– research of possibility using other number generalizations instead of interval
numbers,

– comparing the proposed approach with other MCDA methods.
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ing rank reversal problem using a new multi-attribute model-the RAFSI method.
Mathematics 8(6), 1015 (2020)



Vector and Triangular Representations
of Project Estimation Uncertainty: Effect

of Gender on Usability

Dorota Kuchta , Jerzy Grobelny , Rafał Michalski(B) , and Jan Schneider

Faculty of Computer Science and Management, Wroclaw University of Science and Technology,
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Abstract. The paper proposes a new visualisation in the form of vectors of not-
fully-known quantitative features. The proposal is put in the context of project
defining and planning and the importance of visualisation for decision making.
The new approach is empirically compared with the already known visualisation
utilizing membership functions of triangular fuzzy numbers. The designed and
conducted experiment was aimed at evaluating the usability of the new approach
according to ISO 9241–11. Overall 76 subjects performed 72 experimental con-
ditions designed to assess the effectiveness of uncertainty conveyance. Efficiency
and satisfaction were examined by participants subjective assessment of appropri-
ate statements. The experiment results show that the proposed visualisation may
constitute a significant alternative to the known, triangle-based visualisation. The
paper emphasizes potential advantages for the proposed representation for project
management and in other areas.

Keywords: Fuzzy number visualisation · Fuzzy number vector representation ·
Visual processing · Project uncertainty · Usability

1 Introduction

Project estimating is a crucial element of project planning [1]. It involves providing
quantitative estimates of various parameters of the project: e.g. cost and duration of
individual activities or the necessary amount of resources needed. The problem is that
in the stage of project planning those parameters are often not completely known. This
is natural, as project is per definition a unique endeavour [2] and at least some of its
elements are performed for the first time in the given circumstances. The uniqueness is
especially acute for innovative or R&D projects.

The reason for the incomplete knowledge in the stage of project planning is either
the lack of information (e.g. it will be known only in the future howmany persons will be
necessary to perform a task) or ambiguity of available information (in numerous cases
the customer is unable to communicate clearly what they expect [3]). The “not knowing
for sure, due to lack of information or ambiguous information” [4] is one of possible
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definitions of uncertainty. This means that dealing with the problem of not being able to
provide exact estimations in the stage of project planning is part of project uncertainty
management [5].

Project plan plays a crucial role in project-related decision making [2]. It is on the
basis of project plan that resources are assigned, or even such critical decisions taken
as acceptance or rejection of projects. Uncertain information complicates the decision-
making process. That is why it is important to search for ways of supporting decision
makers in this uneasy but extremely important process.

One possibility of providing such support is visualisation [6]. It is used in various
areas and supports decision makers in analysing the current situation and drawing con-
clusions. As one possible representation of uncertainty are fuzzy numbers (according
to [7], fuzziness is a consequence of uncertainty), their graphical representation (the
graphs representing their membership function) is a visualisation of uncertainty and
should support decision makers in analysing projects in their planning stage.

It is true that fuzzy numbers [8], together with the graphical representations of their
membership functions, are widely used in the literature to represent uncertainty in the
planning stage of projects (e.g. [9]). However, we hypothesize that graphs representing
the membership functions of fuzzy numbers may not always be the optimal way of
visualising uncertainty and that the same information can be conveyed in an alternative
way, more attractive and useful from the point of view of at least some decision makers.

The objective of this paper is thus to propose a new, vector-based method of visual-
izing uncertainty linked to project estimation, a method which would convey the same
information as triangular fuzzy numbers but possibly in a more attractive and appealing
form, and to compare the two uncertainty visualisations from the point of view of their
potential users.

To achieve the assumed goal, empirical research was designed and carried out. It was
focused on identifying the basic features of the new uncertainty representation propo-
sition in comparison with the traditional form of triangular fuzzy numbers. The experi-
mental study was conducted in the perspective of the usability definition proposed in the
ISO 9241–11 standard [10]. According to this norm, the key usability assessment dimen-
sions of any information conveying system (e.g. computer program interface) include
effectiveness (to what extent the system meets user’s needs), efficiency (what resources
are necessary to meet those needs), and user satisfaction (related to using the system).
In this paper, the effectiveness of conveying information about uncertainty was tested be
means of an objective indicator. We measured the accuracy of identifying information
presented by means of vectors and triangles in relation to their textual description. Effi-
ciency and user satisfaction for both representation methods were identified subjectively
by means of appropriate survey scales measuring participants’ preferences. The ques-
tions about interpretation easiness of both graphical representations allowed for their
assessment in terms of the efficiency dimension. Participants’ subjective opinions on
the attractiveness of vector and triangular visualisations refer to the satisfaction compo-
nent of the uncertainty conveyance usability. The last aspect of the usability has been
explored in recent decades in the area of human-computer interaction. As it was shown
many years ago, an attractive message significantly influences the objective results in
other usability dimensions (e.g., [11–13]).
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The outline of the paper is as follows: In Sect. 2 a literature review on the present
usage of visualisation in project uncertainty management is performed. In Sect. 3 the
two representations of estimation uncertainty are shortly described: that using the graph
of a triangular fuzzy number membership function and the new one, based on vectors.
Sect. 4 includes all details about the experimental study, whose results are presented in
Sect. 5. We finish the paper by discussing the results and summing up the findings.

2 Visualisation in Project Uncertainty Management: State of Art

In order to analyse the state of art with respect to the use of visualisation in project uncer-
tainty management, we assumed first of all that project risk is a form of uncertainty [14].
The search string ‘TITLE (project AND (visualisation OR visual)) AND (uncertainty
OR risk)’ was applied to scientific literature bases ScienceDirect and Scopus. The results
can be summarised as follows:

The primordial role of uncertainty communication to project managers is underlined.
At the same time it is stated that visualisation can play a significant role in conveying
uncertainty information, and shown that appropriate visualisation methods can improve
the communication process in project uncertainty management [15].

Visualisation is used to represent the following aspects of projects: probability dis-
tributions of estimated project parameters [15, 16], resource flexibility [17], interde-
pendencies between projects [18], project initial data generally [19], project portfolio
information [20], project constraints [21]. Other identified papers treat specific projects
or problems related to project control, which is not the object of our considerations here.

Visualisation techniques used to represent project uncertainty are graphs, maps,
tables, grids, boxplots, violin plots, strip charts, tree diagrams and stacked bar charts
[15]. No vectors have been used in this context so far.

As mentioned above, fuzziness is widely used to model uncertainty of project
estimates [9]. Here the only visualisation technique used are graphs representing the
membership functions. This will be presented in the next section, along with a new
visualisation proposal.

3 Membership Functions Versus Vectors – Two Uncertainty
Visualisation Approaches

Let us suppose that a project parameter P is not known exactly in the stage of project
planning. The only information which is given is that the most possible value of the

parameter is p
∧

, that the value of the parameter will be included in the interval
[
p, p

]
, p

∧ ∈
[
p, p

]
and that the further a value lies from p

∧

, the less its possibility degree is, and

the changes are linear. Obviously, the possibility degree of numbers outside
[
p, p

]
is 0.

Let us mention in this place that possibility degree is not the same as probability. The
discussion about the relationship of the two notions has been subject to a vast research
[22], but here let us limit ourselves to the statement that possibility can be determined
more subjectively and it expresses the subjective feeling of an (or a group of) expert(s)
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about the possibility of occurrence of the given crisp number in the role of the actual
value of P.

Our knowledge about parameter P can be represented first of all as a graph of the
membership function of the triangular fuzzynumber determinedby the parametersp, p

∧

, p

[8]. This fuzzy number will be denoted as P̃ =
(
p, p

∧

, p
)
. Its membership function μP

is defined on the set R of real numbers and represents the possibility degrees of the
respective real numbers. It is defined as follows:

μP(x) =

⎧
⎪⎪⎨

⎪⎪⎩

0 for x � p or x ≥ p
x−p
p̂−p for x ∈

(
p,Op

)

p−x
p−p̂ for x ∈ [

Op, p)

(1)

Its representation can be seen in Fig. 1 (for P represented by numbers 2, 4, 5).

0

1

0 2 4 5

Fig. 1. Membership function-based
visualisation of parameter P determined by
numbers 2, 4, 5.

0

1

2

3

2 3 4 5

Fig. 2. Vector visualisation of parameter P
determined by numbers 2, 4, 5.

The interpretation of Fig. 1 is as follows: value 4 is the most possible value of the
unknownparameterP and thewidth of interval [2, 5], thus 3, represents the indeterminacy
degree linked to the estimation of P. The wider the support of the triangle, the less is
known about the actual value of the parameter being estimated.

Here we propose an alternative representation of the same information about param-
eter P. The information will be represented as vector whose end will point to the most
possible value and whose length will indicate the indeterminacy degree. The vector−→
P

(
p, p

∧

, p
)

= {
mp, sP, γP

}
will be defined by:

• its beginning: point with coordinates
(
mp, 0

)
, where mp =

(
p + p

)/

2
• its length sP = p − p

• the angle γP between the line x = mp defined as γP = arctan
(
p
∧ − mp

)
, where positive

values of γP stand for the inclination to the right and negative – to the left.

The vector representation for the considered example of parameter P is given in
Fig. 2. The interpretation of Fig. 2 is as follows: the inclination of the vector to the
right from the line x = mp = 3, 5 indicates the distance of the most possible value
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(here 4) from the mean value 3.5: the inclination is to the right because here the most
possible value is higher than the middle value. Inclinations to the left correspond to most
possible values lower than the middle values. The length of the vector (here 3) shows
the indeterminacy degree linked to the estimated parameter.

We hypothesize that vectors may act as clock hands and be more appealing to some
recipients of the information about the estimated parameter than triangles. The inclina-
tions show changes of the most possible values with respect to the centre points of the
possible range of the parameter: both the magnitude and the direction of those changes.
The lengthening of the clock hand indicates that our knowledge about the parameter
decreases, the shortening shows the opposite direction.

The two representations were compared in an experiment described in next sections.

4 Method

4.1 Subjects

Overall, 76 volunteer students of Wroclaw University of Science and Technology
(Poland) took part in the experiments. There were 37 (48.7%) female and 39 (51.3%)
male participants. Their age ranged from 21 to 29 years, with the mean of 22.5 and
standard deviation equal 1.1 years.

4.2 Experimental Task and Measures

Factors and their levelswere chosen so that it would be possible to verify the effectiveness
of both triangular and vector representations. We included both clear-cut conditions
where itwas easy to check the correctness of answers, and anumber of variants that served
as noise. That is, an unambiguous answer was not available. The subjects were to assess
whether the textual information about two features of the examined visualisations (the
indeterminacy and themost possible value) match fuzzy number-based and vector-based
graphical representations of unknown parameters being estimated.

Independent Variables. We examined two representations, that is, the vector and trian-
gular ones that were described in detail in Sect. 3. The knowledge about the investigated
not-fully-known parameters differed in two aspects: (1) the indeterminacy, which was
examined on two levels (low and high), and (2) the most possible value (MPV) which
varied on three levels (small, medium, big). The factors and their levels are graphically
shown in Fig. 3.

Dependent Measures. Two types of dependent variableswere employed. For determin-
ing the effectiveness of both visualisation types, we examined the number of perfectly
correct responses and the quantity of entirely false selections. Subjects were presented
with a following statement: “The description fully corresponds to the graphics”. They
were to assess on a five-point Likert scale (1 – “I do not agree”, 2 – “I rather disagree”,
3 – “Hard to tell”, 4 – “I rather agree”, 5 – “I agree”) to what extent the description
of uncertainty and the most possible value match the visual representation. A sample
experimental task is demonstrated in Fig. 4.
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Fig. 3. Factors and their levels examined in the current study: visual representation (vectors,
triangles), indeterminacy (low, high), the most possible value (MPV: small, medium, big).

Fig. 4. Sample screen shot of an experimental task. Subjects assessed on a 5-point Likert scale
to what degree the description of indeterminacy and the most possible value match the visual
representation.
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The participants’ preferences towards the investigated stimuli were examined by
asking them questions regarding both representations, once all effectiveness tasks were
completed. Subjects were presented with four statements and instructed to specify their
degree of agreement or disagreement on a seven-point Likert scale (1 – “I strongly
disagree”, 2 – “I disagree”, 3 – “I rather disagree”, 4 – “I do not have an opinion”,
5 – “I rather agree”, 6 – “I agree”, 7 – “I strongly agree”). The questions were as
follows: “Triangular/Vector representationwas easy to interpret”, and “Triangular/Vector
representationwasmore attractive tome”.Oneof the four questions is illustrated inFig. 5.

Fig. 5. Sample screen shot of one of the questions related to the subjects’ preferences. Participants
assessed on a 7-point Likert scale to what extent they agree or disagree with one of the statements
on the easiness of interpretation and attractiveness of representations.

4.3 Experimental Design

A combination of independent variables’ levels resulted in 72 experimental conditions.
Therewere 6 not-fully-knownparameters differing in the indeterminacy degree (2 levels)
and the most possible value (3 levels). The information about all these parameters was
prepared in two graphical versions, that is triangular and vector. Each of the 12 graphical
variants could be displayed with corresponding 6 different descriptions varying in the
same way as the investigated 6 parameters. A within-subject design was applied, which
means that every participant examined all 72 experimental conditions.

4.4 Procedure

The experiments were conducted entirely online. Students received information about
the possibility of participating in the study. They were provided with the hyperlink
to a slideshow including voice recorded explanation of the experiment in the context
of project estimation uncertainty. On the last slide, the subjects were asked to click
the button that opened the React.js-based supporting software in the default local web
browser. The experimental software was freely available on the Internet. Due to the
web page structure, participants were asked to use devices having the screen larger than
10 inches in diagonal. In the application, subjects had to read and accept the informed
consent for taking part in the examination and provide their basic data such as gender and
age. Next, the main part of the study took place, that is, they performed the evaluation
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of all 72 conditions presented in a random order, followed by assessing four questions
about their subjective opinions on the unknown parameter information visualisations
(see Fig. 4 and 5). In the final thank-you page, they had an opportunity to input free-text
comments before sending the data to the server.

5 Results

Generally, the obtained results prove that both graphical representations were to a large
extent effective, despite a significant number of experimental conditions that could not
be unambiguously assessed (3332 out of all registered 5482 cases = 76 subjects ×
72 conditions). From among 2150 records that could be clearly identified as either
correct or incorrect, as many as 2069 (96%) were perfectly answered, and only 81 (4%)
were obvious mistakes. The difference is significantly better than random answers (χ2

= 1838, p < 0.0001). These are illustrated in Fig. 6.

0%

20%
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60%

80%

100%

Correct Mistakes

Fig. 6. Fully correct answers and clear-cut mistakes as percentages of unambiguous cases.

5.1 Effectiveness

Detailed results regarding the 2150 unambiguous records, in relation to the two types of
unknown parameter representations, are presented in Fig. 7. They show that the number
of the correct responses and errors were comparable both in the triangular and vector
variants, with a tiny advantage in favour of the vector representation. To formally verify
the differences, in this section we use typical Chi-Square (χ2) test based in frequencies.
Such an analysis showed that the influence of the graphical representation on the number
of correct answers was not statistically meaningful (χ2 = 0.22, p = 0.64).

Since the sample was almost perfectly balanced in terms of gender, we examined if
there were any discrepancies in this regard. In Fig. 8, one may notice that females more
often provided correct answers than men. This effect was statistically significant (χ2 =
13.2, p = 0.0003). Correspondingly, there were fewer clear-cut mistakes registered for
women than for male participants however, the difference was not statistically meaning-
ful (χ2 = 1.49, p = 0.22). This interactive factor could be the reason of almost identical
general effectiveness.

Due to the significant gender impact on the number of correct and incorrect responses,
we checked whether this effect influenced the results of visualisation effectiveness. The
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Fig. 7. Triangular and vector percentages of
correct answers and mistakes.
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Fig. 8. Females and males as percentages of
correct answers and mistakes.

results of this analysis are illustrated in Fig. 9. The data show that there were decidedly
more correct responses among women than men both for triangular (χ2 = 6.55, p =
0.0105) and vector representations (χ2 = 6.60, p = 0.0102), which is consistent with
the results from Fig. 8. There were no differences between triangular and vector variants
– both sexes performed equally (for females: χ2 = 0.72, p = 0.79, and males: χ2 =
0.67, p = 0.8).
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Fig. 9. Triangular and vector interaction with gender. Correct answers and errors.

As far as errors are concerned, women made more mistakes while assessing trian-
gular than vector representations. Men, in turn, committed more errors for vector than
triangular visualisations. However, since the general number of incorrect answers was
small, none of these differenceswere statistically significant on the level of 0.1. Similarly,
males made more obvious mistakes than females both for triangular and vector repre-
sentations, but in both cases the differences were statistically irrelevant (for triangular:
χ2 = 0.42, p = 0.52, and vector: χ2 = 1.14, p = 0.29).

5.2 Preferences

The outcomes of the analysis of the subjects’ preferences expressed after performing
the 72 experimental tasks are illustrated in Fig. 10. Participants rated the easiness of
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interpretation and attractiveness of triangular and vector visualisations of the examined
parameters. If the gender is taken into consideration, a similar pattern of preferences
emerges in responses to both types of statements. To formally verify if proportions of
positive answers differ significantly, we employed classic ratio statistics. It occurred that
male participants regarded triangles as easier to interpret (77% vs 65%, p= 0.0509) and
more attractive (74% vs 57%, p = 0.014) than vectors. Women, in turn, tended to rate
significantly better vector representations than their triangular counterparts in terms of
easiness of interpretation (73% vs 57%, p = 0.019). However, they rated vectors and
triangles equally from the perspective of attractiveness (65% vs 65%). It can also be
observed that females were more decisive as the number of neutral responses from men
was twice as big (6 vs 12).
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Fig. 10. Participants’ subjective preferences towards vector and triangular representations.

6 Discussion and Conclusion

The paper presents a new concept of applying a vector representation to project parame-
ters’ uncertainty. The performed experimental studies allowed to assess this idea in con-
frontation with the classical approach based on triangular fuzzy numbers. The research
was designed and conducted in view of the usability concept specified in three dimen-
sions: effectiveness, efficiency, and satisfaction (ISO 9241–11). The level of the number
of correct identifications of the examined graphic messages was adopted as the measure
of effectiveness. Efficiency and satisfaction were estimated by examining the appro-
priately subjective participants’ preferences towards the easiness of interpretation, and
attractiveness of the investigated stimuli. As there was a comparable number of men and
women in the sample, we analysed the differences between both genders.

The obtained results allow us to evaluate the proposed vector representation of uncer-
tainty as a promising alternative to the classic triangular approach. First of all, both forms
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of representation are generally equally effective. They correctly convey the designed
messages. The vector representation is significantly better in relation to errors made by
women, but worse as far as for men’s mistakes are concerned. The effectiveness of both
graphic solutions is differentiated by gender as well. For women, the information con-
veyed by vectors is significantly easier to interpret than in the triangular variants, while
formen the opposite is true. The subjects’ satisfactionmeasured by the subjective assess-
ment of attractiveness is slightly higher for vectors (but not statistically significantly) in
the case of women and considerably higher for triangles in the group of men.

The comparison of men and women overall performance showed a significantly
greater number of correct answers and a lower number of errors among women than
amongmen. This outcome is interesting, especially in light of relatively scarce empirical
studies on the gender heterogeneity in various aspects. In a review of studies in this
area, Vanston and Strother [23] presented the results showing significant differences
in visual information processing systems by women and men, both at the level of eye
physiology and neural mechanisms. The results of performing numerous visual tests
discussed in [24] suggest generally higher efficiency of men (especially in the group
under 30) in various types of visual message processing. However, some experimental
studies indicate that women, though on the average slower in performing visually guided
tasks, are superior to males when the accuracy is taken into account (e.g., [25–27]). It
seems that our findings support this hypothesis, all the more that subjects had unlimited
time to perform the experimental tasks.

The newuncertainty representation proposed here, alongwith the traditional, triangle
based one, may find a wide application in defining and planning projects. In those
processes a countless set of parameters and project quantitative features have to be
given, even though most of them cannot possibly be known exactly yet. Thus, the two
representations can be used alternatively, according to each user preferences, to represent
incomplete knowledge about duration, cost, the available and the needed number of
resource units, the risk occurrence probability and consequences etc.

It is important that our proposal makes it possible to adapt the visualisationmethod to
the user: instead of just one, traditional visualisation it will be possible to offer to project
managers and project teams a choice. It is particularly important in the context of this
study results, which show a significant gender influence on the graphical representations
usability in conveying uncertainty.

The two visualisation methods can be of use in other than project management areas
such as strategical and tactical management of organizations. Everywhere, where there
is incomplete knowledge with respect to some important quantitative features, it might
be useful to provide an appropriate form of visualisation to facilitate making decisions.
Of course, both the vector and triangular forms can be used in any visual communication
system that provides information of this type, e.g., multimedia presentations or printed
materials.

While drawing conclusions from this article results, one should be aware that the
research is preliminary in nature and exhibits a number of limitations. The sample size
was moderate and included almost exclusively young students having similar character-
istics. Thus, more experiments are needed to validate the two graphical representations
and determine for which recipient groups which one should be selected. Conducting
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similar experiments in the environment of people professionally involved in project
management seems particularly interesting. The two visualisations should be applied to
real-world projects. In agilely managed projects, for instance, visualisation has already
been being widely used [28]. Project teams are accustomed to analyse, discuss and make
decisions on the basis of various types of graphics, therefore they might be open to test-
ing new approaches in this regard. Triangles and vectors could visualize, e.g., task effort
estimation for Scrum sprints. The application of triangle-based representation for this
purpose has been already positively validated in practice [29]. A comparison with the
vector-based representation should be the next step.

In this paper, we considered only static situations, which is acceptable in the context
of project planning. During the project realization, however, the situation is dynamic
and the most important goal is the identification of trends, in the project course. In our
opinion, the visualisation akin to clock hands could bemuchmore appealing in indicating
the trends than triangles. But, of course, this is merely a hypothesis which need to be
verified.

The results have shown that both representations of the incomplete knowledge about
a parameter are generally accepted and understandable. Different groups of users may
differ with respect to miscellaneous mistakes committed or personal preferences, but
the results of the experiment show clearly that the new, vector-based representation is
efficient in conveying the information and has a chance to be accepted and preferred by
a large group of users.
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Abstract. In the paper we present a critical time analysis of the project, in which
there is a risk of delay in commencing project activities. We assume that activity
times are type-2 fuzzy numbers. When experts estimate shapes of membership
functions of times of activities, they take into account both situations when par-
ticular activities of the project start on time and situations when they start with a
delay.We also suggest a method of a sensitivity analysis of these delays tomeeting
the project deadline. We present a case study in which the critical tome analysis
was used to analyse processes implemented in the operating ward of a selected
hospital in the South of Poland. Data for the empirical study was collected in the
operating theatre of this hospital. This made it possible to identify non-procedural
activities at the operating ward that have a significant impact on the duration of the
entire operating process. In the hospital selected for testing implementation of the
daily plan of surgeries was at risk every day. The research shows that the expected
delay in performing the typical daily plan - two surgeries in one operating room
– could be about 1 h. That may result in significant costs of overtime. Additionally,
the consequence may also include extension of the queue of patients waiting for
their surgeries. We show that elimination of occurrence of surgery activity delays
allows for execution of the typical daily plan of surgeries within a working day in
the studied hospital.

Keywords: Operating theatre · Project critical time · Scheduling · Type-2 fuzzy
number

1 Introduction

The literature has numerous proposals as to the models of optimization of schedules
on operating wards in hospitals. A review of the methods may be found in the work
by G ¨̄ur and Eren [1]. Here, we will present models in which authors used the fuzzy
sets theory to define the schedules. Al-Refaie et al. [2] propose multiple-period fuzzy
optimization models for scheduling and sequencing of patients in operating theatres. In
their model, the surgery time is deterministic. The goals are fuzzy, the criterion functions

© Springer Nature Switzerland AG 2021
M. Paszynski et al. (Eds.): ICCS 2021, LNCS 12747, pp. 486–499, 2021.
https://doi.org/10.1007/978-3-030-77980-1_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-77980-1_37&domain=pdf
http://orcid.org/0000-0002-6625-9176
http://orcid.org/0000-0002-9881-5456
http://orcid.org/0000-0001-6721-0502
https://doi.org/10.1007/978-3-030-77980-1_37


The Use of Type-2 Fuzzy Sets to Assess Delays 487

are: minimization of undertime and overtime and maximization of patients’ satisfaction.
Dexter et al. [3] proposes an algorithm to schedule add-on elective cases that maximizes
operating room suite utilization. Surgery times are given as real numbers. In the model
they use the fuzzy constrain theory. Nasiri et al. [4] consider three-criterion surgery
scheduling problem. The criteria are maximizing the number of surgeries that can be
done using given fixed resources, minimizing the total fixed costs and overtime costs
and minimizing the cost of completion time. They assume stochastic times of surgeries
and fuzzy constraints for resources and overtime. Rachuba and Werners [5] propose
algorithms of determining robust schedules where they assume stochastic surgery times
and randomly arriving emergency demand. For target functions they assume a degree
of satisfaction of patients with a short time of waiting for their surgeries, minimization
of rejected requests and minimization of overtime. G ¨̄ul et al. [6] for the time analysis of
flow in an emergency room apply the fuzzy CPM and fuzzy PERT. Times of activities
are described here as type-1 fuzzy numbers. Nazif and Makis [7] solve the problem of
determining times for commencing particular surgeries in the operating ward, taking
into account availability of resources. The scheduling issue is modelled as a fuzzy flex-
ible flow shop scheduling problem, assuming that times of activities are type-1 fuzzy
variables. To determine the schedules they use simulation and heuristics methods (Ant
colony optimization algorithms). Lahijanian [8] proposes a mixed-integer programming
model for scheduling operating theatres. Surgery times are given as triangular type-1
fuzzy numbers. The target function is to minimize the total weighted time. Wang and
Xu [9] use the hybrid intelligent algorithm to determine the schedule of surgeries with
limited resources. Times of surgeries are given as type-1 fuzzy variables. As the crite-
rion function they assumed minimization of overtime and undertime costs. Behmanesh,
Zandieh and Hadji Molana [10] as target functions adopt minimization of makespain,
Behmanesh and Zandieh [11] used minimization of makespain and minimization of the
number of unserved patients. Times of surgeries are type-1 fuzzy numbers. The opti-
mal solution is determined with the Fuzzy Pareto Envelope-based Selection Ant System
algorithm.

In this work we present a method of time analysis of a project, in which there is a risk
of delay in starting project activities. We also suggest a method of analysing sensitivity
of these delays to meeting the project deadline. We assume that activity times are given
as type-2 fuzzy numbers. When experts estimate shapes of membership functions of
times of activities, they take into account both situations when particular activities of the
project start on time, and situations when they start with a delay. Therefore, this method
of estimating fuzzy times of particular phases of a surgery indirectly takes into account
availability and readiness of human resources. We are also presenting a case study in
which we implement the critical time analysis method to the time analysis of the process
of surgery in an operating ward of a hospital in Poland.

The paper is organized as follows. Next Section presents main terms from the fuzzy
theory. In Sect. 3 we present a method of time analysis of a project, in which there is a
risk of delay in starting project activities. We assume that activity times are type-2 fuzzy
numbers. We also suggest a method of sensitivity analysis of these delays to meeting
the project deadline. In Sect. 4 we present a case study in which our method was used to
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analyse processes implemented in the operating ward of a hospital in Poland. Section 5
and Sect. 6 are Discussion and Conclusions.

2 Basic Notions

In this section we are presenting a basic notion from the fuzzy sets theory.
An interval number A is an closed interval A = [

a, a
] = {

x ∈ R : a ≤ x ≤ a
}
.

Values a = −∞ and a = +∞ are allowed. The interval number A = [
a, a

]
, means

unknown realization x which may take values from the interval
[
a, a

]
.

Let A = [
a, a

]
and B =

[
b, b

]
be two interval numbers. The sum of the two interval

numbers A = [
a, a

]
and B =

[
b, b

]
is the interval number of the form A + B =

[
a + b, a + b

]
. Maximum of two interval numbers A = [

a, a
]
and B =

[
b, b

]
is the

interval number of the form max
{
A,B

} =
[
max

{
a, b

}
, max

{
a, b

}]
[12]. The degree

to which the number A is greater than the number B is defined as follows:

degree
(
A ≥ B

) =
∣∣∣
{
x : x ∈ A and

∧
yεB, x ≥ y

}∣∣∣/
∣∣A
∣∣ (1)

In 1965 Zadeh proposed his concept of possibility theory [13] We will present the
basic notions of this theory. First, we will present the concept of a fuzzy number (type-1
fuzzy number). Let X̃ be a single valued variable whose value is not precisely known.
The membership for X̃ is a normal, quasi concave and upper semi continuous function
μX : R → [0, 1], see [14, 15]. The value μX (x) for x ∈ R denotes the possibility
of the event that the fuzzy variable X̃ takes the value of x. We denote this as follows

μ(x) = Pos
(
X̃ = x

)
. For a given fuzzy number

∼
X and a given λ, the λ-level is defined

to be the closed interval
[
X̃
]

λ
= {x : μ(x) ≥ λ} = [

x(λ), x(λ)
]
.

An interval type-1 fuzzy number X̃ is called an L−R fuzzy number if its membership
function takes the form of [14]:

μX (x) =

⎧
⎪⎪⎨

⎪⎪⎩

L
(
m−x

α

)
for x < m

μm for m ≤ x ≤ m

R
(
x−m

β

)
for x > m

(2)

where: L(x), R(x) - continuous non-increasing functions x; α, β > 0.
Functions L(x). R(x) are called shape functions of a fuzzy number. The most com-

monly used shape functions are: max{0, 1 − xp} and exp(−xp), x ∈ [0,+∞) , p ≥ 1.
An interval-valued fuzzy number for which L(x)= R(x) = max{0, 1 − xp} and p = 1
is called a trapezoid fuzzy number, which we denote as

(
x,m,m, x

)
. A trapezoid fuzzy

number for which m = m = m is called a triangular fuzzy number. A type-2 fuzzy set
(T2FS) Ã∈ F2(X) is an ordered pair Ã = {(x, u), Jx, fx(u)/x ∈ X ; u ∈ Jx ⊆ [0, 1],
where Ã represents uncertainty around the word A, Jx the primary membership function
of x, u is the domain of uncertainty, and F2(X) is a class of type-2 fuzzy sets [16, 17]:

Ã : X → [0, 1]
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Ã =
∫

xεX

∫

uεJx

1

(x, u)
, Jxε[0,1] (3)

An interval type-2 fuzzy number is a simplification of a T2FS. Its secondary
membership function is assumed to be 1:

Ã =
∫

xεX

∫

uεJx
1/(x, u) =

∫

xεX

[∫

uεJx
1/u

]
/x, (4)

where x, u are primary and secondary variables, and fx(u)/u = 1 is the secondary
membership function.

The footprint of uncertainty of the interval type-2 fuzzy number Ã is bound
by two functions: an upper membership function and lower membership func-

tion. For trapezoid type-2 fuzzy number we will use the following notion
∼
X=((

xU ,mU ,mU , x
U ;μU

m

)
,
(
xL,mL,mL, xL;μL

m

))
, where both upper and lowermember-

ships functions have the shapes given by formula (2).When upper and lowermembership
functions are the same (equal to each other) type-2 fuzzy number is type-1 fuzzy number.

In arithmetic of fuzzy numbers we will apply Zadeh’s extension principle [13]
μZ (z) = sup

z=f (x1,...,xn)
min

{
μX1(x1), . . . , μXn(xn)

}
extended to type-2 fuzzy numbers [18]:

μZ (z) =
((

sup
z=f (x1,...,xn)

min
{
μU
X1

(x1), . . . , μ
U
Xn (xn)

}
)

,

(

sup
z=f (x1,...,xn)

min
{
μL
X1

(x1), . . . , μ
L
Xn (xn)

}
))

(5)

The interval possibility that the realization of type-2 fuzzy number X̃ will be greater
or equal to the realization of type-2 fuzzy number Ỹ is equal [19]:

Pos
(
X̃ ≥ Ỹ

)
=
[
supx≥y

(
min

(
μL
X (x), μL

Y (y)
))

, supx≥y

(
min

(
μU
X (x), μU

Y (y)
))]

(6)

Those index is an extension of index of relations ofmajority of those proposed byDubois
and Prade [14].

The interval expected value of type-2 fuzzy variable is [19]:

E
(
X̃
)

=

⎡

⎢
⎢⎢
⎢
⎢
⎣
min

⎧
⎨

⎩

μLm∫
0

1

2

(
xL(λ) + xL(λ)

)
dλ,

μUm∫
0

1

2

(
xU (λ) + xU (λ)

)
dλ

⎫
⎬

⎭
,max

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

μLm∫
0

1

2

(
xL(λ) + xL(λ)

)
dλ,

μUm∫
0

1

2

(
xU (λ) + xU (λ)

)
dλ

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

⎤

⎥
⎥⎥
⎥
⎥
⎦

(7)

3 Method of Time Analysis of the Project

In this section we present a method of time analysis of a project, in which there is a
risk of delay in starting project activities. We also suggest a method of the sensitivity
analysis of these delays to meeting the project deadline.

Let a project be represented as an acyclic networkG(N ,A, T̃ ),whereN = {1, . . . , n}
is the set of nodes (events),A ⊂ N×N is the set of arcs (activities), and T̃ : A → F+ – a
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function representing the type-2 fuzzy durations of these activities. For each activities
(i, j) ∈ A, the experts determine the optimistic duration toptij , the most possible duration

tij and the pessimistic one tpesij for stable (normal, most typical, scenarios) conditions
(circumstances) for the realization of a project. The experts also judge which activities
could start later because of poor organizational reason and determine the optimistic dura-
tion τ

opt
ij , the most possible duration τij and the pessimistic one τ

pes
ij for such conditions

and give the possibility μij of occurrence of the most possible lateness τij. Based on
that data we estimate the type-2 fuzzy membership function of time of realization of
those activities. Upper membership function represents a possibility that time of real-
ization of activities will be realized in standard conditions, namely in conditions which
may entail a lateness in commencement of activity realization (i, j). Lower membership
function defines a possibility of activity realization (i, j) in optimal conditions, namely
in conditions where an activity commences on time.

Times of realization of activities for which there is no risk that activities will not be
commenced on time we estimate with trapezoid type-2 fuzzy numbers in a form of:

T̃ij =
((

toptij , tij, tijt
pes
ij ; 1

)
,
(
τ
opt
ij , τij, τij, τ

pes
ij ;μij

))
(8)

Let assume that we have due date d for our project. We will now present a critical
time analysis method where we will apply arithmetic based on the Zadeh’s extension
principle (4) and modified interval index of majority relation (5)1.

1 In order to find the sum and the maximum of interval fuzzy numbers one may apply the rule of
dividing a part [0, 1] of the value of membership functions into intervals and to find approximate
value of the maximum, applying interval arithmetic for those intervals.
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We will now propose the method of analysing the impact of particular delays of
activities on the total project time.

Sensitivity Analysis
For a given activity (i, j) ∈ A, for which there is a risk of lateness of its commence-

ment, assume that this lateness will not occur, so the time of realization of that activity
is in a form of:

T̃ij =
((

toptij ,mij,mij, t
pes
ij ; 1

)
,
(
toptij ,mij,mijt

pes
ij ; 1

))
(9)

Step 1. Find the critical time T̃crit of the project using Algorithm 1.
Step 2. Find using Eq. (5) interval possibility that due date d is greater or equal than

critical time PosInt
(
d ≥ T̃crit

)
.

Step 3. Using the Zadeh’s extension principle (5) and Eq. (7), find project lateness

L̃ = T̃crit − d and the interval expected value of project lateness
−

E
(
L̃
)
.

It should be emphasized that in the arithmetic applied in the algorithm based on
the Zadeh’s extension principle the maximum value (lower, upper) of the membership
function of the critical time is equal to the minimum value of membership functions
of particular times of the project activities. Instead of the Zadeh’s arithmetic, one may
apply another arithmetic for type-2 fuzzy numbers, e.g. arithmetic proposed by Hu et al.
[20]. Then, for projects composed of numerous activities the maximum value (lower,
upper) of the membership function of the project critical time will equal approximately
1.

4 Case Study

In this section we will apply Algorithm 1 to analyse the time of a surgery in an operating
ward. The research was conducted in a large hospital in the south of Poland. There,
the operating theater is a separate department and consists of 10 operating theaters. In
the subject unit of a selected hospital, the main problem regarded untimely realization
of the operating schedule. As shown in the analysis, that was caused with occurring of
latenesses in commencement of subsequent activities of the process occurring in the
operating ward.

In the selected hospital work in the operating ward was planned one day ahead.
The daily schedule of surgeries is established based on the queue of patients awaiting
surgeries and expert knowledge of a person authorized to prepare the schedule. It contains
the sequence of surgeries and numbers of operating theatres assigned to given surgeries.
It does not define the expected duration of the surgery as it is difficult to determine.
However, the person preparing the schedule consults experts (surgeon - operator) in
order to determine estimated duration of a given surgery. This knowledge to a large
extent facilitates planning of work in each operating theatre.

The operating ward is a specific organizational unit of a hospital whose structure is
very complex and at the same time dependent on numerous aspects of work of the whole
hospital. The analysed process of performing surgeries composes of many activities that
may be divided into three groups: pre-surgery activities, the surgery and post-surgery
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activities. They take into account both the place of performing the surgery and the
required medical personnel taking part in a given activity. Medical personnel creates a
team. The team composes of various professional groups, among others those are nurses,
anaesthetists or operators of various specializations, and supporting personnel such as
e.g. cleaner’s staff. For the process to run smoothly it is necessary that all people involved
in the process cooperate closely. It is also necessary to coordinate efficiently and plan
work of the whole team. Each lateness in realization of an activity results in extension
of the duration of the whole process, and latenesses in realization of particular processes
have consequences in a form of failure to realize the daily schedule of surgeries. Correct
planning of that schedule has very large impact on problems with realization of the
planned surgeries. It has to take into account the estimated duration of each surgery.
That duration is defined based on the type of surgery based on expert knowledge of the
ward head and operators.

The subject hospital operating theatres in the operatingward it function fromMonday
to Friday from 7:25 am to 3 pm. Additionally, shall that be the case, one operating theatre
is available also on Sundays and bank holidays, as well as on weekdays afternoon and
night (from3pm to 7:25 am).All that accounts for theoretical availability of the operating
ward calculated to 303 h and 20minwithin oneweek. The procedures assume that in each
operating theatre within one working day there should be three surgeries. If a planned
surgery is not realized on the planned date and time, it has adverse consequences for the
whole hospital. A person that should already be after the surgery returns to the original
ward, is planned to another date which results in postponing of next surgeries and, in
consequence, drastically extends the queue. It has adverse impact both on patients and
on functioning of the hospital itself. The former still have health issues, their health is not
improving, what is more – they lose their confidence in public health care. And for the
hospital this situation generates additional costs related with return of the same patient
to their wards, as well as reputational damage.

The person responsible for planning of the schedule must very precisely both select
types of surgeries to a given theatre, and specify the estimated duration of each of them.
Information on duration of each surgery is key so that the schedule of work in one
theatre of an operating ward is prepared in the most reliable way. Improper selection of
surgeries may lead to overtime of the operating ward personnel. For the hospital this is
not a demanded situation due to economic reasons.

According to the initial analysis of the situation in the operating ward, duration of the
process in a given operating theatre was themost significant factor influencing timeliness
of work of the whole ward. Therefore, one needed to determine durations of particular
activities composing the whole surgery process. That process was defined as one surgery
with pre-surgery activities and post-surgery activities. In order to determine durations
of particular activities of the process there were studies conducted in the operating ward
including observation of a working day of the whole medical personnel.

There was a snapshot taken of the working day using an original form. It included all
procedural activities that are performed in the process occurring in an operating ward.
Description of all activities are presented in Table 1. Those are so called procedural
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activities, namely those which are described in work procedures applicable in the oper-
ating ward of a given hospital. These activities are mandatory and the manner of their
realization is precisely defined.

Table 1. Network’s structure and activities’ times.

Activity Predecessor Description of activities Duration [min]

A ------- Taking over the patient to the operating
ward by operating room nurses and
taking him to the waiting room

((2, 3, 3, 27; 1),
(2, 3, 3, 6; 0.93))

D ------- Preparing the operating room by
operating room nurses

((5, 7, 7, 18; 1),
(5, 7, 7, 18; 1))

E ------- Preparing instruments in the operating
room by the operating room nurse

((6, 7, 7, 38; 1),
(6, 7, 7, 38; 1))

B A Preparing the patient by the
anaesthesiologist team

((9, 10, 10, 46; 1),
(9, 10, 10, 25; 0.92))

C A Preparing the patient by the nurse in
the preparatory room

((6, 7, 7, 19;1),
(6, 7, 7, 19; 1))

F B, C, D Taking in the patient to the operating
room (time between the patient’s
readiness in the waiting room and
taking the patient to the operating
room)

((2, 2, 2, 28; 1),
(2, 2, 2, 7; 0.89))

G E, F Anaesthesia ((4, 5, 5, 24; 1),
(4, 5, 5, 24; 1))

H G Performing the surgery (duration is
counted from cutting the patient until
suturing)

((54, 95, 95, 405; 1),
(54, 95, 95,375; 0.88))

I H Filling in documentation by the
anaesthesiologist

((5, 7, 7, 17; 1),
(5, 7, 7, 17; 1))

J G Filling in documentation by the
operating room nurse

((6, 8, 8, 12; 1),
(6, 8, 8, 12; 1))

K H Postoperative activities with the patient
performed in the operating room

((4, 5, 5, 44; 1),
(4, 5, 5, 44; 1))

L K Taking the patient to the recovery room ((2, 2, 2, 17; 1),
(2, 2, 2, 17; 1))

M K Postoperative activities performed by
operating room nurses in the operating
room

((5, 5, 5, 31; 1),
(5, 5, 5, 31; 1))

N H Preparing instruments for sterilization
by operating room nurses

((4, 5, 5, 26; 1),
(4, 5, 5, 26; 1))

O I, J, L, M, N Cleaning of the operating room by the
cleaning personnel

((6, 7, 7, 57; 1),
(6, 7, 7, 35; 0.91))
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During the research it appeared that duration of the whole process is significantly
impacted by latenesses in commencement of some activities procedural. Additional
activities have been identified. Those are not procedural activities, they do not con-
tribute any added value for the process, only significantly extend its duration. They were
classified, it was determined commencement of which procedural activities is disturbed
that way (see Table 2). Table 2 includes also example reasons for latenesses. During the
studies duration of procedural and non-procedural activities were registered.

Table 2. Lateness – “non-productive” observed in an operating room of an operating ward.

Activity Description of the “waiting” time of activity Employee performing the activity

A Patient waiting to be taken in the waiting
room reason: e.g. lack of patient’s documents

Operating room nurses

B Waiting for the first anaesthesiologist reason:
occurs only before the first surgery as
anaesthetists have the morning briefing at
7:30 am

The anaesthesiologist team

F ‘Prepared’ patient’s waiting to be taken in the
operating room (time between completion of
anaesthetic preparation and taking the patient
in the operating room), change of surgeries in
the daily plan, related with e.g. change of
instruments reason: e.g. unprepared room,
unprepared instruments, no instructions

Operating room nurses

H Waiting for the operator reason: e.g. the
operator is in the ward, fills in documentation

Operator

O Waiting for the cleaning service reason: e.g.
cleaning rooms as they are located, not
according to priorities

Cleaning service

It needs to be emphasized that it was possible to identify latenesses thanks to obser-
vation conducted by the researchers when taking the snapshot of a working day in an
operating ward. If data on duration of surgeries was taken from the data bases serviced
in that ward, it would not be possible to observe their occurrence. As emphasized by
experts from the subject hospital, one should aim at minimizing durations of those late-
nesses but their total elimination is not possible, among other due to financial policy of
the hospital and the state.

There was a network of activities prepared for a process occurring in one selected
operating theatre. Its correctness was consulted with experts (operators, manager and
director of the operating ward, and theatre nurses).

The subject of this case study is to check whether and how elimination of the reasons
for latenesses will impact the total time of the process of surgeries performed during the
day in the operating ward.
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Based on the time analysis of 107 surgeries performed in the operating ward, fuzzy

times were approximated T̃ij =
((

toptij , tij, t
pes
ij ; 1

)
,
(
τ
opt
ij , τij, τ

pes
ij ;μij

))
of particular

activities, (i, j) ∈ A = {A,B,C, . . . .,O}. For activities (i, j) = A,B,F,H ,O it was
adopted that toptij ,tij, t

pes
ij are correspondingly: the shortest time, themost possible time and

the longest time of realization of activity (i, j) together with the time of non-procedural
activity corresponding to that activity. And times τ

opt
ij , τij, τ

pes
ij are correspondingly: the

shortest time, the most possible time and the longest time of realization of a procedural
activity, whereas μij = 1−pij, where is pij is the frequency of occurrence of latenesses
in activities (i, j). For other activities (i, j) = C,D,E,G, I , J ,K,L,M ,N , for which
there were no latenesses observed, it was assumed that τ

opt
ij = toptij tis the shortest,

τij = tij– is the most possible and τ
pes
ij = t

pes

ij
– the longest time of realization of activity

(i, j) and μij =1.
Let us now perform a time analysis for a working day (from 7:25 am to 3 pm) in one

operating theatre, assuming that there are two surgeries planned in that theatre. In the
analysed hospital, in one operating theatre, one to three surgeries are performed during a
working day. Most often, in about 50% of cases, these are two surgeries. Therefore, we
will carry out our time analysis for a daily plan of 2 surgeries. We will determine in line
with the Algorithm 1 the critical time of the process of 2 surgeries and a possibility that
we will perform two surgeries by 3 pm (working time d = 455 min). Let us assume that
all non-procedural activities may (but do not have to) occur. Then, the critical time for 2
surgeries is equal to T̃crit = ((172, 264, 264, 1324; 1)(172, 263.3, 387.7, 1094; 0.88))
and the possibility that we will finish all surgeries by 3 pm ranges from 0.88 to 1 (see
Table 3).

We will now perform a sensitivity analysis of the critical time of 2 surgeries with the
assumption that we will eliminate particular latenesses, see Table 3. The possibility of
performing 2 surgeries during a business day ranges from 0.88 to 1. The largest will be
when we eliminate lateness of the activity Performing the surgery – according to Eq. (1)
degree([0.89, 1] ≥ [0.88, 1]) = 0.09. Therefore, the bottleneck here are non-procedural
activities causing lateness of commencement of the procedural activity Performing the
surgery, such aswaiting for the operator caused by the fact that the operator is in theward,
fills in documentation, etc. When we eliminate any other one non-procedural activity,
then the possibility of completing 2 surgeries by 3 pm ranges from 0.88 to 1. If we
eliminate all non-procedural activities, i.e. all activities will commence on time, then the
expected possibility of performing 2 surgeries during a working day will be equal to 1.

5 Discussion

The conducted analysis of critical time of two surgeries (a typical daily surgery plan)
showed that with the current organization of work in the subject operating ward the
expected delay goes from half an hour to around one hour (from 36 to 51 min) (see Table
3). In the case there is no delay in the activity Performing the surgery (activity H), the
time reserve is the lowest and amounts to 36 min. Elimination of delay in commencing
this activity may reduce the expected time of delay to around½ h. Elimination of reasons
for delay of each remaining activity of the surgery process could result in reduction of
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Table. 3. Critical time and possibility of realization 2 surgeries on time, and expected lateness.

Type of lateness Critical time Possibility of finish on
time

Expected lateness

Possible each
lateness – current
status

((172, 264, 264, 1324;
1), (172, 263.3, 287.7,
1094; 0.88))

[0.88, 1] [–55, 51]

No lateness in
commencement of
activity A

((172, 264, 264, 1282;
1), ( 172, 263.1, 288.1,
1094; 0.88))

[0.88, 1] [–55, 41]

No lateness in
commencement of
activity B

((172, 264, 264, 1282;
1), (172, 263.1, 290.0,
1094; 0.88)

[0.88, 1] [–55, 41]

No lateness in
commencement of
activity F

((172, 264, 264, 1282;
1), ( 172, 263.2, 288.8,
1094; 0.88))

[0.88, 1] [–55, 41]

No lateness in
commencement of
activity H

((172, 264, 264, 1264;
1), (172, 254.3, 346.5,
1094; 0.89))

[0.89, 1] [–38, 36]

No lateness in
commencement of
activity O

((172, 264, 264, 1280;
1), (172, 263.1, 292.6,
1094; 0.88))

[0.88, 1] [–54, 40]

No lateness ((172, 264, 264, 1094;
1), (172, 264, 264, 1094;
1))

1 – 7

the working day by around 10 min. It needs to be emphasized that as a result of the
analysis it was proven that there is a possibility to perform two surgeries within less than
7 h and 35min. Optimistic time reserve is equal to around 1 h. Such a situation will occur
e.g. if the performed surgeries are not complicated surgeries, i.e. do not require large
outlay of time or human resources or/and if particular activities of the surgery process
start on time. If in the surgery process there are no non-procedural activities, then the
possibility to perform 2 surgeries within one working day is equal to 1, and the expected
time reserve equals 7 min.

In the considered process of surgery, in the selected hospital in Poland, the bottleneck
is the delay in starting the activity Performing the surgery. The reason for this, namely
not commencing the activity Performing the surgery on time, is among others lack of
doctors in Poland. Currently, the Polish government prepared a draft bill on possibility to
employ doctors from outside of the European Union on more advantageous conditions
than at present. Other types of delays occurring in the operating theatre are also caused
by lack of medical personnel, including anaesthetists and operating room nurses. The
reasons for occurrence of these delays, and thus significant costs incurred by the hospital
related to overtime worked by employees, also include mistakes in the organization of
work in the operating theatre.
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As a result of the lateness analysis described in the article, in the studied hospital
several corrective activities were introduced, the main purpose of which is to minimize
latenesses. Due to them, the daily surgery plan is not implemented. The most important
improvements concerned work of the cleaning staff and of anaesthetists. For the first
employee group, to reduce work delays it was enough to reorganize the work system.
It was indicated in the procedures that rooms in which surgeries were to be performed
on a given day should be cleaned first. Anaesthetists who assist with the first surgery
on a given day have been released from the obligation to attend the morning brief-
ing. Implementation of the recommendations improved implementation of the plan of
surgeries, reducing the number of surgeries not performed by 16%. It should be noted
that the introduced improvements did not require additional financial outlays, but only
reorganization of work and improvement of existing procedures.

Let’s compare the method presented in this article with the classical PERT method
[21]. Let’s assume as the activities time evaluation (i, j): the optimistic duration toptij , the

most possible duration tij and the pessimistic one tpesij for stable (normal, most typical,
scenarios) conditions (circumstances) for the realization of the project. If the delay of
the activity (i, j) is possible, we assume tpesij + τ

pes
ij as the pessimistic time. Critical time

distributions of two surgeries and their characteristics for these cases are given in Table
4. In PERT method, lateness time interval estimates are significantly wider than time
interval estimates calculated according to the method used in this article. It is due to
the fact that, among others, in PERT method, it is assumed that project’s critical time
has normal distribution with variance equal to the sum of variances of activities times
on critical path. Whereas in the case of project time analysis presented in this article,
critical time variance is lower than the sum of critical activities times, (see [22]). In an
actual case, the decision maker should establish which of the methods (presented in this
article, PERT) is more adequate to conditions of the surgery in the operating theatre.

Table 4. Critical time, probability of finish on time and confidence interval for lateness (0.95).

Type of lateness Critical time Probability of finish on
time

Confidence interval for
lateness

Possible each lateness N (398.6, 77.4) 0.95 (–274.4, 23.8)

No lateness N (329.67, 76.1) 0.77 (–207.9, 95.3)

Let’s analyze the study case presented in Santibáñez et al. [23]. The authors analyze
the time spent by the patient in British Columbia Cancer Agency’s ambulatory care. The
simulation technique is used to determine the total time spent by the patient in the clinic.
They assume that patient wait times at the various stages of the process (waits for exam
room, consults and discharge) have normal distributions. Therefore, total patient wait
time in process for an ACU appointment has normal distribution with variance equal to
the sum of variances of the wait times in particular points of the process in the ACU.
Expected time of total patient wait time (min.) in Clinic of Medical Oncology equals
20.1, and a confidence interval (at confidence level 0.95) equals (19.7, 20.5), whereas,
expected actual patient wait time equals 16.8, and confidence interval (at confidence
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level 0.95) equals (13.7, 20.0). Therefore, also in this case, interval estimate of patient
wait time is significantly wider than the actual wait time. It is due to the fact that, among
others, normal distribution of patient wait time at the various stages of the process was
used.

6 Conclusions

As a result of our study we came up with a proposal of time analysis of a project imple-
mented in conditions of risk associated with delayed start of activities. We assumed that
activity times are type-2 fuzzy numbers. When experts estimate shapes of membership
functions of times of activities, they take into account both situations when particu-
lar activities of the project start on time and situations when they start with a delay.
Therefore, when estimating shapes of membership functions, experts should take into
account availability of the personnel which is, among others, the condition for timely
realization of particular stages of the project. There was also suggested a method of a
sensitivity analysis of these delays to meeting the project completion deadline. At the
end we presented a case study in which we analysed a typical daily plan of surgeries in
the operating ward of a hospital in Poland. In this case, when estimating the shape of
membership functions, experts should take into account availability of the personnel, the
qualifications of the medical staff, as well as medical factors. As a result of the surgical
process time analysis and the sensitivity analysis, we identified a certain type of delay
that significantly increases the time of the surgery process. In this particular case, the
largest delay is caused by waiting for the operator due to the fact that e.g. the operator is
in the ward, fills in documentation. If in the surgery process there are no non-procedural
activities (no delay in starting any procedural activity), then the expected time reserve
is equal to 7 min.
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Abstract. The practice of textual and numerical information processing
often involves the need to analyze and test a database for the presence
of items that differ substantially from other records. Such items, referred
to as outliers, can be successfully detected using linguistic summaries.
In this paper, we extend this approach by the use of non-monotonic
quantifiers and interval-valued fuzzy sets. The results obtained by this
innovative method confirm its usefulness for outlier detection, which is
of significant practical relevance for database analysis applications.

Keywords: Intelligent data analysis · Outlier detection · Linguistic
summaries · Fuzzy handling of linguistic uncertainty · Interval-valued
fuzzy sets · Non-monotonic quantifiers · Data mining · Knowledge
discovery

1 Introduction

Fuzzy sets (also known as uncertain sets) and fuzzy logic have been jointly used
to deal with the uncertainty related to human perception and classification [1,2].
This methodology enables the modeling of uncertainty features. It allows one to
represent, in an integrated way, the uncertainty of qualitative terms based on
quantitative aspects of various phenomena. Linguistic summarization based on
fuzzy concepts has been found to be a useful method for the qualitative analysis
of databases, including outlier detection [3].

The concept of an outlier, as related to data analysis, has been widely dis-
cussed in the literature, and consequently, many definitions of this term have
been proposed, e.g. [4–6]. Information outliers represent information granules
that are unexpected, occur rarely, or exhibit abnormal characteristics. Outlier
detection is a crucial step in many data mining applications, as the presence
of outliers in a data set may translate into serious errors. When using com-
putational approaches, the representation of information hidden in the records
of big databases must be extracted in a human-friendly form. In data mining
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and knowledge discovery tasks, outliers are understood as a degree of deviation
from a specified information pattern. The present paper examines databases that
contain both numeric and textual records.

In general, there are two approaches to detecting outliers: they may be either
eliminated at the stage of data preparation [7,8] or saved [9]. In the latter case,
the unique objects are defined as small clusters that are dissimilar to the other
data. The basis for the approach presented is Yager’s [10–12] idea of linguistic
summaries and the selected extensions developed by Kacprzyk and Zadrozny
[13–17]. This paper provides a new insight into how this idea may be applied to
the problem of outlier detection. The innovative approach presented involves the
use of two concepts: non-monotonic quantifiers and interval-valued fuzzy sets,
both applicable to outlier detection problems arising in practice. Specifically, we
examine the usefulness of non-monotonic quantifiers for outlier detection meth-
ods based on linguistic summarization of database contents. The present study
endeavors to show that non-monotonic interval-valued fuzzy sets can provide a
more significant value of the degree of truth of a linguistic summary.

The content of this work is split into several sections. In Sect. 2, a brief survey of
related literature is presented. Basic definitions of non-monotonic interval-valued
fuzzy quantifiers are given in Sect. 3. In the next section, the concept of a linguis-
tic summary and the way of its generation is explained. The practical rules for
determining the degree of truth for monotonic and non-monotonic quantifiers are
demonstrated in Sect. 4. Section 5 begins by introducing the concept of an out-
lier and presents the procedure of outlier detection using linguistic summaries.
Section 6 demonstrates the practical application of the concept of outlier detection
using linguistic summaries and two types of quantifiers, namely interval-valued
monotonic and non-monotonic ones. Finally, our conclusions are drawn in Sect. 7.

2 Related Works

The past decade has seen the rapid development of outlier detection methods.
Often designed for a particular type of data, these methods have been used in
many varied applications, for example, medical research, where the outlier is
defined as an anomaly or pathogen [18–20].

Outlier detection is also often used in public monitoring systems [21], climate
change research [22], computer networks—for identifying hacker attacks [4,23],
banking—for detecting fraud and fraudulent transactions on credit cards [24], or
in manufacturing—for detection of defects [25]. The classic approach to outlier
detection is based on distance or density. There are also other methods dedicated
to specific types of data.

As observed by Kacprzyk and Zadrożny [17,26], there is an ongoing trend
towards natural language-based knowledge discovery systems. Many researchers
have demonstrated the use of linguistic summaries in decision-making processes
[15–17,27–29]. In [30,31], linguistic summaries based on classic and interval-valued
fuzzy sets were successfully applied to outlier detection tasks. As demonstrated in
[32,33], outlier detection can also be performed using monotonic quantifiers.
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Non-monotonicity is closely related to default conclusions. Many papers
have presented the usefulness of this kind of formalism for developing natu-
ral language-based systems, e.g. [34–37]. The new aspect of this work lies in the
use of non-monotonic interval-valued fuzzy quantifiers. We demonstrate that lin-
guistic summaries supported by non-monotonic interval-valued fuzzy quantifiers
may prove even more useful than previous outlier detection solutions.

3 Non-monotonic Quantifiers and Interval-Valued Fuzzy
Implementation

The concept of a linguistic variable, introduced by Zadeh [38,39], enables the
description of complex and ill-defined phenomena, which are difficult to specify
using quantitative methods.

The concepts used in the natural language, such as less than, almost half,
about, hardly, few, can be interpreted as mathematically fuzzy linguistic concepts
determining the number of objects that meet a given criterion. Note that relative
quantifiers are defined on the interval of real numbers [0; 1]. They describe the
relationship of objects that meet the summary feature for all objects in the
analyzed data set. Absolute quantifiers are defined on a set of non-negative real
numbers. They describe the exact number of objects that meet the summary
feature.

A linguistic quantifier being a determination of the cardinality is then a fuzzy
set or a single value of the linguistic variable describing the cardinality of objects
that meet specific characteristics.

In practical solutions, monotone quantifiers are defined as classic fuzzy sets
or interval fuzzy sets. For example, the linguistic variable Q = {few} can be a
trapezoidal or triangular fuzzy membership function. It can also be designated
as a function in the form of a fuzzy interval set.

Obviously, not all quantifiers of practical significance meet the condition of
monotonicity [28]. The few and very few quantifiers are of particular importance
in the context of detecting abnormal objects.

The quantifiers should be normal and convex. Normal—because the height of
the fuzzy set representing the quantifiers is equal to 1. Convex—because for any
λ ∈ [0, 1], μQ(λx1 + (λ − 1)x2) ≥ min(μQ(x1) + μQ(x2)), where Q is a chosen,
relevant quantifier, e.g. fe”, and x1, x2 ∈ X are the objects considered.

We use the L−R fuzzy number to model the quantifiers with the membership
function, where L,R : [0, 1] −→ [0, 1] non-decreasing shape functions and L(0) =
R(0) = 0, L(1) = R(1) = 1. If the term few is a non-monotonic quantifier, it
can be defined as a membership function in the form of (1).

μQ(r) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

L( r−a
b−a ) r ∈ [a, b]

1 r ∈ [b, c]
0 otherwise

R(d−r
d−c ) r ∈ [c, d]

(1)



Linguistic Summaries Using Interval-Valued Fuzzy Representation 503

The function (1) can be written as a combination of functions L and R
defined by Eqs. (2) and (3).

μQL
(r) =

⎧
⎪⎨

⎪⎩

0 r < a

L( r−a
b−a ) r ∈ [a, b]

1 r > b

(2)

μQR
(r) =

⎧
⎪⎨

⎪⎩

0 r < c

R( r−c
d−c ) r ∈ [c, d]

1 r > d

(3)

In interval-valued fuzzy sets, the degree of membership to the set is defined
as an interval of real numbers [0; 1]. Thus, we obtain two membership functions:
lower membership function μ, which determines the minimum degree of mem-
bership of an element, and upper membership function μ, which determines the
maximum degree of the membership.

Having defined the linguistic variable Q as a non-monotonic interval-valued
fuzzy set, we make similar changes for Eqs. (1) as (4) where μQ(x) is calculated
as (5) and μQ(x) as (6).

μQ(x) = [μQ(x), μQ(x)] (4)

According to the definition of interval-valued fuzzy sets, we can define a
non-monotonic quantifier Q (1) as interval-valued fuzzy set as (5) and (6).

μQ(r) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

L( r−a
b−a ) r ∈ [a, b]

1 r ∈ [b, c]
0 otherwise

R( r−d
d−c ) r ∈ [c, d]

(5)

μQ(r) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

L( r−a
b−a

) r ∈ [a, b]

1 r ∈ [b, c]
0 otherwise

R(d−r
d−c

) r ∈ [c, d]

(6)

Additionally, it is known that μQ(x) as Q non-monotonic quantifiers can be
written as a combination of functions (2) and (3) as (7) and (8), where μQL

,
μQL

, μQR
and μQR

are determined by (9), (10), (11) and (12).

μQL
(x) = [μQL

(x), μQL
(x)] (7)

μQR
(x) = [μQR

(x), μQR
(x)] (8)

μQL
(r) =

⎧
⎪⎨

⎪⎩

0 r < a

L( r−a
b−a ) r ∈ [a, b]

1 r > b

(9)
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μQL
(r) =

⎧
⎪⎨

⎪⎩

0 r < a

L( r−a
b−a

) r ∈ [a, b]

1 r > b

(10)

μQR
(r) =

⎧
⎪⎨

⎪⎩

0 r < c

R( r−c
d−c ) r ∈ [c, d]

1 r > d

(11)

μQR
(r) =

⎧
⎪⎨

⎪⎩

0 r < c

R( r−c
d−c

) r ∈ [c, d]

1 r > d

(12)

In the following sections, the above definitions of non-monotonic quantifiers are
used.

4 Linguistic Summary

The collection of linguistic variables, referred to as linguistic quantifiers, is the
expert knowledge used in linguistic summaries. This linguistic summary in a
strictly structured form, expressed in a natural (or close to natural) language,
is generated on the basis of the information contained in the information sys-
tem and expert knowledge in the particular field. The definition of a linguistic
summary is given by Def. 1.

Def. 1 Yager’s linguistic summary
Yager’s linguistic quantifier is in the form of ordered four elements
< Q;P ;S;T >
where:
Q - a linguistic quantifier, or quantity in agreement, which is a fuzzy determi-
nation of amount. Quantifier Q determines how many records in the analyzed
database fulfill the required condition - have the characteristic S;
P - the subject of summary; the actual objects stored in the database;
S - the summarizer, i.e., the feature by which the database is scanned;
T - the degree of truth; it determines the extent to which the result of the sum-
mary, expressed in a natural language is true.

According to the definition of linguistic summaries, we get the response in
the natural language of the form:
Q objects being P are (have a feature) S [the degree of truth of this statement
is [T ], or in short:

Q P are/have the property S [T ].
Generating natural language responses as Yager’s summaries consists of cre-

ating all possible expressions for the predefined quantifiers and summarizers of
the analyzed set of objects. The value of the degree of truth for each sum-
mary is determined according to formula T = μQ(r), where r is defined in (13).



Linguistic Summaries Using Interval-Valued Fuzzy Representation 505

The value r is determined for each attribute ai ∈ A. We determine the mem-
bership function μA(ai), thus defining how well attribute ai matches character-
istic S.

r =
∑n

i=1(μR(ai)·μS(bi))
∑n

i=1 μR(ai)
(13)

For linguistic summaries that apply interval-valued fuzzy sets, we obtain the
value of the degree of truth in the form of an interval, not a number. It is possible
to introduce interval-valued fuzzy sets for sets of linguistic variables Q or features
R, S. We then get T in the form (14).

T = [T , T ] = [μ
Q

(r), μQ(r)] (14)

If features R or S are defined as an interval-valued fuzzy set, then r = [r, r]
is defined as follows (15).

[r, r] = [

∑n
i=1(μR

(ai) · μ
S
(bi)

∑n
i=1 μ

R
(ai)

,

∑n
i=1(μR(ai) · μS(bi)

∑n
i=1 μR(ai)

] (15)

The application of non-monotonic linguistic quantifiers to linguistic sum-
maries affects the manner of calculating the degree of truth. For linguistic sum-
maries with the defined interval-valued non-monotonic quantifiers, the degree of
truth is determined as (16).

T = [(μQL
(r) − μQR

(r)), (μQL
(r) − μQR

(r))] (16)

The membership function for the classifier is selected by the user, i.e. the
expert. For non-monotonic quantifiers obtained in the linguistic summary, the
value of the degree of truth could be higher. The summary becomes more reliable,
which is important for detecting exceptions.

5 Detection of Outliers

An outlier is treated as a single element or a very small group of objects which, in
comparison with other objects in the database, differ in the values of the analyzed
feature. Let us define the concept of an outlier using a linguistic summary.

Def. 2 Let:
X = {x1, x2, . . . , xN} for N ∈ N be a finite, non-empty set of objects;
S be a finite, non-empty set of attributes (features) of the set of objects X,
S = {s1, s2, . . . , sn};
Q be non-monotonic interval-valued quantifiers defining the requested low cardi-
nality.
A collection of objects (the subjects of a linguistic summary) are called
outliers if Q objects having the feature S is a true statement in the
sense of interval-valued fuzzy logic. If the linguistic summary of Q objects
in the P is/has S, [T , T ] has [T , T ] > 0 (therefore, it is true in the sense of fuzzy
logic) which means that outliers have been found.
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The procedure for detecting outliers using linguistic summaries according
to Def. 2 begins with defining a set of linguistic values Q = {Q1, Q2, ..., Qn}.
For example, Q1 = very few, Q2 = few, Q3 = many, Q4 = almost all. The next
step is to calculate the value of r according to the procedure for generating the
linguistic summary described in Sect. 4.

As for detecting outliers using linguistic summaries, according to Def. 1, the
most important elements are linguistic variables defining cardinality as very few,
few,little, almost none, etc. If for the linguistic variable Qi (e.g. Q1 = very few,
Q2 = few) defined according to Def. 1, the value of a measure [T , T ] > 0,
then the resulting sentence is true in the sense of Zadeh’s fuzzy logic, and thus,
according to Def. 2, outliers have been detected.

In the practical applications [3,30,32,40], the authors took into account
a maximum of two variables characterizing the outliers. In such a case, four
responses are possible.

The same assumptions should be made when the set of linguistic variables is
determined by interval-values fuzzy sets. According to the definition of linguistic
summary, in which the set of linguistic variables Q is defined as interval-valued
fuzzy sets, we obtain the degree of truth for each generated sentence in the
form of (14) for monotonic quantifiers and (16) for non-monotonic quantifiers.
Outliers are found if the interval-valued fuzzy T contains values greater than 0.
Then, four responses are possible, as shown in Table 1.

Table 1. Types of responses of the system based on interval-valued fuzzy sets, with
two quantifiers Q1 and Q2: very few and few.

Response Degree of truth Result

Q1 P is (has) S [T , T ] [T , T ] = [0, 0] Outliers were found

Q2 P is (has) S [T , T ] [T , T ] > [0, 0] for the linguistic variable Q2

Q1 P is (has) S [T , T ] [T , T ] > [0, 0] Outliers were found

Q2 P is (has) S [T , T ] [T , T ] = [0, 0] for the linguistic variable Q1

Q1 P is (has) S [T , T ] [T , T ] > [0, 0] Outliers were found

Q2 P is (has) S [T , T ] [T , T ] > [0, 0] for the linguistic variables Q1 and Q2

Q1 P is (has) S [T , T ] [T , T ] = [0, 0] Outliers were not found

Q2 P is (has) S [T , T ] [T , T ] = [0, 0]

6 Practical Examples

The dataset used for the present analysis is composed of publicly available data
from Statistics Poland [41]. It is a collection of 20 attributes on the basis of
which we may reason about the financial liquidity of enterprises. The attributes
are: company size, short-term liabilities, long-term liabilities, company assets,
number of employees, financial liquidity ratio, bankruptcy risk, etc. The novelty
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of the present approach and its practical evaluation lies in the introduction of
non-monotonic quantifiers based on interval-valued fuzzy sets.

The method of detecting outliers using linguistic summaries is demonstrated
using two queries.

Query 1:
How many enterprises with a high current liquidity ratio are in the group

with a high risk of bankruptcy?
Query 2:
How many enterprises with low profitability are in the high-risk group?
A bankruptcy risk score is a number that indicates whether a company or

an individual has a high probability of becoming insolvent. There is no single,
universally agreed-upon index of measurement [42,43]. For example, the Alt-
man Z-score [44] relies on five financial factors: profitability, leverage, liquidity,
solvency and activity. In the banking sector, it is common practice to employ
various bankruptcy risk scoring methodologies as a tool for assessing people’s
creditworthiness [45]. Below, we present a linguistically motivated approach to
bankruptcy risk estimation. The exact definition of linguistic expressions such
as low, medium, high etc. depends on the policy adopted by a given financial
institution. A similar linguistic approach can be applied to the liquidity, prof-
itability, leverage, solvency, and activity ratios used in the Altman Z-score. The
analysis of bankruptcy risk involves two key steps: definition of uncertainty levels
and estimation of the impact of uncertainty. One also needs a bridge between
the qualitative and quantitative analysis. This bridge is provided by the fuzzy
sets theory where the shapes of membership functions and their parameters are
defined by the users or domain experts.

The linguistic variables describing the risk of bankruptcy are expressed as
low, medium and high values. The current liquidity ratio of the company is
expressed as very low, low, medium, or high. All values of bankruptcy risk (low,
medium, high) are determined as trapezoidal membership functions:

Tr[a, b, c, d];
Trlow[0, 0, 0, 2, 0.4];
Trmedium[0.3, 0.5, 0.7, 0.9];
Trhigh[0.6, 0.8, 1, 1].

The membership functions of the current liquidity indicator are defined in a
similar way.

The value of the coefficient rquery1 is calculated as (17), where cls is a current
liquidity indicator and risk is the risk of bankruptcy for Query 1 and (18) for
Query 2. The definition of monotonic quantifiers is not change for Query 2.

rquery1 =
∑n

i=1(μrisk(ai) · μcli(bi))
∑n

i=1 μrisk(ai)
= 0.28 (17)

rquery2 =
∑n

i=1(μrisk(ai) · μc(bi))
∑n

i=1 μrisk(ai)
= 0.34 (18)
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6.1 Quantifier Q as a Monotonic Interval-Valued Fuzzy Set

Let us now consider a set of linguistic variables defined by interval-valued fuzzy
sets. For the variable Q1 there are two membership functions, namely Q1 and
Q1, defined by the trapezoidal membership functions. Figure 1 shows a graph-
ical representation of the membership function of a set of linguistic variables
Q1 = very few and Q2 = few defined by interval-valued fuzzy sets.

Fig. 1. Graphical presentation of the membership function of linguistic variables very
few and few defined by interval-valued fuzzy sets.

The coefficient r is calculated according to Eqs. (17) and (18) for Query 1
and Query 2, respectively. The value of the degree of truth for Q defined as an
interval-valued fuzzy set is calculated as (14).

The obtained linguistic summaries have the following values of measure T .
Query 1:
Very few enterprises with a high current liquidity ratio are in the group with

a high risk of bankruptcy T [0.2; 0.67].
Few enterprises with a high current liquidity ratio are in the group with a

high risk of bankruptcy T [0.53; 0.86].
Many enterprises with a high current liquidity ratio are in the group with a

high risk of bankruptcy T [0; 0].
Almost all enterprises with a high current liquidity ratio are in the group

with a high risk of bankruptcy T [0; 0]
For the linguistic variable Q1 = very few and Q2 = few, defined in accordance

with Def. 2, the sentences are true in the sense of Zadeh’s logic. Thus, the outliers
have been found. A graphical interpretation of the determined degree of truth
for the variable Q defined as an interval-valued fuzzy set is given in Fig. 2.

Query 2:
Very few enterprises with low profitability are in the high-risk group

T [0.0; 0.1].
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Fig. 2. Graphical presentation of the determined degree of truth for Q1 = very few and
Q2 = few.

Few enterprises with low profitability are in the high-risk group T [0.93; 1].
Many enterprises with low profitability are in the high-risk group T [0; 0].
Almost all enterprises with low profitability are in the high-risk group T [0; 0].
Outliers were found for Query 2 for linguistic variables Q1 and Q2.

6.2 Quantifier Q as Non-monotonic Interval-Valued Fuzzy Set

For quantifiers Q defined as non-monotonic interval-valued fuzzy sets, the rele-
vant membership functions are defined according to (9), (10), (11), (12). Conse-
quently, the linguistic variable Q1 = very few is defined using four membership
functions μQ

L1
, μQ

R1
, μQL1, μQR1 and r = 0.28. The degree of true T is deter-

mined using the Eq. (16).
The generated linguistic summaries are:
Query 1:
Very few enterprises with a high current liquidity ratio are in the group of a

high risk of bankruptcy T [0.2; 0.7].
Few enterprises with a high current liquidity ratio are in the group of a high

risk of bankruptcy T [0.53; 0.86].
Many enterprises with a high current liquidity ratio are in the group of a

high risk of bankruptcy T [0; 0].
Almost all enterprises with a high current liquidity ratio are in the group of

a high risk of bankruptcy T [0; 0]

Query 2:
Very few enterprises with low profitability are in the high-risk group

T [0.0; 0.1].
Few enterprises with low profitability are in the high-risk group T [0.95; 1].
Many enterprises with low profitability are in the high-risk group T [0; 0].
Almost all enterprises with low profitability are in the high-risk group T [0; 0].
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The conducted research and experiments confirm that it is possible to detect
outliers using linguistic summaries. In addition, the work verified the functioning
of the proposed method for non-monotonic quantifiers. The functioning of the
method for monotonic classifiers was also shown in [3,30,32,33]. It was found
that the increase of the degree of truth for non-monotonic quantifiers as normal
fuzzy sets is of particular importance as compared to the monotonic quantifiers
used as normal fuzzy sets.

For the first query and the very few quantifier defined by a normal fuzzy set,
the degree of truth equal to 0.2 was obtained. In the case where very few was
defined as a non-monotonic normal fuzzy set, the result was 0.7. There is no
doubt that outliers were detected in both cases. It should be emphasized that
the increase in T for Q non-monotonic normal fuzzy set results in the validation
of our research. We have received a greater degree of truth. For the second query,
no outliers were detected for the quantifier Q=very few defined as a normal fuzzy
set. However, after using the non-monotonic quantifier, the value of truth was
0.1. Thus, the degree of truth increased.

The results of the degree of truth for the monotonic and non-monotonic quan-
tifiers very few and few are given in Table 2. In the case of interval-valued fuzzy
sets, the degree of truth obtained for monotonic and non-monotonic quantifiers
was similar or the same. An increase in the degree of truth was observed for
both Query 1 and Query 2.

Table 2. The results of the degree of truth for the monotonic and non-monotonic
quantifiers very few and few.

Query 1 Monotonic Non-monotonic

Very few (normal fuzzy set) 0.2 0.7

Few (normal fuzzy set) 0.86 0.86

Very few (interval-valued fuzzy set) [0.2;0.67] [0.2;0.7]

Few (interval-valued fuzzy set) [0.53;0.86] [0.55;0.86]

Query 2

Very few (normal fuzzy set) 0.0 0.1

Few (normal fuzzy set) 1 1

Very few (interval-valued fuzzy set) [0.0;0.1] [0.0;0.1]

Few (interval-valued fuzzy set) [0.93;1] [0.95;1]

7 Conclusion

This paper has proposed a novel method for outlier detection. The solution pre-
sented provides the user with human-understandable natural language responses,
in the form of fuzzy numerical values given as linguistic variables. The response
generated by the system concerns a linguistic variable, which constitutes a lin-
guistic specification of the records found, e.g., about a half, not many, a lot,
almost all, etc.



Linguistic Summaries Using Interval-Valued Fuzzy Representation 511

As demonstrated by practical examples, the application of non-monotonic
interval-fuzzy sets, which characterize the least numerous groups of objects (very
few, few), thus corresponding to the definition of an outlier, improves the relia-
bility of the results, as it leads to an increase in the degree of truth of a linguistic
summary. This proves the usefulness of our method for outlier detection.
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Abstract. Adaptive MCDA systematically supports the dynamic com-
bination of heterogeneous indicators to assess overall performance. The
method is completely generic and is currently adopted to undertake a
number of studies in the area of sustainability. The intrinsic heterogene-
ity characterizing this kind of analysis leads to a number of biases, which
need to be properly considered and understood to correctly interpret
computational results in context. While on one side the method pro-
vides a comprehensive data-driven analysis framework, on the other side
it introduces a number of uncertainties that are object of discussion in
this paper. Uncertainty is approached holistically, meaning we address
all uncertainty aspects introduced by the computational method to deal
with the different biases. As extensively discussed in the paper, by iden-
tifying the uncertainty associated with the different phases of the process
and by providing metrics to measure it, the interpretation of results can
be considered more consistent, transparent and, therefore, reliable.

Keywords: MCDA · Uncertainty · Sustainability

1 Introduction

There is an intrinsic relationship between decision theory [29] and uncertainty.
Indeed, uncertainty often characterises typical decision-making scenarios in dif-
ferent disciplines [34]. Intuitively, more uncertainty in a given context results in a
more difficult decision-making process in that context. Depending on the extent
in which decision theory is applied (e.g. under ignorance, risk), minimising the
uncertainty by adopting the different techniques to inform decision-making may
become a key factor for the whole decision-making process.

Such considerations evidently also apply to Multi-Criteria Decision Analy-
sis (MCDA) [30], whose methods are often integrated with explicit mechanisms
or models [8] to deal with uncertainty (e.g. [14]). The relevance of the different
uncertainty factors often suggests the combined use of MCDA and probablistic
c© Springer Nature Switzerland AG 2021
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approaches [10,33]. In general terms, the different applications of MCDA deal
with different kinds of uncertainty. Concrete examples are, among others, in the
field of energy planning [6], waste-water infrastructure planning [35], assessment
of strategic options [23], healthcare [13,19], transport infrastructure appraisal
[5], sustainability assessment [7], life-cycle assessment [22] and marine conserva-
tion [9].

In this paper we discuss the uncertainty associated with Adaptive MCDA
[21], which systematically supports the dynamic combination of heterogeneous
indicators to assess overall performance. Such a method is completely generic
and is currently adopted to undertake a number of studies in the area of sustain-
ability (e.g. [20]). The intrinsic heterogeneity characterizing this kind of analysis
leads to a number of biases, which need to be properly considered and under-
stood to correctly interpret computational results in context. While on one side
the method provides a comprehensive data-driven analysis framework, on the
other side it introduces a number of uncertainties that are object of discus-
sion in this paper. Uncertainty is approached holistically, meaning we address
all uncertainty aspects introduced by the computational method to deal with
the different biases. As extensively discussed in the paper, by identifying the
uncertainty associated with the different phases of the process and by provid-
ing metrics to measure it, the interpretation of results can be considered more
consistent, transparent and, therefore, reliable.

Previous Work. Adaptive MCDA is described in [21], while an application on
global sustainable development adopting such a method is proposed in [20]. The
proposed contribution is strongly related to previous work as (i) the uncertainty
analysis provided refers to Adaptive MCDA only and (ii) the case study on
sustainable development is used as practical example for uncertainty analysis.

Aims and Scope. This paper focuses on uncertainty analysis in Adaptive
MCDA. Such a topic is not addressed in previous work. Analysis and consider-
ations in the paper apply only to Adaptive MCDA, while a more generic uncer-
tainty analysis along the different MCDA techniques is out of the scope of this
paper.

Structure of the Paper. The introductory part of the paper follows with
Sect. 2, which briefly addresses MCDA. The core part of the paper (Sect. 3)
deals with the uncertainty analysis in Adaptive MCDA, looking at a concrete
case study. As usual, the conclusions section provides a concise summary of the
contribution both with a brief outline of possible future work.

2 MCDA and Adaptive MCDA

MCDA is a consolidated concept within decision science, where MCDA-based
techniques aim to provide a more comprehensive decision framework to contrast
decisions based merely on intuition [25]. As many problems can be structured as
multi-criteria decision problems [11,18], MCDA proliferated in the past decades
by defining a relevant number of different approaches, methods and techniques.
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While MCDA can be holistically considered as a completely generic app-
roach, applications within the different domains resulted in a number of more
specific and fine-grained methods, as reported by different contributions in lit-
erature (e.g. [16] in the area of sustainable and renewable energy and [17] for
transportation systems). In [15], the authors reviewed the different techniques
and their application within the different disciplines, while an overview from a
software perspective is proposed in [32].

Adaptive MCDA is a relatively simple technique that, overall, aims to make
the weighting step as simple as possible by adapting computations to available
data. Additionally, the method is expected to provide a rich analysis frame-
work by combining multiple assessment metrics and visualizations in presence of
heterogeneity. This paper discusses uncertainty factors, metrics and mitigations
related to Adaptive MCDA, with emphasis on quantitative aspects and their
relationship with qualitative ones.

A more holistic discussion of uncertainty along the different MCDA tech-
niques could be complex and very articulated. It is out of the scope of this
paper.

3 Uncertainty Analysis in Adaptive MCDA

In this section we discuss the implications of Adaptive MCDA in terms of uncer-
tainty. We have identified two main kinds of uncertainty: one of them is associ-
ated with the need to weight the considered criteria, while the other one results
from the adaptive mechanism for parameter tuning to mitigate the numerical
differences among the different indicators. The two categories and the respective
metrics will be object of a separate discussion in the next subsections.

The experiments reported belong to the previously mentioned case study in
the field of sustainable global development. By adopting multiple configurations
that reflect different design decisions for the target case study, we point out the
meaning of the uncertainty in context and its quantification according to the
proposed metrics. The practical impact of such an uncertainty on final results and
interpretations can vary very much depending on the extent and the intent of the
considered case study. As the reference method allows customization and largely
relies on interpretations in context, understanding uncertainty becomes a critical
step for a correct computation set-up and result interpretation. More concretely,
the use case object of analysis includes six different indicators: Temperature
Anomaly [2], Life Expectancy [4,26], GDP x capita [3], People living in extreme
Poverty [24,28], People living in Democracy [27] and Terrorist attacks [1].

3.1 Uncertainty Associated with Case Study Design: Indicator
Selection and Weighting

The meaning of the weights associated with the different criteria may vary very
much from case to case. Generally speaking, the weight set reflects some kind of
importance or relevance related to the indicators framework in a given context.
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However, while indicators themselves are somehow objective, yet not always
perfect, measures, weighting indicators in a specific context can be a much more
volatile and subjective concept. Indeed, depending on the intent and extent of
a given study, weights can be simply not relevant (i.e. - “neutral” computations
that assume the same weight for all indicators are considered acceptable), can be
understood as static parameters estimated, measured or anyway known a priori,
as well as they can be considered as variables or their estimation may even be
the main purpose of the study (e.g. typical of Participatory Modelling [12,31]).

As weighting plays a very critical and key role to establish holistically the
performance of the target system and it can rarely be considered completely
objective, we assume an intrinsic uncertainty which reflects the potential vari-
ability of weights. Adaptive MCDA always proposes final computations taking
into account of such an uncertainty. Indeed, the result of a computation α(t) at
a given time i, that assumes a weight set from users, is integrated with extreme
computations, γ(t) and β(t), that adopt the weight sets that correspond, respec-
tively, to the best and the worst possible performance at the time i. Thus, at
the generic time i, it is always β(ti) ≤ α(ti) ≤ γ(ti). The Uncertainty Range
is defined as Range(ti) = {β(ti), γ(ti)}, while the resulting uncertainty Δ is
measured as Δ(ti) = |β(ti) − γ(ti)|.

Looking at the six selected indicators, we consider different combinations of
indicators to define the different configurations of the experiment (Table 1).

Table 1. Configuration of the experiment to measure the uncertainty (Δ) associated
with weighting.

UC Temp. Life Exp. GDP Pov. Dem. Terr. Range Δ(tMAX)

UC 1.1 � � � x x x −1450/1000 2450

UC 1.2 x x x � � � −7000/2550 9550

UC 1.3 x x � � � x 0/1075 1075

For each configuration we have computed the Uncertainty Range and Δ. Both
metrics are reported in Table 1. As shown, even considering the same number
of indicators (3 indicators), the corresponding uncertainty varies notably for the
different cases: the second configuration presents a significantly high uncertainty
that is almost 5 times higher than in the first configuration and almost 10 times
higher than the one associated with the last configuration.

In order to fully understand the computation results also considering the
associated uncertainty as previously defined, the method’s output (Fig. 1) is
always proposed in context.

The first two configurations (Fig. 1a and 1b) present classical ranges, mean-
ing that, depending on the weight set adopted, the system may have positive
or negative performance. However, the Δ value is much higher for the second
configuration that is, therefore, characterised by an higher level of uncertainty.
The third configuration (Fig. 1c) proposes a completely different pattern, as the
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(a) UC 1.1

(b) UC 1.2

(c) UC 1.3

Fig. 1. Visualization of the uncertainty Δ associated with weighting.
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performance of the system can only be positive. Additionally, this use case is
associated with a significantly lower uncertainty.

Impact on Results and Interpretations. Weights play a key role in final
computations and, therefore, in the whole decision analysis process. Weighting
doesn’t necessarily raise uncertainty, as well as the potential impact of uncer-
tainty on results and interpretations may vary significantly from case to case.
The method discussed in this paper is based on the contextual interpretation
of the results computed. The results are always proposed both with extreme
computations (Fig. 1) in order to provide a clear understanding of the range of
possible results as the function of the chosen weights set. The uncertainty asso-
ciated with the weighting process may also be understood as a possible driver
factor to select target criteria, as the minimization of the uncertainty can be, at
least in theory, a way to have a more “objective” and transparent analysis.

3.2 Numerical Bias

An additional uncertainty is inducted by the Adaptive MCDA algorithm used
to mitigate numerical differences existing among heterogeneous indicators. Such
an adaptive algorithm is not always adopted as it is a user choice. It can be very
useful any time the target indicator framework presents strong differences in scale
among the different indicators. If not properly addressed by the computational
method, this numerical bias can make certain criteria as non-relevant in the
assessment of overall performance regardless of the weights associated.

Adaptive MCDA adopts a metric, which we refer to as distance, to estimate
the accuracy of the algorithm, as lower values correspond to higher accuracy. This
metric is associated with the neutral computation, that is a reference computation
which assumes the same weight wi = ŵ for the i target indicators. ŵ is normally
the average value over the allowed values for weighting (e.g. ŵ = 5 for the
range [0,10]). More concretely, it measures the distance between the neutral
computation function and the x-axis. Some visualizations assuming ŵ = 5 are
reported in Fig. 3.

We adopt distance to assess the uncertainty introduced by the adaptive
parameter tuning. In this case, uncertainty is mostly synonymous with preci-
sion. Indeed, an ideal parameter tuning assumes distance = 0, while in fact
such a value is normally not null. It introduces an uncertainty in the computa-
tion which is estimated by distance, which measures the distance between the
current parameters tuning for computation and the ideal one.

The experiment proposed consists in the analysis of the four different config-
urations as reported in Table 2. These configurations include all available indica-
tors. The time frame for the analysis is 2000–2015 (16 points). The configurations
differ from each other on the number of points considered (Fig. 2).
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Table 2. Summary of results for uncertainty associated with parameter tuning.

UC Temp. Life Exp. GDP Pov. Dem. Terr. Period #Points Distance

UC 2.1 � � � � � � 2000–2015 2 ≈10

UC 2.2 � � � � � � 2000–2015 3 ≈100

UC 2.3 � � � � � � 2000–2015 5 ≈650

UC 2.4 � � � � � � 2000–2015 16 ≈2000

In general terms, considering more points contributes to have a more fine
grained analysis by providing a clearer and more detailed understanding of
trends. Reducing the number of points considered affects the analysis of trends.
The proper number of points to consider depends first of all on data availability
and can be normally considered very specific of a given case study. We assume
that many studies consider all available data so we expect a relatively high
number of points.

Fig. 2. Configuration of the experiment to measure the uncertainty associated with
parameter tuning.

Average values for distance resulting by computing the different configura-
tions are reported in Table 2, as well as a visualization is reported in Fig. 3. As
expected, a lower number of points is associated with a lower uncertainty, which
indeed increases with the amount of data considered.
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(a)UC 2.1

(b)UC 2.2

(c)UC 2.3

Fig. 3. Visualization of the uncertainty (distance) introduced by the parameter tuning
algorithm.
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UC 2.4(d)

Fig. 3. (continued)

Impact on Results and Interpretations. This second uncertainty factor
is introduced by the computational method when the adaptive features to miti-
gate numerical biases are used. The method reflects an analysis framework which
always considers computations adopting user weights in relation to neutral com-
putations (Fig. 3). When the target case study addresses a single system (e.g.
global development, or a single country or city), the concrete impact of this kind
of uncertainty on results and interpretations is normally limited and the neu-
tral computation is adopted just to establish how “optimistic”/“pessimistic” a
given weights set is. However, when multiple systems/scenarios are considered
(e.g. some comparison based on a number of criteria among multiple countries
or cities), the uncertainty introduced by the adaptive algorithm becomes much
more relevant. In such kind of study, the final analysis needs to be conducted
looking at the distance between the user computation and the neutral compu-
tation. Indeed absolute values could be misleading as scales could be different
because of the algorithm.

4 Conclusions and Future Work

In this paper we have analysed the uncertainty associated with Adaptive MCDA,
a method to systematically and dynamically combine heterogeneous indicators
to assess overall performance.

We have identified two main kinds of uncertainty related to the weighting of
criteria and to the mitigation of numerical bias. The former uncertainty factor
is a direct consequence of the weights relevance within the method, while the
latter is introduced by the adaptive features of the method.

As extensively discussed, such an uncertainty can be measured and compu-
tational results are always proposed in the context of the metrics associated.
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Uncertainty can be understood in two possible ways: on one side, a clear under-
standing and quantification of uncertainty makes the analysis framework richer,
more accurate and transparent; on the other side, the minimization of uncer-
tainty can be considered as a valuable driver factor to design reasonable case
studies in terms of amount of data and heterogeneity.

Future work is still in the field of sustainability and aims at a more fine-
grained analysis. More concretely, Adaptive MCDA will be used to measure
expected country resilience to situations of pandemic (e.g. COVID-19). Because
of the notable heterogeneity of criteria, we expect uncertainty to be even more
relevant than in the cases approached so far (global development).
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Abstract. Optimal control of Lévy jump-driven stochastic differential equations
plays a central role in management of resource and environment. Problems involv-
ing large Lévy jumps are still challenging due to their mathematical and compu-
tational complexities. We focus on numerical control of a real-scale dam and
reservoir system from the viewpoint of forward-backward stochastic differential
equations (FBSDEs): a new mathematical tool in this research area. The problem
itself is simple but unique, and involves key challenges common to stochastic
systems driven by large Lévy jumps. We firstly present an exactly-solvable linear-
quadratic problem and numerically analyze convergence of different numerical
schemes. Then, a more realistic problem with a hard constraint of state vari-
ables and a more complex objective function is analyzed, demonstrating that the
relatively simple schemes perform well.

Keywords: Forward-backward stochastic differential equations · Resource and
environment · Tempered stable subordinator · Stochastic maximum principle ·
Least-squares monte-carlo

1 Introduction

Uncertainties are ubiquitous in mathematical modeling and control for environmental
and resource management. Stochastic differential equations (SDEs) have been principal
tools for efficiently as well as rigorously describing stochastic dynamics of environments
and resources [1–3]. Stochastic control based onMarkovian feedback policy [4] is awell-
established concept implementable in applications because it enables decision-makers
to make decisions based on system observations.

Operation of dam and reservoir systems has been a major problem involving man-
agement of both resource and environment [5]. A dam and reservoir system consists
of a reservoir created in a river to receive and store stochastic inflow discharge and
an associated dam as a hydraulic structure to control outflow discharge [6]. Each dam
and reservoir system has different operation goal depending on its construction purpose;
however, it has a common principle that there exist some targeted reservoir water volume
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and outflow discharge. In this way, operation of a dam and reservoir system is understood
as a stochastic control problem having a target state.

Existing stochastic control models of dam and reservoir systems are based on
dynamic programming approaches where finding an optimal control reduces to solving
an optimality equation of a degenerate elliptic or parabolic type [6–8]. This methodol-
ogy works only if the optimality equation is solvable analytically or its dimension is
relatively low, one or two in most cases, such that a common numerical method like
a finite difference scheme is implementable [9]. Such cases are too simple from an
engineering viewpoint [10]. Furthermore, the previous study suggested that the inflow
discharge follows an SDE driven by both small and large Lévy jumps [11], leading to
an optimality equation of an integro-differential type having a singular integral kernel
that is not necessarily easy to numerically discretize.

To tackle the above-mentioned issue in the stochastic control of dam and reservoir
systems, we introduce forward-backward stochastic differential equations (FBSDEs) [4,
12] as a new mathematical tool in this research area. FBSDEs are often equivalent to
the optimality equations of the degenerate elliptic and parabolic types [12, 13] but are
more suited to higher-dimensional problems. This is because they can be implemented
using aMonte-Carlo method that can mitigate or even defeat the curse of dimensionality
[14–16]. Our FBSDEs are based on a stochastic maximum principle [4] and fully couple
forward and backward processes, both of which are driven by a Lévy jump process
having infinite activities. To the best of our knowledge, FBSDEs, especially those driven
by jumps, have not been investigated in dam and reservoir control problems. In addition,
studies focusing on numerical computation of jump-driven FBSDEs are still rare except
for purely theoretical ones [17, 18].

The objective of this paper is thus set to be formulation and analysis of new jump-
driven FBSDEs for stochastic control of dam and reservoir systems. Themodel proposed
in this paper is simple but unique and oriented to engineering applications. A simplified
linear-quadratic problem that is solvable analytically but still non-trivial is firstly derived
and analyzed numerically using different least-squares Monte-Carlo methods. We use
the exact discretization formula [19] to efficiently simulate the inflow discharge process
driven by Lévy jumps having infinite activities. A more realistic case having constrained
state variables and a more complex objective function is then numerically analyzed with
a least-squares Monte-Carlo method. Through the numerical experiments conducted in
this paper, we discuss difficulties and remaining challenges inmodeling and computation
of dam and reservoir systems using FBSDEs.

2 Stochastic Process Model

2.1 Stochastic Differential Equations

We consider a continuous-time operation problem of a dam and reservoir system having
the three state variables: the inflow discharge (It)t≥0 as a non-negative variable having
the range �I = [0,+∞), the water volume (Vt)t≥0 of a reservoir having the range
�V = [

V ,V
]
with constants V < V , and the outflow discharge (Ot)t≥0 having the

range �O = [
O,O

]
with constants O < O. Typically, we have V = O = 0. Assume
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that the inflow is uncontrollable while the outflow is indirectly controllable by tuning
its acceleration (at)t≥0 having the range A = [−a, a] with a > 0. The state and control
variablesmust be constrained in the corresponding ranges for any t ≥ 0.Mathematically,
the constantsO,O,V ,V , a are not necessarily bounded. We consider both bounded and
unbounded cases in this paper. Clearly, the former is more realistic.

We consider the problem in a complete probability space as in the usual setting [4].
The stochastic system dynamics we consider are formulated as follows:

dIt = ρ
(
I − It

)
dt +

∫ ∞

0
zN (dz, dt), (1)

dOt = atdt, (2)

dVt = (It − Ot)dt, (3)

where (1), (2), and (3) describe inflow, outflow, and storage processes, respectively. Here,
ρ > 0 is the inverse of the correlation time of the inflow, N is a Poisson randommeasure
of a subordinator type having only positive jumps with the Lévy measure v(dz). Based
on a recent identification result for a real river [11], set.

v(dz) = ρaz−(1+α)e−bzdz, z > 0 (4)

with positive constants a, b, and α ∈ (0, 1). This Lévymeasure is of the infinite activities
type since

∫∞
0 v(dz) = +∞. Its first-order momentM1 = ∫∞

0 zv(dz) is bounded and is
given as M1 = ρab1−α�(1 − α) > 0 with a Gamma function �. The inflow discharge
is more intermittent as α gets closer to 0; in real cases α is close to 0.5 [11].

We assume that the system (1)–(3) is equipped with a deterministic initial condition
(I0,O0,V0) belonging to the space�I ×�O×�V . Furthermore, a natural filtration gen-
erated by the Poisson randommeasureN is denoted as (Ft)t≥0.We consider aMarkovian
setting, and the control at is assumed to be progressively measurable with respect to the
filtration Ft at each t ≥ 0. The control should be chosen so that the following constraint
is satisfied as explained above: Ot ∈ �O and Vt ∈ �V with at ∈ A for each t ≥ 0.
The earlier studies considered that the outflow discharge is directly controllable [6–8];
however, instantaneously adjusting the outflow discharge is not only technically diffi-
cult but also triggers catastrophic failures of reservoir walls [20]. We therefore consider
problems without such an impulsive adjustment.

For simplicity of the analysis, we assume that the system (1)–(3) with each control
(at)t≥0 has a unique path-wise solution that is right-continuous and has left limits. This
assumption itself is interesting because our problem is a of state-constrained problem: a
non-classical problem requiring a careful treatment at boundaries [6, 8], but its rigorous
mathematical analysis is beyond the scope of this paper.

2.2 Objective Function

The objective function to optimize the process (at)t≥0 is formulated. We focus on a
discounted case whose long-run limit is an infinite horizon case. Assume that the time
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horizon of the optimization problem is �T = [0,T ] with a terminal time T > 0. Our
objective function φ is a functional of the initial condition and the process (at)t≥0:

φ
(
I0,O0,V0; a(·)

) ≡ E
0,i,o,v

[∫ T

0
f (Is,Os,Vs, as)ds

]

= E
0,i,o,v

[∫ T

0
e−δs

(
w1

2
a2s + w2

2
(Is − Os)

2 + w3

2

(
Vs − V̂

)2 + w4

2
max

{
Ô − Os, 0

}2)
ds

]

.

(5)

Here, Et,i,o,v is the conditional expectation using the information (t, It,Ot,Vt) =
(t, i, o, v), δ > 0 is the discount rate, V̂ ∈ �V is the target water volume, and Ô ∈ �O

is the threshold discharge, and w1,w2,w3,w4 ≥ 0 are weighting coefficients satisfying
w1w2w3w4 �= 0. The parameters in (5) are allowed to be time-dependent if necessary.

In the expectation of (5), the first term penalizes sudden changes of the outflow
discharge; the second term penalizes the deviation from the run-of-river condition (It =
Ot) not only for sustainable operation of the reservoir with smaller impacts against
the downstream river but also for continuous hydropower generation [21]; the third term
penalizes deviation of thewater volume from the prescribed target value V̂ ; and the fourth
term penalizes outflow discharges smaller than the prescribed threshold value Ô below
which the downstream environment is severely threatened [6]. The discount rate δ is the
inverse of the effective time length of the decision-making, meaning that the decision-
maker, an operator of the dam and reservoir system, controls the system considering
future events of the time δ−1 ahead in the mean. The objective function is simple but is
oriented to concurrent management of resource and environment considering multiple
objectives using a scalarization technique. It reduces to be quadratic if w4 = 0.

We introduce the dynamic counterpart of (5) to optimize the process (at)t≥0 using a
maximum principle approach based on FBSDEs:

φ̂
(
t, It,Ot,Vt; a(·)

) = E
t,i,o,v

[
−
∫ T

t
eδt f (Is,Os,Vs, as)ds

]
(6)

and set its dynamically optimized counterpart, the value function, as

�(t, i, o, v) = sup
a(·)

φ̂
(
t, It,Ot,Vt; a(·)

)
(7)

Clearly, (6) is equivalent to (5) when t = 0. Taking the minus sign in (6) is simply
to follow the existing argument of the stochastic maximum principle [4]. A maximizing
control of (7) (and also minimizing (5)) is called an optimal control and is denoted as(
a∗
t

)
t≥0. We explore Markovian optimal feedback controls, with an abuse of notations,

of the form a∗
t = at(t, It,Ot,Vt). This is a dynamic and thus adaptive control based on

the observation process (t, It,Ot,Vt)t≥0 up to the current time.

2.3 Stochastic Maximum Principle

Stochastic maximum principle approach [4] reduces the optimization problem (6) to
initial and terminal value problems of FBSDEs. It is a standard machinery for analyzing
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stochastic control problems in finance, economics, insurance, and related research fields.
Our problem does not fall into them, but the approach is still applicable. Remarkable
advantages of the approach based on FBSDEs over that using the dynamic program-
ming principle is that the former can naturally handle high-dimensional problems and
that both optimal controls and the controlled processes are derived simultaneously with-
out any postprocessing. On the other hand, its disadvantage is that the FBSDEs are
computationally inefficient for low-dimensional problems having one or two state vari-
ables. Another advantage of using FBSDEs is the capability to manage non-Markovian
problems. Among these advantages, our modeling and computation benefit from the
capability to manage high-dimensional problems and the characteristic that is able to
simulate both the forward and backward processes simultaneously.

In our case, if we neglect the constraint on the state variables for simplicity, a lengthy
but straightforward calculation [e.g., Theorem 5.4 of 4] with (6) leads to the following
backward system of adjoint equations to be coupled with (1)–(3):

dp(I)
t =

{
w2(It − Ot) + (ρ + δ)p(I)

t − p(V )
t

}
dt +

∫ ∞

0
θ(I)(t, z){N (dz, dt) − v(dz)dt},

(8)

dp(O)
t =

⎧
⎨

⎩

w2(Ot − It) + δp(O)
t + p(V )

t

−w4 max
{
Ô − Ot, 0

}

⎫
⎬

⎭
dt +

∫ ∞

0
θ(O)(t, z){N (dz, dt) − v(dz)dt},

(9)

dp(V )
t =

{
w3

(
Vt − V̂

)
+ δp(V )

t

}
dt +

∫ ∞

0
θ(V )(t, z){N (dz, dt) − v(dz)dt} (10)

with the terminal condition p(I)
T = p(O)

T = p(V )
T = 0. The triplet

(
p(I)
t , p(O)

t , p(V )
t

)

t≥0
is

the adjoint variables to find an (“candidate of”, see also Remark 1) optimal control as

a∗
t (t, It,Ot,Vt) = min

{
a,max

{
−a, p(O)

t

}}
ifOt ∈ (O,O

)
andVt ∈ (V ,V

)
, (11)

otherwise it is replaced by at with the smallest |at | to guarantee the constraintsOt ∈ �O

and Vt ∈ �V .
The right-hand side of (11) should be understood as aMarkovian variable determined

by (t, It,Ot,Vt) at each t. The triplet
(
θ(I)(t, ·), θ(O)(t, ·), θ(V )(t, ·))t≥0 represents the

predictable stochastic fields such that jump integral terms (8)–(10) exist. Consequently,
the FBSDEs consist of the forward system (1)–(3), the backward system (8)–(10), the
control law (11), and the corresponding initial and terminal conditions. The integrated
system is a jump-driven fully-coupled FBSDEs not well-studied previously.

Finally, we introduce Markovian representations of (8)–(10) that are employed in
numerical discretization of the FBSDEs:

p(I)
t = E

t,It ,Ot ,Vt

[∫ T

t

{
−w2(Is − Os) − (ρ + δ)p(I)

s + p(V )
s

}
ds

]
, (12)

p(O)
t = E

t,It ,Ot ,Vt

[∫ T

t

{
−w2(Os − Is) + w4 max

{
Ô − Os, 0

}
− δp(O)

s − p(V )
s

}
ds

]
,

(13)
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p(V )
t = E

t,It ,Ot ,Vt

[∫ T

t

{
−w3

(
Vs − V̂

)
− δp(V )

s

}
ds

]
(14)

Remark 1. Recall that we have neglected the state constraint in the derivation of the
backward system (8)–(10). Incorporating a state-constraint to the stochastic maximum
principle results in FBSDEs having state constraints in both forward and backward
systems [22]. In our case, neglecting the constraint implies that the FBSDEs give only
sub-optimal controls that are inferior to optimal ones. Nevertheless, we numerically
show that the feasible controls based on the presented FBSDEs serve well.

2.4 An Exact Solution

The derived FBSDEs are analytically solvable under the unconstrained case because
it then reduces to a linear-quadratic problem. The following proposition states that a
solution to the backward system (8)–(10) is derived as a function of the (controlled)
forward process (t, It,Ot,Vt). This analytical solution is used to verifying our numerical
schemes. Hereafter, A′

t represents
dAt
dt etc.

Proposition 1.Assume w4 = 0 and �O,�V ,A = R. Then the backward system (8)–(10)
admits a unique square-integrable solution of the following parametric form

p(I)
t = AtIt + BtOt + CtVt + Dt, (15)

p(O)
t = BtIt + FtOt + GtVt + Ht, (16)

p(V )
t = CtIt + GtOt + LtVt + Pt, (17)

with the following backward system of Riccati type ODEs for t < T:

A′
t = w2 + (2ρ + δ)At − 2Ct − w−1

1 B2
t , AT = 0, (18)

B′
t = −w2 + (ρ + δ)Bt + Ct − Gt − w−1

1 BtFt, BT = 0, (19)

C ′
t = (ρ + δ)Ct − Lt − w−1

1 BtGt, CT = 0, (20)

D′
t = −(ρI + M1

)
At + (ρ + δ)Dt − Pt − w−1

1 BtHt, DT = 0, (21)

F ′
t = w2 + δFt + 2Gt − w−1

1 F2
t , FT = 0, (22)

G′
t = δGt + Lt − w−1

1 FtGt, GT = 0, (23)

H ′
t = −(ρI + M1

)
Bt + δHt + Pt − w−1

1 FtHt, HT = 0, (24)
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L′
t = w3 + δLt − w−1

1 G2
t , LT = 0, (25)

P′
t = −(ρI + M1

)
Ct − w3V̂ + δPt − w−1

1 GtHt, PT = 0 (26)

The proof of Proposition 1 is omitted since it uses a direct substitution of (15)–
(17) into the FBSDEs. The uniqueness and optimality follow from proofs similar to the
existing ones [Theorem 5.4 of 4, Theorem 3.1.1 of 12].

3 Numerical Experiments

3.1 Discretization

Numerical computation of the FBSDEs consists of explicit discretization of the forward
system (1)–(3) using (11) and an explicit or semi-implicit discretization of the backward
system (8)–(10).We use aMonte-Carlo method with n >> 1 sample paths and temporal
resolution 
t = k−1T with k ∈ N. The SDEs (2)–(3) are discretized with a classical
forward-Euler scheme, while the SDE (1) is with the exact sampling scheme [19] free
from temporal discretization errors: Ij
t = Yj
t + I and at each time step

Y(j+1)
t = e−ρ
Yj
t + η0 +
N (
t)∑

l=1

ηl(j = 0, 1, 2, . . .), Y0 = I0 − I (27)

Here, η0 is a tempered stable variable with the exponent b based on the stable one:

(
a
(
1 − e−αρ
t

)
�(1 − α)

α cos(V )

) 1
α

sin(α(V + π/2))

(
cos(V − α(V + π/2))

e

) 1−α
α

, (28)

where V follows a uniform distribution in (0, 1), e follows an exponential dis-
tribution with the intensity 1, N (
t) is a Poisson process with the intensity
−a
(
1 − e−αλ
t

)
�(−α)bα , and each ηl (l = 1, 2, 3, ...) are independent random

variables generated by the probability density function.

p(η) = 1
(
1 − eαλ
t

)
�(−α)bα

η−(1+α)
(
e−bη − e−beλ
tη

)
, η > 0. (29)

The independent random variables appearing the above-presented formula can be
easily generated using a common rejection sampling method. Excellent theoretical per-
formance of the scheme compared with classical Euler-Maruyama type scheme has been
demonstrated in Kawai and Masuda [19]; especially, the scheme works stably for arbi-
trary 
t without blowing up. This stability is important in engineering applications of
the proposed model because it is not always possible to choose sufficiently small 
t
under limited computational resources. This is the reason why we do not apply the clas-
sical Euler-Maruyama scheme to (1). To the best of the author’s knowledge, this special
scheme has not been used for computing FBSDEs.
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The backward system (8)–(10) is discretized explicitly or semi-implicitly. Both
schemes are represented in a unified manner as follows:

p(I)
j
t = Ej
t,Ij
t ,Oj
t ,Vj
t

[
p(I)
(j+1)
t + 
t

{
−w2

(
Ij
t − Oj
t

)− (δ + ρ)p(I)
(j+S)
t + p(V )

(j+1)
t

}]
,

(30)

p(O)
j
t = Ej
t,Ij
t ,Oj
t ,Vj
t

⎡

⎣p(O)
(j+1)
t + 
t

⎧
⎨

⎩

−w2
(
Oj
t − Ij
t

)+ w4 max
{
Ô − Oj
t, 0

}

−δp(O)
(j+S)
t − p(V )

(j+1)
t

⎫
⎬

⎭

⎤

⎦,

(31)

p(V )
j
t = Ej
t,Ij
t ,Oj
t ,Vj
t

[
p(V )
(j+1)
t + 
t

{
−w3

(
Vj
t − V̂

)
− δp(V )

(j+S)
t

}]
, (32)

where S = 0 corresponds to the semi-implicit schemewhile S = 1 to the explicit scheme
since we are dealing with a time-backward system. Implicit and semi-implicit numerical
schemes usually require some iterative evaluation of the system of the form (30)–(32);
however, the adjoint variables in the conditional expectations of (30)–(32) are of the
affine form and we do not need such an iteration. For example, in the semi-implicit
scheme, (32) can be rewritten to directly find p(V )

j
t :

p(V )
j
t = (1 + δ
t)−1Ej
t,Ij
t ,Oj
t ,Vj
t

[
p(V )
(j+1)
t − 
tw3

(
Vj
t − V̂

)]
(33)

Each conditional expectation in (30)–(32) must be evaluated numerically for imple-
menting the schemes.We employ a least-squaresMonte-Carlo method [14] using mono-
mial and piece-wise smooth basis functions. Themethod itself is quite standard in numer-
ical computation of FBSDEs as explained in Chassagneux et al. [14] but the admissible
set S of basis are specialized for the proposed model:

S =
{
1, iλi oλOvλv , iλi max

{
Ô − o, 0

}λO
vλv

∣∣
∣∣λiλoλv �= 0, λi, λo, λv = 0, 1, 2, . . .

}

(34)

This is a collection of constant, monomial, and modified monomial functions con-
sidering the functional form of the fourth term of (5) that is inherited in the driver of
(9).

After discretizing the conditional expectations of (30)–(32), themultiplication coeffi-
cient of each base is computed using a least-square procedure [14] with a classical conju-
gate gradientmethod. Other numerical solvers for inverting linear systems can be equally
used as well if preferred. The optimal control (11) at each time step is implemented using
the corresponding basis representation of p(O)

j
t .
The forward and backward systems are computed in an alternating manner using a

Picard algorithm [Chapter 4 of 14]. The convergence criterion of the Picard iteration in
this paper is the following: the candidate of numerical solution obtained at the i th Picard
iteration (i ∈ N) is a numerical solution if the updated increment of p(O)

0 , which is a
deterministic value because we are assuming a deterministic initial condition, between
the i th and the (i − 1) th iteration becomes smaller than a threshold value ε(= 10−6).
The candidate of numerical solution at the 0 th iteration is the initial guess of the iteration.
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The iteration procedure starts from simulating forward processes using the initial guesses
p(I)
t ≡ 0, p(O)

t ≡ 0, p(V )
t ≡ 0. In our computation below, the iteration is terminated at

most 200 steps. It requires less than 10 steps for the unbounded cases.

3.2 Unconstrained Case

We use the following parameter values of an existing dam and reservoir system in Japan
[11]: V = 6 × 107 (m3), I = 0 (m3/s), α = 0.5 (–), ρ = 0.696 (1/day), a = 0.195
(m1.5/s0.5), b = 0.007 (s/m3), I0 = O0 = I (m3/s), V0 = V (m3). The parameter values
for the objective function are determined so that each penalization is balanced: δ = 0.1
(1/day) assuming a decision-maker having a daily perspective, w1 = 7, 000, w2 = 10,
w3 = 1.2× 10−3, w4 = 0, V̂ = 0.5V (m3), Ô = 5 (m3/s). These values are used unless
otherwise specified. Statistical moments of the modelled inflow are as follows: average
5.130 (m3/s), standard deviation 17.71 (m3/s), skewness 12.84 (–), and kurtosis 259.1 (–
), agreeing well with the observation [11]. Set T = 30 (day) for the unconstrained case
and T = 120 (day) for the constrained case. Set �O,�V ,A = R in the unconstrained
case.

We firstly numerically analyze the unconstrained case having the exact solution of
Proposition 1. The coefficients of the adjoint variables were obtained using a forward-
Euler method with a sufficiently fine time resolution: 0.0005 (day). This numerical
solution is considered as a reference solution with which performance of the explicit and
semi-implicit schemes is discussed. Here, we focus on the adjoint variable p(O)

t , namely
its coefficients Bt,Ft,Gt,Ht , because they directly determine the optimal control (11).
The basis employed for the computation here are 1, i, o, v. This is the exact choice by
Proposition 1. Hence, we can analyze statistical and temporal errors.

Figure 1 compares these coefficients for the reference solution, numerical solution
with the explicit scheme, and numerical solution with the semi-implicit scheme. The
total number of sample paths is n = 10, 000 and the time increment is 1/24 (day).
Both schemes capture characteristics of the reference solution despite n is not large,
especially the semi-implicit scheme performs better with smaller bias. Sharp transitions
of the coefficients are captured in the numerical solutions despite they have remarkably
varied sizes. Both schemes have oscillatory coefficients near the initial time t = 0,
which is considered due to using a deterministic initial condition with which least-
squares Monte-Carlo methods become more ill-conditioned near t = 0. One may be
able to avoid this issue by using some probabilistic initial condition or by adding some
regularization term to the least-squares procedure.

Considering the superior performance of the semi-implicit scheme, only this scheme
is analyzed in the rest of this paper. Figure 2 compares the coefficient Ft among the
reference solution (black curve) and numerical solutions (unfilled circles) of the semi-
implicit scheme for different computational resolution: n = 2, 500 (red), n = 10, 000
(blue), and n = 40, 000 (green),where the time increment depends on n as
t = √

n/100
based on the basic error analysis result of FBSDEs with Monte-Carlo method [e.g.,
Chapter 14 of 4]. Increasing n gives less oscillatory numerical solutions closer to the
reference one. The spiky oscillation visible for smaller n is considered due to the lack
of total number of samples to be used in the least-squares Monte-Carlo method. Similar
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Fig. 1. Comparison of the coefficients Bt (black), Ft (red), Gt (blue), and Ht (green). Curve
represent reference solution; unfilled circles (〇) numerical solution with the explicit scheme;
filled circles (●) numerical solution with the semi-implicit scheme. (Color figure online)

Fig. 2. Comparison of the coefficientFt among the reference solution (black curve) and numerical
solutions (unfilled circles) of the semi-implicit scheme for different computational resolution:
N = 2, 500 (red), N = 10, 000 (blue), and N = 40, 000 (green). (Color figure online)

problems would be encountered in simulating FBSDEs driven by large jumps but have
not been reported so far. Sampling large jumps are insufficient for the smallnbecause they
are rare. The l2-errors of the coefficient F for n = 2, 500, n = 10, 000, and n = 40, 000
in (0,T ) are 0.2204, 0.0992, and 0.0496, respectively, suggesting an almost first-order
convergence of the scheme in 
t.

3.3 Constrained Case

We compare the impacts of basis in computing more realistic cases having the state
constraint. We choose w4 = 5 to consider a case that is not a linear-quadratic type,
and set w1 = 3, 000 and w3 = 1.2 × 10−4 to allow for larger acceleration of the
outflow discharge. The semi-implicit scheme is employed here, and the two sets of
basis functions are considered for approximating the adjoint variables. The first set of
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basis is S1 = {1, i, o, v} that is considered to be too simple for the constrained case
because of considering the constraint as well as w4 > 0. The second set of basis is
S2 = {

1, i, o, v, iλI max{O − o, 0}λOvλV
}
where (λI , λO, λV ) is (0, 2, 0), (1, 1, 0), and

(0, 1, 1). We also examined other choices of the basis such as S2 equipped with the base
(λI , λO, λV ) = (1, 0, 1), but they did not converge. We empirically found that using
too correlated basis or monomials having a too high order does not converge. However,
at this stage, criterion to choose basis to guarantee both stability and convergence of
numerical solutions has not been found. In addition, we artificially multiply 3 by the
last term of (27) to emulate stronger jumps like floods under severe climate changes that
would be more challenging to manage.

Figure 3 compares performance of both sets of the basis against the same sample path
of the inflow discharge. The computational results are not critically different between
the two sets of the basis, but there is a visible difference between the controlled water
volumes near t = T . The fact that the set S1, which is a too simple to approximate
the adjoint variables, reasonably works suggests usefulness of sub-optimal controls in
analyzing the constrained problem.Depletion of water (Vt = 0)was not observed in both
cases, but its probability is theoretically positive although it would be small. Concerning
the optimized φ of (5), we get 15278.2 with S2 and 15278.5 with S1, showing that the
former performs better but the difference is small. Balancing sparsity and representability
would be necessary for stable and convergent numerical computation of FBSDEs of dam
and reservoir systems.

Finally, the numerical computation here does not cover more challenging problems
to manage extreme floods and draughts possibly encountered once every few decades.
Impacts of the state constraint can be more critical in such extreme cases.

Fig. 3. The inflow discharge (green), the corresponding outflow discharges, and the water vol-
umes. Colors of the legends correspond to the colored curves. The sub-scripts 1 and 2 represent
the set of basis S1 and S2. The black and white contour plots are proportional to the probability
density of the water volume with S2; S1 gives a similar result. (Color figure online)
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4 Conclusion

We analyzed a new jump-driven stochastic control problem of dam and reservoir systems
receiving stochastic inflow. The FBSDEs to find the optimal acceleration of outflow
discharge were derived based on a maximum principle. The FBSDEs were solvable
analytically in the unbounded state. The exact solution itself is useful because it serves
as a benchmark for evaluating accuracy of numerical schemes and can also be used as
an initial guess of iteration schemes for solving extended problems in future.

For the unconstrained case, the least-squares Monte-Carlo methods generated rea-
sonable numerical solutions except near the initial time t = 0 at which the determin-
istic initial condition was specified. The computational results suggested that using too
complicated basis do not converge, suggesting importance of analyzing mathematical
structure of the problem, especially regularity of solutions to the FBSDEs. Indeed, the
computational results of the second case where the state variables are constrained sug-
gested that using basis considering regularity of the coefficients in the objective function
works well. Although the true solution of the FBSDEs in this case was not found, we
numerically demonstrated that the controlled outflow tracks the inflow while effectively
following the targeted states. Solving the forward SDEs via parallel computing, which
was not used here, is a valuable option for more efficient computation.

Our contribution in this paper is only a starting point for modeling and control of
dam and reservoir systems based on FBSDEs, and there remain a number of challenges.
Firstly, the full well-posedness of the FBSDEs considering the constraints of the adjoint
state variables, as implied in Remark 1, should be addressed theoretically. We expect
that this issue is resolved by a singular control approach [23]. For an engineering imple-
mentation, wemust construct approximation sequences of singular control variables, but
this is an unresolved issue in general.We can somehowmanage this issue if a closed-form
solution to the corresponding FBSDEs is found.

Secondly, not only water quantity dynamics but also water quality dynamics are
important because both critically affect environmental and ecological conditions of the
reservoir and further its downstream river [24]. Other factors affecting the operation goal,
such as floodmitigation, should also be considered as well when necessary. Adding these
factors to the problem as new state variables is straightforward, but the size of the system
and thus computational cost increase. Establishment of a massive computational envi-
ronment is necessary to numerically investigate such extended problems. The forward
SDEs can be simulated in a parallel manner, while the backward SDEs are not neces-
sarily so unless the special basis having disjoint domains are employed [25]. Exploring
the existence issue of such useful basis for jump-driven FBSDEs is interesting both
from mathematical and engineering standpoints. To construct sparse as well as well-
functioning basis is also important. We are currently addressing this issue based on a
regularized least-squares Monte-Carlo approach.
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Abstract. In thiswork,we study resources co-allocation approaches for a depend-
able execution of parallel jobs in high performance computing systems with het-
erogeneous hosts. Complex computing systems often operate under conditions of
the resources availability uncertainty caused by job-flow execution features, local
operations, and other static and dynamic utilization events. At the same time,
there is a high demand for reliable computational services ensuring an adequate
quality of service level. Thus, it is necessary to maintain a trade-off between the
available scheduling services (for example, guaranteed resources reservations)
and the overall resources usage efficiency. The proposed solution can optimize
resources allocation and reservation procedure for parallel jobs’ execution con-
sidering static and dynamic features of the resources’ utilization by using the
resources availability as a target criterion.

Keywords: Computing · Grid · Resource · Scheduling · Uncertainty · Dynamic ·
Availability · Probability · Job · Allocation · Optimization

1 Introduction

Today, Grid and cloud computing systems are used universally. Due to their commercial
reach and low entry threshold, they attract users with different technical skills, who
solve a wide range of computational tasks (time- and volume-wise) and require different
quality of service.

It usually takes certain economic costs to build and manage the necessary computing
infrastructure, including the purchase and installation of equipment, the provision of
power supply, and user support. Thus, when a budget for job performance is limited,
it becomes important to allocate suitable resources efficiently in accordance with both
technical specification and a constraint on the total cost [1–6].

The system’s resources may include computational nodes, storage devices, data
communication links, software, etc. Each resource has a set of characteristics, their
values determine its suitability for performing a specific job. Generally, computational
nodes have the widest set of characteristics. For example, a virtual machine is the main
computing resource in the commonly used CloudSim simulator [2, 3], its characteristics
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include overall performance, number of CPU cores, size of RAM and disk memory,
bandwidth limit of the data link.

It is worth mentioning the dynamic utilization issue of available resources and com-
putational nodes at time.High performance and distributed computing systems (HPDCS)
are the dynamic systems, in which the following processes take place: execution of par-
allel jobs from multiple users, utilization with local jobs, maintenance works, a physical
shutdown of nodes (both scheduled and unscheduled). To procure the reliability and
dependability of such systems, an advance allocation mechanism is used [5–8]. This
mechanism allows one to pre-allocate resources for a specific job and, thereby, prevents
possible contention between jobs. Thus, a utilization schedule for each resource can
be obtained: a list of utilization intervals (allocated time, scheduled maintenance, and
outages) and downtime periods. Downtime periods can be used to perform other jobs
and to allocate the resources for the execution of user jobs.

The problem of scheduling and co-allocating resources for executing parallel jobs
in a distributed computing system with non-dedicated resources is stated as follows.

• The set R of the computing system resources, as a rule, is heterogeneous and includes
resources ri of several types with different sets of characteristics Ci. The values of
these characteristics for the resources of the same type may also differ. Among the
most important characteristics of a resource, one can single out its performance, which
affects the execution time of a job, as well as the cost required to allocate the resource.
Besides, at any specific time, some subsets of the resources may be unavailable for a
user job. Therefore, available resources, as a rule, are represented in classical models
as a set of slots - intervals of availability of each resource [5–8].

• Resources co-allocation for a parallel job execution typically requires selection (allo-
cation) of a set of resources with types and characteristics defined by the user who
is running the job. The resource request for the job execution includes the number of
concurrently required resources n, the minimum suitable values of the characteristics
Chi, the volume of task V (the number of calculations/instructions) or the ordered
resource allocation time T , as well as the total execution budget C [1–8].

However, as a rule, the structure and specifics of submitted jobs in HPDCS imply
some uncertainty, primarily in the execution time and load of the allocated resources.
So, users can only roughly estimate the execution time of their jobs, while special expert
systems for predicting the execution time of user programs or the level of resource load
(based on the use of machine learning, statistics, and big data) present the results in the
form of probabilities of outcomes [4, 9–14].

In this paper, we propose proactive algorithm for resources allocation and reservation
in heterogeneous market-based computing environments considering static and dynamic
resources availability uncertainties. The uncertainties are formalizedwith the availability
probability functions as a natural way of statistical and machine learning predictions
presentation. The novelty of the proposed solution is in general knapsack-based resources
selection procedure performing resources availability maximization according to the
parallel job requirements.
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The paper is organized as follows. Section 2 presents a brief overview of works,
related to the jobs execution uncertainties and probabilities in parallel computing envi-
ronments. Section 3 presents a formal model of the resources’ utilization and a general
procedure for the dynamic resources’ allocation optimization. Additional details are pro-
vided for the subset selection and time scan algorithms. Section 4 provides details about
the simulation experiment setup, simulation results and analysis. Section 5 summarizes
the paper and describes further research topics.

2 Related Works

Existing systems of distributed computing usually perform resources allocation and
distribution based on deterministic models of the resource scheduling [1–3, 5–7]. As a
result, the expected efficiency and accuracy of such scheduling methods are reduced due
to unforeseen resource events (failures, maintenance works), inaccurate estimates and
predictions of the jobs’ characteristics and execution times. Late job completion time
requires rescheduling of all the subsequent jobs or shutting down the job with possible
loss of results. Early release of resources also requires rescheduling to minimize the
resource downtime. For example, according to an existing approach [8], a scheduler
may double the user’s runtime estimates to improve the efficiency of the job flow.

Many such systems rely on the reactive approach [4, 9, 10], when an actual state of the
computing environment is analyzed, and the appropriate migration and re-scheduling
decisions are made on the fly. However, these rescheduling and migration operations
incur additional time, cost, and network losses. Thus, proactive algorithms, which con-
centrate on the resource utilization predictions and advanced resources allocations may
improve the overall resources usage efficiency.

In [4] a simple uncertainty-based scheduling approach is proposed for aworkflow job
execution. Concepts of deadline, budget and execution surety are defined to choose the
Pareto optimal set of the schedules, satisfying the user requirements. The task execution
surety parameter is provided for each available resource by their owners/administrators.

Paper [11] discusses the problem of scheduling a flow of sequential jobs with the
execution time uncertainties. Different resources allocation strategies are studied tomin-
imize the total execution time based on the runtime probabilities of the queued jobs.
The jobs’ execution times are modeled as self-similar heavy-tail processes. In [12] a
single-machine scheduling model is proposed to minimize a total flowtime of jobs with
processing times characterized by normally distributed random variables. In [13], a set
of distinct availability states is defined to model resource behavior and probabilities state
transitions.

In [14] we studied the problem of a static resource co-allocation for a parallel job
execution in a computing environment with utilization uncertainties. Similarly to [4] we
used concepts of the execution time deadline, cost limit (budget) and the probability
of a successful execution as a target optimization criterion. We used a knapsack-based
algorithm to maximize an aggregate availability probability of a set of simultaneously
allocated resources with the corresponding time and cost constraints. However, in this
static scenario, the resources’ availability probabilities are modeled as simple normally
distributed estimates at the given static moment of time.
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Current paper extends [14] by studying the dynamic variation of a resources co-
allocation problem during some scheduling interval: when the parallel job may be exe-
cuted at any time inside the given interval. For this purpose, for each independent resource
weuse heavy-tail distribution tomodel utilization uncertainties caused by inaccurate esti-
mates in other jobs’ execution runtimes. Additional scheduling optimization methods
are proposed and analyzed to handle the emerging time scan problem.

3 Resource Selection Algorithm

3.1 Resources Utilization Model

We consider a set R of heterogeneous computing nodes with different performance pi
and price ci characteristics.

The probabilities (predictions) of the resource’s availability and utilization for the
whole scheduling interval L are provided as input data. Dynamic job execution uncer-
tainties are modeled as a sequence of allocation, occupation (actual execution) and
release events with the occupation probability Po ≤ 1. Global (static) resources uti-
lization uncertainties, such as maintenance works or network failures, are modeled as
a continuous occupation events with Po << 1 during the whole considered scheduling
interval.

Fig. 1. Example of a resource utilization probability schedule.

Figure 1 shows an example of a single resource occupation probability Po schedule.
With two jobs already assigned to the resource, there are two resources allocation events
(with expected times of allocation at 445 and 1230 time units), two resources occupation
events (starting at 513 and 1319 time units) and two resources release events (expected
release times are 986 and 1676 time units respectively). Gray translucent bar at the
bottom of the diagram represents a sum of global utilization events with a total resource
occupation probability Po = 0.05.

A detailed analysis of the main utilization characteristics of real HPDCS systems
was made to design and simulate an adequate resources utilization model. As the basis
for modeling the availability and utilization probability of computational nodes, the log
files of the ForHLR II supercomputer from the Karlsruhe Institute of Technology in
Germany were taken for the analysis [15, 16]. The available files contain information
on the execution of jobs from June 2016 to January 2018.

After carrying out many experiments, the normal distribution on a logarithmic scale
(lognormal) was chosen as the most suitable for modeling the jobs’ length and size
characteristics. The main parameters of the distribution (mathematical expectation and
variance)were selected experimentally to achieve an acceptable accuracy.As a result, the
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Fig. 2. Job size distributions of real (black) and simulated (blue) job-flows. (Color figure online)

generated distribution by form largely replicates the original one (Fig. 2). More formal
comparison gives 0.14 value by the Kolmogorov - Smirnov test.

Thus, the resources allocation events are modeled by random variables with a nor-
mal distribution. Resources release events are modeled with lognormal distribution and
expose heavy tails [11, 16]. Expected allocation and release times are derived from the
job’s replication and execution time estimations.

3.2 Resources Allocation Under Uncertainties

To execute a parallel job a set of simultaneously idle nodes (a window) should be
allocated ensuring user requirements from the resource request. The resource request
usually specifies number n of nodes required simultaneously, their minimum applicable
performance p, job’s total computational volume V and a maximum available resources
allocation budget C.

These parameters constitute a formal generalization for resource requests common
among distributed computing systems and simulators [2, 5, 7].

Common allocation and release times for all the window resources ensure the pos-
sibility of inter-node communications during the whole job execution. In this way, the
occupation and availability probabilities should be estimated for each resource during
the scheduling interval L. For the job scheduling, values Pri

a (t; t + T ) may be derived,
representing a probability that resource ri will be available for the whole job execution
interval T starting at time t.

When a set of n resources is required for a job execution for a period T , the total
window availability Pw

a during the expected job execution interval can be estimated as
a product of availability probabilities of each independent window nodes:

Pw
a (t) =

∏n

i
Pri
a (t; t + T ). (1)
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If any of the window nodes will be occupied during the expected job execution
interval T , the whole parallel job will be postponed or even aborted. Therefore, a com-
mon resources allocation problem is a maximization of a total resources’ availability
probability.

Basedon themodel aboveweconsider the following job resources allocationproblem
in heterogeneous computing environment with non-dedicated resources and utilization
uncertainties: during a scheduling interval L allocate a set of n nodes with performance
pi ≥ p for a time T , with common allocation and release times and a restriction C on
the total allocation cost. As a target optimization criterion, we assume maximization of
a whole window availability probability Pw

a (1).
The solution for this problem may be divided into two sub-problems.

1. Static sub-problem. Given the time tk and values Pri
a (tk; tk + T ) of the resources’

availability for the following period T , allocate a subset of n resources according to
the job requirements with the maximum probability Pw

a (tk).
2. Dynamic generalization. Perform time scan and execute the first sub-problem for

each time moment tk ∈ [0;L]. The solution is then obtained as a maximum from all
the intermediate solutions: Pw

a = max
tk

Pw
a (tk).

Thus, further in this paper we study different approaches for these two sub-problems
implementation.

Fig. 3. An example of maxPwa (t) function for a parallel job resources allocation.

As an example, Fig. 3 shows maximum values of function Z = Pw
a (t) obtained for a

parallel job on the interval [0; 1200]with the maximum availability probability reaching
0.93 at tmax = 834.

3.3 Near-Optimal Resources Allocation

Let us discuss in more details the procedure which allocates an optimal (according to
the probability criterion Pw

a ) subset of n resources at some static time moment tk .
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We consider the following total resources availability criterion Pw
a = ∏n

i P
ri
a , where

Pri
a = Pi is an availability probability of a single resource ri on the interval [tk; tk + T ].
In this way we can state the following problem of an n-size window subset allocation

out of m available nodes in the system:

Pw
a =

∏m

j=1
xjPj, (2)

with the following restrictions:

∑m

j=1
xjcj ≤ C

∑m

j=1
xj = n,

xj ∈ {0, 1}, j = 1..m,

where cj is total cost required to allocate resource rj for a time T , xj - is a decision
variable determining whether to allocate resource rj (xj = 1) or not (xj = 0) for the
current window.

In [14] based on a classical 0–1 Knapsack problem solution we proposed the
following dynamic programming recurrent scheme to solve problem (2):

fj(c, v) = max
{
fj−1(c, v), fj−1

(
c − cj, v − 1

)∗Pj
}
,

j = 1, ..,m, c = 1, ..,C, v = 1, .., n, (3)

where fj(c, v) defines the maximum availability probability value for a v-size window
allocated from the first j considered resources for a budget c. After the forward induction
procedure (3) is finished the maximum availability value Pw

a max = fm(C, n). xj values
are then obtained by a backward induction procedure. Further in this paper we will refer
to this algorithm simply as Knapsack.

An estimated computational complexity of the presented recurrent scheme is
O(m ∗ n ∗ C), which is n times harder compared to the original Knapsack problem
(O(m ∗ C)).

3.4 Greedy Resources Allocation Algorithm

Another approach for the static subset allocation sub-problem is to use more computa-
tionally efficient greedy algorithms. We outline four main greedy algorithms to solve
the problem (2).

1. MaxP selects first n nodes providing maximum availability probability Pj values.
This algorithm does not consider total usage cost limit and may provide infeasible
solutions. Nevertheless,MaxP can be used to determine the best possible availability
options and estimate a budget required to obtain them.
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2. An opposite approach MinC selects first n nodes providing minimum usage cost cj
or an empty list in case it exceeds a total cost limit C. In this way, MinC does not
perform any availability optimization, but always provides feasible solutions when
it is possible. Besides, MinC outlines a lower bound on a budget required to obtain
a feasible solution.

3. Third option is to use a weight function to regularize nodes in an appropriate manner.
MaxP/C uses wj = Pj/cj as a weight function and selects first n nodes providing
maximum wj values. Such an approach does not guarantee feasible solutions but
performs some availability optimization by implementing a compromise solution
between MaxP and MaxC.

4. Finally, we consider a joint approach GreedyJnt for a more efficient greedy-based
resources allocation. The algorithm consists of three stages.

a. ObtainMaxP solution and return it if the constraint on a total usage cost is met.
b. Else, obtainMaxP/C solution and return it if the constraint on a total usage cost

is met.
c. Else, obtainMinC solution and return it if the constraint on a total usage cost is

met.

This combined algorithm is designed to perform the best possible greedy optimiza-
tion considering restrictions on total resources allocation size and cost.

Estimated computational complexity for the greedy resources’ allocation step is
O(m ∗ logm).

3.5 Time Scan Optimization

Dynamic generalization of the static resources’ allocation problem requires a full-time
scan performed over all the considered scheduling interval L. In general, this leads to
a significant increase in the computational cost of the dynamic scheduling algorithm
(especially, when a full knapsack-based optimization should be performed for all time
moments tk ∈ [0;L]).

To optimize the performance of the proposed resources allocation procedure during
the time scan we consider a computational method which performs search for the max-
imum from a set of starting time points. Assuming, that the functions Pri

a (t) for each
resource are continuous in time (see Fig. 1), then their product Pw

a (t) will be continu-
ous as well. This means that certain computational algorithms are applicable for Pw

a (t)
function study and the extrema search. Figure 2 shows an example of Pw

a (t) function cal-
culated by the resources allocation algorithm after scanning all time points if [0; 1200]
interval.

A general procedure formaxPw
a (t) search optimization during the scheduling interval

L can be presented as follows.

1. A set of starting time points is allocated on the interval L. Their particular locations
can be given as 1) uniform, 2) randomized, 3) a combination of options 1 and 2.

2. At each starting time point tsi the value of P
w
a (t

s
i ) is calculated by the static resources’

allocation algorithm (Knapsack or GreedyJnt) based on actual resources state at tsi .
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3. The gradient value is determined for each starting point by calculating and comparing
neighbor values Pw

a (t
s
i + 1) and Pw

a (t
s
i − 1) with Pw

a (t
s
i ).

4. From each starting point tsi an incremental movement is performed in the direction
of increasing the gradient by the sequential calculation of Pw

a (t
s
i ± δ∗ k)=Pw

a (t
s
i , k),

where k is a step number. Themovement is stopped if themaximum is reached (when
Pw
a

(
tsi , k

)
< Pw

a (t
s
i , k − 1)) and, thus, can be found on the interval [tsi ± δ ∗ (k −

1); tsi ± δ ∗ k]. Besides, the search movement stops if any other starting points tsi+1
or tsi−1 are reached. In this case, the search will be continued independently, starting
from the corresponding points.

It should be noted that the above optimization procedure does not guarantee an
exact solution: scenarios of finding local maxima or missing abrupt function changes
are possible. Improving the accuracy is possible by increasing the set of starting points
and by decreasing the search step length δ. On the other hand, the performance of this
procedure is significantly increased compared to the full-time scan: the calculation of
function Pw

a (t) is performed on a limited set of time points, guaranteed to be smaller
than the whole interval L.

4 Simulation Study

4.1 Simulation Environment

We performed a series of simulations to study optimization properties of the proposed
dynamic resources allocation approaches. An experiment was prepared as follows using
a custom distributed environment simulator [5, 6, 14]. For our purpose, it implements
a heterogeneous resource domain model: nodes have different usage costs and per-
formance levels. A space-shared resources allocation policy simulates a local queuing
system (like in CloudSim [2, 3]) and, thus, each node can process only one task at any
given simulation time. Additionally, each node supports a list of active global and local
job utilization events.

Global static uncertainty events represent resources failure or shutdown susceptibil-
ity and keep a constant occupation probability during the whole scheduling interval L.
Static utilization is generated for each resource based on a random variable Po of occu-
pancy probability with a normal. System-wide global-load parameter defines a standard
deviation for Po and is used to set an average global utilization for the whole computing
environment. Thus, for example, when global load = 0.05, about 68% of the resources
on average have global occupancy probability P

rj
o < 0.05. More detailed study of a

static resources’ allocation problem under global utilization uncertainties was provided
in [14].

Dynamic job-based utilization uncertainty is generated based on a preliminary job-
flow scheduling simulation. For each resource, a list of single-node jobs is generatedwith
random jobs submit times, lengths, start time and finish time uncertainty estimations.
The jobs are ordered by their submit time and are scheduled in advance starting either
at the submit time, or after the previous job is finished. During this scheduling, a chain
of the resource allocation, occupation and release events is generated for each job.
Corresponding expected times and standard deviations are defined by the job length
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Fig. 4. An example of static and dynamic load generated for system resources.

and uncertainty parameters. More details regarding the simulated job-flow properties
provided in Sect. 3.1. A total length of jobs generated for each resource is determined
by a system wide job-load parameter. For example, when job-load = 0.1, a total length
of locally generated jobs constitutes nearly 10% of the considered scheduling interval
L.

Figure 1 shows a single resource utilization schedule with global and dynamic uti-
lization events generated based on the procedures described above. Figure 4 shows an
example of global and dynamic utilization uncertainties generated for a subset of the
system resources in simulator [14].

4.2 Dynamic Resources Allocation

To solve the dynamic resources allocation problem for a parallel job, it is necessary
to consider the available resources’ schedule and utilization events which change over
time Thus, the scheduling problem requires allocation of a set of suitable resources not
at some static moment tk , but during a given time interval.

Since the computational complexity and working time of the algorithms under con-
sideration increase in proportion to the size of the considered scheduling interval, the
following parameters of the scheduling problem were chosen to minimize the simula-
tion time. It is required to maximize the probability of simultaneous availability of 6
concurrently available nodes to perform a job with a volume of 200 computational units
on a time interval [0; 800] in a computing environment that includes 64 heterogeneous
computational nodes. Initial load of computational nodes with global events global load
= 0.05. The dynamic load of the computing system changed during the simulationwithin
the limits of job-load ∈ [0; 1].

The obtained results indicating the availability of the resources selected by the Knap-
sack (Sect. 3.3) and GreedyJnt (Sect. 3.4) algorithms depending on the dynamic load
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job-load values, are presented in Fig. 5. To obtain these results, more than 10,000 inde-
pendent scenarios of scheduling and resources allocation were performed by each of the
considered algorithms.

It should be noted that with job-load = 0 the advantage of the Knapsack algorithm
is about 9%, and the probability of simultaneous availability of the selected resources is
0.96 for Knapsack and 0.87 for GreedyJnt.

Fig. 5. Simulation results: Pwa resources availability obtained by Knapsack and GreedyJnt
algorithms depending on the resources utilization level.

With an increase in the dynamic load of the system (job-load > 0), the highest
achievable probability Pw

a of simultaneous resource availability, as expected, sensibly
monotonically decreases. The local maximum at job-load = 0.9 is explained by the fact
that under conditions of extra high dynamic load, the number of experiments in which
it was possible to find six concurrently available resources, turned out to be statistically
insignificant (about 10 results). At the same time, when the value of job-load = 1 (full
initial utilization of the system) was reached, a suitable set of resources (Pw

a = 0) was
not found in any of the experiments at any time instant tk ∈ [0; 800].

Also, Knapsack provided a higher availability probability Pw
a of the required set of

resources at all the considered values of the dynamic load (job-load < 1) in comparison
toGreedyJnt. However, the relative advantage decreases from about 9% to almost 0% as
the job-load increases. This decrease in relative efficiency is explained by a decrease in
the dimensionality and variability of problem (2) with an increase of the resources load.
For example, when job-load = 0 all 64 resources are available at every instant with a
probability of at least 0.95 (due to global-load = 0.05). Then as the job-load increases,
many resources fall out of consideration due to a high probability of being utilized by
other jobs (see Fig. 4). Thus, for large job-load values, the static algorithms often solved
the degenerated problem of selecting a set of 6 concurrently available resources from 6
resources in the system that remained unloaded.
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4.3 Time Scan Optimization

The time and accuracy characteristics of the proposed time scan optimization proce-
dure (Sect. 3.5) were studied based on a resource’s allocation problem in computing
environment with dynamically changing utilization level. Figure 4 presents an exam-
ple of a utilization schedule generated for a few computational nodes in the simulation
environment [14].

To obtain reliable results, we performedmore 1000 independent simulation scenarios
of resources allocation for a single parallel job. The computing environment consisted of
64 heterogeneous computing nodes of varying cost and performance characteristics with
dynamically changing occupation function Po(t): job-load = 0.5, global-load = 0.05.
The job scheduling problem required allocation of six nodes for 200 units of time on the
interval L ∈ [0; 800]. The target optimization criterion Pw

a is a simultaneous availability
of the selected resources. As an additional criterion, a total algorithm working times was
measured.

The time scan optimization procedure described in Sect. 3.5 was implemented with
a different number of the starting points: {1, 5, 10, 20, 50, 100}.

Table 1 shows the relative results in terms ofworking time (performance acceleration)
and accuracy in comparison with the full scan approach.

Table 1. Algorithms’ efficiency comparison in terms of accuracy and performance (working time
acceleration) relative to the Knapsack full time scan implementation

Algorithm Optimization accuracy Time acceleration

Full scan (Knapsack) 1 1

1 starting point (Knapsack) 0,8 65

5 starting points (Knapsack) 0,93 17

10 starting points (Knapsack) 0,96 10,5

20 starting points (Knapsack) 0,97 8,3

50 starting points (Knapsack) 0,99 6,8

100 starting points (Knapsack) 0,99 3,7

Full scan (GreedyJnt) 0,953 143

As expected, with an increase in the number of starting points the accuracy of the
approximate procedure tends to 1 (i.e., to the optimal solution obtained with a full scan
search). Already with 50 starting points (on an interval of 801 points) the accuracy of
the optimized solution reaches 99%, while the calculation time is accelerated by almost
7 times.

On the other hand, full scan procedure with GreedyJnt algorithm achieves 95%
accuracy with a 143× speedup! Thus, it is advisable to apply Knapsack with this time
scan optimization technique if it is necessary to achieve a high accuracy in the presence
of the light computation time restrictions. In this case, it is possible to speed up the work
time by about an order of magnitude. With tighter time constraints, additional speedup
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can be achieved by using a greedy counterpart. In addition, the time scan optimization
is applicable toGreedyJnt algorithm as well: for example, runningGreedyJnt algorithm
from 50 starting points allows you to speed up the computation time by 1000 times,
while the solution accuracy will decrease only to 94%.

5 Conclusion and Future Work

In this work, we presented procedure for a reliable resources’ allocation in high perfor-
mance computing systems with heterogeneous hosts considering utilization uncertainty.
The uncertainties are formalized with probability functions as a natural way of statis-
tical and machine learning predictions representation. The proposed solution uses an
availability criterion to optimize resources allocation under static and dynamic utiliza-
tion features. Knapsack-based and greedy algorithms were implemented and compared
in a dynamic procedure performing optimized time scan over a specified scheduling
interval. Both approaches were able to successfully optimize availability of the selected
resources.

We considered several types of static and dynamic job-based resources utilization
events with different load levels.

The simulation study addressed two main criteria: optimization efficiency and algo-
rithms working time. Knapsack-based solution advantage over the greedy approach by
the resources availability criterion at average reaches 5% but requires nearly 100 times
more time for the calculations. Considering a relatively high computation complexity
of the Knapsack-based solution, several optimization options were proposed to provide
99% accuracy 10 times faster or almost 94% accuracy 1000 times faster.

In our further work, wewill refine the resource utilizationmodel to simulate different
types of global and local utilization events closer to real systems.
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Abstract. The epistemic uncertainty quantification concerning the estimation of
the approximation error using the differences between numerical solutions treated
in the Inverse Problem statement is addressed and compared with the Richardson
extrapolation. The Inverse Problem is posed in the variational statement with the
zero order Tikhonov regularization. The ensemble of numerical results, obtained
by the OpenFOAM solvers for the inviscid compressible flow with a shock wave
is analyzed. The approximation errors, obtained by the Richardson extrapolation
and the Inverse Problem are compared with the exact error, computed as the
difference of numerical solutions and the analytical solution. The Inverse problem
based approach is demonstrated to be an inexpensive alternative to the Richardson
extrapolation.

Keywords: Richardson extrapolation · Approximation error · Ensemble of
numerical solutions · Euler equations · OpenFOAM · Inverse problem

1 Introduction

The estimation of the approximation error that is a subject of the epistemic uncertainty
quantification is the main element for the verification of numerical calculations. The
standards [1, 2] recommend the Richardson extrapolation (RE) as one of the main tools
for the verification of solutions and codes in the Computational Fluid Dynamics. RE
provides the pointwise approximation of the approximation error, unfortunately, at the
cost of the extremely high computational burden [3–5]. There exist some computation-
ally inexpensive approaches for the approximation error norm estimation, for example
[6]. However, these approaches do not provide the pointwise information on the error.
Thus, the need for a computationally inexpensive a posteriori estimation of the point-
wise approximation error exists. For this reason we consider herein the computationally
inexpensive approach to a posteriori error estimation [7] that is based on the ensemble
of numerical solutions obtained by different algorithms. The approximation error is esti-
mated using the differences of solutions at every grid node that are treated by the Inverse
Ill-posed Problem (IP) stated in the variational statement with the Tikhonov zero order
regularization [8, 9]. The results of the numerical tests for compressible Euler equations
are provided that demonstrate both the estimated error and the exact error (obtained by a
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comparison of numerical solution with the exact analytical one). The paper [7] analyzed
the pointwise error by comparison with the etalon solutions [10]. In the present paper
we compare the error computed by Inverse problem with the exact error (engendered by
the analytic solutions) and the results by the Richard-son extrapolation.

2 The Richardson Extrapolation for Flows with Discontinuities

Weconsider the numerical solutionuh obtainedby someCFDsolver, the exact (unknown)
solution ũ, the approximation error �u = uh − ũ. The Richardson extrapolation (RE)
applies two numerical solutions obtained for consequently refined grids for the pointwise
(m is the number of the coarse grid point) estimation of exact solution and error:

u(1)
m = ũm + Cmh

α
1 ,

u(2)
m = ũm + Cmh

α
2 .

(1)

This equation enables to estimate the approximation error as�u(1)
m ≈ Cmhα

1 . To apply
RE the convergence order α should be a priori known and the solutions should belong
to the asymptotic range of the convergence (the upper order terms should be small and
may be neglected). To ensure the sequence of solutions to belong the asymptotic range
one should use several additional levels of mesh refinement that caused an additional
computational cost. The traditional domain for theRichardson extrapolation corresponds
to the elliptic and parabolic problemswith smooth solutions. The behavior of Richardson
extrapolation error estimates for simulations of solutions with jumps, such as shock and
contact lines for fluid mechanics, is known to be problematic [4, 5]. It is caused by the
fact that for CFD problems of inviscid compressible fluid containing shock waves and
contact discontinuities the error order is essentially spatially local and depends on the
type of flow structure [3, 4, 11, 12]. So, it is necessary to extend RE for the additional
estimation of the local order of convergence that is performed by [3, 5].

The pointwise results of numerical computation for three consequent meshes of dif-
ferent steps (to avoid the interpolation issue, the steps corresponds consequent doubling
of the number of grid nodes: hq ∼ (1/2)q−1, q = 1, 2, 3) may be presented as:

u(1)
m = ũm + Cmh

αm
1 ,

u(2)
m = ũm + Cmh

αm
2 ,

u(3)
m = ũm + Cmh

αm
3 .

(2)

This system (generalized Richardson extrapolation (GRE), [3]) may be resolved
regarding ũm, Cm, αm by several methods described by [3–5] if Cm is independent on h
and higher order terms may be neglected, that is, the solution is in the asymptotic range.
This approach requires the use of several sequentially refined grids. The number of
such grids can increase if the results for the coarse grid fall outside the asymptotic
range. Unfortunately, in the contrast to the standard RE, the estimation of αm is the
ill-posed problem [5] and requires a regularization in order to obtain the stable results.
The approximation error on the rough grid in the frame of GRE may be estimated as

�u(1)
m ≈ Cmh

αm
1 . (3)
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It should be mentioned that the accuracy of RE (and GRE) for the error estima-
tion remains unresolved quantitatively that excludes estimates by computable inequal-

ities of the form
∣
∣
∣�u(1)

m

∣
∣
∣ ≤ C. So, the Richardson extrapolation provides the point-

wise approximation for the error field at the cost of the extremely high computational
burden, requires a regularization (in its generalized form) and does not provide the
mathematically rigorous estimates in the form of the inequality.

3 The Relation of Approximation Error and the Distances Between
Numerical Solutions

Let’s consider the approximation error estimation using the distances between numer-
ical solutions treated using the Inverse problem in accordance with [7]. We analyze
an ensemble of numerical solutions u(i)

m (i = 1…n), obtained by n different numerical
algorithms (different solvers) on the same grid. Herein, we apply certain vectoriza-
tion, so m is the grid point number (m = 1,…,L). We note the projection of the exact
solution ũ onto the grid as ũh,m and the approximation error for i-th solution as �u(i)

m(

u(i)
m = ũm + �u(i)

m

)

. Since the differences of numerical solutions dij,m = u(i)
m − u(j)

m =
ũh,m+�u(i)

m − ũh,m − �u(j)
m = �u(i)

m − �u(j)
m are equal to the differences of approxi-

mation errors one may get N = n · (n− 1)/2 independent equations relating unknown
approximation errors and computable differences of numerical solutions

Dij�u(j)
m = fi,m. (4)

Herein,Dij is a rectangularN×nmatrix, fi,m is a vectorized form of the differences dij,m,
the summation over a repeating index is implied.

Formally, the approximation error may be expressed as

�u(j)
m = (Dij)

−1fi,m. (5)

In the considered case (n = 4) the Eq. (4) has the form

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 −1 0 0
1 0 −1 0
1 0 0 −1
0 1 −1 0
0 1 0 −1
0 0 1 −1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎝

�u(1)
m

�u(2)
m

�u(3)
m

�u(4)
m

⎞

⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

f1,m
f2,m
f3,m
f4,m
f5,m
f6,m

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

u(1)
m − u(2)

m

u(1)
m − u(3)

m

u(1)
m − u(4)

m

u(2)
m − u(3)

m

u(2)
m − u(4)

m

u(3)
m − u(4)

m

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (6)

At the first glance the system is overdetermined. However, the solution of system (4)
is invariant relatively a simultaneous shift transformation of all terms u(j)

m = ũ(j)
m +b (and

corresponding errors �u(j)
m = �ũ(j)

m + b) for any b ∈ (−∞,∞) due to the usage of the
difference of solutions as the input data. For this reason, the problem of approximation
error estimation from the difference of solutions is really underdetermined and therefore
ill-posed.We solve the system of Eqs. (6) by themethod considered in following section.
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4 The Estimation of Approximation Error Using Regularized
Inverse Problem

In general, a regularization [8, 9] is necessary in order to obtain the steady and bounded
solution of the ill-posed problems. Herein we apply the zero order Tikhonov regulariza-
tion in order to obtain solutions with the minimum shift error |b|. The minimal L2 norm
of �u(j) restricts the absolute value of b, since:

min
bm

(δ(bm)) = min
bm

n
∑

j

(�u(j)
m )2/2 = min

bm

n
∑

j

(�ũ(j)
m + bm)2/2. (7)

This expression is used as the regularizing term in variational statement of the Inverse
Problem.

One may see that

�δ(bm) =
n

∑

j

(�ũ(j)
m + bm)�bm, (8)

and the minimum occurs at bm that equals the mean error (with the opposite sign):

bm = −1

n

n
∑

j

�ũ(j)
m = −�um. (9)

So, the expression (7) may be treated as the minimum of the deviation of the exact
error from the mean �u(j) = �ũ(j) − �u (the exact error dispersion). The minimality
of δ ensures the boundedness of the shift error bm. Thus, the accuracy of the error �u(j)

estimation in considered approach is restricted by the mean error value.
We pose the Inverse Problem for �u(j) estimation in the variational statement [9]

that implies the minimization of the following functional:

εm(��u) = 1/2(Dij�u(j)
m − fi,m) · (Dik�u(k)

m − fi,m) + α/2(�u(j)
m Ejk�u(k)

m ). (10)

The first term of (10) is the discrepancy of the predictions and observations, the second
term is the zero order Tikhonov regularization (α is the regularization parameter, Ejk
is the unite matrix). We apply the gradient based (steepest descent) iterations (k is the
number of the iteration) for the minimization of the functional:

�u(j),k+1
m = �u(j),k

m − τ∇εm. (11)

The gradient is obtained in the present work by the direct numerical differentiation,
the iterations terminate at certain small value of the functional ε ≤ ε∗ (ε∗ = 10−8 was
used). The obtained solution depends on the choice of the regularization parameter α.
Without regularization (α = 0)

∣
∣�u(j)(α)

∣
∣ is not bounded and is not acceptable for this

reason. The limit α → ∞ is not acceptable also, since
∣
∣�u(j)(α)

∣
∣ → 0. A range of the

regularization parameter α exists where the weak dependence of the solution on α is
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manifested. In this range, the solution �u(j)(α) is close to the exact one �ũ(j) and is
considered as the regularized solution [8]. By the rearranging Eq. (10) one may obtain

ε(1)
m (��u) = 1/2(�u(j)

m Ejk�u(k)
m ) + 1/(2α)(Dij�u(j)

m − fi,m) · (Dik�u(k)
m − fi,m) (12)

and

ε(1)
m (��u) = εm(��u)/α. (13)

This expression enables the estimation of the mean local error in the form of inequality:

∑

k

∥
∥
∥�u(k)

m

∥
∥
∥

2 ≤ 2ε(1)
m . (14)

The corresponding estimation of the global error norm has the appearance

∑

k

∥
∥
∥�u(k)

∥
∥
∥

2 ≤ 2/M ·
M
∑

m=1

ε(1)
m . (15)

So, in contrast to the Richardson extrapolation, the Inverse Problem based approach
enables the estimation of the averaged error in the form of strict inequalities.

5 The Test Problem

The estimation of the approximation error for the problems containing discontinuities
is a challenging task. In CFD problems the errors arising at shock waves and contact
discontinuities are of the significant magnitude, demonstrate the oscillating behavior and
are specified by nonstandard order of the convergence. For this reason our attention in the
present paper is focused on the errors engendered by the shock waves. The similar topics
arising at the contact discontinuities and the shock interferences are reserved for the
future works. The test problem is governed by the two dimensional compressible Euler
equations describing a shockwave. The following flowfield parameters: density, velocity
components along x and y axes, pressure ({ρ, vx, vy, p}) and the Mach number (M ) are
used in the analysis. We estimate the approximation error by minimizing the functional
(7) using Expression (11) for parameters u(i)

m that correspond the flowfield variables
{ρ, vx, vy, p} at every grid point. The flowfield around a plate at the angle of attackα = 6◦
andα = 20◦ in the uniform supersonic flow (M = 2 andM = 4) of ideal gas is analyzed.
The approximation error is estimated using generalized Richardson extrapolation [3, 5]
and the Inverse problem based statement. The results are compared with the exact error
obtained by the subtraction of the numerical solution and the projection of the analytic
solution on the computational grid. At α = 6◦ and M = 2 we obtain a relatively
weak shock wave, while at α = 20◦ and M = 4 the shock wave is strong. On the
left boundary (“inlet”) and on the upper boundary (“top”), the inflow parameters are
set for Mach number M = 2, M = 4 an corresponding angles. On the right boundary
(“outlet”) the zero gradient condition for the gas dynamic functions is specified. On
the plate surface, the condition of zero normal gradient is posed for the pressure and
the temperature, and the condition “slip” is posed for the speed, corresponding to the
non-penetration. The parameters of the OpenFOAM package are the same as in [7].
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6 OpenFOAM Solvers

The solvers from theOpenFOAMsoftware package [13] thatwere used are the following:

• rhoCentralFoam (marked as rCF), which is based on a central-upwind scheme [14,
15].

• sonicFoam (sF), which is based on the PISO algorithm [16].
• pisoCentralFoam (pCF) [17], which combines the Kurganov-Tadmor scheme [14]
and the PISO algorithm [16].

• QGDFoam (QGDF), which implements the quasi-gas dynamic equations [18].

These solvers are of the second approximation order, while they are based on the
algorithms of the quite different ideas and inner structure.

7 Numerical Results

The exact errors are obtained by the comparison of the numerical solution with the
analytic one for the shock wave (Rankine-Hugoniot relations). The relative exact errors
in L1 and L2 norms are presented in Tables 1, 2, 3, 4, 5 and 6 for α = 20◦, M = 4 and
three grids (20000, 80000 and 320000 nodes). For QGDF code the coefficient β = 0.1
is used that controls the artificial viscosity.

Table 1. The relative errors in L1 norm (M = 4, α = 20°, 20000 nodes).

rCF pCF sF QGDF

M 0.001295 0.001489 0.002267 0.01155

p 0.010745 0.011226 0.025567 0.018022

ρ 0.005817 0.006573 0.015622 0.008541

Table 2. The relative errors in L1 norm (M = 4, α = 20°, 80000 nodes).

rCF pCF sF QGDF

M 0.000701 0.000816 0.001205 0.000611

p 0.005512 0.005964 0.013733 0.009629

ρ 0.003086 0.003601 0.008663 0.004549

Tables 1, 2, 3, 4, 5 and 6 demonstrate the order of convergence about 1.0 in L1 norm
and about 0.5 in L2 that is far from the nominal (second) order of considered algorithms
and corresponds results by [3, 4, 11, 12].

We estimate the approximation error using the generalized Richardson extrapola-
tion [3, 5] on three consequent grids containing 20000, 80000 and 320000 nodes (with
doubling number of nodes along both directions at every refinement).
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Table 3. The relative errors in L1 norm (M = 4, α = 20°, 320000 nodes).

rCF pCF sF QGDF

M 0.000381 0.000439 0.000678 0.000439

p 0.002944 0.003217 0.007621 0.003217

ρ 0.001654 0.001938 0.005043 0.001938

Table 4. The relative errors in L2 norm (M = 4, α = 20°, 20000 nodes).

rCF pCF sF QGDF

Ma 0.013951 0.015138 0.013520 0.009920

p 0.080503 0.079493 0.143794 0.098895

ρ 0.047797 0.047157 0.092308 0.055613

Table 5. The relative errors in L2 norm (M = 4, α = 20°, 80000 nodes)

rCF pCF sF QGDF

M 0.010127 0.011202 0.009191 0.007125

p 0.055094 0.056591 0.104672 0.070171

ρ 0.033143 0.033612 0.066215 0.039410

Table 6. The relative errors in L2 norm (M = 4, α = 20°, 320000 nodes)

rCF pCF sF QGDF

M 0.007527 0.008263 0.006610 0.008263

p 0.039382 0.040675 0.081605 0.040675

ρ 0.024024 0.024262 0.051199 0.024262

In the inverse problem statement, we minimize the functional (7) for each flow
parameter from the set {ρ, vx, vy, p} separately at every grid point.

The Figs. 1, 2, 3, 4, and 5 present the pieces of vectorized grid function of den-
sity error obtained by the Inverse Problem in comparison with the results of the gen-
eralized Richardson extrapolation and the exact error. The index along abscissa axis
i = Nx(kx − 1)+my is defined by indexes along X (kx) and Y (my). The periodical jump
of solution variables corresponds to the transition through the shock wave. One may
see that the error at the shock wave is under resolved by both (RE and IP) methods.
This behavior is expected since the error at a shock tends to be singular at the mesh
refinement.
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The impact of the shock wave intensity on the quality of the error estimation may
be observed from Figs. 1 and 2 that demonstrate the dependence of both the IP-based
and GRE estimation quality on the strength of the shock wave (for M = 2 and M = 4
correspondingly). The Fig. 1 presents the piece of vectorized grid function of density
error (computed by rCF) for α = 6◦,M = 2. The Fig. 2 presents the piece of vectorized
grid function of density error (computed by rCF) for α = 20◦, M = 4. For the small
approximation error (small Mach number and deflection angle, Fig. 1) the generalized
Richardson extrapolation outperforms the Inverse problem based results despite some
instability past shock wave. These results are expectable, since the Richardson extrap-
olation is known to well behave for the rather regular solutions (weak shock waves in
our case). For the relatively great approximation errors the IP-based results are rather
smoothed and shifted in comparison with the exact error. This is caused by the using
the set of solutions having slightly shifted position of the shock waves. Nevertheless the
total quality of the IP-based error estimate improves and may compete with the results
obtained by GRE (which suffer from instabilities).
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Fig. 1. The comparison of the vectorized density error (rCF), estimated by the Inverse Problem
and GRE with the exact error for M = 2.

The Figs. 3, 4 and 5 provide the density errors (α = 20◦, M = 4) for pCF, QGDF,
and sF correspondingly.

The results significantly depend on the choice of the solver. On the above numerical
tests the sF solver provides most error over all set of codes (see Tables 1, 2, 3, 4, 5 and
6).

The quality of a posteriori error estimate may be described by the effectivity index
[19] that equals the relation of the estimated error norm to the exact error norm:

(16)
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Fig. 2. The comparison of the vectorized density error (rCF), estimated by the Inverse Problem
and GRE with the exact error for M = 4.
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Fig. 3. The comparison of the vectorized density error (pCF), estimated by the Inverse Problem
and GRE with the exact error for M = 4.

The vectors (M is the number of grid nodes) in this relation denote
the grid functions. Thus, the norms, herein, imply averaging of pointwise errors over
the total flowfield. To provide the reliability of the error estimation, this index should
be greater the unit. On the other hand, the estimation should be not too pessimistic,
so the value of the effectivity index should be not too great. According [19], the range
1 ≤ Ieff ≤ 3 is acceptable for the finite elements in the domain of elliptic equations.
However, for the present discontinuous solutions these values are problem dependent.
The upper boundmay by corrected using the tolerance of the valuable functionals and the
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Fig. 4. The comparison of the vectorized density error (QGD), estimated by the Inverse Problem
and GRE with the exact error for M = 4.

-2,5

-2,0

-1,5

-1,0

-0,5

0,0

0,5

1,0

1550 1560 1570 1580 1590 1600 1610

i

Inverse Problem
Exact error
Richardson

Fig. 5. The comparison of the vectorized density error (sF), estimated by the Inverse Problem
and GRE with the exact error for M = 4.

Cauchy–Bunyakovsky–Schwarz inequality [6]. The down boundary may be corrected
using certain safety coefficient. The corresponding values of the effectivity index are
provided in the Tables 7 and 8 for IP-based statement and the Richardson extrapolation.

Tables 7 and 8 present the effectivity index for M = 2 and M = 4. One may
see that the reliability of the Richardson extrapolation decreases as the intensity of the
shock waves increases (Mach number and flow deflection angle rise). On contrary, the
reliability of the IP-based estimated increases. In general, from the standpoint of the
global error estimation the GRE provides more reliable results.
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Table 7. Effectivity indexes of error estimation (α = 6°, M = 2).

I rCFeff IpCFeff I sFeff IQGDFeff

IP 0.316 0.315 0.631 0.385

Richardson 1.151 1.253 3.366 0.965

Table 8. Effectivity indexes of error estimation (α = 20°, M = 4).

I rCFeff IpCFeff I sFeff IQGDFeff

IP 0.316 0.315 0.631 0.385

Richardson 1.151 1.253 3.366 0.965

Especially important is the question of comparing the computational costs for the
GRE and IP methods for a given test problem. Since the Richardson extrapolation
requires a sequence of grids (in this case 3), with doubling the number of grid nodes, it
turns out to be very expensive both in terms of computational complexity and memory
costs. If we apply the Inverse Problem, we need only a few numerical solutions obtained
by different methods on the same grid. If we assume that the methods do not differ much
in computational and memory costs, then the memory costs required by the Richardson
extrapolation are 5.25 times greater than the memory costs required by the IP approach.
The calculation time ratio is about 18. Additional acceleration of computations in the
IP approach can be achieved by constructing a generalized computational experiment
[22]. The construction of a generalized computational experiment is based on the simul-
taneous solution using parallel computations in a multitasking mode of a basic problem
with different input parameters, obtaining results in the form of multidimensional data
volumes and their visual analysis. Using a generalized computational experiment, we
can apply the IP approach, calculating in parallel the problem for each solver on its own
node of the computational cluster in a multitasking mode, which provides additional
acceleration of computations.

8 Discussion

In the paper [7] the Inverse Problem based approach was used for the supersonic axisym-
metric flows around cones. The comparison with the etalon (high precision solution by
[10]) was presented. In [20] the flow modes obtained by the crossing shocks (Edney-I
and Edney-VI patterns by [21]) are analyzed. Herein, the comparison for the flat flow is
performed for the Inverse Problem based errors, exact error (obtained by the comparison
with the analytic solutions) and the results of the Richardson approximation. Formally,
the Inverse Problem based approach is less accurate if compared with the Richardson
extrapolation due to the presence of the unremovable error, proportional to the mean
error over the ensemble of solutions. However, this statement is valid only for the highly
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smooth solutions. For the above considered problems with shock waves the generalized
Richardson extrapolation should be used that is the highly unstable, that deteriorates
the results. In most cases, the GRE demonstrates highly nonsmooth solutions that may
approximate the part of the exact error (usually, before the shock wave) with a relatively
high resolution, while another part of the exact error (past the shock wave) is poorly
approximated. The comparison of the results obtained by GRE and IP with the exact
error demonstrates the high smoothing properties of the pointwise IP error estimation
and the visible shift of the error location. Since the IP-based error estimate are polluted
by themean error over the ensemble (9), the best results are obtained for the less accurate
solutions (herein, for sF, see Fig. 5).

In general, numerical tests demonstrate the accuracy of the error estimates obtained
using generalized Richardson extrapolation to be superior in the comparison with the
Inverse Problem based results for the weak shocks and comparable for the strong shocks.
In contrast to the generalizedRichardson extrapolation, the considered IP-based postpro-
cessor is much more computationally inexpensive, since it uses only single grid compu-
tations. Additionally, it possesses some natural parallelism, since different solvers may
be independently computed by different nodes of the cluster, which fits into the concept
of constructing a generalized computational experiment [22].

9 Conclusion

The numerical tests demonstrate the feasibility for the estimation of the point-wise
approximation error via the Inverse Problem treating of the ensemble of numerical
solutions obtained using the four solvers from the OpenFOAM software package for
the two-dimensional inviscid flow pattern engendered by the oblique shock wave. The
Inverse Problem based estimation of the point-wise approximation error using the dif-
ferences of numerical solutions as the input data provides the accuracy comparable with
the generalized Richardson extrapolation, however, it is much more computationally
inexpensive.
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Abstract. Recent growth in interest concerning streaming data has been forced
by the expansion of systems successively providing current measurements and
information, which enables their ongoing, consecutive analysis. The subject of
this research is the determination of a density function characterizing potentially
changeable distribution of streaming data. Stationary and nonstationary condi-
tions, as well as both appearing alternately, are allowed. Within the distribution-
free procedure investigated here, when the data stream becomes nonstationary, the
procedure begins to be supported by a forecasting apparatus. Atypical elements
are also detected, after which the meaning of those connected with new tendencies
strengthens, while diminishing elements weaken. The final result is an effective
procedure, ready for use without studies and laborious research.

Keywords: Streaming data · Distribution density · Nonparametric estimation ·
Distribution-free procedure · Prediction · Atypical element (outlier)

1 Introduction

Technological progress within the scope of numerical techniques has enabled the com-
prehensive analysis and exploration of data with different natures. Recently interest
in a specific type, characterized by successive and unlimited inflow of sequential ele-
ments, named streaming data, has grown. In current practice, data of this type may
be nonstationary (evolving in time), therefore, their characteristics are variable, which
additionally makes all analysis considerably more difficult. Frequently the character
of streaming data undergoes changes from stationary to nonstationary and vice-versa,
implying further research challenges. Moreover, the nature of permanently incoming,
often unverified data causes that they may also contain atypical elements, mostly as a
result of errors of different kinds. Their automatic removal may, however, result in the
elimination of valuable information about newly forming tendencies. Finally, effective
analysis of streaming data fulfilling requirements of contemporary applications needs
a range of significant factors, frequently absent in classic problems with an assumed
finite dataset size, to be taken into account. This makes the analysis of streaming data

© Springer Nature Switzerland AG 2021
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extremely valuable from the applicational point of view, but also demanding from a
research perspective.

The subject of this paper is the synthesis of a procedure enabling the determination of
distribution density of streaming data, both stationary and nonstationary, also with these
both cases appearing alternately. The mathematical apparatus is based on the procedures
of contemporary data analysis and mathematical statistics, allowing calculation of den-
sity without any assumption concerning the specific type of distribution. The particular
elements, applied later during the creation of the procedure, will be presented in Sect. 2.
Successively, the nonparametric method of kernel estimators, procedure for atypical
(rare) elements detection, the statistical test of stationarity, and elements of forecasting
theory, will be presented in the subsequent four sections of this chapter. The concept
of the procedure developed here for the predicted estimation of distribution density of
streaming data is the subject of Sect. 3. This procedure is modular in nature. In the
succeeding four sections, the concepts of fixing the size of a reservoir, the outdatedness
of its elements, introduction of forecasting methods, and detection of atypical elements
strengthening the importance of those connected with newly arising tendencies and the
weakening associated with disappearing trends, have been elaborated. In consequence,
a procedure for determining the current distribution density of streaming data will be
created, while in the case of discovery of nonstationarity, procedures for adaptation and
forecasting are activated in order to effectively match to the changing environment. The
calculation complexity of all algorithms used are linear and quadratic; the whole cycle
of the calculations is enclosed within few seconds. The memory requirements do not
exceed the typical capabilities of contemporary computer systems. The final conclusions
and numerical results of the designed method will be briefly described in Sect. 4.

The estimation of distribution density of streaming data is a current topic being
studied and various methods have been applied, e.g. histogram [19] or wavelets [22],
however, concepts based on kernel estimators dominate (see [5] for a rich bibliography)
consisting of a proper selection of incoming elements [20], specialized clustering [9,
24], local approach [7], and using calculational intelligencemethods, e.g. self-organizing
maps [8]. Fundamental information concerning streaming data can be found in the recent
books [3, 21].

2 Mathematical Preliminaries

2.1 Nonparametric Estimation, Kernel Estimators

Consider a set consisting of the m elements being the n-dimensional vectors with
continuous attributes:

x1, x2, . . . , xm ∈ R
n. (1)

The kernel estimator f̂ : Rn → [0,∞) of the density of a dataset (1) distribution, is
defined then as [11, 23]:

f̂ (x) = 1

m

∑m

i=1
K(x, xi, h), (2)
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where after separation into coordinates

x =

⎡

⎢⎢⎢⎣

x1
x2
...

xn

⎤

⎥⎥⎥⎦, xi =

⎡

⎢⎢⎢⎣

xi,1
xi,2
...

xi,n

⎤

⎥⎥⎥⎦ for i = 1, 2, . . . ,m, h =

⎡

⎢⎢⎢⎣

h1
h2
...

hn

⎤

⎥⎥⎥⎦, (3)

while the positive constants hj are the so-called smoothing parameters; the kernel K will
be used here in the product form:

K(x, xi, h) =
∏n

j=1

1

hj
Kj

(
xj − xi,j

hj

)
, (4)

whereas the one-dimensional kernels Kj : R → [0,∞), for j = 1, 2, . . . , n, are mea-

surable with unit integral ∫
R

Kj(y) dy = 1, symmetrical, and non-increasing for [0,∞);

(in consequence: non-decreasing for (−∞, 0]). For the needs of further considerations,
the definition (2) will be generalized to the weighted form:

f̂ (x) = 1∑m
i=1 wi

∑m

i=1
wiK(x, xi, h), (5)

where the introduced parameters wi ≥ 0 are not all equal to 0. Assuming wi ≡ 1, one
simply obtains the formula (2). The kernel estimator allows us to calculate the density
on the basis of the dataset (1) without any arbitrary assumption concerning the type of
its distribution.

Generally, the selection of the kernel Kj form is practically meaningless and the
user should, above all, take into account the properties of the desired estimator or/and
computational aspects, beneficial for the application being worked out. In the following,
the normal (Gauss) kernel

Kj(x) = 1√
2π

exp

(
−x2

2

)
(6)

will be applied, as generally used.
The fixing of the smoothing parameter hj has significant meaning for quality of

estimation. Fortunately, many suitable procedures for calculating its optimal value have
been worked out. In particular, for simple unimodal distributions and in the preliminary
phase of investigation, the normal concept is suggested. Then

hj =
(
8
√

π

3

W (K)

U (K)2
1

m

)1/5

σ̂j, (7)

where W (K) = ∫ ∞
−∞ K(y)2dy and U (K) = ∫ ∞

−∞ y2K(y)dy. For the normal kernel (6)
one hasW (K) = 1/2

√
π andU (K) = 1. The standard deviation estimator σ̂j, occurring

above, can be calculated for the dataset (1) from the classic formula, potentially extended
for the weighted form (5) as follows:

σ̂ 2
j = 1

m − 1

∑m

i=1
wixi,j

2 − 1

m(m − 1)

(∑m

i=1
wixi,j

)2
. (8)
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In other situationswe propose testing the plug-inmethod [11, Sect. 3.1.5; 23, Sect. 3.6.1],
where its degree should be equal to the number of separated factors (modes), but in
practice not greater than 3; the value 2 can be treated as a standard. A generalization of
this method to the weighted form should be made similarly to the formula (8).

In practice various modifications, generalizations and fitting properties of the esti-
mator to specific realities can be applied, e.g. other algorithms for fixing the smoothing
parameter, its adaptation, or boundary of the function f̂ support. The procedure worked
out in this paper has no limits in this range besides requirements regarding time and
memory as well as excessive complexity of interpretation, which should be individu-
ally considered. The classic textbooks on kernel estimators constitute the monographs
[11, 23]. The effective determination of distribution density enables comprehensive data
analysis [12, 13] and various valuable applications [14, 15].

2.2 Detection of Atypical Elements (Outliers)

The determination of distribution density enables effective detection of atypical elements
[2], which are understood here in the sense of rare occurrence. Unlike distance methods,
one can then find atypical observations not only on the peripheries of the population, but
in the case of multimodal distributions with wide-spreading segments, also those lying
in between these segments, even if they are close to the ‘center’ of the set.

Consider the dataset (1) containing elements representative of the considered popu-
lation. Based on the material from Sect. 2.2, the kernel estimator (5) can be calculated.
Then, consider also the set of its values for elements of the dataset (1), therefore

f̂−1(x1), f̂−2(x2), . . . , f̂−m(xm), (9)

where f̂−i means the kernel estimator f̂ calculated excluding the i-th element of the
dataset. Next, define the number r ∈ (0, 1) determining the sensitivity of the procedure
for identifying atypical elements. This number will simply determine the assumed pro-
portion of atypical elements in relation to the total population; therefore, the ratio of the
number of atypical elements to the sum of atypical and typical elements. In practice

r = 0.01, 0.05, 0.1 (10)

is the most often used. Next, for the set (23) one can calculate the positional estimator
for the quantile of the degree r given by the formula

q̂r =
{

s1 for mr < 0.5
(0.5 + i − mr)si + (0.5 − i + mr)si+1 for mr ≥ 0.5

, (11)

where i = int(mr + 0.5), while int denotes an integral part of a number, and si is the
i-th value in size of the set (9) after being sorted; thus

{s1, s2, . . . , sm} =
{
f̂−1(x1), f̂−2(x2), . . . , f̂−m(xm)

}
. (12)

with s1 ≤ s2 ≤ . . . ≤ sm. Generally, there are no special recommendations concerning
the choice of the sorting algorithm used for specifying set (12). However, let us interpret
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the definition (11), taking into account the values (10). So, it is enough to sort only the
i + 1 smallest values in the set (9), therefore, about 1–10% of its size. One can apply a
simple algorithm that subsequently finds the i + 1 smallest elements of the set (9).

Finally, if for a given tested element x̃ ∈ R
n, the condition f̂ (x̃) ≤ q̂r is fulfilled,

then this element should be considered atypical; for the opposite f̂ (x̃) > q̂r it is typical.
The details of the above method can be found in the paper [16]. A review of various

methods of outlier detection is given in the monograph [2].

2.3 Testing of Stationarity, KPSS Test

Let the real time series {Xt}t=1,2,... be given. The stationarity of the stochastic process,
fromwhich this series originate, will be verified using theKPSS test [18]. The hypothesis
being tested here is the stationarity, with respect to the alternative hypothesis that the
process is nonstationary. Generally, the KPSS test is applied in two options: without
considering the trend and assuming its presence. Here, the first of them will be used −
in the investigated procedure, each trend will be treated as a nonstationary factor.

The test statistics, calculated on the basis of T values X1,X2, . . . ,XT takes the form

KPSS =
∑T

t=1 S
2
t

σ̂ 2
c

, (13)

where St denotes the partial sum of the residuals of mean-square approximation of the
series by a constant function (the optimal value here is equal to the arithmetic mean),
i.e.

St =
∑t

l=1
Rl (14)

Rl = Xl − X for l = 1, 2, . . . , t (15)

X = 1

T

∑T

l=1
Xl, (16)

and σ̂c means the consistent estimator of a standard deviation, given by the formulas

σ̂ 2
c = T

∑T

l=1
R2
l + 2T

∑L

s=1
W (s,L)

∑T

z=s+1
RzRz−s (17)

W (s,L) = 1 − s

L + 1
(18)

L = int
[
4 · (0.01T )

1
4

]
, (19)

where int means rounding to an integer. To avoid 0/0, define KPSS = 0 for T = 1.
The critical set takes the right-hand form, while the critical values for critical levels

equal respectively

critical level
critical value

0.1
0.347

0.05
0.463

0.025
0.574

0.01
0.739

. (20)
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Based on the fuzzy approach, a quantity with values from the interval [0, 1] will
now be defined, characterizing the ‘degree of nonstationarity’ of the data stream under
research. Namely, the function KPSS will be subjected to a linear transformation and
then covered by the sigmoid function sgm : R → (0, 1) given as

sgm(x) = 1

1 + e−x
. (21)

After determining the transformation parameters one obtains

sgmKPSS = sgm(0.995KPSS − 2.932). (22)

The coefficients of the linear transformation, appearing in the formula (22) were fixed
heuristically such that the biggest, used in practice, critical value 0.739 is transformed
into the highest critical level 0.1, and the smallest critical value 0.347 into the level
lower by 30%. The last value has been fixed through the inspiration of automatic control
practice, in particular the Ziegler-Nichols method of tuning PID controllers [6]. Namely,
the integral quality index L1 was minimized in a response to the unique step in the time
series {Xt}t=1,2,.... Such a value generally seems to be the most favorable (Sect. 4). Using
the classic automatic control language, one then obtains a course without or with small
over-regulations.

For purposes of the procedure investigated here, we fixed by the same method T =
600. Its increase results in sensitivity improving, however, at the expense in a slower
reaction; a reduction brings opposite effects. Naturally, in the initial t steps when t < 600
we should employ as many elements as we have; therefore

T =
{

t when t < 600
600 when t ≥ 600

. (23)

For simple unimodal distributions, the value T = 600 can be reduced to 500.
In the multidimensional case

sgmKPSS = max
i=1,2,...,n

sgmKPSSi, (24)

where sgmKPSSi denotes the quantity sgmKPSS given by the formula (22) for the
i-th continuous attribute. The maximum norm assumed in the formula (24) allow the
strongest, among particular attributes, nonstationarity to be identified. Note that using
smooth functions in the above formulas will result in relatively mild fluctuations in time
of the estimated density. For further considerations recall also that 0 < sgmKPSS < 1.

2.4 Forecasting, Exponential Smoothing

If a nonstationarity is detected, the possibility appears of identification of a potential trend
of the changes that have occurred, and regarding in the algorithm the values related with
it. In this paper the exponential smoothing forecasting method [10] will be applied with
the assumption of linear form of the trend. This method enables effective updating of
the prediction model after receiving the subsequent value of the time series {Xt}t=1,2,....
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The identified trend is assumed in the form a2t+ a1; denote the coefficients existing
here in the form of a line vector, additionally denoting they dependence on t:

At = [
a1,t, a2,t

]
. (25)

The prognosis calculated at the moment t, with the anticipation p ∈ N\{0} is given by:

X p
t = At

[
1
p

]
, (26)

and then a2,t characterizes the velocity of changes.
In order to determine the matrix At , first define the following matrixes:

L =
[
1 0
1 1

]
(27)

B1 =
[
1 0
0 0

]
, Bt+1 = Bt + vt

[
1 −t
−t t2

]
for t = 1, 2, . . . (28)

b1 =
[
X1

0

]
, bt+1 = vL−1bt +

[
1
0

]
Xt+1 for t = 1, 2, . . . , (29)

where the parameter v ∈ [0, 1] determines the intensity of adaptation of the forecast-
ing model, fitting it to the changing reality. The possible increase in its value reduces
the speed of reaction for forecasting errors, while decrease intensifies this reaction but
threatens instability. The parameter v value will be determined in the following.

On the basis of the values successively obtained in the examined time series
X1,X2, . . . one can calculate the matrixes (28) and (29), and finally

At = B−1
t bt for t = 1, 2, . . . . (30)

Its second element a2,t will be used in the next chapter for the procedure designed there.
Detailed information on the exponential smoothing method can be found in the

monograph [10] and the classic textbook [1].

3 Procedure for Predicted Distribution Density Estimation

The distribution density of streaming data will be determined using the moving window
concept. Assume three parametersmmin,m,m0 ∈ N\{0} such thatmmin ≤ m ≤ m0. They
represent aminimal, current and standard (in practice alsomaximal) number of elements,
on the basis of which the kernel estimator f̂ will be calculated. A reservoir consisting
of m0 last elements of the data stream under research will be created and successively
updated. The elements of the reservoir are stored with the order of currency, from the
newest x1 to the oldest xm0 .

The parameters mmin,m0 are constant, while m changes depending on the current
behavior of the data stream (see Sect. 3.1). They are assigned weights resulting from
the outdatedness with intensity depending on the nature of the stream under research
(Sect. 3.2). Following its characteristics, the procedure will be supported by forecasting
methods (Sect. 3.3). Atypical elements are accordingly amplified or reduced depending
on whether it represents new or diminishing tendencies (Sect. 3.4). Each of the above
concepts reduces the estimation error, while these gains are independent and cumulative
(Sect. 4).
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3.1 Variable Reservoir Size

The reservoir size m, on the basis of which the kernel estimator is calculated, has a
fundamental meaning for the quality of estimation. In the stationary case, when the
characteristics of the data stream do not change, the higher value of this parameter gives
more accurate results. However in the case of nonstationarity, smaller values ofm enable
us to more effectively keep up with changes.

We have assumed the following heuristic evaluation concerning the accuracy of the
basic one-dimensional (n = 1) estimator:

m = 100 − acceptable quality

m = 1,000 − good quality

m = 5,000 − very good quality. (31)

The accuracies obtained experimentally for exemplary one-, two-, and three-modals
distributions are shown in Table 1. Of course, all intermediate values as well as outside
of the above range are possible. Enlarging the data dimension by one, requires about
4-fold increase in the size m to maintain quality.

Table 1. Accuracy of estimation of the exemplary distributions one-modal N(0, 1) with
formula (7), two-modals 60% N(0, 1) + 40% N(5, 1) with plug-in of degree 2, three-modals

30% N(−5, 1) + 40% N(0, 1) + 30%N (5, 1) with plug-in of degree 3, for L1, L2 and sup norms.

Accuracy One-modal Two-modals Three-modals

m = 50 0.184, 0.300, 0.080 0.246, 0.340, 0.056 0.254, 0.350, 0.044

m = 100 0.141, 0.224, 0.062 0.187, 0.264, 0.046 0.205, 0.283, 0.037

m = 1,000 0.060, 0.098, 0.030 0.076, 0.112, 0.023 0.091, 0.127, 0.018

m = 5,000 0.032, 0.054, 0.018 0.041, 0.062, 0.013 0.050, 0.071, 0.011

m = 10,000 0.024, 0.041, 0.014 0.031, 0.047, 0.011 0.038, 0.055, 0.009

Therefore let m0 constitute the assumed reservoir size for the conditions of station-
arity, as well as mmin its minimal permissible level. Then define the value on the basis
of which the kernel estimator f̂ will be calculated as

m =
⎧
⎨

⎩

mmin when m∗ < mmin

m∗ when mmin ≤ m∗ ≤ m0

m0 when m∗ > m0

, (32)

while

m∗ = int(1.1m0(1 − sgmKPSS)), (33)

where sgmKPSS is given by the formula (22) substituting (13)–(19) and (21)–(24).
Therefore, if one is dealing with a stationary process, then sgmKPSS ∼= 0 and in conse-
quence m ∼= m0. In turn, in the case of distinct nonstationarity sgmKPSS ∼= 1, and then
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m ∼= mmin. The intermediate values consecutively fluctuate in a continuous manner, as
the term sgmKPSS successively changes its value. Multiplication of the parameter m0
by 1.1 (i.e. increase by 10%) in the formula (33) and then restriction m to m0 in (33)
eliminates possible fluctuations of m near m0, resulting from the “tail” of the KPSS test
statistics. To justify the level of 10%, see the determination of the parameters of the
linear transformation in the equality (22). Note also that for purposes of the KPSS test
(and only here) described in Sect. 2.4, the elements should be provided in the opposite
order, from the oldest with the index 1 to the newest with m0.

Using the classic automatic control methods, in the basic one-dimensional case
n = 1, the value m0 = 1, 000 has been obtained as a standard (compare the formula
(31) and Table 1). In the case of complex, significantly multimodal distributions, it can
be increased by 100 for each additional mode.

The parameter mmin value should be dependent on the biggest speed of changes. In
particular, we propose

mmin = int
(m0

10

)
, (34)

The value mmin = 100 can be treated as a standard. Such a value enables an effective
tracking of changes not faster than 0.01 σ̂ per step. For slower changes, the bottom
boundary by mmin will be simply inactive. For faster alternations mmin = 50 is possible,
however, runs can excessive fluctuating in time. Further decreasing of this value is not
recommended (compare the formula (31) and Table 1).

3.2 Outdatedness

Particular elements used to calculate the kernel estimator will undergo outdatedness
over time. This function will be performed by appropriate definition of values of the
coefficients wt , introduced in the definition (5). The linear formula will be applied

w∗
i = 2

[
1 − α(i − 1)

m

]
for i = 1, 2, . . . ,m, (35)

where α ∈ [0, 1] specifies the intensity of outdatedness. In particular α = 0 means its
absence; all the reservoir elements then have the same weight. In contrast, if α = 1, the
weights successively decreased from 2 for the newest element with the index 1, to 2/m
for the oldest with the index m, with the step 2/m.

In the case of stationarity, it is worth assuming the value α = 0, successively grow-
ing it as nonstationarity increases, to the maximum permissible value 1. As a natural
consequence, it has been accepted that

α = sgmKPSS, (36)

where sgmKPSS is given by the formula (22) substituting (13)–(19) and (21)–(24).
Finally, to take account of the above outdatedness procedure, for the purposes of

constructing the estimator (5) one should assume wi = w∗
i for i = 1, 2, . . . ,m, where

w∗
i are given by the formulas (35) and (36).
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3.3 Prediction

In the case when nonstationarity of the data stream under research results from a formed
trend, it is worthwhile suitably introducing elements of forecasting methods, described
in Sect. 2.4, to the model.

For each new reservoir element xi, sequentially, from the moment of its receiving,
one builds a forecasting model, following the material presented in Sect. 2.4, for which
the consecutive quantities f̂ (xi), where f̂ is the kernel estimator calculated on the basis of
Sect. 3.1 are treated as successive values of the observed time series. Thanks to this we
have the vector (25) and in particular its second component a2,t , which for the element
xi can be naturally denoted as a2,t,i. Note also that the forecasting model is assigned to
the specific element xi and when its index i changes over time within the reservoir, this
model moves with it for i = 1, 2, . . . ,m0.

Now define the function representing changes of the kernel estimator (5). Let,
therefore, for the fixed t, the function gt : Rn → R be given by the formula

gt(x) = 1

m

∑m

i=1
a2,t,iK(x, xi, h), (37)

where a2,t,i is the second element of the vector At (25), at the moment t, for the element
xi; the function K remains unchanged (4), while the parameter h value is the same as in
the estimator f̂ calculated on the base of Sect. 3.1.

Introduce now the coefficients

w∗∗
i = 1 + βisgmKPSS for i = 1, 2, . . . ,m , (38)

where sgmKPSS is given by the formula (22) substituting (13)–(19) and (21)-(23), while
βi ∈ [−1, 1]. The presence in the above dependence (38) of the factor sgmKPSS causes
that in the casewhen the data stream is stationary, the coefficientsw∗∗

i are close to 1,while
in the nonstationary case the influence of the parameters βi is manifested accordingly.
Define their values as

βi = β0 · gt(xi)
gt

for i = 1, 2, . . . ,m , (39)

where

g1 = 1 , gt = max
i=1,2,...,mt

|gt(xi)| for t = 2, 3, . . . , (40)

mt denotes the size of the reservoir in the moment t and the constant β0 ∈ [0, 1] indicates
the intensity of the forecasting function constructed herein. For the stationary conditions
the value β0 = 0 is natural. In the case of nonstationarity, initially consider β0 = 0.5 as
a standard. Generally the values from the range [1/3, 2/3] are satisfactory, while for the
slow changes smaller values are preferable (also because of the function f̂ fluidity over
time) and for fast − bigger. For the nonstationarity, values smaller than 1/3 result in too
weak prediction, larger than 2/3 seem to be somewhat extreme (in particular, for β0 = 1
some kernels could be removed, which unintentionally reduces a sample size assumed
in Sect. 3.1). Finally we propose

β0 = 2

3
sgmKPSS. (41)
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Note that the condition βi ∈ [−1, 1] is fulfilled only with accuracy of determining
the maximum of the function gt only on the finite set {xi} as assumed in the formula
(40). It has no meaning from the applicational point of view, because these parameters
are multiplied in the dependence (38) by sgmKPSS, which is strictly less than 1, what
in practice ensures the meaningful inequality w∗∗

i ≥ 0.
The parameter v introduced in the formulas (28) and (29), defining the intensity of

adaptation of the forecasting model, can be determined by the natural dependence:

v = 1 − 1

m
. (42)

The intensity of adaptation of the forecasting model is therefore proportional to infor-
mation provided by every new element of the data stream with the current reservoir size
m.

Finally, if the prediction is used without the outdatedness procedure, it should be
assumed that wi = w∗∗

i , where w∗∗
i was defined above by the formulas (37)–(42), while

if the both concepts are implemented, then wi = w∗
i · w∗∗

i , for i = 1, 2, . . . ,m.

3.4 Atypical (Rare) Elements

By calculating the distribution density, one can easily detect, separately in everymoment
t, atypical elements in the sense of rarely occurring. As previously, introduce the
coefficients

w∗∗∗
i = 1 + γisgmKPSS for i = 1, 2, . . . ,m , (43)

where sgmKPSS is given by the formula (22) substituting (13)–(19), (21) and (23), and
moreover γi ∈ [−1, 1] are defined as

γi =
{

gt(xi)
gt

when xi is atypical element

0 when xi is typical element
for i = 1, 2, . . . ,m , (44)

while gt and gt were specified in the previous Sect. 3.3; see formulas (37) and (40). Thus,
in the case of stationarity, the values of the coefficients w∗∗∗

i will be close to 1, while
the data stream is nonstationary, the more amplified will be atypical elements which
represents a rising tendency (thanks to γi > 0), and reduced recessive elements (due to
γi < 0).

The procedure presented in Sect. 2.3. can be used to identify atypical elements.
Based on suggestions from the formula (10), the value of the parameter r, determining
the procedure sensitivity, will be assumed as

r = 0.01 + 0.09 sgmKPSS. (45)

In the stationary case, a few (around 1%) atypical elements are specified, with an indica-
tion which are connected with new trends (γi > 0) and which with diminishing (γi < 0).
It may be a valuable suggestion in the fundamental analysis of the results obtained. In
turn, in conditions of strong nonstationarity, when sgmKPSS ∼= 1, almost 10% of ele-
ments are recognized as atypical, which introduces an additional forecasting factor, as



578 P. Kulczycki and T. Rybotycki

the importance of elements of increasing significance grows (γi > 0) and of decreasing
meaning shrinks (γi < 0), which generally improves estimation quality. (If the results are
given in the graphical form, it is worthwhile to mark on the graph the atypical elements
by different color whose with positive γi values and other with negative.)

Finally, if the procedure described in Sects. 3.2–3.4 are used, then the coefficients
introduced in the definition (5) should be taken in the form

wi = w∗
i · w∗∗

i · w∗∗∗
i for i = 1, 2, . . . ,m . (46)

If any of these procedures, outdatedness, prediction or detection of atypical elements,
should be omitted, then the appropriate element w∗

i , w
∗∗
i or w∗∗∗

i should be removed
from the above formula. For clarity of interpretation, each of them varies in the same
range from 0 to 2. All of them change continuously, which smooths fluctuations of the
density f̂ .

4 Conclusion, Additional Aspects, and Numerical Evaluation

This paper investigates the concept of calculation of the current distribution density of the
streaming data. The function f̂ is defined by the formula (5), whereas standard quantities
are associated with kernel estimators are presented in Sect. 2.2, while the determination
of the reservoir size and the construction of the coefficients wi are given in the particular
sections of Sect. 3.

In the first step (to avoid zeros in the denominator in the formula (8)) it is arbitrarily
assumed that h = 1. If in the initial steps, the number of the elements received is
insufficient to fill the reservoir of the size obtained in Sect. 3.1 or the average gt from the
formula (40), then this size should be reduced naturally to the number we have, similarly
to the formula (23). Up to the step t = mmin, the results obtained are only indicative
and do not give ground for further analysis at the assumed accuracy level. Only after
the moment t = m0 does the procedure work under appropriate sufficient stabilized
conditions.

Similarly, during an increase in the parameterm value, one should add to the reservoir
only new elements, even if they come slower than the m grow speed.

The procedure investigated has been comprehensively verified using both, simulated
and real, data streams. For the basic illustration, consider a single continuous attribute,
when the testing stochastic process is given in the form

Xt = p t + 0.6 N (0, 1) + 0.4 N (5, 1) for t = 1, 2, . . . , (47)

where p t represents a deterministic trend, while

p =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0.000,5
0.01
0.005
+1
0

when
when
when
when
when

t < 2,000
2,000 ≤ t < 5,000
5,000 ≤ t < 8,000

t = 8,000
8,000 < t ≤ 10,000

, (48)
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whereas +1 denotes a unit step. Therefore during the initial period with very slow
changes, a consolidation of the algorithm occurs, and then the data stream increases
firstly very fast and then with medium speed, and finally, after a unit step, the process
becomes stationary. Such changes in dynamics pose a big challenge for the worked out
method.

Three performance indexes were used; averaged over time differences between the
real density resulting from the formulas (47) and (48) and the estimator, in the senses of
the L1, L2, sup norms. The presented results were obtained on the basis of 20 averaged
runs. Each calculation cycle was performed in a few seconds.

In the stationary case the results were close (with accuracy to 1%) to those obtained
simply on the basis of the lastm0 elements; the KPSS test correctly classified the station-
arity of the data stream. The above simple strategy of the lastm0 elements was generally
treated as the reference. The introduction of the variable m, as indicated in Sect. 3.1,
resulted in a decrease in the value of these indexes of 56%, 67% and 64%, respectively
for particular indexes. The addition of outdatedness (Sect. 3.2) improved the indexes by
further 23%, 24% and 9%, while the addition of forecasting (Sect. 3.3) reduces their
values by 21%, 30% and 16%, and finally, adding atypical elements detection (Sect. 3.4)
by further 3%, 2% and 1%. In total, all four factors (Sects. 3.1–3.4) improved quality
by about 63%, 83% and 65%.

Atypical elements detection does not introduce significant improvement of indexes.
It works in those areas, in which the distribution density values are small and is also
their influence of numerical indicators. This factor, however, captures even insignifi-
cant changes but often very important in the fundamental analysis of datasets, and also
extraordinary errors and situations, not covered by the above research scheme. Note that
forecasting as well as atypical elements detection work on characteristics which were
already significantly improved by themodification of the reservoir size and outdatedness.

Similar results were obtained for multidimensional cases, also in the presence of
categorical attributes [4], and with a noise correlated in time. Detailed experimental
studies are the subject of the comprehensive paper [17], where a comparative analysis
with the other methods quoted at the end of Sect. 1, is also contained. Generally, the
procedure presented here gives much better results, where the more clear and ambiguous
formed trend is present.

Future researches will lead to the substitution of the removal of the oldest elements
of the reservoir by sampling with probabilities dependent on the current size of the
reservoir, outdatedness, prognosis and atypical elements detection presented in the suc-
cessive sections of Sect. 3 of this paper. It prevents the complete omission of phenomena
manifested by elements older than the current reservoir size as it is in the case of the
moving window method applied here. Thanks to forecasting, this goal can be achieved
without, both qualitative and quantitative, deterioration of a quality.
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Abstract. Automatic processing and verification of data obtained in
experiments have an essential role in modern science. In the paper, we
discuss the assessment of data obtained in meteorological measurements
conducted in Biebrza National Park in Poland. The data is essential
for understanding the complex environmental processes, such as global
warming. The measurements of CO2 flux brings a vast amount of data
but suffer from drawbacks like high uncertainty. Part of the data has
a high-level of credibility while, others are not reliable. The method of
automatic evaluation of data with varied quality is proposed. We use
LSTM networks with a weighted square mean error loss function. This
approach allows incorporating the information on data reliability in the
training process.

Keywords: lstm · Neural networks · Time series · Prediction · co2
flux

1 Introduction

Verification and prediction of real data are important and challenging. Many
experiments conducted every day produce new raw data that has to be assessed
and analyzed. The vast amount of new data acquired every day puts high demand
on automatic methods of data processing. Moreover, some values obtained in the
experiments have higher credibility than the others. Therefore, machine learning
systems have to be sensitive to such issues. In the literature, prediction and
forecasting are connected with the use of neural networks [4,14,20]. Here we
discuss Long Short Term Memory (LSTM) networks as the ones that suit well
for the task of analysis and prediction of time series [8,18].

In the paper, we consider the data acquired in a continuous meteorological
experiment. Some records in the dataset have higher quality (are more reliable)
than others. The prediction of time series with varied quality is similar to the
classification of imbalanced datasets [19]. The methods used in classification can-
not be directly applied to time series prediction but can be used as suggestions.
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We propose a modification of the usual loss function in order to incorporate the
issue of data credibility. The paper combines the computer and meteorological
sciences. The importance of research conducted in the area of global warming is
hard to neglect. The paper follows the idea of using computer science methods
for a better future.

Understanding the complex environmental processes, such as global warm-
ing, belongs to the most challenging, both for cognitive reasons and social conse-
quences. It is a truism to say that reliable data are of fundamental meaning for
this purpose. The standard geophysical data provided by national and interna-
tional services (such as WMO) are generally continuous and high-quality but do
not include all parameters needed. Therefore, they must be supplemented by the
results of experiments that often use very sophisticated measurement techniques.
These experiments allow us to gain a vast amount of unique data but may suffer
from various drawbacks, including a large number of unreliable or missing val-
ues. The missing values introduce high uncertainty when the data is analyzed
from a long-term perspective and must be replaced by the most likely one. The
short gaps in data sets might be filled up with simple interpolation methods,
but the longer ones should be completed with adequately modeled values. This
paper focuses on the time series of CO2 flux collected in the wetlands of Biebrza
National Park, northeastern Poland [9,10]. The measured CO2 flux represents
the net exchange of this greenhouse gas between the surface and the atmosphere,
which is vital to understand the role of such ecosystems in the global carbon
cycle. The eddy-covariance method used, although considered to be the most
adequate in measurements of surface-atmosphere exchange in the whole ecosys-
tem scale [2,3], results in a large number of non-randomly distributed missing
data due to required quality control and sensitivity to unfavorable weather con-
ditions. To evaluate the total uptake or emission of CO2 by the ecosystem in
an annual or multi-year perspective, these gaps must be filled up, taking into
account the sensitivity of the CO2 flux to changing hydrometeorological condi-
tions [2]. Otherwise, the results could be biased towards the flux recorded in fine
weather conditions. Various approaches to the gap-filling procedure have been
suggested [2,7,10,15,16], but the problem has still not been fully standardized
by the eddy-covariance community. Therefore, we propose using methods known
from automatic prediction and verification of time series of CO2 flux data, which
can improve gap-filling methods and consequently reduce uncertainty in assess-
ing the carbon balance in terrestrial ecosystems.

2 The Dataset

In the paper, we use raw, real data obtained during measurements conducted at
the Biebrza National Park’s wetlands in northeastern Poland. The measure-
ment site was located in the middle basin of Biebrza valley (53◦35′30.8′′N,
22◦53′32.4′′E, 109m a.s.l.) in a large flat area covered by patches of reeds, high
sedges, and rushes, very typical of wetlands of the Biebrza National Park. The
measurement period used in this analysis covers the years 2013–2017. The open-
path eddy-covariance system consisted of fast-response sensors: CO2/H2O gas
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Fig. 1. Parameters measured during geographical experiments in Biebrza National
park.

analyzer (Li7500, Li-cor Inc., USA) and a sonic anemometer (81000, R. M.
Young, USA) with the middle of the path at 3.7 m above ground level [9,10].
The CO2 fluxes were calculated for 1-hour block averaging (and auxiliary on
a 5-min basis) with the aid of EddyPro 6.0 (Li-cor Inc., USA) software to
ensure compatibility with other studies. In the flux calculations, covariance
was maximized within a ±2s window, a double rotation of the natural wind
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coordinates was performed, the sonic temperature was humidity corrected, the
Webb-Pearman-Leuning correction was applied, and spectral losses were cor-
rected. Complementary fourteen hydrometeorological parameters were collected
simultaneously using slow response sensors: water table depth (wd), tempera-
ture at 2 and 0.5 m above the ground (T50, T2), the temperature of the ground
(Tg), atmospheric pressure (p), wind speed (v), wind direction (vdir), volumet-
ric water content (vwc), incident shortwave (visible) radiation (isw), reflected
shortwave (visible) radiation (rsw), incident/reflected longwave radiation (ilw,
rlw), incident/reflected photosynthetically active radiation (ipar, rpar). Most of
these parameters show a seasonal behavior and a dependence on the time of the
day (see Fig. 1). Moreover, the Fig. 1b shows that high-quality data on CO2 flux
is very sparse in June 2015 and in total is available only in about 25% of the
records in the dataset. In the paper, we assume that CO2 flux (fco2) depends
on the time of the measurement and the rest of the fourteen parameters.

A detailed description of the acquired data’s measurement equipment and
postprocessing can be found in [9]. The postprocessing data quality included
three stationarity tests and the friction velocity threshold criterion. In the result,
the data was divided into three classes that define the quality of the result,
High-quality (HQ), Medium-quality (MQ), and Low-quality (LQ). These groups
describe the credibility of the raw data. The HQ data (flagged by EddyPro
and accepted by all three additional tests) passed more rigorous criteria than
usually used in eddy-covariance data analysis. The MQ data (accepted by at
least one of the three additional tests) are similar to those usually analyzed. The
remaining data were classified as LQ, and they may be burdened with substantial
measurement errors.

3 Neural Network Approach

The verification and prediction of real data are two areas of data processing.
These approaches are similar in many ways. We build, train, and validate the
prediction model with historical data. We can use the system to predict new
values that will be obtained in the future. Usually, the real result has higher
credibility and any differences are used to assess the model. In that way, we ver-
ify the model with historical data. If we do not observe any external effects that
should result in model modification, we can assume some level of correctness
of the model. Such an approved prediction models can be used for verification
purposes. The differences between the predictions made by the approved model
and the data obtained from the measurements can suggest low-quality measure-
ments. Researchers use artificial neural networks for gap-filling in meteorological
for some time [6,16,17]. First, we have to build the model and validate it against
the historical dataset.

All changes in time in a meteorological system preserve continuity. There-
fore, we can treat the measurements as a time series. The changes between two
consecutive measurements should express a level of smoothness. In the paper,
we plan to follow the presented approach and assess the measurement data using
Long Short Term Memory (LSTM) neural network [11,13].
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3.1 Neural Networks

The neural network is a technique based on the neural structures of living ani-
mals. A feed-forward artificial network is built from neurons grouped in layers.
Each layer receives signals only from the preceding layer. The information flows
sequentially from layer to layer. The first layer is usually called the Input Layer.
The last layer is denoted as the Output Layer. All layers in between are called
hidden ones. Each neuron receives information from neurons in the preceding
layer. Each input signal is assigned with a weight. A neuron counts a weighted
sum of inputs, adds a bias b, and applies an appropriate activation function. All
neurons in a layer have the same activation function, and all of them have indi-
vidual weights and bias. The networks can be trained in a supervised approach
using an optimization method (for example, SGD, Adam, AdaGrad, RMSProp)
[12]. The training goal is to find a set of network parameters that minimize a
given loss function. Usually, the loss function measures the distance between an
expected answer and the one obtained from the network.

LSTM neural networks proved to be adequate for the prediction of time-series
data. In short, we can perceive the LSTM cell as a subsystem with a set of fully
connected sub-layers and gates. Input signal contains a time series of signals that
are fed to four fully connected sub-layers one by one. The sub-layers’ signals are
joined with three types of gates (forget, input, and output). The so-called long-
term state represents the memory of the cell. Forget gate controls how long-term
state should incorporate a new signal from a given series. An activation function
accompanied each LSTM cell. The LSTM cell processes inputs row by row using
the embedded memory feature. Each row contains a single event in a time series
processed. Therefore, the cell size depends only on the size of the information
stored in one row.

In the classical approach, all time series provided during training have the
same credibility. Therefore, all are treated in the same way. We know that the
experiment’s data has a varied quality and needs to be treated in a special way. In
classification approaches, a few solutions to an imbalance in class representation
are proposed [19]. For example, each training input is assigned to a weight used
during training. We can enforce the underrepresented class signals to appear
more often in the training process. In the prediction approach, we can either
change the ratio of occurrences of the high-quality signals during training or
change the loss function to take the quality into account. In the paper, we use
the latter approach and define the weighted mean square error as a loss function.
Similar solutions to our approach can be found in [5].

3.2 Input Data

The dataset contains fourteen meteorological parameters measured simultane-
ously, the date and time of the measurements, and registered CO2 flux. We
decide not to limit ourselves to a subset of experimental data and assume that
the CO2 flux depends on all fourteen meteorological parameters (described in the
previous section). It should be mentioned that the authors of the paper [9] limit
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themselves to nine measured parameters. Additionally, as neural networks treat
better signals in the range (−1, 1), all parameters are normalized to this range.
We prepare input data representing a set of n + 1 consecutive occurrences of
measured parameters for our experiments. That means the input of the network
has a shape of an (n+1)×m matrix, where m denotes the size of a single set of
simultaneous meteorological parameters accompanied by the measurement time,
n denotes the number of consecutive predecessors of the actual measurement.
We can interpret n + 1 as the size of the time window used to predict the value
of CO2 flux. At each time step ti, we have a vector of input parameters vi. Each
vector vi contains the year, month, day, hour, minute of measurement, as well
as all fourteen meteorological parameters. In the preprocessing phase, we create
a set of input matrices of the form:

Ii =

⎛
⎜⎜⎝

vi

vi−1

. . .
vi−n

⎞
⎟⎟⎠ (1)

.
The input matrix Ii has a size (n + 1) × m, with n + 1 rows of size m. Each

row contains consecutive measurement vectors vi. The matrix Ii is accompanied
by the expected output that contains the value of registered CO2 flux at the
moment ti (fco2i). The values fco2i are the results the model will be trained to
predict.

3.3 LSTM Model

LSTM model uses an LSTM layer as well as dense ones (fully connected) as
presented in Fig. 2. The model contains an LSTM layer of size s and one dense
layer with 2s neurons. Both layers use tanh activation functions. The output
layer is discussed in the next subsection.

3.4 Output Layer and Loss Function

During training, the neural network use loss function and appropriate optimiza-
tion method to derive modifications of the actual network parameters. In the
dataset, we have three types of measurements connected to their quality. High-
quality CO2 flux values, the most reliable data (HQ) accounted for about 25% of
all records, Medium-quality (MQ) around (35%), and the rest is a Low-quality
(LQ) (40%). Therefore, during the training, the HQ data need to have the high-
est priority. The designed network has two neurons in the output layer. The
first one yfco predicts the value of CO2 flux the other yq expected quality. The
expected results, used for training and testing has the same structure:

ŷ =
[
ŷfco, ŷq

]
, where: ŷq =

⎧⎨
⎩

0 for result in LQ
1 for result in MQ
2 for result in HQ

. (2)
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Fig. 2. LSTM neural network model, the subscripts denote size of the Layer

The results with high quality have higher reliability than the ones for other
classes. Thus, we should enforce the network to take the data credibility into
account during the training process. We propose to incorporate quality into the
loss function. Our self-defined loss function has the form:

loss(y, ŷ) = mean
(
(yfco − ŷfco)2 · 2ŷq

)
, (3)

where y, ŷ denote the batch of predicted and expected results, respectively. The
presented loss function is a weighted version of the mean standard error function
(WMSE), where HQ results have a weight of 4, the weight of MQ results equals
2, while LQ results have the weight factor set to 1. In this manner, we do not
totally neglect the results with low quality but assign them with much lower
priority.

4 The Numerical Experiment

We conducted our numerical experiments using the Tensorflow library [1] in
python on a computer with AMD Ryzen 9 3900X processor and 32 GB of RAM.
In all models, we use the Stochastic Gradient Descent (SGD) optimization algo-
rithm. The dataset was split into two disjoint sets, a training set consisting of 30
766 elements (80% of the total number of measurements) and a test set with 7
666 elements (20%). The ratio 80/20 between training and test sets is typically
used in classification and prediction tasks that use neural networks.

The different models have been tested with a few selections of network layer
the size parameter s, size of series time window n (Fig. 2). The number of train-
able parameters for each tested model is presented in Table 1. As mentioned
before, the number of trainable parameters in the LSTM layer depends on the
row’s size in an input signal. It does not depend on the number of rows in the
input (the input represents a time series, and each row is a single event). There-
fore, the increase of n, number of elements in a time series, has no impact on the
number of trainable parameters. There are no rules on how to set network layer
sizes for data to be processed. We have tried to keep our neural model small.
The s parameter used had values 10, 15, 20. The parameter n represents the size
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Table 1. The size of the LSTM models trained in numerical experiment.

Trainable parameters for model LSTMn,s

s = 10 s = 15 s = 20

n = 3 1502 2702 4202

n = 4 1502 2702 4202

n = 5 1502 2702 4202

n = 6 1502 2702 4202

of the time series of measurements taken into account in a single input for our
model. The measurements in the dataset in consideration were measured hourly.
Thus, the parameter n = 6 means we use for prediction the actual results and
values measured in the previous six hours. As most of the parameters have a visi-
ble daily routine (Table 1), we have decided to experiment with n ∈ (2, 3, 4, 5, 6).
This expresses the continuity and causality property of the measured parame-
ters in a short time frame from two to six hours. For timeframes longer than six
hours, many unmeasured parameters can have non-negligible impact.

Fig. 3. Training process for LSTM network with n = 6 and s = 20.

All trained networks achieve stability after around 50 epochs, and the loss
function decreases at a stable slow pace. No vital difference has been observed
when trained for 300 epochs. For example, we present the training process of
the LSTM network with n = 6 and s = 20 in Fig. 3. Therefore, for most of the
cases, we have trained the models for 120 epochs.
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Fig. 4. Prediction given from LSTM network with s = 20, n = 6 after 120 epochs. On
both axes we present normalized predicted CO2 flux compared to expected(real) CO2

flux.

The models are trained to focus on HQ results. Therefore, for a detailed
assessment of the training process, we measure each class’s effectiveness inde-
pendently. We present a comparison of the results obtained from a neural net-
work with the expected value of CO2 flux for each class. The assessment was
conducted on the test dataset that was not used in training. As shown in Fig. 4,
the results predicted from LSTMn=6,s=20 network give results with a high level
of agreement with the expected (real) values for HQ and MQ classes. The results
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Table 2. Estimation of the quality of prediction of CO2 flux for considered models.
For each model parameters Mean Squared Error (SME), Root Mean Squared Error
(RSME) and R2 as well as the slope of the trend line are presented.

Model class R2 slope MSE RMSE

LSTMn=3,s=10 HQ 0.798 0.926 2.12 · 10−5 4.60 · 10−3

MQ 0.499 0.973 3.58 · 10−5 5.98 · 10−3

LSTMn=3,s=15 HQ 0.819 1.006 2.06 · 10−5 4.54 · 10−3

MQ 0.529 1.011 3.96 · 10−5 6.29 · 10−3

LSTMn=3,s=20 HQ 0.794 0.978 2.10 · 10−5 4.58 · 10−3

MQ 0.542 0.941 3.52 · 10−5 5.94 · 10−3

LSTMn=4,s=10 HQ 0.824 1.006 1.93 · 10−5 4.43 · 10−3

MQ 0.562 0.972 3.24 · 10−5 5.69 · 10−3

LSTMn=4,s=15 HQ 0.857 0.978 1.81 · 10−5 4.26 · 10−3

MQ 0.536 0.975 3.37 · 10−5 5.81 · 10−3

LSTMn=4,s=20 HQ 0.848 1.006 1.59 · 10−5 3.99 · 10−3

MQ 0.584 1.002 3.29 · 10−5 5.74 · 10−3

LSTMn=5,s=10 HQ 0.824 0.975 1.96 · 10−5 4.43 · 10−3

MQ 0.549 0.967 3.31 · 10−5 5.75 · 10−3

LSTMn=5,s=20 HQ 0.836 0.986 1.76 · 10−5 4.19 · 10−3

MQ 0.569 1.027 3.36 · 10−5 5.79 · 10−3

LSTMn=5,s=15 HQ 0.835 0.961 1.76 · 10−5 4.19 · 10−3

MQ 0.553 0.949 3.41 · 10−5 5.84 · 10−3

LSTMn=6,s=10 HQ 0.847 0.965 1.72 · 10−5 4.14 · 10−3

MQ 0.561 0.954 3.24 · 10−5 5.69 · 10−3

LSTMn=6,s=15 HQ 0.823 0.976 1.73 · 10−5 4.16 · 10−3

MQ 0.541 0.963 3.33 · 10−5 5.77 · 10−3

LSTMn=6,s=20 HQ 0.804 0.981 1.85 · 10−5 4.31 · 10−3

MQ 0.543 0.983 3.46 · 10−5 5.88 · 10−3

for the lowest quality data are not similar to the expected ones. As was men-
tioned before, these measurements have very low reliability. In Figs. 4a, 4c, 4e we
present the dependence of predicted CO2 flux on the real value, this plot should
be as near as possible to a line. In the figures, we draw the orange lines that
represents the optimal prediction (a line with slope equal to 1) and the trend
line based on data points (in blue). We can see that the HQ data is predicted
with high accuracy. The MQ data is not so well concentrated around the optimal
prediction line as HQ one is. The last low-quality class is not predicted properly,
but as was mentioned before, this was expected, as this data has low credibility.
Figures 4b, 4d, 4f compare the behaviour of predictions and expected values for
a test set in time. As we can see again, the prediction for HQ class well agrees
with the expected values.
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The optimal prediction would result in a simple relation: ŷ = 1 ∗ y for all ŷ
that belong to the class in consideration. Therefore, we derive linear regression
estimators for every class and all models: R2, slope, MSE (Mean Squared Error),
RMSE (Root Mean Square error) to qualify the prediction. The estimator values
are presented in Table 2.

Table 2 presents that most of the LSTM network models have similar quality.
It seems that the LSTM with a window length set to 4 gives the best prediction.
However, the differences between the qualities of the models are small. The
models that have been trained can be used for additional assessment of the
quality of experimental data. As we can see in the Fig. 4f, the model predicts
more often lower values of high quality CO2 flux than measured. Therefore, we
analyze the residuum of prediction (i.e., the difference between prediction and a
real value) Fig. 5. We can see that the shape of the histogram is not symmetric.
As a result, the model predicts more often values lower than the real experimental
data. It can be understood as extreme values of CO2 flux are rare and hard to
predict.

Fig. 5. The histograms of residuum for prediction using LSTM network with s = 20,
n = 6 after 120 epochs on test set. On the horizontal axis we can see the value of
residuum on the vertical one the number of occurrences.

5 Conclusions

In the paper, we present LSTM neural network usage for CO2 flux prediction in
the meteorological experiment. The data have three different levels of credibility
and have to be treated differently during training. We propose to use a weighted
means squared error as a loss function during the training process. The method
leads to good results with a high level of agreement with the expected values for
high-quality results. The network also correctly assesses the quality of the record
in consideration. The prepared LSTM network can be used for the automatic
verification of experimental raw data. Additionally, we can use the method for
gap filling to repair the records with flows. In the future, the usage of the method
for gap filling will be analyzed in detail.
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Abstract. Many real problems are defined in an uncertain environment
where different parameters such as processing times, setup times, release
dates or due dates are not known at the time of determining the solu-
tion. As using deterministic approach very often provides solutions with
poor performance, several approaches have been developed to embrace
the uncertainty and the most of the methods are based on: stochastic
modeling using random variables, fuzzy modeling or bound form where
values are taken from a specific interval. In the paper we consider a
single machine scheduling problem with uncertain parameters modeled
by random variables with normal distribution. We apply the sampling
method which we investigate as an extension to the tabu search algo-
rithm. Sampling provides very promising results and it is also a very
universal method which can be easily adapted to many other optimiza-
tion algorithms, not only tabu search. Conducted computational exper-
iments confirm that results obtained by the proposed method are much
more robust than the ones obtained using the deterministic approach.

Keywords: Single machine scheduling · Uncertain parameters ·
Stochastic scheduling · Normal distribution · Tabu search · Sampling
method

1 Introduction

Research on optimization problems for the last decades has been primarily focus-
ing on deterministic models where we assume that problem parameters are
specific and well defined. Unfortunately in many production processes we can
observe different levels of uncertainty what has a direct impact on their smooth
execution. For instance in many businesses delivering goods with no delays has
a direct financial consequences. Unfortunately, it is not easy to meet this require-
ment as the transportation time depends on many external factors like weather
conditions, traffic jams, driver’s condition and many others. Moreover, solving
such problems effectively requires very often a thorough knowledge of the process
or production system.
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Depending on the nature of the problem and the level of our knowledge
about the measured parameters, uncertainty can be modeled in different ways.
For instance, approximated values can be taken in case the variance is very small,
we can use ranges of values or fuzzy representation in case we have limited under-
standing of the parameters’ variation, finally, we can leverage random variables
with specific probabilistic distributions and this approach we investigated in our
paper. In literature scheduling based on random variables with probabilistic dis-
tributions is recognized as stochastic scheduling. Over the recent decades many
different problems and their variants were investigated, during this time also
many good reviews have been introduced. Basics of stochastic scheduling one
can find in Pinedo [19] and more extensive reviews dedicated to methods solving
scheduling problems in stochastic models are presented in Cai et al. [8], Dean
[10] and Vondrák [26].

There are different ways how randomness is considered and key ones are:
uncertain problem parameters and machine breakdowns. The single machine
scheduling problem where different problem parameters like processing times
or due dates are uncertain is also approached in different ways. One way is
to develop a scheduling policy. Rothkopf in [22] introduced WSEPT (weighted
shortest expected processing time, ordering jobs with nonincreasing ratio
wj/E[p̃j ]) rule proved to be optimal for single machine scheduling with identical
release dates in [23]. The approach is still being investigated and recently in [29]
an optimal policy EWCT (the expected weighted completion time) for single-
machine scheduling with random resource arrival times has been introduced.
Earlier Cai in [7] showed that for single-machine scheduling with processing
times modeled by random variables with exponential distribution and cost func-
tions and due dates with any distribution, the WSEPT policy (weighted shortest
expected processing time first) is optimal. More one can find in [13,15] or [24].
The another way to solve the problem is to, instead of developing a schedul-
ing policy, hire metaheuristics like tabu or simulated annealing. This approach
was investigated in Bożejko et al. [1–4] and Rajba et al. [20] where effective
methods were proposed for single machine scheduling problem where parame-
ters are modelled with random variables with the normal distribution. In [1,2]
and [20] additionally Erlang distribution was investigated and those papers cover∑

wiUi and
∑

wiTi problem variants. The main goal of [3] and [4] was to intro-
duce techniques to shorten the computational time (i.e. elimination criteria and
random blocks) keeping the robustness of the determined solutions on a good
level. An interesting approach has been also presented in Urgo et al. [25] where
a variant of stochastic single machine scheduling problem is considered with
release times and processing times as uncertain parameters and solved using the
classic branch-and-bound method. The other dimension is to define the appro-
priate stochastic objective function (what is related to stochastic dominance, see
[12,16,19]). For the most of discussed research so far the goal is to minimize the
average (expected) value, the variance, or some combination of those. It is worth
to indicate that there is also another significant area of robust scheduling where
to goal is to minimize and control the worst-case scenario (see [9,14,27] and
[28]), however usually in those scenarios uncertainty is modelled by the bounded
form instead of the stochastic approach.
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Random machine breakdowns is considered in the literature mainly in the
following two variants: preemptive-resume mode where partially done work is
continued after repair (see [5,18]) and preemptive-repeat mode where partially
done work is discarded and job needs to be started again (see [6,11]). However, as
in this paper we focus on uncertain parameters, we conclude machine breakdowns
with this short introduction.

In this paper we consider a single machine scheduling problem with due dates
in two variants where either job execution times or due dates are uncertain and
modeled by independent variables with the normal distribution. We investigate
the sampling method which is an extension to the tabu search algorithm and
offers a probabilistic approach of finding solutions. To the best of author’s knowl-
edge, this technique was introduced in [21] for the first time and it wasn’t studied
in the scheduling literature. In this paper we introduce the following novel con-
tribution:

– We apply the sampling method to the considered single machine scheduling
problem with uncertain processing times and due dates,

– We introduce 3 optimization rules which makes samples more tailored and sig-
nificantly decreases required samples’ sizes keeping the robustness on a good
level,

– We conduct an extensive experimental evaluation of the proposed method.

As verified in the computational experiments by applying the proposed method
we obtain much more robust solutions than the ones obtained in the classic
deterministic approach, moreover, the experiments also confirmed that applying
optimization rules significantly reduces the samples’ sizes.

The rest of the paper is structured as follows: in Sect. 2 we describe a classic
deterministic version of the problem, then in Sect. 3 we introduce a randomized
variant of the one. In Sect. 4 we present the method and optimization rules what
is the main contribution of the paper, and in Sect. 5 a summary of computational
experiments is described. Finally, in Sect. 6 conclusions and future directions
close the paper.

2 Deterministic Scheduling Problem

Let J = {1, 2, . . . , n} be a set of jobs to be executed on a single machine with
conditions that (1) at any given moment a machine can execute exactly one job
and (2) all jobs must be executed without preemption. For each i ∈ J we define
pi as a processing time, di as a due date and wi as a cost for a delay.

Let Π be the set of all permutations of the set J . For each permutation
π ∈ Π we define

Cπ(i) =
i∑

j=1

pπ(j)

as a completion time of a job π(i).
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We investigate the following ways of calculating cost function:

– sum of weights for tardy jobs,
– the total weighted tardiness.

Therefore we introduce the delay indicator

Uπ(i) =

{
0 for Cπ(i) � dπ(i),

1 for Cπ(i) > dπ(i).

and cost factor

Tπ(i) =

{
0 for Cπ(i) � dπ(i),

Cπ(i) − dπ(i) for Cπ(i) > dπ(i).

Then, the cost function for the permutation π is either

n∑

i=1

wπ(i)Uπ(i). (1)

or
n∑

i=1

wπ(i)Tπ(i). (2)

Finally, the goal is to find a permutation π∗ ∈ Π which minimizes either

W (π∗) = min
π∈Π

(
n∑

i=1

wπ(i)Uπ(i)

)

.

or

W (π∗) = min
π∈Π

(
n∑

i=1

wπ(i)Tπ(i)

)

.

(depending on the considered variant).

3 Probabilistic Model

In this section we introduce the randomization of the problem described in
Sect. 2. We investigate two variants: (a) uncertain processing times and (b) uncer-
tain due dates.

In order to simplify the further considerations we assume w.l.o.g. that at any
moment the considered solution is the natural permutation, i.e. π = (1, 2, . . . , n).
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3.1 Random Processing Times

Random processing times are represented by random variables with the normal
distribution p̃i ∼ N(pi, c · pi) (i ∈ J , c determine the disturbance level and
will be defined later) while due dates di and weights wi are deterministic. Then,
completion times C̃i are random variables

C̃i ∼ N

(

p1 + p2 . . . + pi, c ·
√

p21 + . . . + p2i

)

. (3)

Furthermore, the delay’s indicators are random variables

Ũi =

{
0 for C̃i � di,

1 for C̃i > di,
(4)

and the cost’s factors are random variables

T̃i =

{
0 for C̃i � di,

C̃i − di for C̃i > di.
(5)

For each permutation π ∈ Π the cost in the random model is defined as a
random variable:

W̃ (π) =
n∑

i=1

wiŨi, (6)

or

W̃ (π) =
n∑

i=1

wiT̃i. (7)

3.2 Random Due Dates

Random due dates are represented by random variables with the normal distri-
bution d̃i ∼ N(di, c · di) (i ∈ J , c determine the disturbance level and will be
defined later) while processing times pi and weights wi are deterministic. Delay’s
indicators are random variables

Ũi =

{
0 dla Ci � d̃i,

1 dla Ci > d̃i,
(8)

and the cost’s factors are random variables

Ũi =

{
0 dla Ci � d̃i,

Ci − d̃i dla Ci > d̃i.
(9)

Cost functions are the same as for the variant with random processing times.
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4 Sampling

We have introduced sampling for the first time in [21] for the flowshop problem.
In this paper we apply the same idea, but with additional optimizations and
tailored for the single machine scheduling problem.

Let’s first recall that since permutations’ costs defined in (6) and (7) are
random variables, we need some way to be able to compare different solutions, so
in each tabu search algorithm’s iteration when we are testing different candidate
solutions from the neighbourhood, we are able to find the best one and improve
the current global best solution. The sampling method is a way how to make
this comparison and the main idea is as follows.

Let us consider a problem instance {(p̃i, wi, di)} (or {(pi, wi, d̃i)}, respec-
tively for uncertain due dates variant) and the examined candidate solution,
a permutation π. As {p̃i} ({d̃i}, respectively) are defined as random variables
and we don’t know the actual values that may come, the main idea of sampling
is to generate samples of disturbed data based on {p̃i} ({d̃i}, respectively) and
simulate the potential different scenarios evaluating those disturbed candidate
solutions. More formally we can describe the method as follows.

Algorithm 1: Sampling overview
1: Generate l vectors {(pk

i )} = {(pk
1 , . . . , pk

n)} based on {p̃i} what gives
l deterministic instances {(pk

i , wi, di)}, i ∈ {1, . . . , n}, k ∈ {1, . . . , l}.
2: For each deterministic instance (pk

i , wi, di) a cost is calculated based on the
candidate solution π. By that we obtain a sample {W π

1 , . . . , W π
l }.

3: We calculate a mean x and a standard deviation s from the sample which are
used in the comparison criteria W by tabusearch.

The above listing is applicable for the random processing times variant. We can
easily obtain a version for the random due dates by generating and using samples
for d̃i instead of p̃i.

In the basic scheme we use the fixed size of a sample (parameter l) and we
investigate values dependent on the jobs’ number: 0.25n, 0.5n, . . . , 2n.

Let’s first specify the formula for criteria W . We investigated two main
options: either only mean or some kind of combination of the mean and the
standard deviation. During the analysis it turned out that the comparison cri-
teria efficiency depends on the considered problem variant and even though for
the most analyzed variants the best was W = x, for instance for the one the
best comparison criteria was W = 50 · x + s. However, as the differences were
very small, for the simplicity reasons we assumed everywhere

W = x.

Next, we wanted to learn something about the sample {Wπ
1 , . . . , Wπ

l }. Unfor-
tunately it turned out that the distribution of the samples are not representing
the normal distribution (according to the Shapiro-Wilk test), so we calculated how
many different values are produced taking the large sample size (we took 10 · n).
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Table 1. Number of different values in samples obtained in Step 2 in Algorithm 1

wiUi, p̃i wiUi, d̃i wiTi, p̃i wiTi, d̃i

N Factor Mean StdDev Mean StdDev Mean StdDev Mean StdDev

40 0.05 1,9 1,0 4,4 2,3 36,8 2,1 37,0 1,6

0.10 2,6 1,4 8,0 2,5 37,0 2,1 38,1 1,1

0.15 3,4 1,7 11,2 2,4 37,2 2,0 39,2 0,7

0.20 3,9 1,7 14,1 2,3 37,2 2,0 39,7 0,4

0.25 4,7 1,8 16,7 2,2 37,2 2,0 39,9 0,3

0.30 5,3 1,9 18,6 2,1 37,3 1,9 39,9 0,2

50 0.05 1,9 1,1 5,4 2,5 45,9 2,5 46,6 1,8

0.10 2,7 1,6 10,4 2,8 46,2 2,5 48,5 1,0

0.15 3,5 1,8 14,8 2,7 46,3 2,5 49,5 0,5

0.20 4,2 2,0 18,4 2,5 46,4 2,4 49,8 0,3

0.25 4,9 2,0 21,3 2,3 46,5 2,4 49,9 0,3

0.30 5,6 2,1 23,7 2,2 46,6 2,3 49,9 0,2

100 0.05 3,6 2,6 13,0 4,8 90,7 4,4 92,5 3,3

0.10 5,8 4,3 21,3 4,0 91,5 4,4 97,5 1,6

0.15 7,4 4,6 27,9 3,3 92,0 4,5 99,5 0,6

0.20 9,0 5,0 33,5 2,9 92,2 4,6 99,8 0,4

0.25 9,9 4,7 38,4 2,6 92,3 4,6 99,8 0,4

0.30 11,5 4,7 42,3 2,4 92,6 4,5 99,9 0,3

Looking at Table 1 we can make a few observations. First, what is the most
significant, the standard deviation from the number of different values is very
small among all considered cases and it varies from below 1 to 5 (however major-
ity of values are around 1–2). Second, the average value for a specific problem
variant (i.e. defined by the number of jobs, the random parameter and the cost
criteria) is also quite stable. It is interesting that the average value is around
number of jobs for the

∑
wiTi criteria and it is much smaller for the

∑
wiUi

criteria. Moreover, for that criteria it is still much smaller both for random pro-
cessing times and for random due dates.

We use those observations to define the first optimization rule to reduce the
size of samples keeping the robustness coefficient on a good level.

Optimization 1. Based on the number of different values in samples presented
in Table 1 we state that for the problem variant with the cost criteria

∑
wiTi,

the size of the sample S is enough and there is no need to generate new samples
when |S| = n.

Unfortunately, based on the initial evaluation, for the cost variant
∑

wiUi the
values are to small define the similar rule that brings any positive contribution.
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Another approach for generating not too big samples is looking into the
confidence intervals for average. Along with generating successive values we can
analyze how confidence intervals change for sequence of samples. As we don’t
know the sample Wπ

1 , . . . , Wπ
l distribution we apply the following variant of the

theory
x − μα

s√
l

< m < x + μα
s√
l

where l is a sample size (at least 30), x is the sample mean, s is the sample
standard deviation and μα is the value of random variable N(0, 1) under the
condition:

Φ(μα) = 1 − α

2
what, assuming the standard significance level α = 5%, provides μα = 1, 96.

Now we are ready to introduce the second optimization rule.

Optimization 2. Let S1, S2, . . . , Sk (k > n/2) be a sequence of samples where
Si = Si−1 ∪ {new element} and CI1,CI2, . . . ,CIk be the sequence of the confi-
dence intervals obtained from S1, S2, . . .. Let len(CI) denote the length of the
confidence interval CI. We state that the size of the sample |S| = k is enough
and there is no need to generate new samples when the lengths of the last n/2
confidence intervals are more less the same, i.e.:

∑

i=k,k−1,...,k−n/2

|len(CIi) − len(CIi−1)| � 3

Of course the values n/2 and 3 are arbitrary and they are based on some initial
evaluation of different values.

Making an initial evaluation of confidence intervals for average we observed
that the later iteration is, the smaller confidence intervals are. This observation
triggered to introduce one more optimization rule which is very simple, but quite
strong and by default it reduces the total sum of samples’ sizes by half.

Optimization 3. Let i be the iteration number in the tabu search algorithm
execution and let’s assume tabu search is executing n iterations. Then in the i-th
iteration the sample size is determined by the following formula:

|S| = (n − i + 1) · 2;

Obviously the above formula can be easily adapted for any number of the tabu
search iterations.

All the optimization rules are applied into the tabu search as follows:

– Optimization 3 is defining the upper bound for the sample size and provides
the guarantee on the overall execution time.

– If the any of the rules defined by Optimization 1 and Optimization 2 is ful-
filled, we stop generating more items in the sample before Optimization 3
rule holds. We can’t estimate at which stage those rules are fulfilled as they
are depended on the actual samples’ values. However, the initial investiga-
tion shows that applying those makes a significant reduce in the total sum of
samples’ sizes.
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5 Robustness of the Solutions

In this section we present the results of the robustness property comparison
between the tabu search method with and without the sampling method applied.
All the tests are executed using a modified version of tabu search method
described in [1]. The algorithm has been configured with the following parame-
ters:

– π = (1, 2, . . . , n) is an initial permutation,
– n is the length of tabu list and
– n is the number of algorithm iterations,

where n is the tasks number.
Both methods have been tested on instances from OR-Library ([17]) where

there are 125 examples for n = 40, 50 and 100 (in total 375 examples). For each
example and each parameter c = 0.05, 0.1, 0.15, 0.2, 0.25 and 0.3 (expressing
6 levels of data disturbance) 100 randomly disturbed instances were generated
according to the normal distribution defined in Sect. 3 (in total 600 disturbed
instances per example). The full description of the method for disturbed data
generation can be found in [3].

All the presented results in this section are calculated as the relative coeffi-
cient according to the following formula:

δ =
W − W ∗

W ∗ · 100% (10)

which expresses by what percentage the investigated solution W is worse than
the reference (best known) solution W ∗. Details of calculating robustness of the
investigated methods can also be found in [3].

A classic version of the algorithm we denote by AD, the one with applied
sampling with the fixed sample size by APF and the one with applied sampling
with the sample sized based on optimization rules by APO.

5.1 Results

In Tables 2 and 3 we present a complete summary of results for cost criteria∑
wiUi and in Tables 4 and 5 we present a complete summary of results for cost

criteria
∑

wiTi. Values from columns AD, APF and APO in all tables represent
a relative distance between solutions established by a respective algorithm and
the best known solution. The distance is based on (10) and it is the average
of all solutions calculated for the disturbed data on a respective disturbance
level expressed by the parameter c. For APF values are broken down for differ-
ent sample sizes (which is based on number of jobs) and we can observe how
those values are changing depending on the sample size. For the cost criteria∑

wiUi the highlighted column (0.75n) represents in the author’s opinion the
best choice when it comes to balance between the obtained robustness coeffi-
cient value and the sample size. The version of the algorithm with optimizations
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applied is presented only for random pi and cost criteria
∑

wiTi as only for this
variant optimizations brought the expected improvements.

Looking at the results we can quickly conclude that by applying sampling
method we obtain significantly more robust solutions than in the deterministic
approach. Column IF (2n) represents how much relatively presented approach
is better and actually the level of improvement depends on the problem variant.
For random pi improvements are enormous and they start from ca. 400% and
they reaches values over 7000% for the cost criteria

∑
wiUi and they start from

ca. 900% and reaches over 32000% for the cost criteria
∑

wiTi. For random di

those values are smaller, but still showing great improvements.
We can also notice that by applying Optimizations 1, 2 and 3 we obtain a bet-

ter ratio between the sample size and solution robustness. As in this approach
there is no longer a fixed sample size, the actual sample size has been calcu-
lated during performing the tests and on average the sample size was 0, 78n
with very small deviations. Comparing values presented in the column APO to
similar variant in the APF version (0, 75n) we observe that for all cases either
values are similar or version with optimizations provides much better robustness
keeping more less the same samples’ size on average.

In general results follow the expectations, i.e. the bigger disturbance factor,
the worse robustness coefficient, the bigger sample size, the better robust coef-
ficient (to some degree), however, there are some exceptions from those rules
what we plan to investigate further in the future research.

Finally, in Table 6 we present aggregated on all disturbance levels the per-
centage for how many instances APF gives not worse solution than AD assuming

Table 2. Results for random pi and
∑

wiUi cost criteria. Values are the relative errors
between algorithm being compared to the best known solution

N Factor AD APF IF (2n)

0,25n 0,5n 0,75n 1n 1,25n 1,5n 1,75n 2n

40 0,05 58, 0 28, 1 24, 7 13,2 13, 4 12, 2 12, 1 11, 8 12, 0 382%

0,1 172, 7 68, 2 33, 5 22,6 20, 6 18, 7 17, 6 16, 6 16, 9 920%

0,15 505, 0 281, 3 128, 9 51,6 48, 0 52, 7 50, 3 51, 9 52, 2 867%

0,2 827, 7 320, 0 228, 0 93,8 86, 8 78, 8 79, 0 69, 0 71, 6 1055%

0,25 1213, 6 781, 8 197, 4 119,0 153, 9 133, 1 132 98, 7 97, 2 1148%

0,3 1299, 4 578, 4 473, 8 156,8 162, 2 163, 2 145, 7 164, 8 110, 3 1078%

50 0,05 70, 7 21, 2 17, 4 16,5 15, 7 15, 4 14, 3 13, 4 12, 6 461%

0,1 610, 0 82, 3 105, 3 76,2 56, 1 54, 8 39 39, 8 29, 0 2002%

0,15 553, 7 171, 9 100, 1 81,4 62, 7 42, 9 40, 8 34, 9 21, 4 2484%

0,2 2064, 7 529, 8 390, 9 181,0 192, 4 121, 7 96, 6 104 97, 8 2011%

0,25 2248, 8 394, 3 271, 0 200,3 126, 3 117, 0 114, 0 92, 3 114, 2 1868%

0,3 1752, 5 315, 2 202, 4 111,4 110, 3 108, 8 59, 2 81, 1 53, 2 3195%

100 0,05 546, 4 186, 2 160, 8 110,8 150, 1 151, 9 100, 2 58, 8 55, 6 882%

0,1 717, 1 74, 4 44, 1 33,5 37, 0 12, 6 38, 9 22, 3 14, 2 4932%

0,15 1585, 8 252, 0 79, 7 58,4 58, 5 57, 3 82, 7 68, 4 42, 3 3648%

0,2 1670, 8 247, 6 102, 9 120,5 54, 7 56, 5 48, 8 51, 4 38, 9 4199%

0,25 1551, 4 165, 0 98, 2 70,6 69, 4 51, 2 40, 3 38, 2 36, 6 4133%

0,3 2199, 2 186, 2 74, 5 48,9 48, 5 37, 2 31, 8 33, 9 29, 4 7377%
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Table 3. Results for random di and
∑

wiUi cost criteria. Values are the relative errors
between algorithm being compared to the best known solution

N FactorAD APF IF (2n)

0,25n 0,5n 0,75n 1n 1,25n 1,5n 1,75n 2n

40 0,05 1191, 6 451, 2 297, 0 197,2 200, 6 200, 8 191, 1 197, 3 207, 2 475%

0,1 2891, 4 1062, 7 881, 5 709,1 785, 1 734, 1 645, 6 684, 4 653, 9 342%

0,15 4460, 0 1757, 4 1193 1152,6 1128, 3 1109 1132, 8 1171, 1 1095, 6 307%

0,2 2953, 8 1480, 0 1209, 8 1073,5 1034, 5 1055, 4 1045, 7 1016, 3 1012, 6 191%

0,25 2457, 6 1304, 8 1153, 3 1129,5 1100, 4 1100, 1 1111, 4 1103, 4 1087, 4 126%

0,3 1391, 3 874, 9 777, 9 732,8 731, 9 718, 8 716, 7 714, 8 712, 3 95%

50 0,05 3045, 5 873, 6 586, 3 512,9 487, 1 566, 6 563, 6 494, 7 583, 2 422%

0,1 1128, 6 472, 6 370, 5 361,4 323, 7 317, 9 338, 6 321, 5 323, 2 249

0,15 3387, 1 1210, 3 1112, 1 1067,2 1000, 9 955, 5 928, 4 918, 9 963, 1 251%

0,2 2217, 6 1171, 6 943, 7 943,0 908, 5 892, 4 876, 5 858, 3 877, 1 152%

0,25 2462, 2 1501, 2 1328, 2 1247,6 1225, 1 1195 1178, 3 1181, 6 1190, 2 106%

0,3 1758, 1 1171, 4 1036, 6 1002,8 980, 0 989, 8 965, 6 977, 5 980, 5 79%

1000,05 3898, 6 640, 9 404, 4 373,9 340, 4 261, 0 256, 0 308, 5 261, 6 1390%

0,1 1671, 4 464, 3 424 379,8 369, 8 355, 1 351, 0 338, 3 337, 0 395%

0,15 1537, 7 576, 4 530, 6 495,8 477, 5 485, 9 497, 1 504, 7 473, 5 224%

0,2 1445, 3 729, 8 688, 3 676,7 663, 3 670, 3 641, 9 644, 7 641, 0 125%

0,25 1180, 5 735, 7 700, 8 674,2 664, 6 659, 2 650, 5 652, 4 640, 3 84%

0,3 784, 6 548, 8 525, 5 506,9 503, 2 503, 7 499, 7 497, 0 494, 1 58%

Table 4. Results for random pi and
∑

wiTi cost criteria. Values are the relative errors
between algorithm being compared to the best known solution

N Factor AD APO APF IF (2n)

0,78n 0,25n 0,5n 0,75n 1n 1,25n 1,5n 1,75n 2n

40 0,05 452,8 28,3 58,5 57,1 37,4 28,1 22,2 23,2 23,9 21,7 1982%

0,1 851 31,3 250,6 163 133 51,2 121,8 42,2 37,5 35,2 2320%

0,15 1532,6 49,2 571 226,8 94,9 101,1 70,9 79,3 49,9 52,2 2836%

0,2 2012 98,3 762 311,2 126,1 108,8 97,6 105,2 86,3 68,5 2836%

0,25 4693,6 900,9 5013,9 2073,4 1793,9 1737,6 1662,8 1628,9 456,4 458,4 923%

0,3 5238,1 1014,7 6297,6 1440,9 1065,3 1044,7 983 932,2 280,5 279,8 1772%

50 0,05 373,1 10,4 49,6 45,1 21 10 9,7 9,9 9,8 9,5 3831%

0,1 990,6 17,7 123,2 63,7 32,4 21,1 19,4 16,9 16,6 15,8 6186%

0,15 2666 192,9 501,2 368,9 237,7 101,3 100,4 95,3 100,7 98,1 2617%

0,2 4524 87,5 1068,9 484,4 148,4 92,3 89,6 83,1 74,9 73,9 6018

0,25 12048,7 528,2 1921,3 1334,8 855,2 553,5 498 476,7 480,6 382 3053%

0,3 7585,5 115,8 1099,6 633,6 283,2 113,5 154,5 119,1 117,7 44,5 16931%

100 0,05 830,9 6,9 19 7,5 7,1 7,7 7,5 7,5 6,9 7,3 11345%

0,1 2452,8 13,7 39,5 13,3 12 8,9 10,8 5,3 8,8 6,4 37991%

0,15 4095 62,1 222,2 56 63,3 70,6 46,2 31,7 40,1 42,2 9613%

0,2 12436,8 78,8 336,3 78,3 144,9 67,3 59,6 64,9 42,3 38,5 32173%

0,25 9104,2 114 305,4 161,2 135 80,5 85,4 82,6 75,6 59,4 15214%

0,3 11229,8 93,3 501,7 167,2 145,7 129,3 123,6 113,3 86,5 87,3 12756%
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Table 5. Results for random di and
∑

wiTi cost criteria. Values are the relative errors
between algorithm being compared to the best known solution (all values for AD and
APF should be multiplied by 103)

N Factor AD (·103) APF (·103) IF (2n)

0, 25n 0, 5n 0, 75n 1n 1, 25n 1, 5n 1, 75n 2n

40 0,05 10, 5 5, 4 4, 2 1, 8 1, 9 1, 8 1, 8 1, 7 1, 5 595%

0,1 26, 4 11 7, 5 7, 0 7, 1 6, 5 6, 6 6, 4 6, 2 325%

0,15 35, 2 18, 8 15, 1 14, 7 14 13, 6 13, 2 13, 5 13, 2 165%

0,2 56, 2 32, 6 26, 4 25, 5 24, 6 24, 1 24, 3 23, 7 23, 1 142%

0,25 51, 9 32 28, 5 27, 8 27, 8 26, 8 27, 1 27 26, 4 96%

0,3 21, 1 15, 5 14, 2 13, 3 13, 3 13 13, 1 12, 9 13 62%

50 0,05 10, 3 1, 9 1, 4 1, 1 0, 9 1, 0 0, 8 0, 8 0, 8 1164%

0,1 68, 2 23, 9 18 15, 6 16, 6 14, 7 15, 3 15, 8 14, 4 372%

0,15 55, 1 27, 7 22 21 19, 8 19, 8 19, 5 19, 6 19, 8 178%

0,2 103, 6 54 46, 3 42, 8 42, 6 42, 3 43 42, 3 42, 1 146%

0,25 221, 2 136, 3 121, 4 116, 3 116, 4 115, 8 114, 1 114, 2 114, 7 92%

0,3 25, 8 16, 5 14, 4 14 13, 7 13, 8 13, 6 13, 5 13, 6 89%

100 0,05 26 3, 4 2, 8 2, 4 2, 1 2, 1 2 1, 9 1, 8 1319%

0,1 97, 4 28, 6 24, 2 22, 6 21, 8 21, 8 21, 3 20, 8 20, 1 384%

0,15 576, 1 283, 7 270, 6 254, 1 246, 2 244, 9 241, 7 242, 4 241, 1 138%

0,2 2345, 7 1506, 1 1402 1332, 5 1301, 1 1308, 8 1302, 7 1296, 5 1288, 4 82%

0,25 657, 5 454, 3 425, 6 400, 8 395, 2 392, 5 394, 9 395, 1 390, 8 68%

0,3 37, 7 29, 6 27, 5 26, 2 25, 8 25, 9 25, 6 25, 5 25, 5 47%

that the samples size S = 2n. We can quickly see that for all problem variants
(except the one for random pi and cost criteria

∑
wiTi) all results are almost

95% and higher and the bigger n is, the better percentage we get. Moreover, for
random di and cost criteria

∑
wiUi all values are very close or even equal to

100%. For random pi and cost criteria
∑

wiTi, even if a little smaller, we also
get very strong result where all results are above 74%. This another perspective
also shows predominance of the proposed sampling method.

Table 6. The percentage for how many instances APF gives not worse solution than
AD assuming S = 2n

n pi di
∑

wiUi

∑
wiTi

∑
wiUi

∑
wiTi

40 94,7% 77,9% 98,8% 94,9%

50 96,8% 74,3% 99,2% 97,7%

100 99,9% 80,0% 100,0% 99,9%

6 Conclusions

In this paper we proposed the sampling method with a set of optimizations which
can be applied to tabu search and other similar methods in order to improve
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the robustness of solutions calculated in an uncertain environment modeled by
random variables with the normal distribution. Based on the performed com-
putational experiments we can conclude that the proposed method provides
substantially more robust solutions than the ones obtained by the determin-
istic approach and the proposed optimization rules reduces the samples’ sizes
generated during the algorithm’s execution

As there are several ways how the described method can be further investi-
gated, we can see the following ways for continuation. Obviously, as there are
several results which don’t follow the expected trends, we plan to investigate
the topic further and understand better the nature of those exceptions and by
that, hopefully, improve the method and make it more tailored where applicable.
There is also a question how strong is that method comparing to other methods
solving the same problem based on stochastic and fuzzy description. The other
area of investigation might be also to verify how much the input data distribu-
tion is important in the final results as the obtained samples doesn’t reflect the
distribution of the input data. Please note that this might be both advantage
and disadvantage depending on the properties we would like to obtain in the
end. Finally, this method is very universal and can be applied to many other
types of optimization problems, so we plan also to follow this direction.
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26. Vondrák, J.: Probabilistic methods in combinatorial and stochastic optimization
(Doctoral dissertation, Massachusetts Institute of Technology) (2005)

27. Yang, J., Yu, G.: On the robust single machine scheduling problem. J. Comb.
Optim. 6(1), 17–33 (2002)

28. Yue, F., Song, S., Jia, P., Wu, G., Zhao, H.: Robust single machine scheduling
problem with uncertain job due dates for industrial mass production. J. Syst. Eng.
Electron. 31(2), 350–358 (2020)

29. Zhang, L., Lin, Y., Xiao, Y., Zhang, X.: Stochastic single-machine scheduling with
random resource arrival times. Int. J. Mach. Learn. Cybern. 9(7), 1101–1107 (2018)

http://www.brunel.ac.uk/~mastjjb/jeb/info.html
https://doi.org/10.1007/978-3-319-26580-3
https://doi.org/10.1007/978-3-319-59105-6_50
https://doi.org/10.1007/978-3-319-59105-6_50


Teaching Computational Science



Biophysical Modeling of Excitable Cells -
A New Approach to Undergraduate
Computational Biology Curriculum

Development

Sorinel A. Oprisan(B)

Department of Physics and Astronomy, College of Charleston, Charleston, SC, USA
oprisans@cofc.edu

http://oprisans.people.cofc.edu/bmec.html/

Abstract. As part of a broader effort of developing a comprehen-
sive neuroscience curriculum, we implemented an interdisciplinary, one-
semester, upper-level course called Biophysical Modeling of Excitable
Cells (BMEC). The course exposes undergraduate students to broad
areas of computational biology. It focuses on computational neuroscience
(CNS), develops scientific literacy, promotes teamwork between biol-
ogy, psychology, physics, and mathematics-oriented undergraduate stu-
dents. This course also provides pedagogical experience for senior Ph.D.
students from the Neuroscience Department at the Medical Univer-
sity of South Carolina (MUSC). BMEC is a three contact hours per
week lecture-based course that includes a set of computer-based activi-
ties designed to gradually increase the undergraduates’ ability to apply
mathematics and computational concepts to solving biologically-relevant
problems. The class brings together two different groups of students with
very dissimilar and complementary backgrounds, i.e., biology or psychol-
ogy and physics or mathematics oriented. The teamwork allows students
with more substantial biology or psychology background to explain to
physics or mathematics students the biological implications and instill
realism into the computer modeling project they completed for this
class. Simultaneously, students with substantial physics and mathemat-
ics backgrounds can apply techniques learned in specialized mathematics,
physics, or computer science classes to generate mathematical hypothe-
ses and implement them in computer codes.

Keywords: Computational neuroscience · Undergraduate education ·
Interdisciplinary curricula

1 Introduction

Neuroscience is an interdisciplinary endeavor that requires biology and psy-
chology knowledge and challenges undergraduates to cross the boundaries of
their primary major [21]. Computational neuroscience (CNS) requires a further
fundamental understanding of physics, mathematics, and computer science [2].
c© Springer Nature Switzerland AG 2021
M. Paszynski et al. (Eds.): ICCS 2021, LNCS 12747, pp. 611–625, 2021.
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Nowadays, neuroscience graduate programs require at least a basic knowledge
of computer algorithms used in a wide range of experimental techniques, from
electrophysiological measurements, such as data acquisition, storage, spike sort-
ing, and pattern recognition, to elaborate and computationally-intensive data
analysis in functional brain imaging [7]. The students who attend a primarily
undergraduate institution (PUI) and aspire to a spot in a neuroscience graduate
program are often at a disadvantage regarding the depth of their experience when
competing against those coming from research universities with dedicated state-
of-the-art facilities and established neuroscience programs. Of all sub-fields of
neuroscience research, CNS is the only one that requires the least infrastructure
and investment into specialized equipment. Luckily, CNS only requires readily
available computers, e.g., a fully functional Linux-powered Raspberry Pi costs
only $35, and freely available software packages, such as NEURON, Genesis, or
XPP [13].

Eric L. Schwartz coined the computational neuroscience (CNS) name in the
mid-1980s to characterize vastly disparate computational research approaches
to understanding how neurons process information and how the brain func-
tions. [10].

In addition to contributing to students’ personal and professional develop-
ment [8], undergraduate research opportunities in CNS enhance their chances of
successful and more productive completion of a graduate degree [16]. However,
gaining research experience in CNS may be especially difficult due to (1) the
lack of CNS-trained faculty at PUIs and (2) the breadth of knowledge required
from undergraduates. National Institute of Health’s (NIH) Blueprint initiative
supports five large and well-established graduate programs in neuroscience that
include some undergraduate CNS components [26]. Early and engaging neu-
roscience education is critical in recruiting and retaining undergraduate stu-
dents to CNS [9]. While some undergraduates will pursue graduate studies,
their first exposure to neuroscience will still occur in undergraduate classes.
Moreover, every neuroscience graduate program has a computational compo-
nent, and, therefore, there is a great need for bottom-up funding and growth of
CNS starting at PUIs.

At the College of Charleston (CofC), we developed and implemented an inno-
vative interdisciplinary curriculum in CNS consisting of an introductory research
rotation class offered to incoming first-year students as a First-Year Experience
(see http://fye.cofc.edu/) followed by an upper-level Biophysical Modeling of
Excitable Cells (BMEC) class [19,20]. The BMEC course is an enriching inter-
disciplinary learning experience that seemingly fits into the existing Neuroscience
Minor and Biomedical Physics Minor at the CofC.

The primary goal of the BMEC course is to provide CofC undergraduates
with an overview of the potential applications of CNS, offer a glimpse at the
mathematical and computational techniques used in CNS, and analyze in-depth
a few computational implementations of single-cell conductance-based models
(see http://oprisans.people.cofc.edu/bmec.html/ for a complete list of computa-
tional models developed for this class). Another goal of the course is to foster

http://fye.cofc.edu/
http://oprisans.people.cofc.edu/bmec.html/
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the collaboration between our undergraduate institution (CofC) and the Neuro-
science Department at Medical University of South Carolina (MUSC) through
the direct involvement of graduate students in teaching undergraduate classes.
We aim to contribute to both undergraduate and graduate students learning.

2 Our Curriculum Deployment Approach

1. Identify Your Target Audience. In our case, with a successful and fast-
growing Neuroscience Minor (developed and staffed by Biology and Psychology
Departments) and a Biomedical Physics Minor (developed and staffed by Depart-
ment of Physics and Astronomy), it became apparent that one crucial learning
experience was missing, i.e., a computationally-oriented component of these two
programs. After running our CNS class for a few years as a special topic course
(2006–2010) and analyzing the enrollment data, we concluded that our CNS
course’s target audience is the biology, psychology, physics, and mathematics
undergraduates with a strong interest in computational biology.

2. Secure Administrative Support. With the administrative support of the
two chairpersons (Biology and Physics), the Director of Neuroscience Minor, and
the coordinators of Biomedical Physics Minor, we adjusted the prerequisites and
the content of the course to serve both biology or psychology majors, presumably
exploring a Neuroscience Minor option, and physics or mathematics majors,
likely interested in Biomedical Physics. The BMEC course is maximizing the use
of faculty who serves both Biology and Physics majors and two interdisciplinary
minors (Neuroscience and Biomedical Physics).

3. Effective Academic Advising. One mechanism we used is the inclusion
of two faculty members from the Physics and Astronomy Department in the
Neuroscience Steering Committee. This ensures that biology and psychology
students were aware of the BMEC course offered by the Physics and Astron-
omy Department. Simultaneously, physics instructors who were members of the
Neuroscience Steering Committee make sure that physics majors are aware of
biology and psychology prerequisites for the BMEC course and encourage them
to consider a Neuroscience Minor pathway. The goal is to create the mindset,
very early on, that mathematically-oriented physics students who would like to
consider a career in life sciences need to enroll in biology and psychology classes.
The earlier and more pervasive the academic advising is, the more effective it
will be in breaking down the natural compartmentalization along discipline and
department lines. In addition to academic advising, we use posters and short
10-min talks delivered during the open enrollment period in targeted biology,
physics, and neuroscience classes. The talks were pitched to the appropriate
courses and majors to inform the students about the new curriculum.
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4. Course Cross-listing. The BMEC course is cross-listed with the Depart-
ment of Physics and Astronomy as PHYS 396 and the Department of Biology
as BIOL 396. This course serves as one of the mandatory electives for the Neu-
roscience Minor at the CofC. It is also a core required class for the Biomedical
Physics Minor.

3 Designing the Computational Neuroscience Curriculum
for Undergraduates

3.1 Aims

BMEC curriculum was developed and implemented with three aims: 1) to pro-
vide an interdisciplinary undergraduate experience in CNS, 2) to promote inter-
disciplinary and computational thinking, and 3) create an environment that
fosters pedagogical awareness in Ph.D. students from the MUSC early in their
careers.

The main goal of the BMEC course is to provide a learning environment
where undergraduates can apply their specialized major-related knowledge to
solving problems outside their disciplines. For example, physics majors are well-
versed in manipulating analytically and numerically differential equations for
diffusion, thermal conduction, etc. Still, they rarely find themselves in an under-
graduate class that requires solving diffusion equations across the cell membrane,
using electrostatic interactions among different ionic species to determine the
spatial distribution of charges in a living cell, or using finite difference schemes
to solve action potential propagation along an axon. The same is true for biology
students who know all the details of biochemical mechanisms involved in trans-
membrane transport but rarely make the connection with the mathematical
description of such processes as they learn it in a traditional physics class [18].

3.2 Prerequisites

The current prerequisites for our BMEC course are unique, and this course
introduced a new interdisciplinary curriculum design model. We adopted the
model of a single course with two cross-listed sections and prerequisites both in
Biology and Physics.

The Physics/Mathematics/Computer Science section of the BMEC course,
i.e., PHYS 396, requires calculus-based physics classes through electricity
(Physics 111 and 112) and introductory-level biology classes (BIOL 111 Intro-
duction to Cell and Molecular Biology and BIOL 112 Evolution, Form, and
Function of Organisms).

The Biology/Psychology/Neuroscience Minor section of the BMEC course,
i.e., BIOL 396, requires algebra-based physics classes through electricity (PHYS
101 and PHYS 102) and advanced biology classes (BIOL 211 Biodiversity, Ecol-
ogy, and Conservation Biology and BIOL 212 Genetics).

There is no formal computer literacy requirement for the BMEC course since
the focus is on using dedicated computational tools to model biological processes
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and not the implementation of computer codes per se. Furthermore, to reduce
the apprehension related to computer modeling, the course starts with a user-
friendly set of computer activities from the Neuron in Action package [25]. After
the students are comfortable manipulating modeling parameters (cell radius, the
density of ionic channels, half-activation potentials, etc.), the course gradually
introduces them to the actual computer code that runs user-friendly interface of
Neuron in Action package [13].

3.3 Class Resources

Like any computational biology course, BMEC requires extra resources.

Computers. Our CNS laboratory has 20 dedicated laptops which can be loaned
by students enrolled in BMEC at the beginning of the semester. The Department
of Physics and Astronomy also offers free access to all students to 20 desktop
computers with all the necessary software.

Undergraduate Teaching Assistant. One teaching assistant (TA) is
recruited from amongst the students who completed the BMEC class. The TA’s
primary duties are to help the instructor during the hands-on computational
activities so that the computational questions and issues raised by students
are promptly solved. The TA holds office hours to help students with home-
work assignments and computer codes, and grade assignments. The TA also
ensures that all hardware and software issues related to BMEC class are solved
expeditiously, updates the software for all laptops serving the class, and coordi-
nates with Information Technology Department regarding required updates for
all computational packages used in class and installed on departmental comput-
ers.

Teaching Training Fellowships for Ph.D. Students from MUSC. The
ongoing collaboration between the CofC and MUSC extends beyond the research
and co-mentoring undergraduates students. We involve senior Ph.D. students
from MUSC as Teaching Training Fellows (TTFs) in our undergraduate classes.
Although teaching is not required of Ph.D. graduate students at MUSC, studies
showed that teaching experience has beneficial effects on enhancing oral and
written communication skills and improving research performance [6]. The TTF
program between the CofC and MUSC was designed to avoid usual pitfalls,
i.e., unstructured pedagogical approach to teaching [1] and lack of precise and
quantifiable learning goals and objectives [14].

We selected for the BMEC course only highly-motivated senior Ph.D. grad-
uate students, usually from the labs of the instructor’s collaborators, based on
first-hand interaction during our collaborative research projects with MUSC.
Opportunities are created for increasing pedagogical awareness of TTFs through
discussions with other instructors and feedback from undergraduate students
and the course instructor about the effectiveness of the teaching methods used
in their guest lectures.
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The purpose of TTF is to set aside protected time for Ph.D. students inter-
ested in pursuing a teaching career such that they can focus on pedagogy,
develop teaching competencies, and help graduate students decide their career
path beyond the Ph.D. The prospective TTF’s research adviser agrees to release
the senior Ph.D. student, who is in the final stages of the thesis preparation,
from some of the research duties and consign a contract with a CofC instructor
with whom the TTF will work. Although the TTF does not directly receive a
stipend for teaching at the CofC, the research adviser’s lab at MUSC receives
compensatory funds from a CofC grant to help substitute the Ph.D. student
with other undergraduate or graduate students.

The TTF conducts review sessions with undergraduates, prepares and
presents two-three guest lectures, and attends the graduate-level Teaching Tech-
niques class at MUSC. Many office hours go beyond the class topics and some-
times cross into personal advice from TTF to undergraduate students regarding
effective learning strategies, what it takes to get admitted into a graduate pro-
gram, what it takes to be a successful graduate student, etc. The undergraduates
do not feel intimidated by the TTF and tend to ask questions more openly. At
the same time, the undergraduates know from the research lab visits at MUSC
conducted by the TTF and the lectures taught by the TTF towards the end of
the semester in our BMEC class that the TTF masters the neuroscience research
techniques and respect him/her as a looked-up professional and potential role
model.

4 Biophysical Modeling of Excitable Cells Course
Logistics

Teaching computational biology at the undergraduate level is challenging pri-
marily because of the required breadth of knowledge. BMEC is a one-semester,
upper-level, undergraduate course for students interested in exploring computa-
tional approaches to biologically-relevant questions. The course is a three contact
hours per week class.

Gaining hands-on experience is crucial in computational biology [23], and we
opted for a mix of lectures and hands-on computational activities during a three
contact-hour class. Depending on the week’s topic, at least one out of the three
one-hour class periods is allocated to hands-on computational activities. The
three credits/three contact hours BMEC course is offered every fall semester.

BMEC is a single-instructor course and consists of standard two-hour lec-
tures per week and one-hour hands-on computer activities weekly. Computa-
tional activities are selected from the Neuron in Action package during the first
half of the semester and implemented in XPP during the second half of the
semester. Class discussions focus on primary literature and database models.
The students’ workload consists of weekly reading and homework assignments,
one term paper, and one end-of-semester computational project.
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4.1 Delivering BMEC Content

Lectures and Hands-On Computational Activities. The course content is
delivered primarily through lectures focused on the major points of the assigned
readings. To increase class participation and get a feeling of the students’ grasp
on some tricky concepts, we use a classroom response system (iClickers) for
anonymous polling. The small class size (10–16 students) helps students feel
more comfortable speaking up, although iClickers is the preferred method to
scale-up and involve larger classes [24].

The purpose of computational activities is to familiarize undergraduate stu-
dents with the user-friendly interface provided by Neurons in Action software
[17] and guide them through a series of tutorials modeling different aspects of
electric activity of excitable cells, e.g., passive properties of membrane bilayers,
effect of voltage-gated ionic channels on electric activity of excitable cells, action
potential propagation, synaptic coupling, etc.

During the second part of the semester, the undergraduate students are intro-
duced to the computer programming behind the friendly graphic user interface.
Since computer programming experience is neither required nor the main focus
of the BMEC course, we decided to use a simple, straightforward, yet pow-
erful scripting language called XPP developed at Pittsburg University by Dr.
Bard Ermentrout (see http://www.math.pitt.edu/∼bard/xpp/xpp.html). Exten-
sive tutorials also support this cross-platform software package [5].

After the first half of the semester, the students become comfortable linking
biological concepts, such as transmembrane ionic currents induced by protein
conformation changes, with the corresponding mathematical representation. For
example, all students in BMEC are familiar with the mathematical description
of the leak current, which has the general form of Ohm’s law IL = gL×(V −EL),
where gL is the leak current conductance, V is the membrane potential, and EL

is the reversal potential of the leak current. In XPP, the implementation of the
above current is straightforward:

par gl = 0.1, el = −50
il = gl ∗ (v − el)

. . .

The reserved word par in the above computer code signals that what fol-
lows is a list of parameters. Understanding XPP scripts is straightforward and
gives undergraduate students the necessary confidence that CNS is not (only)
about computer programming. After practicing with XPP during the second
half of the semester, the students become confident that they can implement
any conductance-based mathematical model.

Guest Lecturers and Lab Visits. The close ties with the MUSC and TTF
Ph.D. graduate students’ involvement offer CofC undergraduates the opportu-
nity of class visits to observe wet electrophysiological or behavior experiments
carried out at MUSC. We also monitor all steps of in vitro experiments using mice

http://www.math.pitt.edu/~bard/xpp/xpp.html
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prefrontal slices from glass electrode and slice preparation, cell identification, to
spike sorting. In a different lab visit at MUSC, we observed in vivo multielec-
trode recordings from mice performing a maze task. After completing the BMEC
course, our undergraduates have the opportunity of gaining additional first-hand
research experience and apply what they learned in the classroom by working
in MUSC labs through the Summer Undergraduate Research Program (SURP)
initiative.

To further strengthen the ties between the CofC and MUSC departments,
experts from different fields are invited to give guest lectures. We usually do
not have more than one guest speaker per academic year. In some particular
academic years, we incorporated more electrophysiology background informa-
tion by asking a faculty member from the Biology Department at the CofC to
present this specific neuroscience-related topic. In other years we had MUSC
guest speakers from Biomedical Imaging Center at MUSC and focused more on
brain networks and behavioral-level neuroscience with connectomics emphasis.
To secure a guest speaker, we usually send the invitation to targeted faculty at
least three-four months before the beginning of the semester.

4.2 Online Course Management System

Class materials are organized and distributed via a secure wiki page. A screened
wiki webpage summarizing materials from our CNS course is available at http://
oprisans.people.cofc.edu/bmec.html/. The instructor edits and maintains a few
webpages linked to the main wiki, e.g., the syllabus, the list of recommended
computational projects, the list of recommended essays, the criteria for eval-
uating the presentations, the office hour schedule, the end-of-semester student
presentation schedule, etc.

Course’s wiki webpage contains pages created and managed by each student
or group of students. Each student must store all files related to his/her wiki
webpage in an individual folder to avoid mixing and overwriting files from other
users. A typical student webpage contains a detailed description of the end-of-
semester computational project. It is organized as a research paper, i.e., it must
have a title, abstract, introduction, method, and materials, results, conclusions,
acknowledgments, references. The PowerPoint presentation and the final written
report for the end-of-semester computational project are also linked to the stu-
dent’s wiki page. All references used during the project are stored as pdf files in
the related student’s folder to allow every student enrolled in the BMEC course
quick access to the particular project’s primary literature.

4.3 Course Topics

Course topics include (1) exploration of physics basis of (bio)electrical sig-
nals, such as electric potential, electric current, Ohm’s law, Kirchhoff rules,
an RC time constant, (2) search for experimental data and computational
models in open databases, such as CRCNS - Collaborative Research in

http://oprisans.people.cofc.edu/bmec.html/
http://oprisans.people.cofc.edu/bmec.html/
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Computational Neuroscience (https://crcns.org/), ModelDB (https://senselab.
med.yale.edu/modeldb/), and BioModels (https://www.ebi.ac.uk/biomodels/),
(3) fit experimental data to analytic functions and calibrate ionic currents based
on empirical data, (4) use freely available (NEURON, XPP, etc.) and proprietary
(Matlab, Mathematica, etc.) computational tools to integrate model equations,
and (5) relate computational predictions and results to behavioral and clinical
data.

In BMEC, we cover four main topics: (1) electrical properties of excitable
cells, e.g., capacitance, time constant, axial and trans-membrane electric resis-
tances, length constant, and leak currents, (2) ionic currents, e.g., Ohmic and
voltage-gated ionic channels, Kirchhoff rules, and Hodgkin-Huxley equations,
(3) synaptic coupling, e.g., neurotransmitter release, calcium-sensing, GABA-
and NMDA-gated ionic channels and long-term potentiation, and (4) multi-
compartment models and neural networks (see http://oprisans.people.cofc.edu/
bmec.html/ for weekly topics, objectives, assignments, etc.).

4.4 Textbooks

Due to the heterogeneity of students’ backgrounds and the breadth of required
knowledge, no single textbook can cover both the biological foundations and the
mathematical/computational topics for an undergraduate-level CNS class. We
used a combination of textbooks (available at CofC library) and review papers
to cover the foundations of CNS:

1. Principles of Neural Science, E.R. Kandel, J.H. Schwartz, T.M. Jessell, 2005.
2. Computational Cell Biology: An Introduction to Computer Modeling in

Molecular Cell Biology. Chris Fall, Eric Marland, John Tyson, and John Wag-
ner (editors). Springer-Verlag. New York, NY. 2002.

3. Ionic Channels of Excitable Membranes, Third Edition. Bertil Hille. Sinauer
Associates. Sunderland, MA. 2001.

Additional assigned readings are listed on our BMEC website.

4.5 Assignments

Reading Assignments. Primary literature is employed in three ways: (1)
inclusion of experiments and models in all lectures, (2) individual written essays
focused on a literature review of a specific computational model, and (3) end-of-
semester computational projects. Through active reading assignments from the
CNS field’s primary literature, we reinforce concepts presented in class and guide
students on integrating real data into computational models of excitable cells.
The reading assignment also expose students to current research and teach them
the importance of staying abreast of new developments in the rapidly changing
field of CNS [22].

https://crcns.org/
https://senselab.med.yale.edu/modeldb/
https://senselab.med.yale.edu/modeldb/
https://www.ebi.ac.uk/biomodels/
http://oprisans.people.cofc.edu/bmec.html/
http://oprisans.people.cofc.edu/bmec.html/
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Literature Review Essay. All students are required to summarize assigned
primary literature articles in a short review paper, targeting non-science peers,
called essay assignment. Through these assignments, the students became aware
of the difficulties of conveying technical information to a broader audience and
gain experience in science writing and communication. As opposed to the reg-
ular class reading assignments, the literature review essay is a comprehensive
overview focused on the novelty and uniqueness of a particular computer model
applied to a biologically-relevant question. Each literature review essay must
provide a historical overview emphasizing a broader understanding of the inter-
disciplinary and often sinuous track towards the “right” answer. In addition to
introducing the specific subject of the essay, the literature review essay details
the design, results, and interpretation of computer simulations and their rele-
vance to biology.

Computational Project. Further student engagement in CNS comes in the
form of an end-of-semester computational project. A list of projects, together
with minimal bibliography and computer codes, is provided at the beginning
of the semester. However, the students are free to select any other CNS-related
topics (see http://oprisans.people.cofc.edu/bmec.html/).

At the end of the first month of the semester-long course, every group of
(maximum three) students must select a computational topic and submit a brief
one-page proposal containing a title, an abstract, and some references for their
intended computational project.

The project groups must have (at least) one biology/psychology/neuroscience
minor member from the BIOL 396 section of the class and one from the mathe-
matics/physics/computer science PHYS 396 section of the course. Course eval-
uations showed that students with stronger biology/psychology backgrounds
and weaker physics/mathematical backgrounds benefit from the mixed teams’
arrangement to explore quantitative and computational solutions. Simultane-
ously, students with stronger physics/mathematics backgrounds had the oppor-
tunity to understand better the hypothesis and assumptions made in tackling
biological problems using mathematical and computational models.

The midterm checkpoint of the computational project provides feedback
to students regarding the consistency of their numerical simulations, the con-
tent, and the style of their presentation. For the end-of-semester computational
project, the midterm requirement is a working computer code and a strategy for
conducting numerical simulations for the rest of the term, e.g., computational
resource allocation, time management, etc.

During the second part of the semester, the students summarize their numer-
ical simulations, design a 10–15 minutes PowerPoint presentation and an accom-
panying, detailed paper summarizing their findings. The emphasis of the end-
of-semester accompanying paper is on the clarity of writing, the relationship
between a biologically-relevant question and the computational model they
developed and tested, judicious selection of simulation parameters and their bio-
logical relevance, creativity regarding data mining and visualization of results,

http://oprisans.people.cofc.edu/bmec.html/
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and the critical overview of shortcomings and possible improvement of the
project.

At least a week before the end-of-semester presentation, each student is
required to meet with the instructor to assess both the content and the for-
mat of the intended 10-minutes class presentation. This meeting also allows the
instructor to evaluate student fluency with the material presented and individ-
ual contribution to the team project. Many students reported that this was the
first, or one of the only few, presentations required in any of their classes. Thus,
BMEC also helps develop oral communication skills, which is a crucial feature
of a liberal arts education.

While both the essay assignments and the end-of-semester computational
projects develop and sharpen students’ critical evaluation of the primary litera-
ture, teach students how to identify strengths and weaknesses, and present the
results logically, they serve different purposes. The literature review essay’s pri-
mary focus is to engage undergraduates in scientific thinking, critique what they
have read, and understand what questions have been left unanswered or what
new problems have emerged from the primary literature they covered. Critical
evaluation of the primary literature during essay writing reflects their assess-
ment of results’ reliability, replicability, methods, and conclusions reached by
the study’s authors. The end-of-semester computational project also requires a
literature review. Still, it focuses on a single computational model and, more
importantly, requires a working computer implementation of the model under
investigation to (1) replicate the data published in the literature and (2) suggest
new implementations and new parameter ranges explored.

4.6 Learning Objectives Assessment

Reading Quizzes. The reading quizzes consist of multiple-choice questions
that require 5–10 minutes of class time. One purpose of the reading quizzes
is to check that the students read the assigned material and are familiar with
the new vocabulary before starting the lecture. An equally important purpose
is to signal to the instructor where the most misconceptions are so that the
lecture’s emphasis can be tuned to the student’s actual needs. There is at least
one reading quiz per chapter with the option of delivering them electronically
via the college-wide course management system.

Homework. There is usually one homework assignment per week (see http://
oprisans.people.cofc.edu/bmec.html/ for a detailed list of tasks). The homework
assignments are primarily quantitative and require computational proficiency in
preparing charts, data visualizations, and statistical analysis.

Literature Review Essays and End-of-Semester Projects. Assessing
course outcomes is crucial to determine what areas need improvements. We
adopted and modified a rubric model of assessment to help students with the
essay preparation and the end-of-semester computational project. For the essay

http://oprisans.people.cofc.edu/bmec.html/
http://oprisans.people.cofc.edu/bmec.html/
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rubric, the emphasis is on understanding the literature’s scientific background
and tune writing and communication skills to technical aspects of the paper. The
rubric also makes several explicit aspects of scientific content and methodologies,
such as identifying each experiment’s aim in the assigned literature, stating and
justifying the hypothesis, discussing the results, and identifying obvious short-
comings and possible suggestions for improvement. Critical evaluation of the
primary literature is also required. Students must identify strengths and weak-
nesses and suggest experiments that would logically follow from the paper’s
results or fill in the article’s gaps.

For the literature review essay, the students were required to organize multi-
ple sources, emphasize the flow and progression from one experiment to the next,
and identify open questions. Throughout the entire BMEC course, we caution
our students that “all models are wrong, but some are useful” (George E. P.
Box) and encourage students to consider both the limited scope of a given study
and the totality of the evidence presented.

For the end-of-semester class presentations of the computational project, the
project’s team will cover the background literature and their numerical simu-
lation results. Other students are randomly called upon to discuss or critique
the hypothesis, assumptions, and limitations of the work presented by their col-
leagues.

Assessment of Teaching Training Fellows. In our experience, the TTF
program benefits both our undergraduates, a fact that we attributed to the
beneficial role of peer coaching [11], and the Ph.D. students. TTF students are
encouraged to focus on multiple aspects of pedagogy, from general teaching style
to specific teaching strategies. The lecture’s roster faculty serves as a teaching
mentor for the TTF and helps him/her develop lecture plans and assignments
appropriate for undergraduates.

By observing how various instructional methods engage undergraduates in
the course, TTF students can incorporate effective teaching strategies into their
lectures. Of particular importance is the early exposure and adoption of modern
classroom technology by TTFs. In our BMEC classroom, we use as many mod-
ern teaching technology tools as possible, from the Peer Instruction [15] with
classroom response systems (iClickers) [3] to dynamic PowerPoint presentations
that integrate multimedia content [4].

Our goal is to guide TTF students towards identifying effective teaching
strategies that match both their personality and the intended audience, help
them design the assignments given to undergraduates at the appropriate level of
difficulty, design qualitative questions and computational problems that require
synthesis and manipulation of the material to make sure students understood
the key concepts, and convey the message that the instructor must always have a
much deeper understanding of the topic than he/she may be teaching. To evalu-
ate improved pedagogical skills of the TTF students, we rely on undergraduates’
ratings on the clarity of learning objectives, the material presented, and quali-
tative feedback on the most and least effective components of the lecture from
both students and course directors.
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5 Discussion

We implemented at the CofC a computational neuroscience (CNS) program that
fuses neuroscience with more math-oriented topics. It afforded new courses to
be developed which have served a multitude of purposes, i.e., growth of both
Neuroscience and Biomedical Physics Minors, introduced freshmen students to
computational biology through our first-year experience, empower biology stu-
dents to search for computational solutions of biologically-relevant questions,
and open a new realm of discovery for mathematically-oriented and computer
science savvy student.

The Biophysical Modeling of Excitable Cells course is unique at the CofC
for several reasons. It bridges (1) multiple disciplines (physics, mathematics,
computer science, psychology, and biology), (2) numerous programs on campus
(Neuroscience Minor, Biomedical Physics Minor, and DATA Science), and (3)
the neuroscience research at MUSC with undergraduate teaching at the CofC.

I the absence of a TA and TTF, this class would be challenging to implement
with an enrollment greater than 15–20 students. One of the limitations is the
number of end-of-semester presentations, which could be reduced by creating
larger teams. It is more challenging to coordinate students’ schedules to run
numerical simulations for larger groups. Suppose a TA or TTF is not available
during hands-on sessions. In that case, the instructor must adopt a synchronous,
step-by-step approach such that any computation roadblock is removed for all
students before moving forward.

This course promotes pedagogical awareness through its TA and TTF
programs and helps prepare the next generation of neuroscience instructors.
Through the strong ties we have with research labs at MUSC and the constant
interaction among our students and the TTF, we created steady steam of stu-
dents who successfully pursue Ph.D. degrees in (computational) neuroscience.
Among other approaches, this is one of the most effective ways of preparing the
next generation of computational biologists [12].

Acknowledgments. This work was supported by a Research & Development grant
form the CofC and an award from the South Carolina Space Grant Consortium.
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{iclanzan,zoltan katai}@ms.sapientia.ro

Abstract. We present a freely available, easy to use system for promot-
ing teacher presence during slide-supported online lectures, meant to aid
effective learning and reduce students’ sense of isolation. The core idea
is to overlay the teacher’s body directly onto the slide and move it and
scale it dynamically according to the currently presented content. Our
implementation runs entirely locally in the browser and uses machine
learning and chroma keying techniques to segment and project only the
instructor’s body onto the presentation. Students not only see the face
of the teacher but they also perceive as the teacher, with his/her gaze
and hand gestures, directs their attention to the areas of the slides being
analyzed.

We include an evaluation of the system by using it for online teaching
programming courses for 134 students from 10 different study programs.
The gathered feedback in terms of attention benefit, student satisfac-
tion, and perceived learning, strongly endorse the usefulness and poten-
tial of enhanced teacher presence in general, and our web application in
particular.

Keywords: Teacher presence · Teaching aid tools · Online teaching

1 Introduction

In recent decades, there have been a number of predictions about an increase
in demand for online courses. For example, the 2009 Chronicle of Higher Edu-
cation research report, “The College of 2020”, predicted that students would be
increasingly interested in online courses [27]. However, it is quite certain that
even the boldest predictions did not imply the actual need generated by the
COVID-19 pandemic, which in addition, required an almost instant shift.

In most countries, video conferencing tools (Zoom, Microsoft Teams, Google
Meet, etc.) provided a quick solution, enabling webinar-like courses. The teaching
environments often include PowerPoint slides [4] which are preferred and used by
many CS instructors too [22]. The video conferencing tools have a screen sharing
feature which allows the teacher to use the same PowerPoint presentation as for
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face-to-face lectures. Common learning settings are: i) students listen to the
teacher’s explanation while their eyes are fixed on the slides; ii) the teacher
turns on its camera and its video appears next to the slides in a separate smaller
window; iii) instruction is presented as full-screen lecture slides with a small
embedded video overlay of the instructor speaking (usually, the teacher’s face
on the slide has a fixed size and position).

A major concern with online courses is a sense of isolation that can hinder stu-
dents’ ability to learn [8]. When social cues disappear, communication becomes
more “task-oriented, cold, and less personal than face-to-face communication”
[29, p. 461]. Accordingly, research in the field of online education highlights the
key role the “strong teacher presence” plays in engaging learners in meaningful
learning experiences [5,28]. This phenomenon was investigated mostly within the
framework of asynchronous video lectures. It was suggested that including the
instructor’s face in the online lecture (via a small embedded video) will result
in more effective learning because it has the potential to amplify the social cues
coming from the teacher [7]. On the other hand, empirical evidence does not
support (consequently and consistently) the validity of this social argument.
According to Kizilcec, Papadopoulos, and Sritanyaratana [16] a possible rea-
son could be that the resulting social cue is too weak to induce such positive
social responses in learners, that could surpass the generated attention division
between the two video inputs (teacher and slides).

In line with this suggestion we tried to increase the impact of teacher presence
in synchronous video lectures by adding a new, platform-independent feature
to video conferencing tools, in the form of a simple web application accessible
from any modern internet browser. The application segments in real time the
teacher’s web camera feed and projects the teacher’s body onto the slides. The
component allows the instructor to change the position of the video image in the
slide area and to zoom in or out, respectively. We expect that this new feature
will promote a stronger teacher presence by supporting a “more alive” teacher-
student and teacher-slide interactivity. The teacher’s gaze and hand gestures
engages and focuses students’ attention onto the region in the slides that are
currently discussed. The teacher may also choose to move his/her image to the
region currently analyzed in the slide, or to use his/her scaled down image as a
pointer. When it is deemed important for students to pay undivided attention to
the teacher’s explanation, the instructor may scale his/her image to obscure the
slide. Since the communication occurs live, the increased “visual flexibility” of
the teacher allows them to consider student feedback on how they relate to the
content displayed on the slides. In this study, we investigated the effectiveness of
this tool with respect to student satisfaction, increased attention and perceived
learning.

2 Background

A number of research investigated the effectiveness of instructional videos in
engaging students in meaningful online learning experiences. To facilitate a
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stronger teacher presence, many of these videos feature a picture-in-picture view
of the instructor. However, in a recent study, Wang and Antonenko [30] empha-
size that it is not clear how teacher presence influences learners’ visual attention
and what it contributes to learning and affect.

2.1 Split Attention Versus Social Cue

Several studies in multimedia learning research have examined the phenomenon
of split attention resulting from multiple channel presentation [19,25]. According
to Baddeley’s Theory of Working Memory [3], separate processing units are
employed for different input modalities: the so-called “visual-spatial sketchpad
area” of working memory stores visual input and the “phonological loop area”
stores auditory information. According to this model, the two visual inputs (the
video of the instructor’s face and the slide content) would compete with each
other for visual-spatial cognitive resources while the instructor’s narration is
processed separately (although potentially supported by nonverbal information
encoded in the instructor’s presence; e.g., gestures and facial expressions).

Since all lecture-relevant information is encoded on the slides and in the nar-
ration, someone might consider the instructor’s face as a source of unnecessary
extra load as it could obstruct cognitive processing of relevant information and,
consequently, hinder learning. On the other hand, according to Clark and Mayer
[7], social cues from the instructor may enhance the learning process by trigger-
ing social responses in the learner [21] and promoting deeper engagement with
the lecture content.

In line with these contradictory viewpoints, prior research on the effect of
including the instructor’s face in lecture videos provided mixed results. A con-
siderable amount of experimental evidence supports Mayer’s [18] image principle
that adding a picture or video of the instructor to a multimedia instruction does
not necessarily support learning [14]. On the other hand, there is also competing
empirical evidence on learners’ affective response to the instructor’s face in video
lectures. In a review of the social presence theory and its instructional design
implications, Cui, Lockee, and Meng [8] refer to several studies which conclude
that social presence is one of the most significant factors in improving learners’
satisfaction and perceived learning.

A possible reason for these apparently contradictory findings is suggested by
Homer, Plass, and Blake [14]. These authors report that learners who saw the
speaker’s face did not report a greater sense of social presence than those who
did not see the speaker. In addition, as mentioned above [16] argues that this
may happen when the generated social cue is too weak to induce positive social
responses in learners. Three immediate indicators of a stronger teacher presence
could be attention benefit, increased perceived learning and student satisfaction.
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2.2 Visual Attention, Student Satisfaction, and Perceived Learning
in Online Learning Environments

Several studies revealed that human eyes elicit strong attentional shifts in the
direction of their gaze [1]. Since attention is a prerequisite of learning [26], dis-
playing the instructor in an online learning environment could enhance the learn-
ing process because of the generated attentional cueing effect. For example, van
Wermeskerken and van Gog [31] investigated learning settings that embodied
video examples in which an instructor demonstrates how to perform a task.
These authors conclude that the teacher’s gaze may be a powerful cue for stu-
dents because it may help them to switch their attention timely from the instruc-
tor to the task.

Another important component of the learning process is student satisfaction
[2]. According to the Online Learning Consortium, student satisfaction is one of
the defining elements of high-quality online learning. A widely used conceptual
framework for evaluating learning environments is Kirkpatrick’s four-level model
[15]: reactions, learning, behavior, and results. A cornerstone of Kirkpatrick’s
model is that reaction affect, such as satisfaction, results in effective learning.

Perceived learning is also considered as an indicator of learning and a key
element for course evaluation [32]. It is defined as a student’s self-report of
knowledge gain [24]. According to Alqurashi [2] it is important for teachers
to evaluate how students perceive their learning to improve the quality of their
online courses.

In a recent study, Wang and Antonenko [30] analyzed the impact of teacher
presence on visual attention, perceived learning and student satisfaction in the
context of online mathematics education. Participants were invited to watch two
instructional videos, with the instructor either present or absent. These authors
report that the teacher attracted considerable visual attention and teacher pres-
ence positively influenced participants’ perceived learning and satisfaction.

We have proposed to test the effectiveness of the tool we designed from a
similar perspective but within the framework of Computer Science education. A
common particularity of mathematics and Computer Science topics is that the
teacher often analyzes the slide content together with students.

3 Client-Side Web Application

With the proliferation of online meetings in general, and online classes in par-
ticular, video conferencing tools are frequently adding new features to better
suit client needs and maximize market share. Most of these features expand the
collaboration and coordination capabilities within these tools, but some of them
are meant to offer avenues for more engaging presentations.

Recently, the Zoom platform started offering a new feature, still in beta (as of
January 2021), in which users “can share presentations as Virtual Backgrounds
for an immersive sharing experience”. As the Google Meet platform used by our
university does not yet have similar capabilities, we set out to develop a custom
solution, to offer a better online learning experience for our students.
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Fig. 1. Stages for obtaining an image-frame that contains the current slide overlaid
with the image of the presenter.

The main requirements we established were i) ease of use, minimal learning
curve; ii) flexibility - the presenter’s projected image can be freely moved/scaled,
customizable opacity, etc.; iii) privacy - no registration or data sharing; iv) out-
of-the-box functionality - many teachers do not have administrator rights on the
school-issued devices, therefore no installation should be required; v) platform
independence - the solution should work on all major desktop operating systems
and with all video conferencing tools that support screen sharing.

A client-side web application that runs locally in the browser can satisfy all
above requirements. Therefore, we developed the application using JavaScript,
relying primarily on p5.js - “a client-side library for creating graphic and inter-
active experiences”.

For combining a live web camera video feed of the presenter with a presen-
tation (series of images), one must perform the steps presented in Fig. 1 many
times per second. If this process takes too long and cannot be performed fast
enough, the combined animation becomes choppy and unenjoyable.

In this time critical sequence, separating the presenter out from the web
camera feed (segmentation) is the most computationally expensive one. Trying
to maximize the out-of-the-box functionality, first we used a Machine Learning
approach, namely, the BodyPix “person segmentation in the browser” neural
network to extract the isolated image of the presenter. While the model works
well, we found that the segmentation is not pixel-perfect. Usually, there are
visually noticeable differences between two consecutive segmentations of a still
standing person, which can lead to flickering edges, a known and so far unresolved
issue1.

High-quality video stream layering can be achieved relatively easily with
chroma keying (a technique also refereed to as green-screen or colour-separation
overlay), therefore we also implemented support for this approach. The green
screen removal and combination of the segmented image and slides has been
implemented using Seriously.js, a highly efficient real-time video compositor for
the web.

The disadvantage of this technique is that it requires the purchase and instal-
lation of a uniformly colored backdrop, hindering the ease-of-use and zero deploy-
ment cost aspect of the system. Alternatively, software packages using hardware
acceleration that can efficiently place a virtual green screen behind the user.

1 https://github.com/tensorflow/tfjs/issues/3902.

https://github.com/tensorflow/tfjs/issues/3902
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Fig. 2. Snapshot from a lecture delivered through the Google Meet platform. (Color
figure online)

However, their installation requires administrator rights and some configuration,
again raising the entry point for the usage of the application.

A screenshot from a lecture presented with our web application can be seen
in Fig. 2. The web application is available freely at the first author’s university
homepage2. We encourage the community to try it and use it for enhanced
teacher presence.

4 Method

We designed an evaluation method to compare the following synchronous online
learning settings: i) students are focused on the slide contents accompanied by
teacher narration (“only narration”); ii) in addition, the video of the present-
ing teacher is displayed next to the slides (“teacher in a separate window”); iii)
the teacher is projected onto the slides and moves dynamically using our tool
(“teacher overlaid”). We developed a survey focusing on two main aspects: 1)
students’ general opinion in relation to the importance of nonverbal communi-
cation elements in online lectures; 2) students’ feedback regarding the learning
experience facilitated by the new tool.

Based on the above brief literature review, we addressed the following
research questions: (RQ1.1) To what extent do students miss visual nonverbal
communication elements in online lectures? (RQ1.2) To what extent do these ele-
ments contribute to students’ perceived attention and learning? (RQ2.1) Are the
learning settings that visualize the teacher more effective than “only narration”,
due to the generated social cues? (RQ2.2) Is the “teacher overlaid” condition
more effective than the “teacher in a separate window”, because of the stronger
teacher presence effect? (RQ3.1) What is the level of satisfaction and general
feedback regarding an actual lecture delivered in the new format? (RQ3.2) To
what extent is the lecture in the new format more effective, compared to the
“teacher in a separate window” setting, for perceived attention and learning?

2 https://ms.sapientia.ro/∼iclanzan/prezcam/.

https://ms.sapientia.ro/~iclanzan/prezcam/
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4.1 Pilot Study

We scheduled a pilot study for the last teaching week of the first semester (school
year 2020–2021), to test the usability of the system, evaluate the extent, if any,
of added value for students, and to potentially unravel early, overlooked pitfalls
and disadvantages. As we did not have access to a physical green screen, we used
a virtual one via the XSplit VCam software.

During this week, all programming courses for the first and second year stu-
dents attending the Sapientia Hungarian University of Transylvania were deliv-
ered with the help of the proposed system. After a brief introduction at the start
of the class, the teacher navigated to the tool’s website, dragged and dropped the
lecture slides, started the camera feed, and then shared his full-screen browser
window with the online audience. Because these presentations were not designed
(or modified) to specifically suit the overlaid image of the presenter, the teacher
resized and repositioned his image on the slides, whenever deemed it necessary.
To collect feedback, the students were asked to respond to an online question-
naire right after the lecture.

Roughly 80% of students attending the lectures answered the questionnaire,
resulting in 134 answers from 10 different study programs (Informatics, Com-
puter Science, and various other engineering programs). Out of these, 93 (69.4%)
responders studied in the first year and 18 (13.43%) answers came from female
students.

4.2 Online Survey

The survey language was Hungarian and the responses were collected online
through Google Forms. We tried to make the questionnaire as brief as possible,
as students often report feeling overwhelmed during the pandemic and therefore
tend to ignore complex surveys that require more than a few minutes to answer.

After (optionally) indicating their study program, year of study, and sex
(questions 0.1–0.3), the students were asked to answer four general questions,
pertinent to their experience of following online lectures during the pandemic
(when on-premises teaching was not permitted).

Question 1.1 inquired on the extent of students that students had missed non-
verbal communication elements, such as the teachers’ body language, gestures,
facial expressions, eye contact, during online lectures. The question explicitly
indicated that students should consider all their attended subjects and report
on the general impression. Questions 1.2 and 1.3 asked students to gauge the
importance of the above-mentioned visual nonverbal communication elements
during online lectures, in engaging and retaining their attention and facilitat-
ing their understanding of the presented concepts. Answers for questions 1.1–1.3
were indicated on a unipolar 5-point Likert scale. As unipolar scales allow respon-
ders to focus on the presence of a single characteristic, it can hopefully generate
more clear and inclined responses.

Question 1.4 asked students to consider and rank (from most preferred to
least preferred) the following three online lecture delivery methods: i) “only
narration” ii) “teacher in a separate window”; iii) “teacher overlaid”.
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In the second part of the survey, students were asked to reflect on the experi-
ence of the new lecture format and compare it with the experience of the previous
13 lectures that were delivered with the “teacher in a separate window” method.

By answering questions 2.1–2.3, students provided feedback on i) how fre-
quently the overlaid video of the teacher was distracting or disturbing (unipolar
5-point Likert scale) and optionally specify details why or when the projection
was intrusive; ii) whether they would like to attend further lectures in this format
(“Yes”, “No”, “Other” (free-text)); iii) and on the overall usefulness of having
the video of the teacher overlaid onto the slides (“Distracting”, “Neutral”, “Use-
ful”).

Questions 2.4 and 2.5 inquired on the positive effect (if any) of the new
lecture format, in comparison with the previous ones: “The projection of the
teacher on the presentation helped you” i) “to FOCUS better? Were you able
to pay more attention?”; ii) “to BETTER UNDERSTAND the material?”. For
both questions, the answers could be indicated using a unipolar 5-point Likert
scale.

Lastly, students were asked to provide general feedback and suggestions for
improvement through a free-text field.

5 Results and Discussion

5.1 Evaluation of the General Opinion (RQ1.1 and RQ1.2)

Student feedback with respect to question 1.1 (see Fig. 3) shows that more than
60% of the students miss a more prominent teacher presence in online lectures
considerably or to a great extent (the most chosen option). Only 4 male students
reported that they did not miss additional nonverbal communication cues com-
ing from the lecturer. This result provides further support that the benefits of
nonverbal communication (appearance, posture, limb movement, sight and facial
expressions) improve the learning experience of students. As for the possible rea-
sons, Cavanagh et al. [6] underline that visual cues such as body language can
play a dominant role in transmitting emotional content [13] and contributes to
the credibility of the teacher [12]. In addition, nonverbal communication elements

Fig. 3. Student feedback on how much they miss visual nonverbal communication
elements, from the teacher.
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Fig. 4. Importance of visual nonverbal communication elements coming from the
teacher, for engaging attention and facilitating a better understanding, as perceived by
a) female; b) male students.

support teachers in manifesting more expressively their willingness to commu-
nicate and transmit valuable information which could have a great impact on
student engagement and learning [20].

In line with the above, the vast majority of both female (Fig. 4a), respectively,
male students (Fig. 4b) indicated that a stronger visual presence of the teacher
would support them in being more focused during the online lectures and would
be helpful in fostering a better understanding. Around 10% of male students saw
very little value or no benefit at all in these factors.

With respect to possible gender differences, the [11] study concludes that (in
accordance with studies of gender in virtual teams [17]) female students have
higher dialogue in distance learning environments than males. Our findings also
confirm that the subjective importance of the teacher’s body language (gestures,
facial expressions, eye contact) is assessed as more important by female students
for engaging and retaining students’ attention and fostering a better understand-
ing (questions 1.2 and 1.3). For both questions they choose “considerably” or
“to a great extent” in a greater proportion compared to their male counter-
parts: 79% vs. 73% for question 1.2 regarding the assessed attention benefit, and
94% vs. 54% for question 1.3 - understanding benefit. However, the sample size
of female responders is small and therefore prone to a larger statistical error,
hence further investigations are required to determine if the observed difference
is significant.

Preferred Delivery Method (RQ2.1 and RQ2.2). Student rankings of the
preferred lecture delivery methods reveal two main “camps” (Fig. 5). The biggest
one, with 43.28% of the first choices is the “teacher overlaid” presentation app-
roach. However, almost as many students indicated the “only narration” option
as their first choice. The vast majority of responders indicated the “teacher in a
separate window” approach as their second choice, therefore this option seems
to offer a good compromise between the two camps.
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Fig. 5. Students rankings regarding the preferred explanation delivery mechanism dur-
ing online lectures.

Firstly, we ranked the delivery mechanisms by applying the Ranked Choice
Voting3 method (also known as Instant Runoff Voting - IRV). The “teacher
overlaid” method came out as the winner with 69 votes after redistribution. The
“only narration” method totaled 65 votes.

Secondly, we applied a rank ordering weighting method [23] to obtain numer-
ical scores. Associating rank positions I., II., and III. with the weights 0.64, 0.29,
and 0.07 (rank exponent weights for p = 2), respectively, we obtained the fol-
lowing average numerical scores: 0.34 (“only narration”), 0.32 (“teacher in a
separate window”), 0.35 (“teacher overlaid”). By applying the Wilcoxon signed-
rank test we found that the “teacher overlaid” method was scored significantly
higher (p = 0.01) and the “only narration” method marginally significantly
higher (p = 0.05) than the “teacher in a separate window” one. This result,
on the one hand, supports our expectation that our tool has the potential to
significantly increase the impact of teacher presence. On the other hand, it also
suggests that simply displaying the teacher’ face next to the slides does not
induce a social cue large enough to outweigh the extraneous processing needed
to concomitantly follow the two visual inputs [3,16,18].

5.2 Lecture Evaluation and Feedback (RQ3.1 and RQ3.2)

Figure 6 depicts the students’ feedback on three general aspects. The first one,
a), evaluates how often students were distraught by the overlaid teacher video
feed. As nobody responded “Always”, the pie chart contains only four regions.
Half the responders did not notice any disturbance, while one third was rarely
distraught, 17% sometimes, while the remaining 3%, unfortunately, often. In the
text feedback on why and when the overlay was distracting or disturbing, the
consensus (27 times out of the 29 text responses) was that the overlaid teacher
sometimes obstructed parts of the text or relevant source code. Two responses
indicated that when the teacher repositions itself on a new slide, the flow is
interrupted as it takes too much time.

3 https://www.fairvote.org/rcv#how rcv works.

https://www.fairvote.org/rcv#how_rcv_works
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Fig. 6. Students’ general feedback on three aspects: a) how often was the presenter’s
overlay distracting or disturbing; b) whether they would enjoy following other online
lectures in this format; c) overall net effect of the technology (if any).

In spite of these occasional inconveniences, more than 88% of the students
(see Fig. 6b)) enjoyed and would like to attend further lectures delivered in this
format. Three students chose “Other” and in their text response specified a
conditional yes: they would like to follow this format only if the obstruction of
the content is completely eliminated. Almost 10% of the students would rather
not attend online lectures in this format. Considering that 42% of the students
indicated that they prefer the narration only delivery, and around 10% saw no
value in enhanced teacher presence in general, this percentage is not surprising.

Almost 57% of the students found the overlay of the presenter overall positive
and useful, almost 40% neutral, having its advantages but also disadvantages. 5
responders (3.7%) judged it distracting, having a mostly negative impact.

Through the optional free-text feedback and suggestion field, we received 38
entries. Many of these reiterated the observation that the teacher’s projection
should never cover content on the slides, the placement should be already taken
into account when preparing the slides. Others suggested the use of wide aspect
ratio slides that would fill more of the screens where students watch the lectures;
4:3 aspect ratio slides leave too many unused regions on the sides of the screen.
A few responses mentioned dropped frames and a slight delay between the audio
and video feed. Two students observed the occasional artefacts produced by the
digital green screen and recommended that we invest in a physical one.

Some responses pointed out that as the presenter is already on the slides, a
greater interaction with the content would be welcome. The teacher could point
to and touch things, underline and emphasize content during the explanation,
similarly to how it is done when the delivery happens on a blackboard in class.

5.3 Effect on Attention and Understanding

The results of the self-assessment, regarding the benefits of the “teacher overlaid”
method with respect to attention and understanding are reported in Fig. 7.

The vast majority of students report that the enhanced teacher presence had
helped them “considerably” or to a “great extent”, in both aspects. Again, from
the limited data it seems that the self-reported effect is greater in the case of
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a) b)

Fig. 7. Perceived benefits of the new online lecture format, as reported by a) female
students; b) male students.

female students. 6 male students reported no improvement at all. As the scales
were unipolar, it is possible that these students had a worse learning experience
compared to the previous lectures, where the teacher’s video was on the side.

As a last step, we compared the corresponding answers regarding attention
and understanding benefits from the general opinion and lecture evaluation sec-
tions (question 1.2 vs. question 2.4 and question 1.3 vs. question 2.5). We coded
the response categories of the 5-point Likert item with numerical scores from
1 to 5 [9]. Since we had to compare relatively highly correlated paired data
derived from a medium-sized sample, following the guidelines from [9], we used
the modification proposed by Pratt for the Wilcoxon signed-rank test. The test
revealed significant differences in favour of general expectation (p < 0.001 in
both cases). This result emphasizes that students anticipate more potential in
nonverbal communication elements than what we have been able to exploit so far
with the proposed system for the enhancement of teacher presence. Since gener-
ating strong teacher presence is a complex task, this finding emphasizes that it
is important for teachers to approach this challenge with professional humility.
Dockter [10] argues that online teachers’ unfounded belief that they create and
control their teaching presence can result in increased distance between teacher
and students.

6 Conclusions

Prior research suggests that simply including the speaking instructor’s face in
online lectures does not necessarily result in more effective learning and reduce
students’ sense of isolation. In this paper we proposed a new, easy to use system
meant to promote teacher presence in the form of a client-slide web application.
The tool segments in real-time user’s web camera feed, and by removing the
background projects only the presenter onto the slides. The overlay is not static,
the user has the flexibility to move and scale their body size or set transparency
as needed. With his/her gaze and hand gestures, the teacher can focus students’
attention, easily indicating the areas of the slides currently discussed.
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We evaluated the system during a one-week pilot study. The feedback gath-
ered from 134 students clearly corroborated the usefulness and potential of
enhanced teacher presence. The vast majority of students reported that, com-
pared to previous lectures (teacher’ face appeared next to slides), the new deliv-
ery format helped them “considerably” or to a “great extent” to focus on the
presentation and assimilate the delivered content.

The assessment also revealed several areas for improvement and highlighted
that some students prefer to avoid attention division and focus only on the con-
tents of the slides. Therefore, we conclude that teacher presence enhancement
techniques must i) ensure that their benefits compensate and offsets the addi-
tional mental effort needed to follow multiple visual channels of information; ii)
keep a balance and ensure that they are not intrusive for students who prefer
to solely focus on the delivered content. Further work and improvements to the
system will be made according to these guidelines.
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Abstract. The purpose of the presented work was to ease the creation
of new educational environments to be used by consortia of educational
institutions. The proposed approach allows teachers to take advantage of
technological means and shorten the time it takes to create new remote
collaboration environments for their students, even if the teachers are not
adept at using cloud services. To achieve that, we decided to leverage the
Model Driven Architecture, and provide the teachers with convenient,
high-level abstractions, by using which they are able to easily express
their needs. The abstract models are used as inputs to an orchestrator,
which takes care of provisioning the described services. We claim that
such approach both reduces the time of virtual laboratory setup, and
provides for more widespread use of cloud-based technologies in day-to-
day teaching. The article discusses both the model-driven approach and
the results obtained from implementing a working prototype, customized
for IT trainings, deployed in the Ma�lopolska Educational Cloud testbed.

Keywords: Model driven architecture · Cloud services provisioning ·
Collaborative education · STEM

1 Introduction

Cloud environments, though conceptually straightforward, are perceived as not
easy to get started with, because they require significant effort and knowledge
to be configured and used properly [9]. For that reason, they are not used in
education as frequently as they could be. On the other hand, the proliferation
of broadband Internet access in recent years resulted in significant reduction of
technological barriers against integrating such services in courses’ curricula.
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As pointed out by the 2020 EDUCAUSE Horizon Report, the numbers of
students grew in recent years, but “much of the growth has come from a signif-
icant increase in adult learners who are either returning for additional learning
or seeking postsecondary credentialing” [4, p. 33]. Cloud based collaboration
environments provide for addressing the needs of that group, especially when
the respective courses are led according to distance or blended distance learning
patterns, which are among the students’ favourites.

As also stated in the report, by “forming innovative consortia, many smaller
institutions have been able to avoid closure”. However, as we observe from
both from our practice, and from the opinions of people participating in the
Ma�lopolska Educational Cloud project, briefly described in Sect. 4.2, it is much
easier to form a consortium than to provide added value to the learners. From
our perspective, reluctance to exit one’s comfort zone is a very important obsta-
cle to wider adoption of modern educational tools. Even if the teachers use cloud
services, they are not willing to change the tools they use, mainly because of the
time it takes to set up a new environment. Tasks such as installation, configura-
tion and – especially – granting privileges to the students, can be time consuming
and error-prone. That discourages teachers from preparing short-lived environ-
ments, to be used, e.g., only to illustrate a single topic. Moreover, the typical
unstructured way of sharing knowledge, which relies only on instructing people
on how to use a particular tool or providing ‘howto’ documentation, does not
result in increased willingness to experiment with new tools.

The approach presented in this paper assumes that cloud-based ICT tools
are needed by multiple members of an educational community. We propose an
MDA-based service orchestration system, capable of instantiating educational
environments (compound services) on the resources possessed by the community,
according to teachers’ demands. The system relies both on resource pooling, and
on pooling of expertise provided by the community members. By ‘expertise’ we
understand both the knowledge possessed by IT staff about particular environ-
ment setup, and the knowledge of tools’ applicability areas possessed by the
teachers. We present a way of providing a structured pool of templates and pro-
pose a high level interface for describing educational environments, to make the
deployment of new environments straightforward. Aside from hiding the tech-
nicalities from a teacher, the presented system automates the installation and
configuration tasks, and reduces the setup times from several hours to minutes.

The structure of the paper is as follows. Section 2 surveys the important devel-
opments in the subject area. Section 3 describes the processing of user-defined
models, which results in creating a ready-to-use service. Section 4 discusses the
results of evaluating a proof of concept implementation of the system. Section 5
concludes the paper and points out the directions of future work.

2 Related Work

Since the introduction of MIT OpenCourseWare in 2001, many universities
opened their curricula to online communities. The wide adoption of Massive
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Open Online Courses (MOOCs) by educational institutions strengthen that pro-
cess. Nonetheless, the importance of practical verification and experimentation
in teaching engineering and computational sciences is crucial and broadly stud-
ied [8,10]. Students need to explore topics not only in theory, but in practice as
well. As a result, many educational organizations opened the laboratory materi-
als to virtual, remote, or hybrid education. There are many motivations behind
that: to increase its reach, to improve curriculum, or to reduce costs [11–13].

However, the process of creating educational environments on demand is not
widely studied yet. Popular open platforms for MOOCs1,2 often require special
agreement with educational institutions. Similar requirements apply to plat-
forms that focus on delivering technology-oriented trainings3,4. They also focus
on providing a complete curriculum rather than a flexible platform for provi-
sioning educational environments. Some platforms require specialized hardware
or software [3,5,6] and may be technologically complex5. The majority of men-
tioned platforms use only public cloud infrastructure and cannot leverage private
resources, which functionality is often necessary for an educational organization.

There are solutions which utilize domain-specific languages to support edu-
cators in creating labs. However, they are bound to specific execution environ-
ments e.g. OpenStack platforms [14] or proprietary technologies [7] - which also
increases the technology learning curve for educators.

The EEDS, introduced in this article, tackles quite a few of the mentioned
problems, as explained in Sects. 3 and 4.

3 Model Driven Service Orchestration

In this section we describe our approach to supporting educational communities
by fostering sharing of knowledge regarding composition of educational envi-
ronments. We assume that the communities are composed of institutions that
provide similar, or at least related, courses to their respective students, and are
willing to share their how-to knowledge within the community of teachers. We
start from describing and justifying the main architectural elements of the pro-
posed educational environment deployment system (EEDS), then we describe
the service orchestration process.

3.1 EEDS Applicability Area

Education is a process typically organized in the form of courses. The courses
cover a collection of related topics. In our opinion, any tool designed to support
education needs to be fitted to a course-topic model, such as the one depicted in
Fig. 1, which also provides a mapping between topics and educational activities.
1 edX, https://www.edx.org/.
2 Coursera, https://www.coursera.org/.
3 Vocareum, https://www.vocareum.com/.
4 Qwiklabs, https://www.qwiklabs.com/.
5 OpenEdx, https://github.com/edx.

https://www.edx.org/
https://www.coursera.org/
https://www.vocareum.com/
https://www.qwiklabs.com/
https://github.com/edx
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Fig. 1. A model of a partly remote course.

In the introduced model, courses are implemented as sequences of educa-
tional activities, and therefore continuity between the activities is one of the
key requirements to be addressed by any supporting system. Indirectly, this also
implies the need for documenting classes and sharing materials related to the
respective topics. These requirements are typically fulfilled by learning man-
agement systems (LMSs). Some institutions use also more advanced services,
which allow not only to store and share materials, but also provide platforms for
organizing and annotating them. We refer to such services as virtual notebooks.

EEDS is designed as a system to be used for setting up educational environ-
ments for respective online classes. It is capable of deploying the services needed
during an online class, configuring the required virtual machines or containers,
distributing the tasks and materials for the students, and collecting the results of
their work. The sets of services that constitute educational environments could
be different for different online classes, so the state of students’ work needs to be
kept outside EEDS. That allows for effective reuse of resources – the instances
used by a class can be destroyed just after the class finishes and the resources
can be available for reuse very quickly. Section 3.2 discusses the matters in more
detail.

3.2 EEDS Architecture Overview

An educational environment is a short-lived complex service, created by an insti-
tution for its students. Because of the assumed similarity of topics, it is likely that
the same environment is reused multiple times. We claim that proper organiza-
tion of sharing how-to knowledge (containing service descriptors and contextual
information) allows for easier reuse of the environments. Therefore, the most
important architectural elements of EEDS (depicted in Fig. 2) are respective
repositories, which are used by the educational environment orchestrator.
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Fig. 2. Educational environment deployment system building blocks.

The template repository contains templates which simplify the conversions
between Computation Independent Models (CIMs) and Platform Independent
Models (PIMs). The templates include technical parameters set to values chosen
by IT staff, and presented to the users in an easily understandable form, so that
the teachers who request an educational environment are not overwhelmed with
details. The inventory of equipment and services simply keeps track of computa-
tional nodes and existing instances of basic services, e.g., firewalls, available to
the system. The policies repository contains declaratively specified administra-
tive policies, and the schedule organizes the tasks to be performed by EEDS.

A CIM, according to the Model Driven Architecture standard specified by
the Object Management Group - “only describes business concepts” [2, p. 13]. In
EEDS case, the users are responsible for preparing a valid CIM that describes the
educational environment they want to use during classes, and submit it to the
orchestrator, which takes care of the instantiation process. It is safe to assume
that the environment is composed of many services, especially given the typical
class phases, which are preparation of tools and tasks, instruction, distribution
of the tasks, collection of results, grading and providing feedback, and – finally
– persisting the process outcomes. In a typical scenario, the class is expected
to use at least an audiovisual connectivity service, a file storage, a learning
management system, and a sort of virtual notebooks, which can be treated as
separate services. Depending on the topic, additional services may be taken
into account, including groupware and collaboration tools. Additional backend
services, e.g., authentication, authorization and accounting service are also sure
to be used, because the environment’s use is both time and user constrained.

The main design guideline of EEDS was to provide an easy to use provisioning
mechanism that would cover the details of instantiating complex, cloud-based
collaboration environments. That was achieved by providing a common layer
of abstraction, expressed in the form of CIMs. That is an important advantage
from the point of view of educators who are not adept to rapidly changing con-
temporary cloud technologies. The CIMs, specified by the professors, undergo
conversion into respective PIMs, which in turn are converted to a single or mul-
tiple Platform Specific Models (PSMs). Finally, a single PSM is selected for
execution by administrative policies. The process is depicted in Fig. 3.
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Fig. 3. Simplified workflow of CIM processing.

The process begins when an educator – using a web interface – specifies
the model to be processed, as well as the operation to be performed by the
EEDS orchestrator. There are three operations that can be selected: creation,
modification or deletion of an environment. In the following considerations we
focus on service creation. Once the data set describing attributes of a CIM is
complete and valid, the request can be processed. Figure 4 contains a fragment
of a web interface used to define a CIM.

Fig. 4. CIM details specification interface.

Using a three-models structure is important, because it allows for handling
multiple implementations of the same abstract service, as the PIM – though tech-
nical – is by definition technologically agnostic. The conversion process is carried
out by using templates, which convert descriptive CIM attributes to technical
PIM attributes. The resulting model is still abstract, and can be mapped to one
of as many implementations as the particular system offers. The conversion rules
are defined by the contents of the template repository. Table 1 shows an excerpt
of such rules regarding VM configuration.
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Table 1. A template used to convert a VM description from its CIM to PIM form.

Attribute CIM form PIM form

vmSize Small/medium/large Architecture, vCPUs, RAM, OS,
storage, virtualization

Cooperation Isolated/groups/ common Admin and users’ accounts, groups,
data directories, filesystem privileges

Persistence Datastore name File transfer protocol and file URI

Network addresses n/a Static/dynamic

Firewall rules n/a Rules to be applied

In the example shown in Table 1 the educator needs to specify the size of a
service (which should be related to the number of students participating in the
online class), the mode of cooperation - isolated students, isolated groups or one
large group, and a name of datastore to hold the results of the students’ work.
Those values are converted to more technical ones, but the rules of conversion
are not stiff, rather they depend on the subject of the course. For example, differ-
ent values regarding virtual machine size are assigned to a programming course,
and different to a statistical analysis course. At the same stage of conversion,
usernames are generated, the data store name converted into a file transfer pro-
tocol name and URLs for the files. Moreover, subnet IP address, gateway, DNS,
and firewall rules are generated. Note that the requesting user does not need to
deal with the network-related details, which – from our observation – is also an
important hurdle for many teachers.

After converting the descriptive attributes to technical ones, all PSMs which
describe the possible implementations of the educational environment, are gen-
erated. In case the equipment and services inventory contains multiple imple-
mentations of the requested services, multiple PSMs are generated. Again, the
template repository is queried for converting the PIM attributes to attributes
specific for the implementation (the respective template contains environment
variable names, command line arguments, etc.).

Eventually, administrative policies are applied, and service schedules are con-
sulted to select a single PSM. First of all, the screening policy decides which of
the feasible PSMs are within the privileges of the requesting user. Then, the
selection policy checks which of the PSMs can be run on the infrastructure at
the specified time period, and whether or not it requires preemption of previously
scheduled tasks. Finally, a single PSM is scheduled for execution.

In the event all the feasible PSMs do not comply with the policies, the process
ends and the requesting user is properly notified by an e-mail message. In order
to allow for reacting (e.g., by submitting a modified request), the EEDS defines
the minimum time before execution threshold, after which the requests cannot
be proceeded. That allows also for including human work in the environment
preparation phase in the future.

Once selected, the PSM describing the compound service requested by a
teacher is scheduled in a priority queue. After taking such a model out of the
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queue, the orchestrator generates code for the specific platform, execution of
which results in provisioning the requested environment. After the requested
usage time, the orchestrator takes care of persisting the results of students’ work
and destroys the environment.

4 Proof of Concept Implementation and Evaluation

This section describes a proof-of-concept implementation of EEDS6 – a system
that complies with the architecture described in Sect. 3.2, designed for teaching
information technologies, but not limited to that area. We start the discussion
with a brief description of the implementation, including technologies used in the
process (Subsect. 4.1) to show that the architecture can be implemented using
open technologies only. Then we describe the Ma�lopolska Educational Cloud
project (Subsect. 4.2), which may benefit from the service in the future, and
which infrastructure was used during evaluation. We continue with describing
the environment in which the evaluation was performed (4.3), and present some
of the functional evaluation results (4.4) and processing time measurements (4.5).

4.1 Proof of Concept Implementation

The frontend of the EEDS prototype was implemented using the LAMP Open
Source software package (Linux, Apache, MySQL, PHP) which makes up a web
service stack to dynamically provide the webform and have control of the request
reception system. The stack architecture is based on the Presentation-Business-
Data architecture – it distinguishes between three independent modules imple-
mented with different technologies but connected together.

We considered two options for representing the templates and policies: YAML
and JSON. We chose YAML mainly because it is visually easier to understand
and therefore facilitates the readability of the data (which leads to easier error
detection). The readability is especially useful in defining policies, such as pre-
sented in the following excerpt, which defines a screening policy for a teacher:

maximums:
teacher:

small: {users: 15 , groups: 5 , availability: 7 }
medium: {users: 25 , groups: 8 , availability: 3 }
large: {users: 35 , groups: 11 , availability: 1 }

The prototype is capable of setting up educational environments using either
Vagrant (to create a workflow to provision a virtual machine) or Docker (for
deployment of containers). The design and architecture of the EEDS are open
and allow integration of other environments. The prototype was configured to
instantiate two educational environments, based on The Littlest JupyterHub
(TLJH), and Antidote SelfMedicate, respectively.

6 EEDS Repository: https://github.com/llopisga/cloud-orchestration.

https://github.com/llopisga/cloud-orchestration
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TLJH was chosen as a platform for providing various types of lessons. The
software was designed to handle 100 users on a single machine, so it is able to
satisfy most of the educators’ requests in that aspect. TLJH is a lightweight,
Docker-based solution, capable of being adapted for arbitrarily chosen topics,
presented in the form of Jupyter notebooks [1]. Figure 5 depicts a TLJH-based
lesson interface.

Fig. 5. TLJH service instantiated for a quantum physics lesson

Antidote (an open source project developed by NRE Labs) aims to facilitate
learning network automation, and is provisioned by EEDS as a VM set up with
Vagrant. The service splits the lesson window into two sides, containing the lesson
text content and a Bash terminal, respectively (see Fig. 6). Antidote Selfmedicate
allows to implement an identical service by spinning up a virtual machine with
Vagrant, to which lessons can be added using YAML configuration files. The
lessons may refer to different topics that involve the use of the terminal. Each
Antidote-based environment is made up of four layers:

– infrastructure - virtual machine run on Virtualbox,
– MiniKube - a single-node cluster used for providing the lessons on demand,
– Antidote platform - for loading the lessons and providing web interface,
– curriculum - where the lessons are specified in YAML.

Fig. 6. Antidote service instantiated for a Linux basics lesson
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4.2 Ma�lopolska Educational Cloud

Ma�lopolska Educational Cloud (MEC) is a community formed by 20 university
departments, more than 120 high and vocational schools and several other insti-
tutions, including 11 pedagogical libraries and 7 teacher excellence centers. The
community was formed to foster collaboration between universities and schools
scattered over the Ma�lopolska region (see Fig. 7). By participating in MEC activ-
ities, high school students learn more about particular universities and areas of
study before they make decisions regarding their further education. MEC part-
ners organize regular courses on various topics (e.g., information technologies, civil
engineering, vocational English), each of which lasts at least one semester. The
courses are led collaboratively by university and school teachers, the former being
responsible mainly for online classes, the latter for offline activities. The rationale
for implementing MEC and user activity analysis is discussed in [15,16] in more
detail.

Fig. 7. MEC coverage as of Feb 2021; the numbers denote the quantities of network
devices installed at respective locations.

From the beginning, MEC activities are split into:

– didactic activities, led by respective groups of institutions, and
– infrastructural activities, led by AGH University, the leader of the MEC

community.

Didactic Activities. Each of the MEC high schools participates in at least two
interest groups which organize online courses. Currently, MEC supports over 50
such groups. The groups – consisting of one university and up to five schools
– organize online courses every semester. Typically, a group is established for a
period of two semesters and involves about 100 high school students.

Infrastructure for Resource Pooling. MEC resources are offered to the par-
ticipating schools according to either IaaS or SaaS paradigms. AGH University,
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the leader of the project, runs a private cloud hosting most of the services on
its premises, providing participants with access to storage and computational
resources. Additionally, users may leverage public clouds of their choice.

MEC implemented a dedicated overlay network, connecting all project par-
ticipants. They use the overlay to access MEC services hosted in a private cloud.
The list of MEC services includes: audiovisual connectivity, recording and stor-
age, collaborative editing, etc., to be used during or after online classes. The
outcomes of the online classes, as well as other materials prepared by or for
students, are kept in a social media portal, which plays the role of a virtual
notebook (see Fig. 1). MEC does not provide any unified LMS - the respective
institutions use systems of their choices.

MEC is developing its own orchestrator of services, conceptually similar to
the one presented in the article. However, a few differences are present. First, the
goal of MEC orchestration is to provide an interface for moderating online classes
led for people coming from many institutions. That is outside EEDS scope of
interest. Second, the MEC orchestrator targets synchronizing the changes in the
operational modes of many services, during the online class, while EEDS does
not, as it would require specific instrumentation of the orchestrated services.
Third, the MEC orchestrator is oriented on audiovisual connectivity as the most
important service, and tries to leverage the hardware AV terminals capabilities.
EEDS does not follow that pattern, but focuses on technology openness.

4.3 Experimental Environment

In order to conduct the evaluation of the EEDS proof-of-concept implementa-
tion, we used three virtual machines provided by the MEC IaaS service. One
of the machines (master) was assigned a frontend role, while the others (work-
ers) formed a small pool of servers which were used to instantiate the requested
educational environments. Table 2 contains technical specifications of the VMs.

Table 2. Technical parameters of testbed VMs

VM Master Worker 1 Worker 2

vCPUs 2 4 4

RAM 4 GB 64 GB 64 GB

Storage 16 GB 16 GB 16 GB

Operating system CentOS 8 CentOS 8 CentOS 8

Virtualization IVT IVT IVT

The machines were accessed by the MEC VPN, and were accessible from the
schools’ internal networks by using the aforementioned MEC overlay network.
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4.4 Functional Evaluation

At first, we conducted functional evaluation of the EEDS prototype. Among
other features, we tested the orchestrator capability to detect policy breaches
(note that policies are applied after the feasible PSMs set is generated). One
of the tests that were conducted used four requests, described in Table 3. As
expected, requests 1,2 and 4 were accepted and resulted in deployment of envi-
ronments, while request 3 was rejected due to a policy breach (see Fig. 8 for
rejection message contents). The characteristics of the respective environments
generated by the successful requests 1, 2 and 4, are summarized in Table 4.

Table 3. Most important attributes specified in the initial test requests.

Attribute Request 1 Request 2 Request 3 Request 4

Machine size Small Medium Medium Large

Course IT Biology Maths IT

Topic Operating systems Bioinformatics Calculus Networking

Users 8 14 26 14

Groups 4 Isolated Common Isolated

Fig. 8. Automatically generated message indicating a policy breach.

Table 4. Most important attributes of the platforms generated by requests 1, 2 and 4.

Attribute Request 1 Request 2 Request 4

Dest. node node02 node02 node01

Service Antidote Jupyter Antidote

Virtualization Vagrant Docker Vagrant

Resources 2 vCPUs, 8GB RAM 4 vCPUs, 16GB RAM 8 vCPUs, 32GB RAM
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4.5 Processing Time Measurements

We measured deployment and lesson loading times for both kinds of environ-
ments the EEDS prototype was capable of creating, and for different machine
sizes. The machine sizes and key characteristics are summarized in Table 5.

Not surprisingly, both the deployment and lesson loading times decreased
with increased machine capabilities. As depicted in Fig. 9, the creation times
of the Antidote machines were up to 15 min - most of the time was spent on
downloading the needed packages from Internet repositories. The time it took to
load a lesson (the Linux Basics lesson) was decreasing from slightly over a minute
to about 30 s. The deployment of TLJH took about 5 min, and the respective
lesson loading time was less than 10 s.

Table 5. Characteristics of environments instantiated by EEDS prototype.

Attribute Antidote 1 Antidote 2 Antidote 3 Antidote 4 TLJH 1 TLJH 2 TLJH 3

Machine size Small Medium Medium Large Small Medium Large

vCPUs 2 2 4 6 2 4 8

RAM 4GB 8GB 8GB 12GB 8GB 16GB 32GB

Virt. provider Virtualbox Virtualbox Virtualbox Virtualbox Docker Docker Docker

Fig. 9. Deployment and lesson load times for a) Antidote and b) TLJH services.

5 Conclusions

The described work proved that providing an MDA-based platform for deploying
educational environments for online classes on arbitrary topics is feasible, and
can be accomplished using open technologies only. The presented prototype of
the EEDS system proved to be capable to instantiate the declaratively specified
environments in a short time, measured in minutes. Therefore we claim that the
main goals were achieved. Nonetheless, we see fields for improvement – which
we set as our development goals – that could make the system usable on a larger
scale. One of them is integrating the system with users’ registry and an external
authentication and authorization service to free the educators from the task of
distributing user credentials. Second on the list is the integration with an LMS.
The third goal is to provide the system with a monitoring service that would
provide for reflecting upon the services’ current and future use.
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Abstract. With software technology becoming one of the most impor-
tant aspects of computational science, it is imperative that we train
students in the use of software development tools and teach them to
adhere to sustainable software development workflows. In this paper, we
showcase how we employ a collaborative peer review workflow for the
homework assignments of our course on Numerical Linear Algebra for
High Performance Computing (HPC). In the workflow we employ, the
students are required to operate with the git version control system,
perform code reviews, realize unit tests, and plug into a continuous inte-
gration system. From the students’ performance and feedback, we are
optimistic that this workflow encourages the acceptance and usage of
software development tools in academic software development.

Keywords: Peer review · Continuous integration · Collaborative
learning · Sustainable software development

1 Introduction

With the digital revolution, much of the research, engineering, and production
is no longer realized by the human workforce but automatized and controlled by
computer programs. This radically changes the labor market and the skill-set
wanted by employers. While a significant portion of the automate-able work will
be handled by robots and computer programs in the future, other skills such
as expertise in developing software and using the tools that enable sustainable
software development will be important. Though there exist tutorials and talks
discussing the use of development tools, experience tells us that only the practical
use of the tools prepares the researchers for operating them in larger software
projects. Against this background, we decided to expose graduate students to
the practical use of sustainable software development tools by establishing a
collaborative peer review concept for grading coding assignments.

In this paper, we elaborate on how we encourage the use of sustainable soft-
ware development paradigms and enforce the usage of software development
tools in a course on Numerical Linear Algebra for High Performance Computing
offered at the Karlsruhe Institute of Technology. The course content includes
c© Springer Nature Switzerland AG 2021
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the design of efficient algorithms for basic linear algebra operations, direct and
iterative linear solvers, hierarchical methods, preconditioners, etc., concentrating
on massively parallel architectures such as multi-core CPUs and GPUs. By the
end of the course, we expect the typical student to be able to use the techniques
of parallel programming they have learned in the course and apply them to
their thesis projects and their future coding endeavours. Additionally, we want
to provide them with some knowledge about paradigms for sustainable software
development and give them hands-on experience in using tools that are popular
in the realization of software projects. We reiterate that the course does not focus
on programming tools and software engineering paradigms but on the design of
high performance computing algorithms, and the course content can be taught
without touching the topic of sustainable software development. But we use our
first-hand experience in large software efforts to propagate software sustainabil-
ity paradigms and require the use of collaborative software development tools in
the homework assignments.

Before detailing in Sect. 3 the peer review workflow we employ for the home-
work assignments, we provide in Sect. 2 some background about the tools we use
for this. In Sect. 4 we discuss our experience with the approach, and conclude in
Sect. 5.

2 Background

For sustainable software development, a set of tools has proven to ease software
development and maintenance. While there exist tutorials, textbooks, and semi-
nars on the use of those tools, we want to review some of them that we consider
most important and thus include in our homework peer review workflow.

VersionControl Systems (VCS).Version control systems are a popular way to
manage codebases. They started as a snapshot capability, enabling the developer
to roll-back the code history, thereby easing debugging and maintenance. They
evolved as powerful platforms for collaborative software development. Some of the
popular open-source version control systems are: Revision Control System (RCS),
Concurrent Version Control (CVS), Subversion (SVN), Mercurial, and Git.

Figure 1 shows a typical version control workflow with the git version con-
trol system. In this workflow, a developer can create a feature branch from the
main branch, add new functionality or change existing functionality, and cre-
ate a merge request (MR) to merge the feature branch back to the main branch.
The process where peers inspect and criticize the code changes and provide feed-
back to the developer is called a code review. This step may appear tedious, but
is one of the most important components of sustainable software development.
It is essential that both the feedback-giving peer and the developer take the
code review seriously, and the developer acknowledges and adopts the reviewers’
comments. Once all flaws and improvement suggestions are taken care of, the
reviewers approve the merge request and the changes are merged into the main
branch. The git version control system orchestrates the merge in case multiple
developers want to merge to the main branch and enables the developers to
retrieve new changes from the main branch into the feature branch.
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Fig. 1. A typical git workflow [1]. Fig. 2. A software development workflow [8]

Continuous Integration. With the increasing complexity of the coding tool-
chain, from different hardware platforms to the different build systems and the
different compilers that need to be supported, it becomes increasingly challeng-
ing to ensure code robustness. Continuous integration (CI) aims to improve the
reliability of a codebase [2,3,5] by automatically checking the code correctness
after a change to the codebase has been pushed through the version control sys-
tem. Specifically, the CI replicates the complete code usage process from source
code cloning to the compilation of the code in a specified hardware-software
environment. This is important in particular if the software is developed as a
collaborative effort, and distinct developers are independently making changes
to the codebase. The goal of CI is to ensure the permanent compile-ability of
the codebase on the target system and to notify the developers about compila-
tion issues. In addition to verifying whether the codebase compiles, CI systems
usually also employ an automated testing workflow.

Automated Testing. Automated software testing pursues the idea of having
an automatic mechanism that verifies the correctness of all functionality of a
software ecosystem. Of course, this is a very complex goal, as there exists a
large number of use cases and functionality combinations. Ultimately, testing all
combinations, and all end-to-end user applications would be infeasible in terms
of effort and time. Therefore, one typically uses a hierarchical testing strategy:
On the lowest level, each basic functionality is accompanied by a unit test. This
function-specific unit test verifies the correctness of the basic routine for all
possible input and output scenarios. A failing unit test can easily point the
developer to the part of the code that needs debugging.

As the correctness of all basic functionality (passing unit tests) does not
guarantee the correctness of functionality combinations, unit tests are usually
complemented by integration tests that form the second level of the testing hier-
archy. These tests verify the correctness of different functionality combinations.
Often, it is impossible to cover all combinations due to the sheer quantity of the
possible permutations. Therefore, integration tests usually only cover the most
popular functionality combinations.
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Finally, the third level of automated testing is formed by end-to-end tests,
which try to emulate a user’s workflow. As it is again impossible to emulate all
possibilities, end-to-end tests only emulate a few, typical use cases. For all levels
of automated testing, there exist sophisticated tools such as Googletest [7]
and the Catch2 test framework [6] that provide frameworks.

Services in the Cloud. Gitlab and Github offer platforms that allow users to
run Continuous Integration pipelines and automated tests on remote servers in
the cloud. They also offer web interfaces for interactive and collaborative coding
using ideas such as Merge Requests (MRs). Using these services removes the
need to procure and run servers that provide version control systems, continuous
integration, and automated testing.

3 Methodology

Numerical Linear Algebra for High Performance Computing (HPC).
The course we offer at KIT is aimed at Masters students seeking to learn about
computational numerical linear algebra methods suitable for computational sci-
ence and its realization in HPC settings. To encourage the students to apply
these techniques in larger projects, we require a final course project instead of
an end-of-term examination. We offer some project ideas, particularly to enable
them to contribute to Ginkgo [9], but also encourage the students to come
up with ideas or extend their thesis works. Additionally, the students have to
complete several homework assignments where they are required to develop a
parallel version of an algorithm, implement and run benchmarks on an HPC
architecture, and analyze the algorithm performance in a report.

To prepare the students for collaborative coding, an exercises framework is
provided in a version control system which handles the automatic compilation
and testing of the code written by the students [10]. This allows the students to
focus on the algorithms and parallel programming ideas rather than spending
time on the build system. An additional advantage is the uniformization of the
build and execution process for all students making it easier to debug and help
the students.

The Peer Review Process. Figure 3 shows a schematic of this peer review
process. Each student creates a fork of the exercise framework and a student-
labeled sub-folder from the main folder in which they add their implementations.
On the submission date, the CI is run (which compiles and runs their code
with the unit tests) and the students create an MR for their exercise. The MRs
are assigned to their peers in a round-robin fashion, and with the help of the
Gitlab interface, they can provide feedback to their assigned peer. They are
encouraged to follow code reviewing guidelines [4] while reviewing their peers’
code. The review process is iterative, and the students are encouraged to update
and enhance their code according to the feedback received. After approval by
the reviewing peers, the students’ codes are merged into the main repository to
replicate an actual project workflow.
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Fig. 3. The peer review process

Figure 4 shows a snippet of a review by Student 1 of the code written by Stu-
dent 2. Student 1 is assigned to the MR opened by Student 2 and can provide
comments on specific lines of the code based on a diff (the difference between
the code in the target branch against the code added by the student).

Grading. In addition to the coding assignments, the students are required to
work on a final course project. We split the final grade into three parts: 40%
of the grade is made up by the project code and report, 30% is assigned for
a short (approximately 10 min) presentation on the student’s project, given at

Fig. 4. A typical peer review comment
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the end of the term, and the remaining 30% of the grade is made up by the
homework assignments. (70% of the points are required to pass the course.) Each
homework assignment carries a maximum of 10 points. A performance analysis
report makes up 4 of the 10 achievable points. Another 4 points are assigned
for the code, where 2 points are awarded for functioning code, 1.5 points for the
code quality, 2 points for the quality of the review a student provides, and 0.5
points for incorporating the review feedback that they receive from their peers.

4 Discussion

The motivation for establishing this peer review process for the homework assign-
ments is that we are convinced that the practical experience in using software
development tools, CI, and adhering to a peer review process is an essential skill
for graduates entering the software-focused labor market.

In addition to equipping students with practical experience in using tools for
sustainable software development, we observed that the framework allowed stu-
dents to concentrate on the algorithms and their implementations rather than
concerning themselves with tackling the issues from the build systems. We also
observed a significant improvement in the code quality of most students through-
out the course with students acknowledging the feedback received in the peer
review process in the concurrent exercises, which has not been the case in pre-
vious versions of the course.

Table 1 shows the feedback we received from the students on the homework
workflow. The questions are rated from 1 to 5 with 1 being the best rating
meaning that it was very useful/very easy and 5 being the worst rating meaning
that it was not useful at all/very difficult.

Table 1. Student feedback

Question Avg rating (1–5)

How easy was it to use the framework? 2

How useful did you find the exercises instructions? 2

How easy was it to compile and run the code as provided? 2.3

How useful was the code review from your peer? 1.6

How easy was the reviewing process? 3.6

Would you like to see this type of frameworks in other courses? 1

5 Conclusion

With the wide and easy access to computing and the rise of Open-Source soft-
ware, it is necessary that we train our students to be familiar with tools for
sustainable software development. In this paper, we elaborate on how we intro-
duced a collaborative peer review workflow for the homework assignments in a
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course on high performance computing. In the future, we plan to enhance the
framework with automatic benchmarking of the coding assignments and test the
workflow’s viability for other courses.

Acknowledgements. The authors were supported by the “Impuls und Vernetzungs-
fond of the Helmholtz Association” under grant VH-NG-1241. The authors would also
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Abstract. There are a variety of factors that can influence the decision
of which modeling technique to select for a problem being investigated,
such as a modeler’s familiarity with a technique, or the characteristics of
the problem. We present a study which controls for modeler familiarity
by studying novice modelers choosing between the only modeling tech-
niques they have been introduced to: in this case, cellular automata and
agent-based models. Undergraduates in introductory modeling courses
in 2018 and 2019 were asked to consider a set of modeling problems, first
on their own, and then collaboratively with a partner. They completed a
questionnaire in which they characterized their modeling method, rated
the factors that influenced their decision, and characterized the prob-
lem according to contrasting adjectives. Applying a decision tree algo-
rithm to the responses, we discovered that one question (Is the problem
complex or simple?) explained 72.72% of their choices. When asked to
resolve a conflicting choice with their partners, we observed the repeated
themes of mobility and decision-making in their explanation of which
problem characteristics influence their resolution. This study provides
both qualitative and quantitative insights into factors driving modeling
choice among novice modelers. These insights are valuable for instruc-
tors teaching computational modeling, by identifying key factors shaping
how students resolve conflict with different preferences and negotiate a
mutually agreeable choice in the decision process in a team project envi-
ronment.

Keywords: Agent-based model · Cellular automata · Education ·
First-year experience · Team-based modeling.
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1 Introduction

For a given project, modelers can choose from a very large number of modeling
techniques, both discrete (e.g., Agent-Based Modeling, Cellular Automata) or
continuous (e.g., System Dynamics). Ideally, this choice would be driven by the
availability of data, the project scope negotiated with the end-user, or the model
performance given available computing resources [3]. However, all of these factors
overlook an essential aspect of the model-building process: models are created by
modelers. As most available literature provides little justification on the choice
of a particular modeling approach, our previous study performed a survey of
practitioners and found that the selection of methods primarily depended on
factors related to the modelers, as 92% of respondents admitted that they chose
the most familiar method [34]. However, 87% of respondents also declared that
they chose a method based on the problem characteristics. This paradox suggests
that a modeler may look at a problem and then decide on one method, convinced
that it is the best fit, while a modeler with a different experience would make a
case for another method in the same context. These two choices may have to be
reconciled, since computational modeling is often constructed as a team-based
discipline. In this paper, we examine the process through which novice modelers
within the educational setting of a first year course negotiate the choice of a
modeling approach.

A survey of 51 professionals in simulation education showed that 95.2% of
programs on simulation education include a project, which involves a team in
92.1% of cases [20]. It is thus very common for students to be faced with the
problem of reconciling multiple viewpoints when designing a model collabora-
tively, starting with the choice of a modeling approach. Although there has been
research for several decades on how people behave when building a model, much
of the focus has been on scenarios involving a single modeler [30,37] rather than
collaborative settings. When a team is studied, the focus may be on the dia-
logues between subject-matter experts (also called ‘domain experts’) and mod-
elers rather than among the modelers themselves [8]. Similarly to Peter Rittgen,
we conducted experiments involving groups of students who were provided with
a textual description of four problems and asked to model them by choosing
among techniques [23]. While Rittgen’s experiment involved ARIS-EPC, Petri
Nets, UML, DEMO, our approach focused on the choice between two closely
related techniques: Cellular Automata (CA) or Agent-Based Models (ABM).
Our experiments were repeated over two classes and used a scaffolding technique
starting with independently choosing and justifying a model, then reviewing the
choices made by a student with different arguments, and finally working in pairs
to reach a consensus.

Our three main contributions are as follows:

(1) Through experiments, we identify a core set of three problems that lead to
high divergence among students. These problems can be used by instructors
to intentionally maximize divergent thinking and practice skills in collabo-
rative problem solving for an introductory course on computational science.
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(2) By applying machine learning on experimental data, we show that the initial
choice of agent-based models or cellular automata is primarily motivated by
the perceived level of complexity of the problem.

(3) Through a thematic analysis of narratives by teams, we explain how students
have a different perception of agent-environment interactions compared to
interactions among agents. When a problem evokes interactions with the
environment (e.g. through mobility), students choose Agent-Based Model-
ing; conversely, the absence of such interactions often justifies their use of
Cellular Automata. In contrast, interactions among agents can lead to either
option through the notion of networks or neighborhoods.

The remainder of this paper is organized as follows. In Sect. 2, we introduce
the setting in which we taught the course, including the teaching philosophy, core
material, and institutional factors. In Sect. 3, we explain how we designed experi-
ments and which measurements were recorded at each step. Our results in Sect. 4
are subdivided to focus on problems leading to different choices, explaining indi-
vidual choices, and examining the process of co-creation as a pair. Finally, we
contextualize our findings in the broader domain of collaborative problem solv-
ing in computational science and discuss the potential for applications to other
areas such as processes in organizations.

2 The Setting: Teaching Philosophy and Implementation

The course was offered at Furman University, which is a liberal arts institution
located in South Carolina, USA. The Computer Science Department used topic-
based introductory courses to introduce key concepts of computer science to
both majors and non-majors. The motivation is to “contextualize computing
in a real-world, interdisciplinary problem upfront, and show how a variety of
computer science topics apply to solving problems in that context” [32].

In the same manner as personal preferences and experiences shape a mod-
eler’s actions, simulation education depends on the teaching philosophy of the
instructor [29]. Our teaching philosophy for this course, titled ‘CSC 105: Virtual
Worlds’, rests on the four objectives presented at ICCS2016 [11]:
1 We provide an overview of the field followed by three modeling techniques,
covering both individual- and aggregate-level models. Our implementation of
this objective was similar to courses at peer institutions, such as ‘Modeling and
Simulation for the Sciences’ at Wofford College [27]. Specifically, students were
exposed to system dynamics as aggregate models, then to cellular automata
and agent-based models as individual-level models. In contrast to higher-level
classes such as ‘Introduction to Computational Modeling and Data Analysis’,
we do not include topics such as Markov chains or coupling models (i.e. hybrid
modeling) [28].
2 We cover one programming environment, starting from basic syntax. We com-
plemented conceptual lectures by using the widely adopted NetLogo in weekly
hands-on labs involving paired programming. We also emphasizing best prac-
tices from a software engineering standpoint [33].
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3 We practice through interdisciplinary projects, based on years of experience
in interdisciplinary curricular activities [12]. This objective is also made neces-
sary given that the course includes the general student population, who may not
major in computer science. Projects provide opportunities for creative expres-
sion, which we see as a cornerstone of a student-centered approach [9].
4 We develop critical thinking skills. In line with departmental practices [31],
we used scholarly readings. The emphasis was on identifying limitations and on
contrasting studies rather than in original writing, which is covered in a separate
first-year seminar course [2].

As part of the learning objectives for the course, students should be able to
choose between Cellular Automata (CA) and Agent Based Models (ABMs) in a
given application context, program their model in NetLogo, and analyze simula-
tion results. At a high-level, CA and ABMs are similar as they are both discrete,
individual-level modeling techniques [1]. Consequently, students have to identify
an initial configuration for the individual entities (e.g., initial state for the cells
and/or baseline values for the agents), provide update rules that are applied to
these entities at discrete ‘ticks’, and decide when the simulation should end. In a
CA, the update rules can change the state of each cell based on neighboring cells,
time, or probabilities. Examples include biological models such as the spread of
an infection within a body [18] and the growth of tumor [19], or geographical
models such as forest fires [6] and land use [36]. An ABM optionally includes a
CA, which may serve to represent a physical substrate such as a soil model. An
ABM necessarily includes agents, which can interact with the space (e.g., ani-
mals foraging) and/or with each other. Agents may be equipped with elaborate
anthropomorphic notions, such as manipulating others, making errors, or having
a range of personalities [15]. As an ABM requires more data (for calibration and
validation) and a deeper theoretical understanding than a CA (to craft rules),
applied computational models in fields such as obesity have gradually shifted
from CA in early research to ABMs as they gained maturity [13]. Given the
introductory nature of the course, we focused on homogeneous and synchronous
CA [26] (e.g., all cells are updated at the same time) and we did not cover the
connection between ABM and geographical information systems [16].

3 Experiments and Measurements

The course was offered on two occasions (Fall 2018 and Spring 2019), which
allowed for repeated measurements. Our experiment involved three consecutive
parts (Fig. 1). First, students were given four problem statements and invited to
create their own. In each of the five problems, a student independently chose to
use either CA or ABM. Students had to argue for their choice and provide a com-
plete design including a description of states, transitions, initial configuration,
and condition to stop a simulation. In the second part, the instructor identified
pairs of students who had made different modeling choices on at least some of the
four shared problems. Each student received the anonymized submission from
his or her pair-mate, such that they were unaware of each other’s identity and
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hence unable to communicate directly. Each student reviewed the submission
and sent it to the instructor, who then passed it onto the other student. Finally,
the two students met each other and had to decide on one technique for each of
their five problems. For problems in which they argued for different solutions in
part 1, students had to explicitly write how they resolved the difference.

Fig. 1. Three steps process through which pairs of students resolve differences in their
choice of ABM or CA.

In Fall 2018, the four problem statements started with “Spreading the flu in
a classroom”, described as follows:

A handful of hard-working students may make the selfish choice of com-
ing to class when they know they have the flu, thus infecting others and
causing problems throughout the community. This model seeks to capture
how flu spreads in the classroom. We consider that students are either infec-
tious, or not (e.g., susceptible, infected but not yet infectious, recovered). A
student may cough/sneeze/talk, which (to really simplify) produces a cloud
of infectious droplets invisible to the human eye. If a person walks through
this cloud, the droplets can land in the mouth/nose or be inhaled into the
lungs, and this person can get sick. Droplets survive in the air for a few
hours.
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The next problem statement was titled “Spreading HIV on campus”:

The Centers for Disease Control and Prevention (CDC) announced last
August that sexually transmissible diseases (STDs) in US reached record
high. The Human Immunodeficiency Virus (HIV) is an STD. We are inter-
ested in creating a model that simulates how residential Furman students
may be getting HIV via unprotected sex over the course of an academic year.
Once a person is infected, this person is extremely infectious (via unpro-
tected sex) during the next few weeks. After treatment has occurred, the
virus may drop to the point where it becomes undetectable in the body, and
the consensus is that the risk of transmitting HIV then becomes statistically
negligible.

In the third case, students investigated “Landslides”:

Because of flooding in North Carolina, the stability of some surfaces has
been affected and they’re now more prone to landslides. For a given land,
we’re interested in creating a model that can simulate how the land moves
when the landslide takes place (i.e., assuming a landslide is triggered we
want to know where the land goes). As vegetative structures may affect the
dynamics of the landslide, note that the lands in the area of interest all have
some shrubs and trees.

Finally, landslides were revisited in the last problem:

Assume the setting and goals are identical to problem (3) above. In
addition, assume that landowners with peculiar hobbies also have bongos,
oryxes, kudus, and lechwe grazing on the land. As they graze, they damage
shrubs (but not trees) and thus remove some of the vegetative structures
that hold the land together.

Problem statements were re-written in Spring 2019 to provide additional
data, thus limiting the possibility that results are an artifact of our initial prob-
lem statements. The new problem 1 was “Peer-influence on smoking”:

Smoking is partially driven by social norms, that is, whether peers smoke
or endorse smoking. We want to model how students at Furman may choose
non-smoking, vaping, or cigarette smoking. We are particularly interested in
modelling peer influence on these choices within the academic community.
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The second problem focused on “Animal migrations”:

Animals migration are based on the availability of food, climate, and
migration of other animals. For example, birds or grazing animals may want
to be close to similar animals, but too many will result in lack of sufficient
nutrients. We are particularly interested in modelling animal migrations in
the Carolinas, where migrating species include many types of ducks, swans,
snow geese, various other birds for fall coastal migrations (e.g., warblers,
grosbeaks, tanagers, orioles, vireos), fall mountain migrations (e.g., hawks,
eagles, falcons) or springtime mountain migrations (e.g., thrushes, flycatch-
ers). As a model is a simplification, you are not expected to become an
expert in bird ecology to answer this question!

The third problem examined “Shopping malls”:

Retail sales in shopping malls are important to model: where do people
go if we make changes in the mall? How can we promote traffic? How can
we charge rent for a specific shop based on how much traffic it can get?
To answer such questions, we want to model the influence of foot traffic,
customers, location, and neighboring shops, on retail sales in a shopping
mall. You can pick your favorite mall (e.g., Haywood mall) if it helps you
to think of something concrete.

Finally, the fourth problem was about “Laughter”:

Some people have a contagious laughter that will make others laugh
too. We want to simulate how laughter may spread in a room full of people.
Laughter originates from one person, who may or may not have a ’contagious
laugh’. Then, others may laugh or not.

For all students, we collected information on their gender (male, female) and
whether they liked students with whom they worked during paired-programming
sessions (which does not include their pair-mate on the experiment). In Spring
2019, we also administered two questionnaires: one upon completion of step 1
to understand how students made their selection (e.g., were they confident? did
they feel it was appropriate for the problem?), and the other upon completion of
step 3 to characterize how they resolved differences (e.g., was it easy to come to
an agreement? were they impacted by the strength of their partner’s argument?).

4 Results

4.1 Which Problems Lead Modelers to Make Different Choices?

We were able to construct 8 pairs with at least one different modeling choice across
the four problems (out of 9) in Fall 2018 and 4 such pairs (out of 7) in Spring 2019.
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Table 1. Modeling choices of individuals and pairs across questions and semesters.

Fall 2018 (9 pairs) Spring 2019 (7 pairs)

Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4

Students using CA (%) 33.33 11.11 94.44 27.78 71.43 14.29 7.14 100

Students using ABM (%) 66.67 88.89 5.56 72.22 28.57 85.71 92.86 0.00

Pairs with differences 6/9 2/9 1/9 3/9 4/7 2/7 1/7 0/7

↪→ Number of differences 4 had two diff., 4 had one 3 had two diff., 1 had one

Pairs using CA (%) 44.4 0 100 11.1 85.7 0 0 100

Pairs using ABM (%) 55.6 100 0 88.9 14.3 100 100 0

Differences solved using CA 3 0 1 0 3 0 0 0

Differences solved using ABM 3 2 0 3 1 2 1 0

Our ability to create pairs that need to resolve differences depended on the extent
to which each question led to a consensus. As shown in Table 1, the problem of
“spreading the flu in a classroom” (Fall 2018 Q1) sharply divides students both
as individuals and as pairs. The next questions leading to the most differences
was “Peer-influence on smoking (Spring 2019 Q1) followed by our revisited land-
scape problem (Fall 2018 Q4). All other questions had less variations in modeling
choices among individuals and no variation in pairs. This first result thus provides
an experimentally established set of questions that can be used to promote differ-
ences in modeling choices.

4.2 Can We Explain How Modelers Choose?

We analyzed the rationale for the individual modeling choices based on the
questionnaire administered in Spring 2019. For each of the five problems (four
created by the instructor and their own), students characterized their choice
of a modeling method (confidence in the choice they made? Was it easy to
decide?), rated the extent to which five factors influenced their choice (complex-
ity of implementation, preference for the modeling technique, appropriateness for
problem, explanatory power, flexibility of model), and characterized the prob-
lem by choosing between pairs of adjectives (social/physical, complex/simple,
rules/ideas, individual/group, spatial/relational, decisions/behaviors).

The data for analysis thus consists of 14 questions, answered by each respon-
dent (n=11) for five problems thus forming 55 entries. We used the supervised
machine learning approach of binary classification to explain the modeling choice
(CA or ABM) as a function of the 14 questions. The baseline prediction accuracy
achieved by a 0R rule (i.e. simply looking at how often students tend to choose
CA or ABM without considering the questions) was 54.54%, thus any classifi-
cation model able to truly explain choices based on the questions would have
to outperform this baseline. Using a decision tree algorithm without the restric-
tion of depth, we found that one question suffices to correctly explain 72.72% of
choices: seeing a problem as simple or complex. Complex problems overwhelm-
ingly resulted in ABMs (21 out of 26 times), simple problems in CA (28 out of
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32 times), and problems that could not be characterized by either term were still
ABM (6 out of 8 times). If the notion of simple versus complex was removed,
then no combination of the remaining 13 questions had explanatory power as
the accuracy fell to 52.72%, which is below the baseline.

We examined whether simple dynamics could predict whether the final mod-
eling choice in a pair would follow the initial decision of one student or the other.
Since gender is occasionally used as mediating variables in studies on teamwork,
we analyze the final choice in a mixed pair would espouse the initial decisions of
the male student. Due to a small number of mixed teams, we only noted this sit-
uation in 3 out of 5 pairs, which is close to parity. We also tested the theory that
a team may be led by a more ‘knowledgeable’ student. However, in pairs with
different final exam grades, differences were resolved in favor of the student with
the lowest grade GPA in 7 out of 10 pairs. The problem of identifying the nature
and impact of leadership in a team would require further studies and a larger
sample size, thus allowing a more fine-grained analysis of whether demographics
or personality factors play a role in driving the final decision of a modeling team.

4.3 How Do Modelers Co-Create Models?

In the survey administered upon resolution of modeling choices in a team, all
students stated that resolving differences was very easy. To further characterize
how differences were resolved, we examined the narratives provided by each
pair on each resolution. In this section, we discuss the themes identified across
narratives and briefly exemplify them through selected quotes in which students’
names were anonymized.

Two themes were present across most narratives: mobility and decision-
making processes. The need for an ABM was overwhelmingly motivated by
the perceived need for entities to move over a space and/or engage in complex
decision-making activities that require a cognitive framework. In contrast, the
choice of a CA was justified by the perceived absence of these needs. For exam-
ple, consider the flu problem. One group conceptualized students as “confined
to one space within the classroom” and this absence of mobility resulted in a
CA. Another group similarly debated the matter of movements:

“Simba claimed that [the flu] moved based on proximity because [it]
cannot decide where it wants to go. Mufasa claimed that the flu was in
the students who could walk around and make choices [...]. In the end,
Mufasa agreed that the model is being used to show where the flu is and
it is true that the flu cannot move so we agreed to explain this model as
being a CA.” (Problem 1, Fall 2018)

In contrast, several other groups endorsed the hypothesis for the same problem
that “agents can walk” thus leading to an ABM:

“Bernard believed that using Cellular Automata was the best approach
and that we could have the students be stationary in an area, as if they
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were in sitting at desks. Bianca believed that using an Agent-Based mod-
eling system was best because she has been in classroom environment that
are hands-on more recently rather than lectures-based meaning the stu-
dents would come in contact with others more often.”

(Problem 1, Fall 2018)

An ABM is defined by interactions between agents and the environment as
well as among agents. While the agents-environment interactions (e.g. through
spatial mobility) were a recurring motivation for ABM, interactions among
agents were less commonly discussed. In addition, the presence of these inter-
actions was equally likely to motivate the use of a CA or an ABM, since both
models include interactions (either through a neighborhood or via networks).
For instance, consider the model of peer pressure over smoking. In one team,
“the agents are interacting with other types of agents and also with the states of
the environment, which are defining qualities of an ABM.” However, for another
team, these interactions can be handled by a CA:

“We believe that this situation is less about agent interaction and
more about spatial orientation. The state of the smokers, non-smokers
and vapers is more influenced by their neighbors than by individual deci-
sion making. Peer pressure often comes from people that are close to you,
usually your friends. We will assume that friendship is stable and you
will not randomly leave to find new friends. This implies that if you have
many friends that smoke or vape it is more likely that you will smoke or
vape. This is well illustrated by a Cellular Automata because while you
interact with your own friends, they also interact with other friends who
interact with other friends and so on and so forth.”

(Problem 1, Spring 2019)

Through the narratives, we also notice that the resulting model and its jus-
tification is far from a one-sided triumph of one student’s ideas over another.
Indeed, students describe how features of the model are obtained collaboratively :

“We took things that Esmeralda’s ABM could represent better and sim-
plified them to fit the CA model. We used Quasimodo’s base CA model and
added those simplified elements for a more complete simulation, adding
components like coughing and entering/leaving the classroom.”

(Problem 1, Fall 2018)

“When we had peer reviewed each other’s responses, we decided to try
to combine each other’s ideas (Mulan had the idea of cells being stable or
unstable and Yao had thought of trying to show land movement through
differences in elevation). This allowed us to be able to use both ideas to
attempt a better model.” (Problem 3, Fall 2018)
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5 Discussion

In order to improve the practice of computational modeling and simulation,
it is essential to understand the process by which we construct models, from
the initial stages of defining the problem, designing the model, implementing it
in software and testing its behavior. Certainly, the hard-earned experience and
well-developed expertise that guide the decisions of experienced modelers are an
invaluable component of building successful models. However, novices provide
an excellent opportunity to examine which other factors may be highly influ-
ential, especially from a fresh perspective that is not invested in a certain way
of doing things. Our study employs a mixed methods approach to investigate
many aspects of the initial decision process as experienced by two groups of new
modelers. We found that, at least in the case of considering cellular automata
versus agent-based models, the apparent complexity of the problem under con-
sideration is the key determining factor in terms of which technique was chosen.
We also identified common themes found in the justification of model choice
in cases where there was disagreement about the ideal technique. For problems
where mobility and/or decision-making were key aspects needing to be modeled,
agent-based models were preferred over cellular automata.

The exercise described here provides a sample of how modeling choices can
be studied in an instructional setting. One key component is the set of sample
problems which are designed to provoke consideration and discussion within the
frame of the modeling techniques being considered. Another important compo-
nent is the kind of data gathered by the study. Demographic factors did not
appear to be highly influential among our groups, but further experimentation
could help to clarify this facet of collaborative modeling. This kind of explo-
ration also prompts us as educators to consider what we need to be teaching
alongside the technical aspects of model building. If problem complexity is a
driving factor in decision making (as we have seen here), should we encourage
the consideration of other aspects? Should we provide more guidance on how to
consider complexity?

Thus the primary contributions of our work pertain to simulation education
and the practice of computational science in the classroom. Our work can also
be situated within the broader theme of education and training in Collaborative
Problem Solving (CPS), which is often motivated by the fact that most pro-
fessional work is accomplished by teams within organizations [14]. Oppl further
highlights how human work in organizations presents several salient characteris-
tics that are also found in our study context [21]. Organizational actors can reach
a shared understanding by working on shared conceptual models. As stated by
Oppl, “existing approaches in general assume that the contributing actors have
existing modeling skills [but] actors operatively involved in a work process do
not necessarily have these modeling skills” and the task of model creation can-
not be left to a third-party expert since the active and direct involvement of
actors in the modeling process is “beneficial for the collaborative construction
of a shared understanding” [21]. Our work thus also contributes to a growing
evidence base on the process of collaborative modeling and the negotiations that
are involved [24].
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A benefit of performing our experiments in one course at one institution is
that we have a relatively consistent student population for analysis. However, this
lack of diversity is a limitation when it comes to assessing the factors involved in
shaping the co-creation of models by students of various levels, in different insti-
tutions, or involved in other curricula on computational modeling. In particular,
the experience of students may be a mediated factor, since “conceptual modeling
is often thought of as a skill that improves with experience” [35]. For example,
studies on novice modelers by Powell and Willemain found several issues such as
taking shortcuts [22,38]. More recent empirical studies on the creation of mod-
els by students have confirmed that experience leads to different patterns [17].
It would thus be of particular interest to complement our study of freshman
(1st year, 1st semester) with follow-up examinations in courses focused on rising
sophomore (2nd year, 2nd semester) or senior (4th year).

A second limitation of our approach is the reliance on a prepared in-person
session requiring a joint decision. In other words, students had to reflect in detail
on each other’s proposed idea then met in-person with the objective of finding
one modeling technique. Results may thus be different if there is less incentive
to achieve a joint decision, which may affect the willingness of participants to
engage in co-creation and find a consensus. Results could also be affected by a
switch to a remote scenario, which introduces an element of technology-mediated
collaboration (e.g. via Zoom, WebEx, and similar platforms). An asynchronous
scenario may rely even more on technology, for example through software for
distributed model negotiation such as COMA in which modelers can propose a
model, support or challenge a proposal (by tracking arguments for/against),
and view the latest agreed upon version [25].

Although our study has collected detailed qualitative and quantitative data
on modeling choices and reconciliation, software provide additional opportuni-
ties to track the series of steps taken by modelers, for example via a replay
function [7]. The time series of modeling steps can be of particular interest if
the models are structured rather than provided as narratives, for instance by
using flow diagrams to document transitions of states for both cells in a cellular
automaton [10] or agents in an agent-based model. A structured graphical nota-
tion may be better aligned with the task of model creation [4] and it supports
new analytical tasks. If modelers co-construct a model as an annotated flow dia-
gram, then automated metrics from network analysis become available both as
a means of analyzing the evolution of collaboratively created artifacts and as a
feedback tool for students [5]. Future research may include the development of
tools that support asynchronous collaborations and mine structures as they are
generated to either offer guidance to students or inform the instructor.
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Abstract. We consider a problem of detecting the conditional depen-
dence between multiple discrete variables. This is a generalization of
well-known and widely studied problem of testing the conditional inde-
pendence between two variables given a third one. The issue is impor-
tant in various applications. For example, in the context of supervised
learning, such test can be used to verify model adequacy of the pop-
ular Naive Bayes classifier. In epidemiology, there is a need to verify
whether the occurrences of multiple diseases are dependent. However,
focusing solely on occurrences of diseases may be misleading, as one has
to take into account the confounding variables (such as gender or age)
and preferably consider the conditional dependencies between diseases
given the confounding variables. To address the aforementioned prob-
lem, we propose to use conditional multiinformation (CMI), which is a
measure derived from information theory. We prove some new properties
of CMI. To account for the uncertainty associated with a given data
sample, we propose a formal statistical test of conditional independence
based on the empirical version of CMI. The main contribution of the
work is determination of the asymptotic distribution of empirical CMI,
which leads to construction of the asymptotic test for conditional inde-
pendence. The asymptotic test is compared with the permutation test
and the scaled chi squared test. Simulation experiments indicate that
the asymptotic test achieves larger power than the competitive methods
thus leading to more frequent detection of conditional dependencies when
they occur. We apply the method to detect dependencies in medical data
set MIMIC-III.

Keywords: Detection of conditional dependence · Conditional
multiinformation · Information theory · Weighted chi squared
distribution · Kullback-Leibler divergence

1 Introduction

Detecting conditional dependence is a fundamental problem in machine learning
and statistics [7]. It has significant applications in several problems such as causal
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inference [12], learning structure of Bayesian Networks [15,18] and feature selec-
tion [3]. Most of the research focuses on testing the conditional independence
between two variables given a third one (which can be multi-dimensional), (see
[11]). The existing methods are based on different approaches, such as kernel
methods [22], information theoretic measures [14], permutation methods [2,19],
generalized adversarial networks [1] and knockoffs [4].

In this work we investigate the more general problem of testing the condi-
tional independence of multiple variables, i.e. we consider the null hypothesis H0

of the form

P (X1 = x1, . . . , Xd = xd|Y = y) =
d∏

j=1

P (Xj = xj |Y = y), (1)

where X1, . . . , Xd, Y are discrete random variables. The above hypothesis
reduces to a classical one for d = 2. Surprisingly, such generalization attracted
much less attention despite its wide potential applicability. For example, in epi-
demiology there is often a need to test the independence of multiple diseases.
However the task is challenging, as one should take into account the possible
confounding variables, such as age, gender or race. The occurrences of diseases
can be independent, but dependent when conditioning on a confounding vari-
able. In this case, an important information will be missed when we focus on
unconditional dependence. On the other hand, the diseases may be dependent
but become independent when conditioning on a confounding variable. In the
latter case, there is a risk of finding spurious dependences due to ignoring the
latent conditioning variables. Therefore, one should rather focus on testing the
conditional independence between diseases given confounding variable/variables.
The problem of testing (1) appears naturally in the context of supervised learn-
ing and the Naive Bayes (NB) method which is one of the simplest and most
popular classifiers. In NB method, it is assumed that all features are condition-
ally independent given a class variable. Using this assumption, it is possible to
avoid the challenging estimation of the joint conditional probabilities and instead
estimate the univariate conditional probabilities which is much easier. Usually,
in practice, the NB method is used without verifying the assumption, which
may lead to poor predictive performance of the classifier. Finally, testing (1) can
be useful in multi-label classification where the goal is to predict binary out-
put variables (labels) Y1, . . . , YK using feature X. If the labels are conditionally
independent given X, then classification models can be independently fitted for
each label. Otherwise, it is necessary to use more complex approaches that take
into account conditional dependencies among labels.

In this work we consider the case of discrete random variables. Then the
problem of detecting conditional independence is equivalent to the problem of
independence testing on each strata Y = y. However, performing the test for
each strata separately will lead to multiple testing problem and lack of control
of false discovery rate. Thus the need for a specialised test for (1).

To test the hypothesis (1) we propose to use conditional multiinformation
(CMI), which is a measure derived from Information Theory. The conditional
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multiinformation reduces to conditional mutual information for d = 2. Although
the latter attracts a great interest, the properties of conditional multiinforma-
tion and its usefulness to detect departures from (1) remain mainly unexplored.
The present paper aims to fill the gap. We prove some new interesting theoretical
properties of CMI. In particular we provide upper and lower bounds for it which
are tight when CMI = 0. Most importantly, with the aim of reducing uncer-
tainty concerning significance of positive value of sample CMI, we determine its
asymptotic distribution (for both cases of H0 and its alternative), which in par-
ticular allows to construct the asymptotic test for hypothesis (1). For d = 2, our
result reduces to well known result for conditional mutual information, which
states that the asymptotic distribution is chi squared with the number of degrees
of freedom depending on the number of possible values of X1,X2, Y . For d > 2,
the asymptotic distribution under null hypothesis is weighted sum of squared
independent normally distributed variables. When X1, . . . , Xd are conditionally
dependent given Y , the asymptotic distribution is normal.

We compare the proposed asymptotic test with the permutation test as well
as test based on the scaled chi-squared distribution. The advantage of asymptotic
test over the permutation test is that we avoid generating permuted samples
which is the main obstacle in applying permutation method.

2 Preliminaries

2.1 Conditional Multiinformation

We define first the main object of our interest here, namely conditional multiin-
formation. Let (X1, . . . , Xd, Y ) be (d + 1)-dimensional random variable such
that any of its coordinates admits finite number of values and the corre-
sponding mass function P (X1 = x1, . . . , Xd = xd, Y = y) is denoted by
p(x1, . . . , xd, y). Moreover, define p(xi) = P (Xi = xi), p(y) = P (Y = y) and
p(xi|y) = P (Xi = xi|Y = y). Let X = (X1, . . . , Xd) and consider the discrete
distribution P ind

X,Y having mass function p(y)p(x1|y) · · · p(xd|y) which fulfills (1).
It means that for any random variable having this distribution, Xis are condi-
tionally independent given Y . The common approach to measure the strength
of dependence for (X,Y ) is to study a distance of its distribution from some
distribution which satisfies the required type of independence and is moreover
similar in a specified way to the distribution of (X,Y ). Note that P ind

X,Y satisfies
this requirement as it has the first d components conditionally independent given
the last one and also has the same bivariate marginal distributions as PX,Y i.e.
PXi,Y = P ind

Xi,Y
for any i = 1, . . . , d. Recall that for any two discrete distributions

having the same support, Kullback-Leibler (K-L) divergence (relative entropy)
is defined as

DKL(P ||Q) =
∑

i

p(xi) log
(
p(xi)/q(xi)

)
,

where p(xi) and q(xi) denote the corresponding probability mass functions [6].
K-L divergence plays a role of pseudo-distance between two distributions and is
frequently used to describe their discrepancy.
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We define now conditional multiinformation (aka conditional total correla-
tion) as

CMI(X|Y ) = CMI(X1, . . . , Xd|Y ) = DKL(PX,Y ||P ind
X,Y ) (2)

The term ‘conditional’ in the name CMI is explained by an equivalent definition
of this quantity. Namely, note that it follows from definition (2) that

CMI(X|Y ) =
∑

x1,...,xd,y

p(x1, . . . , xd, y) log
(

p(x1, . . . , xd, y)
p(x1|y) · · · p(xd|y)p(y)

)

=
∑

y

p(y)
∑

x1,...,xd

p(x1, . . . , xd|y) log
(

p(x1, . . . , xd|y)
p(x1|y) · · · p(xd|y)

)
. (3)

Thus CMI(X|Y ) = EY =y(CMI(X|Y = y)), where CMI(X|Y = y) is
Kullback-Leibler divergence between conditional distributions PX|Y =y and
PX1|Y =y ×· · ·×PXd|Y =y and the expectation EY =y is calculated with respect to
the distribution of Y . Thus CMI is an averaged KL-divergence between these
two conditional distributions. Note that, for d = 2, CMI reduces to the con-
ditional mutual information for two variables. It follows from non-negativity of
K-L divergence [6] that CMI is non-negative. Moreover, the same argument
implies that

CMI(X|Y ) = 0 ⇔ X1 ⊥ X2 . . . ⊥ Xd|Y
as CMI(X|Y ) = 0 entails that for any y in the support of Y distributions
PX|Y =y and PX1|Y =y ×· · ·×PXd|Y =y coincide. We observe that CMI(X|Y ) can
be de-constructed and represented as the combination of conditional entropies
H(Xi|Y ) and H(X|Y ). Namely recalling that the conditional entropy of X given
Y is defined as H(X|Y ) = −∑

x,y p(x, y) log p(x|y) we have from (3)

CMI(X|Y ) =
d∑

i=1

H(Xi|Y )−H(X|Y ) =
d∑

i=1

H(Xi, Y )−H(X,Y )−(d−1)H(Y ).

(4)
We also remark that (2) can be written as

CMI(X|Y ) = −
∑

y

p(y)
∑

x1,...,xd

p(x1|y) · · · p(xd|y) log(p(x1|y) · · · p(xd|y))

−(−
∑

x,y

p(x, y) log p(x, y)),

which yields interpretation of CMI as the change of entropy for the condition-
ally independent and conditionally dependent (X,Y ). We also note that when Y
is independent from (X1, . . . , Xd) and thus conditioning can be omitted in (3),
then definition of CMI(X|Y ) coincides with definition of unconditional multiin-
formation MI(X) [17,21] which measure how much structure of dependence of
X deviates from the unconditional dependence of its coordinates. MI(X) is fre-
quently applied to detect interactions in Genome Wide Association Studies (see
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[5]). Let ̂CMI(X|Y ) be defined as plug-in estimator of CMI(X|Y ) i.e. prob-
abilities p(x1, . . . , xd) are replaced by fraction based on iid sample from PX,Y

consisting of n observations. Properties of M̂I(X) were studied by Studený in
[16]. In the case when X is multivariate normal N(0,Σ), where Σ = (σij) is
the covariance matrix, we have MI(X) = 2−1

∑d
i=1 log σ2

ii − log(|Σ|) and the
properties of its sample counterpart has been studied in [13].

2.2 Properties of Conditional Multiinformation

Below we list some properties of conditional multiinformation. The first two are
well-known but we find it useful to state them together with (iii)–(v).

Theorem 1. Let X = (X1, . . . , Xd). We have
(i) For any i < d

CMI(X1, . . . Xi+1|Y ) ≥ CMI(X1, . . . Xi|Y )

(ii)

CMI(X|Y ) =
d∑

i=2

MI(Xi;X1, . . . , Xi−1|Y ),

where MI(Xi;X1, . . . , Xi−1|Y ) denotes the mutual information between Xi and
(X1, . . . , Xi−1) given Y [6]. (iii) We have

CMI(X|Y ) = inf
X̃1,...X̃d

DKL(PX|Y ||PX̃1|Y × · · · × PX̃p|Y |Y ),

where (X̃1, . . . , X̃d, Y ) is any discrete random vector supported on X1×· · · Xd×Y
with distribution of Y equal to PY .
(iv) Let P ind

X,Y be a distribution with mass function p(y)p(x1|y) · · · p(xd|y). Then

CMI(X|Y ) = DKL(PY |X ||P ind
Y |X) + DKL(PX ||P ind

X ) (5)

(v) We have

1

2

( ∑
x1,...,xd,y

|p(x1, . . . , xd, y) − p(x1|y) · · · p(xd|y)p(y)|
)2

≤ CMI(X|Y ) ≤ log(χ2 + 1),

where χ2 index is defined as

χ2 =
∑

x1,...,xd,y

(p(x1, . . . , xd, y) − p(x1|y) · · · p(xd|y)p(y))2

p(x1|y) · · · p(xd|y)p(y)
.

LHS and RHS equal 0 for the conditional independence case (1).

We prove part (v) here, the remaining proofs are relegated to the on-line sup-
plement1.
1 https://github.com/teisseyrep/cmi.

https://github.com/teisseyrep/cmi
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Proof. Note that the RHS inequality in (v) follows from Jensen’s inequality [6]

∑

x1,...,xd,y

p(x1, . . . , xd, y) log
(

p(x1, . . . , xd, y)
p(x1|y) · · · p(xd|y)p(y)

)
≤

log

(
∑

x1,...,xd,y

p2(x1, . . . , xd, y)
p(x1|y) · · · p(xd|y)

)
= log(χ2 + 1).

LHS is a direct consequence of Pinsker’s inequality [20] and (2).

Note that (iii) may be interpreted as PX1|Y ×. . .×PXd|Y is the closest distribution
consisting of conditionally independent coordinates given Y to PX1,...,Xd|Y .

3 Main Theoretical Result

Let CMI(X|Y ) and ̂CMI(X|Y ), where X = (X1, . . . , Xd) be defined as before
and assume that p(x1, . . . , xd, y) > 0 for all (x1, . . . , xd, y) ∈ X1 × · · · Xd × Y.
Obviously, even in the case when Xis are conditionally independent given Y
̂CMI(X|Y ) will be strictly larger than 0 and we need to assess whether the
deviations from 0 are due to random error caused by estimation of probabilities
p(x1, . . . , xd) or to the fact that CMI(X|Y ) > 0. In order to account for this
uncertainty, the distribution of ̂CMI(X|Y ) under conditional independence is
needed. We state now the result below supplementing it by the behaviour of the
estimator when conditional independence is violated. It basically says that the
distribution of ̂CMI(X|Y ) when X1, . . . Xd are not conditionally independent
given Y , the asymptotic distribution is normal whereas in the opposite case of
the null hypothesis (X1 ⊥ X2 . . . ⊥ Xd|Y ) the distribution is weighted sum
of squared independent normally distributed variables. Moreover, in the latter
case ̂CMI converges to its theoretical value CMI more quickly: the rate of
convergence is n−1 instead of n−1/2. The result reduces to the known result for
Conditional Mutual Information when d = 2 for which the weights are equal to
ones and the distribution coincides with chi squared distributed random variable
with k = (|X1| − 1)(|X2| − 1)|Y| degrees of freedom. However, for d > 2 this
simplification does not hold. It also generalises the result by M. Studený [16] for
|Y| = 1 i.e. for the case of unconditional multiinformation.

Theorem 2. (i) Assume that CMI(X|Y ) �= 0. Then we have

n1/2(̂CMI(X|Y ) − CMI(X|Y )) d→ N(0, σ2
̂CMI

), (6)

where d→ denotes convergence in distribution, σ2
̂CMI

equals

∑

x1,...,xd,y

p(x1, . . . , xd, y) log2
p(x1, . . . , xd|y)

p(x1|y) · · · p(xd|y)
− CMI2(X|Y )

= Var
(

log
p(X1, . . . Xd|Y )

p(X1|Y ) · · · p(Xd|Y )

)
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and σ2
̂CMI

> 0.
(ii) Assume that CMI(X|Y ) = 0. Then

2n̂CMI(X|Y ) d→
l∑

i=1

λi(M)Z2
i , (7)

where l = |X1| · · · |Xd||Y| and Zi are independent N(0, 1) and λi(M) are eigen-
values of the matrix M defined as

M
x′
1...x

′
dy

′
x1...xdy = I(x1 = x′

1, . . . , xd = x′
d, y = y′)−

d∑
i=1

I(xi = x′
i, y = y′)

p(x′
1, . . . , x

′
d, y

′)
p(xi, y)

+ I(y = y′)
p(x′

1, . . . , x
′
d, y

′)
p(y)

.

with M
x′
1...x′

dy′
x1...xdy denoting element of M with row index x1 . . . xdy and column

index x′
1 . . . x′

dy
′; I() is an indicator function.

The proof of the above Theorem can be found in on-line supplement. Note
that M is a sparse matrix as its elements are non-zero only if one or more row
and column indices coincide.

For d = 2 as X1, . . . , Xd are independent given Y , the above formula reduces
to:

M
x′
1x′

2y′
x1x2y = I(y = y′)

(
I(x1 = x′

1) − p(x′
1, y)

p(y)

) (
I(x2 = x′

2) − p(x′
2, y)

p(y)

)
.

and M can be shown to be indempotent (M2 = M). Thus all its eigenvalues
are 0 and 1 and as trace of M equals (|X1| − 1)(|X2| − 1)|Y| this yields the
known result about asymptotic distribution of conditional mutual information
under conditional independence [10]. For general d, matrix M is not necessar-
ily idempotent and asymptotic distribution of ̂CMI deviates from chi-squared
distribution. We note that M can be estimated from the sample by its plug-in
estimator M̂ and its eigenvalues λi(M̂) numerically determined. In this way we
approximate limiting distribution in (7) and the approximation will serve as a
limiting distribution for the proposed test of the conditional independence.

4 Detection of Conditional Dependence: Permutation
Versus Asymptotic Method

4.1 Permutation Method

A popular method of checking whether H0 is violated is the permutation method
adapted to the present problem. For a given sample generated from PX,Y and
each strata Y = y and i = 1, . . . , d we randomly permute values of ith coordi-
nate of observations such that the corresponding value of Y equals y (see [19]).
Permutations for each i are performed independently. Consequently, performing
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this operation separately for any value of y occurring in the original sample, we
obtain a sample from distribution P ind

X,Y which satisfies H0. We repeat this oper-
ation N times drawing N permuted samples in total and calculate corresponding
values ̂CMIk(X|Y ) for k = 1, . . . , N . Then empirical p-value

p̂ =
#{k : ̂CMIk(X|Y ) ≥ ̂CMI(X|Y )}

N
,

where ̂CMI(X|Y ) is empirical CMI, is calculated. Small value of p̂ indicates
conditional dependence.

4.2 Asymptotic Method

For a given sample pertaining to PXY we calculate ̂CMI(X|Y ) and plug-in esti-
mator M̂ of matrix M defined in the previous section. We use now the fact that
the asymptotic distribution W of ̂CMI(X|Y ) is given in (7) and we approxi-
mate it by Ŵ by plugging in λi(M̂) for λi(M), where λi(M̂) are numerically
calculated. Then rejection region for a given significance level α is given by
{̂CMI(X|Y ) ≥ q

̂W,1−α
}, where q

̂W,1−α
is quantile of order 1−α of distribution

Ŵ . We note that by using asymptotic distribution we avoid the main drawback
of permutation method, namely generation of many samples for every value of
Y = y which may be very time consuming. R package eigen has been used to
calculate the eigenvalues and package COMpQuadForm for quantiles of Ŵ .

5 Simulation Study

5.1 Artificial Data Sets

The aim of the simulation experiments was to compare the performance of the
tests described in previous section: asymptotic test and permutation test. In
addition, we consider semi-parametric test based on the scaled chi squared dis-
tribution. It is defined as distribution of αχ2

d + β, where χ2
d is a chi square

distribution with d > 0; parameters α, d, β are calculated based on permutation
samples (see [9]).

To assess the performance of the tests we use ROC-type curves which are
generated in the following way. In each simulation, we generate two samples: D0

and D1 conforming to the null hypothesis and alternative hypothesis, respec-
tively. So, D0 is generated from distribution for which X1, . . . , Xd are condition-
ally independent given Y , whereas D1 is generated from distribution for which
X1, . . . , Xd are conditionally dependent given Y . Then, we run a considered test
for both D0 and D1 using significance level α ∈ (0, 1) and report whether the null
hypothesis has been rejected. Importantly, the reference distributions of empir-
ical CMI under null hypothesis are different for D0 and D1. The above steps
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are repeated 1000 times which allows to approximate probabilities of rejection
in the cases when samples conform and do not conform to H0, respectively. Each
point on the curve corresponds to a different value of α. Observe that the first
coordinate of each point is an approximation of type I error for some α obtained
using D0, wheres the second coordinate is an approximation of the power of the
test obtained from D1 for the same value of α. We also report Area Under the
Curve (AUC), the larger the value of AUC the better is the performance of the
test (we observe larger power for a fixed value of type I error). The above method
has two important advantages. First, we control simultaneously the type I error
and the corresponding power of the test. Secondly, it is possible to analyze power
and type I error for different values of significance levels α. As we found that the
actual levels of significance of the asymptotic test may exceed assumed levels
of significance in some cases for medium sample sizes we view presented ROC
curve analysis to be a more objective way of comparing tests, as they enable
comparison of methods at the same level of significance.

We consider the following simulation models.

1. Simulation model 1.
– Sample D0: Generate Y ∼ B(1, 0.5) and X1, . . . , Xd|Y = y ∼ N(y, 1).
– Sample D1: Generate Y ∼ B(1, 0.5), X1, . . . , Xd−1|Y = y ∼ N(y, 1) and

Xd|Xd−1 = xd−1 ∼ N(γxd−1, 1), where γ is a parameter.

Simulation model 1p. Modification of model 1. The only difference is that in
D1, Xd|Xd−1 = xd−1, Y = y ∼ N(γxd−1 + y, 1)

2. Simulation model 2.
– Sample D0: Generate Y ∼ B(1, 0.5) and X1, . . . , Xd|Y = y ∼ N(y, 1).
– Sample D1: Generate Y ∼ B(1, 0.5) and Z ∼ B(1, 0.5), where Y ⊥ Z.

Next, generate X1, . . . , Xd|Y = y, Z = z ∼ N(γ(z + y), 1), where γ is a
parameter.

3. Simulation model 3.
– Sample D0: Generate X1, . . . , Xd ∼ N(0, 1) and Y ∼ B(1, 0.5).
– Sample D1: Generate X1, . . . , Xd ∼ N(0, 1) and then Y |X = x ∼

B(1, σ(γ · xT1)) where γ is a parameter and 1 = (1, . . . , 1)T .

The above simulation models are chosen to represent various dependency struc-
tures. Figure 1 and 2 show the graphs corresponding to distributions conforming
to H0 and H1, respectively, for simulation models 1–3. Models 1–2 are genera-
tive models, as we first generate Y and then X1, . . . , Xd, whereas model 3 is a
discriminative model, corresponding to scenario of supervised classification. For
models 1–2 and sample D0, variables X1, . . . , Xd are conditionally independent
given Y , but at the same time they are not unconditionally independent. For
model 3 and D0, all considered variables are independent and also condition-
ally independent. In all three models, parameter γ controls the difficulty of the
problem. For larger γ it is easier to reject the null hypothesis for sample D1.

Figure 3 shows the ROC-type curves for simulation models 1–3, for n = 500
and d = 7 (results for other values of d are placed in supplement). As expected,
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(a () b) (c)

Fig. 1. Dependency structures corresponding to distributions conforming to H0, for
simulation model 1 (a), model 2 (b) and model 3 (c).

(a () b) (c)

Fig. 2. Dependency structures corresponding to distributions conforming to H1, for
simulation model 1 (a), model 2 (b) and model 3 (c). Dashed line in (a) corresponds
to model 1p.

AUC increases with parameter γ, which is due to the fact that for larger γ the
conditional dependence is stronger. The proposed asymptotic test works better
(in terms of AUC) than the remaining tests for all simulation models except
model 1p for which it works on par with permutation test. The advantage of
asymptotic test is most pronounced for model 2. The test based on scaled chi
squared distribution performs worse than the two competitors, which confirms
our theoretical results (see Theorem 2) indicating that the reference distribution
of CMI under null hypothesis significantly deviates from chi squared distribution
for d > 2 and is poorly approximated by the scaled chi squared distribution.
We also experimented with smaller d = 3, 5, for which all considered methods
perform similar (the results are placed in supplement).

5.2 Analysis of Medical Data Set MIMIC-III

We also illustrate the problem of conditional independence testing using real
medical dataset MIMIC-III [8] containing information about patients from the
intensive care units. We are interested in finding out whether the occurrences
of some diseases are conditionally independent given gender. We consider 10
diseases (shortened names and the prevalences estimated from data are given
in brackets): hypertension (66%), kidney failure (kidney; 35%), disorders of
fluid electrolyte balance (fluid; 37%), hypotension (14%), disorders of lipoid
metabolism (lipoid; 37%), liver disease (liver; 7%), diabetes (32%), thyroid dis-
ease (thyroid; 14%), chronic obstructive pulmonary disease (copd; 23%) and
thrombosis (6%). We analysed all triples, i.e. we tested the null hypothesis of
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Fig. 3. ROC-type curves for simulation models 1, 1p, 2, 3 and permutation test (red),
scaled chi-squared test (green) and asymptotic test (blue). Number of variables d = 7
and sample size n = 500. (Color figure online)

conditional independence between X1,X2,X3 given Y , where X1,X2,X3 denote
occurrences of three out of ten of the above diseases and Y is gender. So, in total,
we performed

(
10
3

)
= 120 tests. We present the results for triples with the largest

(kidney, fluid, diabetes) and the smallest (hypotension, liver, diabetes) value
of CMI (Figs. 4 and 5, respectively). Each figure shows the values of joint
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Fig. 4. Example based on MIMIC-III database. The bars correspond to: (1) conditional
distribution P (X1 = x1, X2 = x2, X3 = x3|Y = y) of three diseases (kidney, fluid,
diabetes) given gender and (2) product of the conditional for all values (x1, x2, x3). The
null hypothesis of conditional independence is rejected for α = 0.05 (p-value < 0.0001).
(Color figure online)
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Fig. 5. Example based on MIMIC-III database. The bars correspond to: (1) conditional
distribution P (X1 = x1, X2 = x2, X3 = x3|Y = y) of three diseases (hypotension, liver,
diabetes) given gender and (2) product of the conditional distributions for all values
(x1, x2, x3). The null hypothesis of conditional independence is not rejected for α = 0.05
(p-value = 0.4719). (Color figure online)

conditional probabilities P (X1,X2,X3|Y ) (red bars) and products of marginal
conditional probabilities P (X1|Y )P (X2|Y )P (X3|Y ) (blue bars). According to
the asymptotic test, we reject the null hypothesis in the case of triple: kidney,
fluid, diabetes (p-value equal to 0.0004 is smaller than 0.05/120) and we do not
reject the null hypothesis in the case of diseases (hypotension, liver, diabetes,
p-value equal to 0.4719). We assumed standard significance level α = 0.05 and
used Bonferroni correction in order to account for multiple tests. As expected,
in the latter case, the joint conditional probabilities are very close to the corre-
sponding products of marginal conditional probabilities (see Fig. 5). When the
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null hypothesis is rejected, the differences between values of the probabilities are
significantly larger (Fig. 4). In particular, for kidney, fluid, diabetes, the proba-
bility of the occurrence of all diseases at the same time for females is P (X1 =
1,X2 = 1,X3 = 1|Y = female) = 8%, whereas the corresponding product is
P (X1 = 1|Y = female)P (X2 = 1|Y = female)P (X3 = 1|Y = female) = 4%.
Further analysis using Conditional Mutual Information detects pairwise con-
ditional dependencies between kidney and fluid and kidney and diabetes (both
p-values of order 10−9) but no dependence is detected between fluid and diabetes
(p-value 0.36).

6 Conclusions

In this paper we investigated the properties of conditional multiinformation
(CMI), which is a natural measure of a strength of conditional dependence
between multiple variables. Our main theoretical contribution is deriving asymp-
totic distribution of sample CMI (Theorem 2). It is a generalization of well
known result for the case of two variables (d = 2). Moreover, we constructed
a statistical test based on the distribution. Importantly, the asymptotic distri-
bution of sample CMI significantly deviates from chi squared distribution for
d > 2. This explains why the simple test based on scaled chi squared distribution
works poorly when more than two variables are taken into account. The proposed
asymptotic test usually outperforms permutation test in terms of power, when
the number of variables is moderate. Its advantage over permutation test is that
we avoid generating many permutation samples. On the other hand, asymptotic
test requires numerical calculation of eigenvalues using matrix whose size signif-
icantly increases with the number of variables. Thus, the method may fail when
the number of variables d increases. Therefore, the proposed asymptotic test is
strongly recommended for moderate number of variables, whereas for larger d
we recommend permutation test.
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17. Studený, M., Vejnarová, J.: The multiinformation as a tool for measuring stochastic
dependence. In: Learning in Graphical Models, pp. 66–82. MIT Press (1999)

18. Tsamardinos, I., Aliferis, C., Statnikov, A.: Algorithms for large scale Markov
Blanket discovery. In: FLAIRS Conference, pp. 376–381 (2003)

19. Tsamardinos, I., Borboudakis, G.: Permutation testing improves Bayesian network
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Abstract. We perform uncertainty quantification on a one-dimensional
arterial blood flow model and investigate the resulting uncertainty in a
coupled tissue perfusion model of the brain. The application of interest
for this study is acute ischemic stroke. The outcome of interest is infarct
volume, estimated using the change in perfusion between the healthy
and occluded state (assuming no treatment). Secondary outcomes are the
uncertainty in blood flow at the outlets of the network, which provide the
boundary conditions to the pial surface of the brain in the tissue perfusion
model. Uncertainty in heart stroke volume, heart rate, blood density,
and blood viscosity are considered. Results show uncertainty in blood
flow at the network outlets is similar to the uncertainty included in the
inputs, however the resulting uncertainty in infarct volume is significantly
smaller. These results provide evidence when assessing the credibility of
the coupled models for use in in silico clinical trials.

Keywords: Uncertainty quantification · Blood flow modelling · Tissue
perfusion modelling · In silico clinical trials · Acute ischemic stroke

1 Introduction

The development of in silico clinical trials and physics-based models for person-
alised medicine is a growing field due to an increased accessibility to compute
resources, models, and data. However, such models require a large number of
parameters, many of which are expensive, time consuming, or even impossible,
to measure within a clinical setting. Consequently, we turn to uncertainty quan-
tification (UQ) to determine how unmeasured parameters impact the results
from these models, and which parameters account for any significant variation
in the results. A UQ analysis is likely to be critical to prove that these models are
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sufficiently credible to provide evidence of efficacy of new treatments, according
to the current standards on simulation of medical devices [1].

Though uncertainty quantification of physics-based models is a well estab-
lished field, less work has been done on uncertainty quantification of multi-scale
and multi-physics models. An approach taken in [14]—a semi-intrusive Monte
Carlo method—is to replace the computationally-heavy model in a coupled
multi-scale system with a surrogate model. This reduces the number of sam-
ples required of the expensive model, hence allowing for a Monte Carlo analysis
to be performed in a reasonable computational time.

For the models used in this paper, a non-intrusive uncertainty quantification
method is appropriate given the models’ complexity. Two well-established non-
intrusive methods are quasi-Monte Carlo (QMC) and polynomial chaos [4,13].
In this paper we use a QMC method for its robustness and flexibility.

The intention of the INSIST project is in silico clinical trials for acute
ischemic stroke [10]. The first elements to these trials are modelling blood flow
through the arteries and the resulting perfusion throughout the brain, both with
and without an occlusion. We are interested in applying UQ methods to a 1D
blood flow model coupled to a 3D model of perfusion [15]. Uncertainty analysis
of blood flow through the arterial network has been studied in several models
previously [2,3,18]. This study intends to understand how the uncertainty in
blood flow impacts the results of the perfusion model in a stroke scenario.

2 Methods

We investigate the uncertainty propagation in a one-way coupled 1D arterial
blood flow and 3D tissue perfusion model [15]. We are primarily interested in
the uncertainty in the change in perfusion between the healthy state of the
system (pre-stroke) and the occluded state (after stroke).

The outcome metric of interest is the volume of tissue that has a 70% decrease
in perfusion between the healthy and occluded state, as an estimate of infarct
volume without treatment [8]. The secondary outcomes of interest are the vari-
ation in blood flow through the occluded vessel in the healthy state; and the
uncertainty in the change in flow rates between the healthy and occluded states
in the artery outlets, which form the boundary conditions for the tissue perfusion
model.

2.1 The INSIST Framework

The blood flow and tissue perfusion models are run as part of the INSIST frame-
work [10]. The framework links a patient-generation model to physics-based
models for blood flow, blood perfusion in the brain, thrombolysis, and thrombec-
tomy. The intention of INSIST is to run large cohorts of patients, however for
the purposes of this UQ investigation, we instead generate multiple copies of a
single patient. The patient has an associated set of parameters generated using
a statistical model built on clinical data from the MR CLEAN Registry [5].
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The parameters generated by this model are therefore considered to be known
parameters, and not investigated in the study.

2.2 The Blood Flow and Tissue Perfusion Models

The two models we are using in this study are an arterial blood flow model,
and a tissue perfusion model. The blood flow model is a 1D steady state blood
flow model for the artery network from the heart to the pial surface of the brain
[15]. The tissue perfusion model uses a 3D finite-element Darcy flow model with
three compartments: arteriole, capillary, and venules [8]. The blood flow model
provides the boundary conditions for the tissue perfusion model.

2.3 Uncertainty Quantification

In order to efficiently undertake uncertainty quantification (UQ) activities, the
INSIST framework is linked to the open-source library EasyVVUQ [16]. We
use a quasi-Monte Carlo approach for UQ, and Sobol indices to determine the
parameter contributions to output uncertainty, calculated using the Saltelli and
Jansen/Saltelli methods for the first and total order indices respectively [6,17]. A
total of 3,000 samples were run using Sobol quasi-random sequences to generate
the sampling matrices required for the Sobol indices [17] using EasyVVUQ [16].

This paper shows the effect of uncertainty in the arterial blood flow on the
estimated infarct volume, calculated using the change in perfusion in the tissue
perfusion model. We focus here on aleatoric uncertainty—parameter uncertainty
due to inherent variation in the population. The parameters we consider are given
in Table 1. Distribution parameters and shapes are based off population studies
found in the literature (sources shown in table).

For the purposes of this study, we only consider one occlusion location: the
M1 segment in the middle cerebral artery (MCA), as it was the most commonly
occluded segment in the MR CLEAN Registry (58% of patients) [5]. We also
assume that the clot is impermeable. We intend to use this same method to
investigate uncertainty in artery morphology parameters and tissue perfusion
model parameters, however these are not included in the results below.

3 Results

3.1 Effect of Uncertainty on Infarct Volume

The primary outcome of interest for the study is the estimate of infarct volume
without treatment. This estimate is determined using a threshold on the change
in tissue perfusion between the healthy and occluded states (70% reduction) [8].
Figure 1a shows the resulting uncertainty in infarct volume given the uncertainty
in the blood flow model parameters given in Table 1. The mean infarct volume
is μiv = 268.3 mL and the standard deviation is σiv = 0.5 mL. This gives a
coefficient of variation of CViv = 0.002, which is 2 orders of magnitude lower than
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Table 1. The parameters with aleatoric uncertainty in the 1D arterial blood flow
model; their distributions and source; and their determined Sobol indices. CV: Coef-
ficient of variation. Heart stroke volume is the volume of blood pumped out the left
ventricle per heart beat.

Parameter Distribution CV Source Sobol first Sobol total

Blood density (kg.m−3) U(1040, 1055) [9] 0.00 0.00

Blood viscosity (mPa.s) N(4.2, 0.9) 0.21 [7] 0.07 0.10

Heart stroke volume (mL) N(95, 14) 0.15 [11] 0.36 0.40

Heart rate (bpm) N(73,12.2) 0.17 [12] 0.42 0.50

the variation in the input parameters. We note the right tail of the distribution
is associated with low pre-stroke pressures in the occluded vessel, which occur
when the product of viscosity, heart rate, and heart stroke volume is very high.

3.2 Effect of Uncertainty on Blood Flow Model Outputs

Though the primary outcome of interest is the infarct volume, it is useful to
investigate the uncertainty in the outputs of the blood flow model, which provides
the input to the tissue perfusion model. The main artery of interest for this study
is the occluded vessel: the right MCA. The resulting distribution of flow rates
in this vessel is shown in Fig. 1b. For the 3,000 samples, the mean flow rate
through the right MCA vessel is μov = 2.47 mL/s, with a standard deviation of
σov = 0.45 mL/s, and hence a coefficient of variation of CVov = 0.18. This is of
the same order of magnitude as the uncertainty in the inputs, given in Table 1.

Also relevant are the arteries providing flow to the pial surface of the brain
and hence providing the boundary conditions for the coupled perfusion model.
On average, the boundary vessels in the brain, excluding the occluded vessel,
have a 7% change in their flow rate between the healthy and occluded state. The

Fig. 1. Effect of uncertainty in arterial blood flow parameters on (a) infarct volume,
estimated using a change in perfusion threshold, and (b) healthy state volume flow rate
through the occluded vessel: right middle cerebral artery (MCA).
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Fig. 2. Quantiles (box) and range (error bars) for blood flow in vessels providing the
boundary conditions for the perfusion model. ACA: anterior cerebral artery, AICA:
anterior inferior cerebellar artery, MCA: middle cerebral artery, PCA: posterior cerebral
artery, PICA: posterior inferior cerebellar artery, SCA: superior cerebellar artery.

uncertainty in blood flow for each of these boundary outlets is shown in Fig. 2,
for the healthy state. The mean coefficient of variation for the boundary vessels
of the brain in the healthy state is CVbv = 0.19, similar to the occluded vessel.
For the change in flow between healthy and occluded state it is CVδbv = 0.22.

3.3 Sensitivity Analysis

The sensitivity of blood flow in the occluded vessel to each of the parameters
considered is given in Table 1. The table shows the first order and total effect for
each parameter. It can be seen that almost all the uncertainty in the blood flow
is due to uncertainty in the heart rate and heart stroke volume. The product of
heart rate and stroke volume determine the flowrate at the input boundary of
the artery network (the ascending aorta), explaining their large impact on the
output sensitivity.

There is also a small sensitivity to blood viscosity. We would expect flowrate
to be inversely proportional to viscosity for laminar flow in a pipe, which explains
viscosity’s effect. Based on the Hagen-Poiseuille law density and viscosity should
have the same weight, so the lack of sensitivity to density is due to the low
variation in the parameter. Given this result, when further uncertainties from
the blood flow and tissue perfusion models are added, it would be possible to
exclude blood density in order to minimise the number of simulations required
in an extended UQ.

4 Discussion

The results showed that, although the uncertainty in the arterial blood flow
output is on the same order of magnitude as the input uncertainties, the uncer-
tainty in the final determined infarct volume is two orders of magnitude lower.
This is likely due to several assumptions and simplifications in the models. This
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includes the assumption that infarct volume can be estimated well using the rel-
ative change in perfusion; the use of an impermeable clot; and no modelling of
collateral flow in the brain. Given the brain mesh is the same between patients,
this means the same region of the brain is always blocked and becomes infarct.
The small differences in infarct volume likely come solely from small differences
in blood flow in the regions of the brain bounding the infarct region.

Additionally, we determined that the change in flow rate in the other bound-
ary vessels is only 7% of the healthy flow, and consequently the impact of the
uncertainty in the change in flow rate (CVδbv = 0.22) becomes much less sig-
nificant when considered relative to the baseline flowrate. This would then also
significantly decrease the uncertainty in the final infarct volume, given its defi-
nition as a reduction in flow of 70%.

Our results show that, though there may be a high level of uncertainty in the
outcomes of one model in a framework such as INSIST, this is not indicative of
the uncertainty in the whole system. This can help prove increased credibility of
the whole workflow for in silico clinical trials, as opposed to assessing credibility
based off the uncertainty results for each of the models individually.

In future work, we intend to continue to investigate UQ of each model inde-
pendently and compare this to a UQ of the coupled system. This will involve
incorporating uncertainty in further parameters in the arterial blood flow model,
as well as parameters in the tissue perfusion model. Additionally, we intend to
incorporate a tissue death model, which will likely increase the uncertainty in
the infarct volume compared to the current perfusion threshold estimate.

As more parameters are added to the system, computational times will likely
become infeasible using the proposed approach. To deal with this increased com-
putational load, we consider two options. Firstly, not including parameters whose
uncertainty is not determined to have a significant effect, such as blood density
(Table 1). Secondly, exploiting the independence of the models using a semi-
intrusive approach. In such an approach, the UQ analysis of tissue perfusion,
and any further coupled models, builds on top of the results from the UQ of the
blood flow model, as opposed to treating the coupled model as a black box.
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zon 2020 research and innovation program under grant agreement No. 777072.
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Abstract. Polynomial chaosmethods can be used to estimate solutions of
partial differential equations under uncertainty described by random vari-
ables. The stochastic solution is represented by a polynomial expansion,
whose deterministic coefficient functions are recovered through Galerkin
projections. In the presence of multiple uncertainties, the projection step
introduces products (second order moments) of the basis polynomials.
When the input random variables are correlated Gaussians, calculating
the products of the corresponding multivariate basis polynomials is not
straightforward and can become computationally expensive. We present a
new expression for the products by introducing multiset notation for the
polynomial indexing, which allows for simple and efficient evaluation of the
second-order moments of correlated multivariate Hermite polynomials.

Keywords: Polynomial chaos · Multivariate Hermite polynomials ·
Stochastic Galerkin methods

1 Introduction

Uncertainty quantification (UQ) is crucial for developing confidence in predic-
tions resulting from mathematical models of physical phenomena such as those
described by partial differential equations (PDEs) [2,12]. A common strategy in
computational science is to represent sources of uncertainty by random variables,
which causes the solution to the original differential equation(s) to become a
function of stochastic parameters [2,5,12]. A polynomial chaos expansion (PCE)
expresses the solution as an infinite series of square-integrable orthogonal polyno-
mials of independent random variables [21]. A truncated version of this expan-
sion, as first suggested by Ghanem and Spanos [7], can be used as a solution
approximation; further, for the case in which the orthogonal polynomials are
Hermite and the random variables centered Gaussians, this truncation is proved
to converge in mean-square by Xiu et al. [22] via an application of a theorem by
Cameron and Martin [1,5,9].

The most common UQ strategies involve Monte Carlo (MC) sampling, which
suffers from a slow convergence rate proportional to the inverse square root of the
number of samples [2,14]. If each sample evaluation is expensive—as is often true
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for the solutions of PDEs—this slow convergence rate can make obtaining tens
of thousands of samples computationally infeasible [2,12]. PCE approximations
can offer significant computational advantages over Monte Carlo methods in such
instances, although there are some exceptions [15].

In [15], Rahman generalizes the classical PCE to account for arbitrary
but dependent multi-dimensional Gaussian parameters, proving convergence in
mean-square, probability, and distribution. Prior to this work, the multivariate
PCE was constrained by the assumption that its input random variables were
independent. By introducing correlation into this more general representation,
the multi-dimensional analog of Hermite polynomials—referred to as multivari-
ate Hermite polynomials—become only weakly orthogonal rather than orthogo-
nal [15,22]. Namely, for two multivariate Hermite polynomials Hα and Hβ with
multi-indices α and β, which we define formally in Sect. 1.2, weak orthogonality
guarantees that

E(Hα (ξ)Hβ (ξ)) = 0 if |α| �= |β|, ξ ∼ N (0, Σ) (1)

where Σ ∈ R
n×n is a real, symmetric positive definite (SPD) covariance matrix.

However, E(Hα (ξ)Hβ (ξ)) can be (and often is) nonzero for distinct α,β satis-
fying |α| = |β|. The quantities E(Hα (ξ)Hβ (ξ)) for various α,β are called the
double products or second moments of the multivariate Hermite polynomials. To
demonstrate why these double products are important, we will illustrate how a
multi-dimensional PCE can be applied in a general setting.

1.1 Application Case and Motivation

For convenience, let D ⊂ R
n × Rt≥0 be a compact subset of a spatial and time

domain R
n
x × Rt≥0 with initial time t0 ≥ 0. Let u : D → R be continuous and

differentiable in both its spatial and temporal derivatives; further, let u ∈ L2(D).
This u represents the solution a differential equation

F(u,x, t) = 0. (2)

Here F is a general differential operator, often a mix of linear and nonlinear
terms. Let ξ ∼ N (0, Σ) be an n-dimensional random variable with known SPD
covariance matrix Σ = E(ξξT ). Then ξ has the joint probability density function
[13,22]

φ : Rn → R≥0 φ(x;Σ) =
1

(2π)n/2|det(Σ)|1/2
exp

(
−1

2
xT Σ−1x

)
. (3)

We assume uncertainty is present in the initial condition u( · , t0) and represent
it by setting

u(x, t0; ξ) : Rn → R u(x, t0; ξ) = f(x, ξ)

where f is a known function of x and ξ. As statistics of ξ, we require that both
u(x, t; ξ) and f(x, ξ) have existing second moments.
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The multivariate polynomial chaos expansion separates the deterministic and
random components of u by writing u(x, t; ξ) =

∑
α∈Nn

0
uα (x, t)Hα (ξ) where

α ∈ N
n
0 is a multi-index with �1 norm |α| (see Sect. 1.2) and Hα is a multivari-

ate Hermite polynomial (Definition 3). The uα : D → R output deterministic
coefficients. The Hα are weakly orthogonal (Eq. 1) with respect to the measure
dξ induced by ξ. When truncating to some M value, we can define

u(M)(x, t; ξ) :=
∑

α∈N
n
0

0≤|α |≤M

u(M)
α (x, t)Hα (ξ). (4)

As proved in [15], u(M)(x, t; ξ) converges to u(x, t; ξ) in mean-square, probabil-
ity, and distribution. The solve Eq. 2, the procedure is to substitute u(M) for u,
multiply through by an arbitrary Hβ , and integrate with respect to the dξ mea-
sure, repeating for each Hβ ; this is effectively projecting onto the polynomial
basis. From there, orthogonality conditions can be used to eliminate terms. For
instance, if Eq. 2 represents the inviscid Burgers’ equation,

∂u

∂t
+ u [aT ∇xu] = 0 u(x, 0; ξ) = f(x, ξ) a ∈ R

n fixed, (5)

then this projection process and weak orthogonality (Eq. 1) gives

∑
i∈N

n
0

|i|=|k|

∂u
(M)
i

∂t
〈Hi ,Hk〉 +

∑
i∈N

n
0

0≤|i|≤M

∑
j∈N

n
0

0≤|j |≤M

u
(M)
i (aT ∇xu

(M)
j )〈Hi ,Hj ,Hk〉 = 0 (6)

for every k ∈ N
n
0 , 1 ≤ |k| ≤ M . Here 〈Hi ,Hk〉 := Eξ(Hi(ξ)Hk(ξ)) denotes the

double product and 〈Hi ,Hj ,Hk〉 := Eξ(Hi(ξ)Hj (ξ)Hk(ξ)) denotes the triple
product.

Equation 6 is a system of deterministic PDEs to solve, where the number of
PDEs is equal to the number of k ∈ N

n
0 such that 1 ≤ |k| ≤ M for the selected M

bound. In particular, a computer can solve such a system via standard numeric
techniques if the coefficients 〈Hi ,Hk〉 and 〈Hi ,Hj ,Hk〉 are known. Moreover,
any term that is linear in the variable u in generic F(u,x, t) of Eq. 2 will generate
double product coefficients in the projection process just described; this is not
specific to inviscid Burgers’ equation.

When the centered ξ is one dimensional, the double and triple products are
given by simple expressions [19]. However, when ξ is n-dimensional and corre-
lated, the expressions (first proved in [15]) become cumbersome. Our contribu-
tion provides a new formula (Theorem 2) for the double product of multivariate
Hermite polynomials of a centered Gaussian with generic covariance that is both
simpler and more computationally efficient to implement than its previous for-
mulation.

This paper is organized as follows. In Sect. 1.2, we establish the necessary
preliminaries for proving our contribution (Theorem 2). Section 2 outlines both
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the previous formula (Theorem 1) and our contribution for the double prod-
uct and provides an instructive example (Example 1) in which each formula is
applied. In Sect. 3, we compare and discuss computational complexity. Appen-
dices A (Sect. 5) and B (Sect. 6) prove Theorem 2 and report some technical
lemmas applied throughout the document.

1.2 Definitions and Notation

The following notation will be utilized throughout this paper:

• N := the natural numbers = {1, 2, 3, . . .},
• N0 := N ∪ {0} = {0, 1, 2, . . .},
• [n] := {1, . . . , n} for any n ∈ N.

Definition 1 (Multi-index). A multi-index α over [n] is an n-tuple
(α1, . . . , αn) ∈ N

n
0 of non-negative integers. Each αi is referred to as the ith

element of the multi-index α.

For multi-indices α,β ∈ N
n
0 , one defines [15,17]

1. componentwise sum and difference: α ± β = (α1 ± β1, . . . , αn ± βn),
2. absolute value: |α| := ‖α‖1 = α1 + · · · + αn, which we call the order of α,
3. factorial : α! = α1! · · · αn! =

∏n
i=1 αi!, and the

4. partial derivative: D
|α |
α = ∂α1

1 · · · ∂αn
n .

Moving forward, any α will denote a multi-index over [n] of order k ≥ 1 unless
otherwise specified.

Sometimes we will need to express α in what we will refer to as its mutliset
notation. Recall that a multiset is a modification of a set that allows for multiple
instances of each of its elements. More formally [8,18], a multiset M on a set
S is a pair (S, ν), where ν is a function ν : S → N assigning each element
x ∈ S its positive multiplicity i.e. the number of times x is repeated in M . We
consider both the multi-index (Definition 1) and the proposed multiset notation
(Definition 2) for a label α, because

1. the multi-index version is standard in relevant previous literature [13,15,17],
and

2. the multiset version can be easier to utilize, as later showcased in Theorem 2.

Definition 2 (Multiset notation). For a multi-index α over [n] of order
|α| = k ≥ 1, let s(α) denote the map1

s(α) : [k] → [n] s(α)(�) := s(α)� = min{i ∈ [n] | � ≤
i∑

r=1

αr},

1 Note that the set min{i ∈ [n] | � ≤ ∑n
r=1 αr} is nonempty, because � ≤ k =

∑n
r=1 αr,

so i = n always satisfies the condition that � ≤ ∑i
r=1 αr.
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which we call the multiset notation for α. It is straightforward (see Lemma 1)
to verify that

[s(α)1, . . . , s(α)k] = [

α1 times︷ ︸︸ ︷
1, . . . , 1, . . . ,

αn times︷ ︸︸ ︷
n · · · n ] = [1α1 , . . . , nαn ].

Sometimes we use s(α) to refer to the output [s(α)1, . . . , s(α)k] of the map
across its whole domain [k] rather than to the map itself, with context making
the distinction clear. The elements of s(α) are s(α)1, . . . , s(α)k, and the order
|s(α)| of s(α) is the total number of such elements k, which is also the order
of α. When k = 0, so that α = (0, . . . , 0), we say s(α) is empty.

The name multiset notation is chosen, since the outputs of s(α) are reminis-
cent of a multiset when written as [s(α)1 . . . s(α)k], with each i ∈ [n] represented
with multiplicity αi in the array (Lemma 1). Note that αi = 0 indicates that an
i is not present in the s(α) array.

As an example, if α = (2, 1, 0, 0, 1), then s(α) has order k = 2 + 1 + 1 = 4
with s(α)1 = s(α)2 = 1, s(α)3 = 2, and s(α)4 = 5. Thus, we represent α via
the map s(α) by the multiset notation s(α) = [1, 1, 2, 5].

Finally, the partial derivative operator for s(α) is defined as

Dk
s(α) := ∂s(α)1 · · · ∂s(α)k

= ∂α1
1 · · · ∂αn

n

so that Dk
s(α) = Dk

α as expected. With this notation in place, we present the
multi-dimensional analog of the Hermite polynomial.

Definition 3 (Multivariate Hermite polynomial). Let ξ ∼ N (0, Σ) such
that Σ ∈ R

n×n is symmetric positive definite (SPD) with joint density function
φ(ξ;Σ) given by Eq. 3. Then for any multi-index α over [n], the multivariate
Hermite polynomial Hα (ξ;Σ) indexed by α is a polynomial in ξ of degree |α|
defined as2

Hα (ξ;Σ) =

{
(−1)|α |

φ(ξ;Σ) D
|α |
α (φ(ξ;Σ)) if |α| ≥ 1

1 if |α| = 0.

With multiset notation s(α), note that Hs(α)(ξ;Σ) = Hα (ξ;Σ), since D
|α |
α and

D
|s(α)|
s(α) denote identical derivative operators.

To establish notation for the proof of Theorem 2, let

Tα = {(�, s(α)�) | � ∈ [k]} (7)

be the set of k-tuples, one for each index � ∈ [k]. For multi-indices α,β of the
same order k, we will consider bijections between Tα and Tβ , i.e. the ways to
pair-off the elements of Tα and Tβ . As a heuristic, we can think of this as the

2 Note that these multivariate Hα are not normalized to force E(Hα (ξ)2) = 1, as is
sometimes done in other literature [15].
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number of ways to draw lines between the “entries” of s(α) and s(β) such that
each entry has a unique partner and all entries are covered. For instance, for
s(α) = [1, 1, 3] and s(β) = [2, 3, 4], with n = 4, we have the 3! = 6 options
depicted in Fig. 1. Observe how the copies of entries (e.g. 1 in s(α) = [1, 1, 3])
are treated as distinct when drawing these lines; in particular, the number of
such pairings for |α| = |β| = k will always be k!.

1 2 1 2 1 2 1 2 1 2 1 2

1 3 1 3 1 3 1 3 1 3 1 3

3 4 3 4 3 4 3 4 3 4 3 4

Fig. 1. All possible bijections between Tα and Tβ for α = (2, 0, 1, 0) and β = (0, 1, 1, 1).
Both α, β are multi-indices of order k = 3 over [4], with s(α) = [1, 1, 3] and s(β) =
[2, 3, 4].

If we are imagining pairings of the form (s(α)�, s(β)j), why discuss bijections
between Tα and Tβ rather than bijections between the s(α) and s(β) outputs
directly? There are several reasons. For one, we would like to have “repeated”
mappings counted with multiplicity rather than treated as single entities.3 For
instance, in Fig. 1 the first and third mappings are counted as distinct, even
though they choose the same pairings (1, 2), (1, 3), (3, 4).

The bijections between Tα and Tβ are the foundation for our new and com-
putationally efficient double-product formula (Theorem 2). As we shall see in
Sect. 2, the proposed formula involves multiplying entries of the inverse covari-
ance matrix Σ−1—and the bijections between Tα and Tβ determine precisely
which entries of Σ−1 are selected in this calculation.

2 Double Product Formulations

For both Theorems 1 and 2, let Σ−1 denote the known n × n SPD inverse
matrix of the generic covariance Σ given in Definition 3. In this context, the
second-order moments of multivariate Hermite polynomials were first proved in
the comprehensive work of [15] to equal the expression in Theorem 1 below.

Theorem 1. (Proved in [15]). Let θ ∈ N
n×n
0 . Define r(θ) as the vector of row

sums of θ; that is,

r(θ) = (r1, . . . , rn)T with ri =
∑n

j=1 θij = ‖θi•‖1 = �1 norm of the ith row of θ.

3 Accordingly, we introduce s(α) as multiset notation rather than a literal multiset.
An underlying philosophy of multisets is that copies of elements cannot be picked
out or distinguished by (say) an indexing convention [8,10,16]. For our purposes,
however, we want to treat such copies as distinct.
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Similarly, let c(θ) be the n × 1 vector such that cj = ‖θ•j‖1. Then

〈Hα ,Hβ 〉 =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

α!β!
∑

θ∈N
n×n
0

r(θ)=α ,c(θ)=β

∏n
p=1

∏n
q=1

(
Σ−1

pq

)θpq

θ!
, if |α| = |β|

0 else.

where θ! =
∏n

i=1

∏n
�=1 θi�!.

We now propose a novel evaluation of the double product based on the multiset
notation introduced in Definition 2.

Theorem 2. Let α,β be multi-indices over [n] with |α| = |β| = k ≥ 1. Then

〈Hα ,Hβ 〉 =
∑
p∈Sk

k∏
i=1

Σ−1
s(α)i, s(β)p(i)

where Σ−1
s(α)i, s(β)p(i)

is the
(
s(α)i, s(β)p(i)

)
th entry of Σ−1 and Sk is the sym-

metric group on {1, . . . , k}, recalling the multiset index notation s(α) given in
Definition 2. If |α| �= |β|, then 〈Hα ,Hβ 〉 = 0.

Note that Theorem 2 only considers when k > 0, since the case k = 0 is trivial. To
explore and illustrate the differences between these two formulas for the double
product, we provide the following Example 1.

Example 1. Let α = (2, 0, 1, 0) and β = (0, 1, 1, 1) over [4], as they were in Fig. 1.
To use Theorem 1, we are searching for θ ∈ N

4×4
0 such that r(θ) = (2, 0, 1, 0)

and c(θ) = (0, 1, 1, 1). Let r(i) denote the ith row of θ. For the constraint
r(θ) = (2, 0, 1, 0), noting that rows 2 and 4 must be zeroes, we have

(
4+2−1

2

)
= 10

options for r(1) and
(
4+1−1

2

)
= 3 options for r(3) [18]. Naively, we could then

check all 10 × 3 = 30 options for θ and eliminate those that fail to satisfy the
column constraint c(θ) = β. To be clever, we can eliminate the r(i) along the
way whose entries r

(i)
j ≥ βj , since these rows guarantee that some columns sums

in θ will be too large—which is indicated by the slashes in Fig. 2. Hence, we have
3 × 3 = 9 initial matrices θ to iterate through to find those such that c(θ) = β,
from which there are 3 final candidates (Fig. 2).

Each of these θ satisfies θ! = 1. Compute

〈Hα ,Hβ 〉 = 2[Σ−1
12 Σ−1

13 Σ−1
34 + Σ−1

12 Σ−1
14 Σ−1

33 + Σ−1
13 Σ−1

14 Σ−1
23 ],

where we tacitly used that Σ−1 is symmetric.
By using the formulation in Theorem 2 instead, we have the 3! = 6 terms to

consider from the start, one for each p ∈ S3. Once a computer obtains these S3

entries, which often is elementary and trivially fast to do,4 the Σ−1
(s(α)i, s(β)p(i))

4 For instance, in Python3, the combinatorics module in itertools [20] suffices.
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r(1) options: (2, 0, 0, 0), (0, 2, 0, 0), (0, 0, 2, 0), (0, 0, 0, 2), (1, 1, 0, 0), (1, 0, 1, 0), (1, 0, 0, 1),

(0, 1, 1, 0), (0, 1, 0, 1), (0, 0, 1, 1)

r(3) options: (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1).

⎛
⎜⎜

0 1 1 0
0 0 0 0
0 1 0 0
0 0 0 0

⎞
⎟⎟,

⎛
⎜⎜

0 1 1 0
0 0 0 0
0 0 1 0
0 0 0 0

⎞
⎟⎟,

θ (1)

⎛
⎜⎜
0 1 1 0
0 0 0 0
0 0 0 1
0 0 0 0

⎞
⎟⎟

⎛
⎜⎜

0 1 0 1
0 0 0 0
0 1 0 0
0 0 0 0

⎞
⎟⎟,

θ (2)

⎛
⎜⎜

0 1 0 1
0 0 0 0
0 0 1 0
0 0 0 0

⎞
⎟⎟,

⎛
⎜⎜

0 1 0 1
0 0 0 0
0 0 0 1
0 0 0 0

⎞
⎟⎟

θ (3)

⎛
⎜⎜

0 0 1 1
0 0 0 0
0 1 0 0
0 0 0 0

⎞
⎟⎟,

⎛
⎜⎜

0 0 1 1
0 0 0 0
0 0 1 0
0 0 0 0

⎞
⎟⎟,

⎛
⎜⎜

0 0 1 1
0 0 0 0
0 0 0 1
0 0 0 0

⎞
⎟⎟

Fig. 2. Determining the possible θ ∈ N
4×4
0 such that r(θ) = (2, 0, 1, 0) and c(θ) =

(0, 1, 1, 1) in Example 1 to use Theorem 1. First we find the options for r(1) and r(3)

(rows 1 and 3) of θ such that r(1) sums to 2 and r(3) sums to 1, eliminating the

options along the way that have entries r
(i)
j ≥ βj , as indicated by the slashes. The

3 × 3 = 9 possible θ are iterated over to see which satisfy the column sums constraint
c(θ) = (0, 1, 1, 1). This leaves the 3 matrices denoted by θ(1), θ(2), θ(3) above.

can be evaluated directly. Alternatively, we evaluate Σ−1 at the pairs matched
by the mappings drawn in Fig. 1. From the final row in Table 1, which sums
the entries of the previous rows, we yield the same 〈Hα ,Hβ 〉 as was found with
Theorem 1 previously.

What happens to the product in Theorem 2 when the ξi are uncorrelated?
In this case, every Σ−1

ij in which i �= j equals zero. Similarly, If α �= β, then
it is easy to show that for every p ∈ Sk there is at least one � ∈ [k] for which
s(α)� �= s(β)p(�). As expected, then Theorem 2 gives that E(HαHβ ) = 0.

Table 1. Using Theorem 2 to compute 〈Hα , Hβ 〉 in Example 1. For each permutation p
on {1, 2, 3}, we find the tuples (s(α)i, s(β)p(i)) for s(α) = [1, 1, 3] and s(β) = [2, 3, 4].

Then the product
∏3

i=1 Σ−1
s(α )i,s(β )p(i)

is evaluated at these tuples. Equivalently, the

(s(α)i, s(β)p(i)) are precisely the pairings shown in the maps of Fig. 1 (left to right),
matched by color to show correspondence across the two figures.

p ∈ S3 (s(α)i, s(β)p(i)) ∀i∈[3], i.e. pairings in Fig. 1 3
i=1 Σ−1

s(α )i,s(β )p(i)

(123) (1, 2), (1, 3), (3, 4) Σ−1
12 Σ−1

13 Σ−1
34

(132) (1, 2), (1, 4), (3, 3) Σ−1
12 Σ−1

14 Σ−1
33

(213) (1, 3), (1, 2), (3, 4) Σ−1
12 Σ−1

13 Σ−1
34

(231) (1, 3), (1, 4), (3, 2) Σ−1
13 Σ−1

14 Σ−1
23

(312) (1, 4), (1, 2), (3, 3) Σ−1
12 Σ−1

14 Σ−1
33

(321) (1, 4), (1, 3), (3, 2) Σ−1
13 Σ−1

14 Σ−1
23

Hα , Hβ 2[Σ−1
12 Σ−1

13 Σ−1
34 + Σ−1

12 Σ−1
14 Σ−1

33 + Σ−1
13 Σ−1

14 Σ−1
23 ]

3 Comparing Computational Complexity

We assume that the inverse covariance matrix Σ−1 and α,β of order k are given.
To use Theorem 1 to compute a single double product, the computation time
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is dominated by producing all the θ ∈ N
n
0 such that r(θ) = α, c(θ) = β.5 A

reasonable, albeit naive, algorithm for finding all such θ is to first generate the
possible θ such that r(θ) = α and then eliminate those which do not satisfy
the column constraint; this was the process taken in Example 1. Along the way,
perhaps we can eliminate possibilities for the ith row r(i) based on whether
r
(i)
j ≤ βj , but in the worst case scenario, none of the possibilities for any of

the r(i) can be discarded based on β. We do not claim that this procedure is
the most efficient computation of 〈Hα ,Hβ 〉 via Theorem 1—but we will use it
as the straightforward benchmark for comparison against computing the double
product via Theorem 2.

Before considering column constraints,

# of options for row i = # of n-tuples whose entries sum to αi

=
(
n+αi−1

n−1

)

by [8,10,15,16,18]. Following §4.5.1 in [16], there exist algorithms that output
all of the options for r(i) with computational complexity proportional to the
number of options, i.e.

(
n+αi−1

n−1

)
. Repeating for all of the rows, there are at least

(
n+α1−1

n−1

) · · · (n+αn−1
n−1

)
= (n−1)!n[

α1 terms
︷ ︸︸ ︷

(n)(n + 1) · · · (n + α1 − 1)]···
αn terms

︷ ︸︸ ︷

[(n)(n + 1) · · · (n + αn − 1)]

(n−1)!nα !

≥ nα1 ···nαn

α ! =
n

∑

i αi

α!
=

nk

α!
≥ nk

k!
[since max

|α |=k
α! = k!]

options for θ ∈ N
n×n
0 in Eq. 1 such that r(θ) = α. Thus, producing the necessary

θ to sum over in Eq. 1 involves iterating over at least nk

k! matrices in terms of
asymptotic complexity. Per θ, computing

∏n
p=1

∏n
q=1(Σ

−1
pq )θpq involves a total

of at least
∑n

p,q=1 θp,q = k multiplications. Then the computational complexity

of implementing Eq. 1 in this direct manner is lower bounded by nk

(k−1)! , which
is exponential in k.

When computing the double product via Theorem 2, there are k! terms in the
summation, and each summand is the product of k entries of Σ−1. So the cost
for computing 〈Hα ,Hβ 〉 in this case is factorial in k, namely O(kk!) = O(k!),
for α,β of order k.

4 Conclusion

Polynomial chaos (PC) expansions are effective for incorporating and quantify-
ing uncertainties in problems governed by partial differential equations. In some

5 Counting the number of such index matrices, which are often called contingency
tables with fixed margins in statistics literature, is well-studied [3,6] and can be done
in poly(n) time [4]. This does not mean that the number of contingency tables is
poly(n) but that algorithms can produce the total count of them in poly(n) time.
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contexts, they offer significant computational advantages to classic Monte Carlo
sampling methods (for example) [2,15], whose converge rates are especially hin-
dered when each sample evaluation of the PDE is expensive [2,12]. However,
when multiple input uncertainties are considered without transformations, PC
approaches cannot be generalized in a simple fashion unless the uncertainties are
represented in terms of independent variables. Unlike when ξ is one dimensional
or uncorrelated, many of the double product coefficients 〈Hα ,Hβ 〉 := Eξ(HαHβ )
that appear from the Galerkin projections are nonzero and therefore essential
to compute a priori in order to solve the resulting system numerically.

In this paper, we prove a new formula (Theorem 2) for the double product
of two multivariate Hermite polynomials whose n-dimensional input Gaussian
random variable has an arbitrary SPD covariance matrix. To do so, we introduce
what we call multiset notation (Definition 2) for the label indices α. Calculating
the double product is computationally more efficient and (arguably) simpler with
the proposed approach than doing so with the classical formula in [15] given
by Theorem 1. In particular, Sect. 3 analyzes the computational complexity of
the two formulations; the implementations considered for each were purposely
straightforward and already showcase the reduced cost achieved by the use of
the multiset notation.

From the foundational work in this paper, the authors plan to explore the
triple product 〈Hα ,Hβ ,Hγ 〉 calculations in terms of these double product con-
stituents. As demonstrated in inviscid Burgers’ equation (Eq. 5), the triple prod-
ucts can arise when the original PDE has quadratic nonlinear terms. Establishing
these triple product values will be a pivotal building block for handling nonlinear
PDEs that incorporate uncertainties in a general setting.

5 Appendix A: Proof of Theorem 2

The proof of Theorem 2 relies on the following Theorems 3 and 4. In the following
discussion, assume α is a multi-index over [n] of order k ≥ 1 unless otherwise
specified.

Recall the definition of Tα in Eq. 7 in Sect. 1.2. We assign an ordering to
the elements of Tα (or any subset of Tα ) based on their first components
ascending. That is, (Tα )1 = (1, s(α)1), . . . , (Tα )k = (k, s(α)k), and when
A ⊆ Tα , we label A1 = (�1, s(α)�1), . . . , A|A| = (�|A|, s(α)�|A|) such that
�1 < · · · < �|A|. Before fretting about the specifics, realize that this ordering
follows intuition. For example, if α = (2, 1, 0, 0, 1), then s(α) = [1, 1, 2, 5], and
Tα = {(1, 1), (2, 1), (3, 2), (4, 5)}. Now, (Tα )1 = (1, 1), (Tα )2 = (2, 1), (Tα )3 =
(3, 2), and (Tα )4 = (4, 5). For the subset A = Tα \ {(2, 1)} = {(1, 1), (3, 2),
(4, 5)} of Tα , we have A1 = (1, 1), A2 = (3, 2), and A3 = (4, 5). In fact, we will
use the shorthand

(Tα )−j := Tα \ { (j, s(α)j) } for any j ∈ [k], (8)

where (Tα )−j
� is the �th element of (Tα )−j according to this ordering by first

components ascending.
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For any i ∈ [n] such that αi > 0, define

i∗ = min
(
s(α)−1({i})

)
= min{� ∈ [k] | s(α)� = i}. (9)

By Lemma 2, we have

(Tα )−i∗
� =

{
(�, s(α)�) if � < i∗

(� + 1, s(α)�+1) else
=

{
(�, s(α − ei)�) if � < i∗

(� + 1, s(α − ei)�) else.

Note that the elements of Tα−ei
have the form (�, s(α − ei)�) for � ∈ [k − 1].

Therefore, the second coordinate of the �th element of (Tα )−i∗
� is identical to the

second coordinate of the �th element of Tα−ei
.

Define the projector operator

proj : [k] × [n] → [n] proj(t1, t2) = t2 (10)

that simply ignores the first coordinate of its input. Then for any � ∈ [k −1] and
i ∈ [n] such that αi > 0,

proj((Tα−ei
)�) = proj((T−i∗

α )�), i∗ = min s(α)−1({i}). (11)

Equation 11, along with the definitions in Eqs. 7, 8, 10, will be utilized in the
proof of Theorem 3.

Theorem 3. Let α,β be two multi-indices over [n] such that |α| = |β| = k ≥ 1.
Then

∂|β |Hα

∂ξβ
=

∑
p∈Sk

k∏
i=1

Σ−1
s(α)i, s(β)p(i)

.

Proof. We proceed by induction on k. When k = 1, α = er and β = es for
some r, s ∈ [n], so the base case is proved by Lemma 4. For the inductive step,
let j = min{i ∈ [n] | βi > 0}, where we know j exists since |β| = k ≥ 1. Let
gα ,j,Σ be a function on [n] such that gα ,j,Σ(i) = Σ−1

ij Hα−ei
. Then

∂

∂ξj
(Hα ) =

n∑
i=1

αiΣ
−1
ij Hα−ei

=
n∑

i=1

αi gα ,j,Σ(i) [Lem. 5 & def. of gα ,j,Σ ]

=
k∑

i=1

gα ,j,Σ(s(α)i) =
k∑

i=1

Σ−1
s(α)i,j

Hα−es(α )i
[Lem. 6].

Substituting,

Dk
β (Hα ) = Dk−1

β−ej

∂

∂ξj
(Hα ) =

k∑
i=1

Σ−1
s(α)i,j

Dk−1
β−ej

(
Hα−es(α )i

)

=
k∑

i=1

Σ−1
s(α)i,j

∑
p∈Sk−1

k−1∏
�=1

Σ−1
s(α−es(α )i

)�, s(β−ej )p(�)
[ind. hypothesis].
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Let

i∗ = min{� ∈ [k] | s(α)� = s(α)i}, j∗ = {� ∈ [k] | s(β)� = j}.

For all � ∈ [k − 1], Eqs. 7, 8, 10, and 11 give

proj
(
(T−i∗

α )�

)
= proj

(
(Tα−es(α )i

)�

)
= s(α − es(α)i

)�

proj
(
(T−j∗

β )�

)
= proj

(
(Tβ−ej

)�

)
= s(α − ej )�.

Let h : Tα × Tβ → R such that h(r, t) = Σ−1
proj(r),proj(t), noting that T−i∗

α ⊂ Tα

and T−j∗
β ⊂ Tβ . Then

Dk
β (Hα ) =

k∑
i=1

Σ−1
s(α)i,j

∑
p∈Sk−1

k−1∏
�=1

h
(
(T−i∗

α )�, (T
−j∗
β )p(�)

)
[def. of h]

=
k∑

i=1

Σ−1
s(α)i,j

∑
b:T −i∗

α ↪→→T −j∗
β

∏
t∈T −i∗

α

h(t, b(t)) [by Lemma 7, Eq. 12]

where we can match notation from Eq. 12 in Lemma 7 by setting A = T−i∗
α and

B = T−j∗
β . Now,

s(α)i = proj( (i∗, s(α)i) ) [def. of proj map in Eq. 10]
= proj( (i∗, s(α)i∗) ) [since s(α)i∗ = s(α)i by def. of i∗]
= proj((Tα )i∗) [labeling of Tα elements].

By a similar argument, j = proj((Tβ )j∗). Therefore,

Dk
β (Hα ) =

k∑
i=1

h((Tα )i∗ , (Tβ )j∗)
∑

b:T −i∗
α ↪→→T −j∗

β

∏
t∈T −i∗

α

h(t, b(t))

=
∑

b:Tα ↪→→Tβ

∏
t∈Tα

h(t, b(t)) [Lem. 7, Eq. 13]

=
∑
p∈Sk

k∏
�=1

h((Tα )�, (Tβ )p(�)) [Lem. 7, Eq. 12]

=
∑
p∈Sk

k∏
�=1

Σ−1
s(α)�,s(β)p(�)

[def. of h]

as desired. ��
Theorem 4. Let α,β be two multi-indices over [n]. Then

E(HαHβ ) =

{
∂|β |Hα

∂ξβ
if |α| = |β|

0 else.
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Proof. It is proved in [15] that |α| �= |β| implies that E(HαHβ ) = 0. So suppose
|α| = |β| = k, and we proceed by induction on k. The k = 1 base case is a
straightforward consequence of Lemma 3 and the fact that the expected value
of any multivariate Hermite polynomial is zero by [15]. For the inductive step,
assume |α| = |β| = k. Let j = min{� ∈ [n] | β� > 0}, where we know such a j
exists since |β| > 0. By Lemma 5 and linearity of expectation,

E
(
Dk

α (Hβ )
)

=
n∑

i=1

αiΣ
−1
ij E

(
Dk−1

β−ej
(Hα−ei

)
)

=
n∑

i=1

Σ−1
ij E

(
Hα−ei

Hβ−ej

)
[inductive hypothesis]

= E

(
Hβ−ej

n∑
i=1

αiΣ
−1
ij Hα−ei

)

= E
(
Hβ−ej

Dej
(Hα )

)
[Lem. 5]

= E
(
Hβ−ej

HαHej

) − E
(
Hβ−ej

Hα+ej

)
[Lem. 3 for Hα+ej

].

From |β − ej | �= |α + ej |, E(Hβ−ej
Hα+ej

) = 0. Therefore, E(Dk
α (Hβ )) =

E(HαHβ−ej
Hej

). Applying Lemma 3 to Hβ , E(HαHβ−ej
Hej

) = E(HαHβ ) +
E(HαDej

(Hβ−ej
)). By Lemma 5, we know that Dej

(Hβ−ej
) is a linear combina-

tion of polynomials of the form Hβ−ej −er
. Hence, E(HαDej

(Hβ−ej
)) is a linear

combination of such terms E(HαHγ ) for |α| �= |γ|, each of which is zero. Thus,
E(Dk

β (Hα )) = E (HαHβ ) . Finally, we know from Theorem 3 that Dk
β (Hα ) is

deterministic (since it is independent of ξ), so E(HαHβ ) = Dk
β (Hα ) = ∂kHα

∂ξβ
. ��

Proof (of Theorem 2). Combining Theorems 3 and 4 immediately gives the
desired result.

6 Appendix B

For brevity, several proofs are omitted, but we outline them here. Lemmas 1 and
2 are straightforward. Lemmas 3 and 4 involve differentiating the density φ in
Definition 3 directly. Lemma 5 is proved by induction and applying Lemma 3.
Lemma 6 follows from decomposing [k] into the preimage sets s(α)−1({�}) for
all � ∈ [n]. Lemma 7 is a specific application of an elementary combinatorial
argument that regards every bijection between two sets as an extension of a
bijection on two smaller subsets [11].

Lemma 1. For multi-index α over [n] of order k > 0,

1. s(α) is non-decreasing in its indices, i.e. s(α)� ≤ s(α)�+1 for all � ∈ [k − 1],
2. for fixed j ∈ [n] such that αj > 0, min s(α)−1({j}) =

∑j−1
r=1 αr + 1,

3. each j ∈ [n] appears αj total times in [s(α)1, . . . , s(α)k].
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Lemma 2. Let α be a multi-index over [n] such that |α| = k > 0. Let i ∈ [n]
such that αi > 0. Define i∗ = min{� ∈ [k] | s(α)� = i}. Then for � ∈ [k − 1],
s(α − ei)� = s(α)� if � < i∗ and s(α − ei)� = s(α)�+1 otherwise.

Lemma 3. Let α be a multi-index over [n]. Then for any i ∈ [n] such that
αi > 0, Hα = Hα−ei

Hei
− ∂

∂ξi
Hα−ei

.

Lemma 4. Let ξ ∼ N (0, Σ) be R
n-valued. Then for any � ∈ [n], He�

(ξ;Σ) =
(Σ−1)�• ξ, where (Σ−1)�• is the �th row of the inverse covariance matrix Σ, and
e� is the �th standard basis vector written as a multi-index. Thus, ∂He �

(ξ;Σ)

∂ξj
=

Σ−1
�j for any j ∈ [n].

Lemma 5. Let α be a multi-index over [n] such that |α| = k ≥ 1. Then for any
j ∈ [n], D1

ej
(Hα ) = ∂Hα

∂ξj
=

∑n
i=1 αiΣ

−1
ij Hα−ei

.

Lemma 6. Let α be an order-k multi-index for k ≥ 1 over [n]. Let f be a
generic function of the indices [n]. Then

∑n
i=1 αif(i) =

∑k
i=1 f(s(α)i).

Lemma 7. Let A,B be finite sets such that |A| = |B| = k ≥ 1. Let M(A,B)
denote the set of bijections between A and B. Then for fixed b ∈ B and an
arbitrary h : A × B → R,

∑
p∈Sk

∏k
�=1 h(A�, Bp(�)) =

∑
f∈M(A,B)

∏
a∈A h(a, f(a)) (12)

=
∑k

�=1 h(A�, b)
∑

g∈M(A\{A�},B\{b})
∏

a∈A\{A�} h(a, g(a)) (13)

where Sk is the symmetric group of permutations on [k] = {1, . . . , k}.
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