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University of Technology, Szczecin, Żo�lnierska Street 49, 71-210 Szczecin, Poland

pforczmanski@wi.zut.edu.pl

Abstract. In this paper, we present an end-to-end application to per-
form automatic multiple player detection, unsupervised labelling, and a
semi-automatic approach to finding homographies. We incorporate dense
optical flow for modelling camera movement and user-assisted calibra-
tion on automatically chosen key-frames. Players detection is performed
with a pre-trained YOLOv3 detector and player labelling is done using
features in HSV colorspace. The experimental results demonstrate that
our method is reliable with generating heatmaps from players’ positions
in case of moderate camera movement. Major limitations of proposed
method are the necessity of manual calibration of characteristic frames,
inaccuracy with fast camera movements, and small tolerance of vertical
camera movement.

Keywords: Sports video analysis · Soccer player tracking · Camera
calibration · Pitch modelling

1 Introduction

Soccer is one of the most popular sport arts watched by millions of people around
the world. This popularity led to a growing demand by sports professionals
and fans for gathering various data related to the players and the game itself.
Recently a lot of research was done in the field of soccer video analysis. Such
systems can be used for getting insights about whole team or individual player
performance, they can support referees in decision making, automatically extract
highlights or intelligently control the broadcasting camera [9,16].

Systems for gathering data about team or player performance can reveal
aspects that are hidden and not so obvious to the human eye. Such systems can
measure the distance covered by players, their speed, average position on the
pitch, etc. This data can be used by staff members or professional analysts to
improve the team performance or by experts in television [1].

There are many approaches to get accurate time-related positions of the
players that change at the ground level. Wearable tracking devices are recently
the first choice in collecting such data and are used by the majority of elite
teams [17]. Complex camera systems mounted around the stadium are another
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option. Multiple fixed cameras can cover the entire pitch, detect the player’s
position and project them into a virtual top-view image via homography of the
ground between the camera image and the top-view image [1,10]. However, those
options are complex, expensive and often not affordable for the average lower
league team.

Taking into consideration the above facts, there is a demand for an affordable
data gathering system that does not require complex infrastructure and sophisti-
cated sensors. We have observed that many teams, from amateur to professional
levels, record their performance with a single video camera. Those materials are
typically taken from a fixed position with a simple horizontal panning and can
be used to measure team/player performance [19,31].

In this paper, we propose a semi-automatic system for tracking players on
a soccer pitch using single panning camera. The proposed approach consists
of two elements. Firstly, the camera motion is modelled with a dense optical
flow which is used for selecting characteristic frames required for user-assisted
camera calibration and finding homography. Camera calibration is performed
on characteristic frames by manually selecting corresponding points between
the camera image and pitch model It is done once for the whole video stream.
Then transformation matrices are found for every camera angle with simple
linear interpolation. Then we gather some number of frames from camera input.
In each frame, we detect players bounding boxes with YOLOv3 and perform
feature extraction by calculating hue and saturation histograms. Unsupervised
learning is used for creating a model that discriminates players into five classes.

The second stage is responsible for player detection and player classifica-
tion. Firstly, the pitch pixels segmentation is done by masking a particular color
represented in Hue-Saturation-Value color space, then we use general YOLOv3
detector for getting bounding boxes that describe player positions. We do not
train the detector but use network weights from cvlib library trained for general-
purpose applications [23]. For each player, we perform feature extraction by
calculating hue and saturation histograms and classification using the model
learned at the previous stage. Each player position is projected into a 2D pitch
model with a transformation matrix found at the first stage.

The paper is organized as follows. Related works are presented in Sect. 2.
Section 3 describes our method with focus on pitch segmentation, camera calibra-
tion and modelling, players detection, players classification and players position
tracking. Experimental results are presented in Sect. 4, while the conclusions
and future research directions are presented in Sect. 6.

2 Related Works

2.1 Field Registration

Systems based on a single camera require pitch registration for representing play-
ers’ positions in two dimensions. One way of acquiring this relation is by finding
the homography placing a camera view into a two-dimensional view assuming
the playing surface is flat.
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In exemplary approaches [12,24], a user manually calibrates several refer-
ence images, then the system calibrates remaining images by finding correspon-
dences from reference images. Recently, fully-automatic methods emerged, as
they require no or fewer user interactions [4,28].

Sharma et al. [28] proposed a solution for the registration problem defined
as the nearest neighbour search over edge maps and synthetically generated
homography pairs. Extracting edge data from input images was done with 3
different approaches: histogram of oriented gradients (HOG) features, chamfer
matching, and convolution neural networks (CNN).

Chen and Little [4] improved the idea of using synthetic data incorporating
Sharma et al. work with generative adversarial network (GAN) model for detect-
ing field marking and siamese networks for finding closest pair of synthetic edge
map and homography.

2.2 Player Detection and Reidentification

Player detection can be done in multiple ways. Santhosh and Kaarthick [27]
researched the use of HOG color-based detector. Johnson [15] based his work on
an open-source multiperson pose estimator named Alpha Pose. Using CNN-base
multibox detector for player detection was researched by Ramanathan et al. [25].

Another important aspect is player classification into five main classes cor-
responding to two teams, two goalkeepers, and referee, namely, player labelling
which is usually done with color features [20].

Player tracking (reidentification) solves the problem of temporal correspon-
dence. This step is required for tracking consistent trajectories for each player.
A large number of tracking algorithms were used for solving this problem, such
as Kalman filter [21], particle filter [1], mean-shift [6], etc.

3 Method Description

In our case, we use a panning camera which means swivelling a video camera
horizontally from a fixed position. This motion is similar to the motion of a
person when he/she turns his/her head on a neck from the left to the right.

The term panning is derived from panorama, suggesting an expansive view
that exceeds the gaze, forcing the viewers to turn their heads in order to take
everything in. Panning, in other words, is a device for gradually revealing and
incorporating off-screen space into the image.

In this case, panning refers to the horizontal scrolling of an image wider than
the display.

Proposed solution works only in an offline mode as camera motion mod-
elling is required step in the process. This drawback could be solved using more
advanced techniques as explained in Sect. 5.

The system is composed of two stages. In the first stage, we model camera
angle changes using dense optical flow. Then semi-automatic camera calibra-
tion is performed and the team classification model is learned on few examples.
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The second stage is fully automatic and consists of pitch detection, player detec-
tion, players team classification, and projection of positions from image coordi-
nates to pitch coordinates.

3.1 Pitch Segmentation

Pitch segmentation is commonly used to eliminate spectator regions and reduce
false alarms in player detection. A pitch mask is used in the camera angle mod-
elling process using dense optical flow. Pitch segmentation is performed by select-
ing color ranges in the HSV color scheme.

Color range was chosen empirically and is defined as a pair of lower bound
L = (35, 50, 50) and upper bound U = (75, 255, 255). This creates a problem
when pitch color is not in defined color range or non-pitch areas are also green.
This problem can be solved with other methods, e.g. segmentation GAN [4].

There are objects such as players, referees, ball and lines on the pitch. To
eliminate those objects from the mask we use morphological operations, e.g.
closing operation which consists of dilatation and erosion. Figure 1 shows the
process of pitch segmentation.

(a) Input frame.
(b) Mask created with
color range.

(c) Dilatation. (d) Erosion.
(e) Input frame with ap-
plied mask.

Fig. 1. Process of pitch segmentation.

3.2 Camera Angle Modelling

Analysis of camera angle is accomplished with the use of dense optical flow
(calculated for every pixel in the image). It describes changes between the sub-
sequent frames which are a result of moving objects or change of camera param-
eters [2]. Optical flow works well if pixel intensities of moving object do not
change between consecutive frames and neighbouring pixels have similar motion.
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These assumptions are met in case of football field observation. The classical
equation of optical flow is defined as:

I(x, y, t) − I(x + Δx, y + Δy, t + Δt) = 0, (1)

where pixel with intensity I(x, y, t) has moved by Δx, Δy and Δt between
two image frames [8].

After finding the pitch mask we inverse it and calculate optical flow for each
frame. This allows us to reduce noise generated by objects moving on the pitch,
i.e. players, referee and ball. For every frame, we calculate the mean optical flow
vector which describes camera movement in a given frame. The accumulated
sum of those means approximates camera angle in relation to the first frame.
Example values for footage of panning to the left and then to the right are shown
in Fig. 2. Based on this analysis we can choose characteristic key frames with
the maximum and minimum value of the camera swing angle in comparison to
the first frame of the input video.

Fig. 2. Camera angle approximation with optical flow. Red line represents horizontal
(panning) motion, blue line represents vertical motion. Accumulated sum represents
camera angle in given frame compared to first frame of input video. (Color figure online)

3.3 Camera Calibration

Characteristic key frames are used for projective transformation. It allows for
a mapping of one plane to another. In our algorithm, we use it to find ground
position of players seen in different camera views [22]. Projecting transformation
is expressed by the equation:
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where x1 and y1 are the coordinates of a single point on the input plane, x2 and
y2 are the coordinates on the output plane, H is a transformation matrix.

In order to calculate H by means of least squares method we need to col-
lect four pairs of so called calibration points. Such an approach is a compromise
between computational complexity and the quality of the resulting transforma-
tion. Exemplary calibration points are presented in Fig. 3.

Knowing transformation matrices Hn and Hm corresponding to frames with
maximum and minimum horizontal angle, respectively, we can interpolate trans-
formation matrix for each frame using values from maximum – minimum range,
as follows:

Hk = Hn +
k(Hm − Hn)

(m − n)
, (3)

where k is camera angle, and n < k < m.

Fig. 3. Calibration points

3.4 Players Detection

Players detection is performed by the YOLOv3 detector. This was a state-of-the-
art detection method at the time of developing our method. The YOLO (You
Only Look Once) algorithm proposed by Joseph Redmon and Ross Girshick
solves object detection as a regression problem and outputs the location and
class of an input object on an end-to-end network in one step [26,30].

We perform detection using the YOLOv3 model trained on the COCO
dataset capable of detecting 80 common objects [18] (e.g. cars, cats, dogs,
pedestrians, etc.). We used detector as is with pre-trained weights from cvlib
library [23].

Detection is done within a segmented pitch in every frame. For each bounding
box recognized as a person, we extract color-based features and perform players’
team assignments. We use the previously found transformation matrix Hk to
project player position into pitch coordinates. The exemplary results are shown
in Fig. 4.
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Fig. 4. Classification and labelling step. Each player is labelled with an unique id and
assigned to a team with decision tree based on extracted hue and saturation histograms.

3.5 Players Classification

Players classification can be done by means of various color and textural fea-
tures [11]. In our approach we focused on typical color-based features. Firstly, at
the initial stage, we collect 10 subsequent frames and perform player detection.
Then for every player, we extract features that are concatenated hue and sat-
uration histograms. We observed better results after splitting horizontally each
player into halves and calculating features for each half independently. This
approach takes into account the difference between shirts and shorts of soccer
players.

With a sample set of features calculated over 10 evenly distributed frames,
we perform agglomerative hierarchical clustering with specified 5 clusters, each
for two teams, two goalkeepers, and a referee. Knowing labels for each feature we
train decision tree on that data. This decision tree will be used in the principal
stage of our method.

During classification, we calculate features for each player in the same way,
i.e. by calculating hue and saturation histograms. We classify players using the
previously trained decision tree model (Fig. 5).

After team assignment each player is given unique identifier based on identi-
fication step in the previous frame, i.e. we give the same identifier to the player
with closest spatial distance from the preceding frame.

Having this information we apply post-processing for team assignment step.
Dominant team label from previous 11 frames is accepted as a valid label in the
current frame. This approach reduces false alarms in the team assignment step.
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Fig. 5. Feature extraction for team assignment based on hue and saturation histograms.

4 Experimental Results

4.1 Experimental Environment

We prepared several separate applications for the experimental part of the work:

– Pitchmap - main program, which performs the entire process of calibration,
detection and projection on the pitch map,

– Annotator - a program for manual calibration and marking of players in the
input material, which are later used for comparison with our algorithm (Fig.
6),

– Comparator - a program for comparing positions from Pitchmap and positions
from Annotator (Fig. 7),

– Heatmap - a program for generating heatmaps and path comparisons.

The output from Heatmap application is shown in Fig. 8a. and Fig. 8b.
It contains heatmap generated from 18-seconds-long footage and single player
trajectory, respectively.

The experimental protocol is as follows. Firstly, we annotate benchmark
videos presenting short fragments of football matches (7–30 s long). Two videos
have been recorded during amateur league match, while one video material comes
from a television broadcast. The first video is rather steady and contains eight
changes of a viewpoint. The camera in the second one has higher dynamics,
it slowly moves towards right pitch side and then returns with a significantly
higher speed. The last material contains continuous camera movement in one
direction, after some time, the camera returns to its initial position. What is a
little problematic, the camera’s viewpoint moves slightly up and down.

During experiments we calculated paths of moving players and the heatmaps
of their presence on the pitch. Finally, we compared the results of automatic
procedure with manual annotations by means of objective Structural SIMilarity
and mean distance between positions of individual players.
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Fig. 6. Main window of Annotator application.

Fig. 7. Main window of Comparator application.

4.2 Results

The main focus has been put on the calibration procedure, since it has the
greatest influence on the algorithm results. The following calibration methods
has been be compared:

1. Calibration with three characteristic frames - calibration is performed on
two frames with the greatest camera inclination and on a frame with central
position. All intermediate tilt angles are interpolated.

2. Calibration with two characteristic frames - calibration is performed on the
two frames with the greatest camera inclination. All intermediate tilt angles
are interpolated.
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Fig. 8. Exemplary output generated based on data aggregated by proposed method
from 18 s footage with horizontal panning.

3. Calibration with manual feature frames - the user selects two key frames. All
intermediate frames are interpolated.

The evaluation was performed using two methods: by means of image similar-
ity comparison between heatmaps and by means of individual player path com-
parison. The image similarity was estimated using Structural Similarity Index
Measure (SSIM) method [29], assuming the perfect match is represented by value
close to one. The paths were compared using mean distance between vectors P
and Q (of n frames) representing annotated (ground truth) position and esti-
mated one, respectively:

d =
1
n

n−1∑
i=0

||(Pi − Qi)||2. (4)

The results of heatmap comparison are presented in Table 1. It contains
values of SSIM for three benchmark videos and two calibration methods. For
the comparison purpose, the result of manual calibration was also given, yet it
should be noted that is was estimated for a reduced material time-span (due to
complex process of manual annotation of longer video sequences).

As it was observed, SSIM can not always be mapped onto a subjective assess-
ment of similarity. The results show also that the calibration with three charac-
teristic frames usually gives better results than calibration with two character-
istic frames (Fig. 9).
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Fig. 9. Exemplary heatmaps for video nr.1: Manually annotated (left), semi-automatic
with three key-frames (middle), semi-automatic with two key-frames (right).

Table 1. SSIM values for heatmaps generated using different calibration methods

Calibration method Video material

1 2 3

Three key frames 0.875 0.871 0.831

Two key frames 0.857 0.858 0.834

Manual (for reduced time span) 0.866 0.852 0.904

The results of paths comparison are presented in Table 2. As in case of SSIM,
it contains values of distance for three benchmark videos and two calibration
methods. For the comparison purpose, the result of manual calibration was also
given, yet it should be noted that is was estimated for a reduced material time-
span (due to complex process of manual annotation of longer video sequences).

Figure 10 presents a projection onto X and Y axis for player path, for two
calibration methods. Subjectively, the method with two key frames gives the
better results, however the closer look at the objective measures (see Table 2)
unveils that the method with three key frames is better.

Fig. 10. Exemplary paths for individual player for video nr.1: semi-automatic calibra-
tion with three key-frames (left), semi-automatic with two key-frames (right).
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Table 2. Mean distances (in pixels) between paths travelled by selected player and
different calibration methods

Calibration method Video material

1 2 3

Three key frames 9.694 9.816 27.302

Two key frames 9.908 13.399 28.444

Manual (for reduced time span) 18.063 10.562 9.438

5 Limitations and Future Work

Our proof-of-concept work can be improved in some areas. Replacing the manual
calibration step with a fully automatic one [4,5,13] could significantly improve
usability and allow on-site analysis. Manual calibration step can also reduce
calibration accuracy in comparison to automatic solutions.

The second limitation is input constraints. Our method accepts only contin-
uous footage with a horizontal pan so it cannot be applied on raw broadcast
footage. However, this can be improved with automatic scene detection [14].

It should be noted that the proposed system is not robust in all situa-
tions. We have observed major errors when the camera angle changes frequently
with significant speed. The proposed solution has a small tolerance for verti-
cal panning movement which imposes a requirement for only horizontal panning
footage. Those problems can be solved by slicing input video (e.g. by tensor-based
methods [7]) or incorporating more sophisticated methods of camera calibration
(e.g. [3]).

Another limitation is the requirement that the football pitch is green. The
color range used for segmentation was chosen arbitrarily so proposed system is
not universal for all kinds of surfaces (e.g. snow conditions, artificial surface in
other colors, indoor hard courts), however the color range can be easily tweaked
if necessary or other methods of segmentation could be used.

6 Conclusions

Knowing players position on the pitch we can perform analysis tasks like heatmap
generation or players trajectory analysis. Experimental results show usefulness of
the proposed method for player tracking, which uses homography and integrates
the player information from single camera on the virtual ground image.

By having players positions in the soccer scene it could be used in some appli-
cations such as team strategy analysis, scene recovery and measuring individual
players performance.
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17. Leveaux, R., Messerschmitt, M.: The changing shape of sport through information
technologies. In: Proceedings of the 26th International Business Information Man-
agement Association Conference-Innovation Management and Sustainable Eco-
nomic Competitive Advantage: From Regional Development to Global Growth,
IBIMA 2015 (2015)

18. Lin, T.-Y., et al.: Microsoft COCO: common objects in context. In: Fleet, D.,
Pajdla, T., Schiele, B., Tuytelaars, T. (eds.) ECCV 2014. LNCS, vol. 8693, pp.
740–755. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-10602-1 48

19. Mackowiak, S., Konieczny, J.: Player extraction in sports video sequences. In: 2012
19th International Conference on Systems, Signals and Image Processing (IWS-
SIP), pp. 409–412. IEEE (2012)

20. Manafifard, M., Ebadi, H., Moghaddam, H.A.: A survey on player tracking in
soccer videos. Comput. Vis. Image Underst. 159, 19–46 (2017)

21. Najafzadeh, N., Fotouhi, M., Kasaei, S.: Multiple soccer players tracking. In:
2015 The International Symposium on Artificial Intelligence and Signal Processing
(AISP), pp. 310–315. IEEE (2015)

22. Nowosielski, A., Frejlichowski, D., Forczmanski, P., Gosciewska, K., Hofman, R.:
Automatic analysis of vehicle trajectory applied to visual surveillance. In: Choras,
RS (ed.) Image Processing And Communications Challenges 7. Advances in Intelli-
gent Systems and Computing, vol. 389, pp. 89–96 (2016). https://doi.org/10.1007/
978-3-319-23814-2 11

23. Ponnusamy, A.: cvlib - high level computer vision library for Python (2018).
https://github.com/arunponnusamy/cvlib

24. Puwein, J., Ziegler, R., Vogel, J., Pollefeys, M.: Robust multi-view camera calibra-
tion for wide-baseline camera networks. In: 2011 IEEE Workshop on Applications
of Computer Vision (WACV), pp. 321–328. IEEE (2011)

25. Ramanathan, V., Huang, J., Abu-El-Haija, S., Gorban, A., Murphy, K., Fei-Fei,
L.: Detecting events and key actors in multi-person videos. In: Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, pp. 3043–3053
(2016)

26. Redmon, J., Farhadi, A.: YOLOV3: an incremental improvement (2018). arXiv
preprint arXiv:1804.02767

27. Santhosh, P., Kaarthick, B.: An automated player detection and tracking in bas-
ketball game. Comput. Mater. Continua 58(3), 625–639 (2019)

28. Sharma, R.A., Bhat, B., Gandhi, V., Jawahar, C.: Automated top view registration
of broadcast football videos. In: 2018 IEEE Winter Conference on Applications of
Computer Vision (WACV), pp. 305–313. IEEE (2018)

29. Wang, Z., Simoncelli, E.P., Bovik, A.C.: Multiscale structural similarity for image
quality assessment. In: The Thrity-Seventh Asilomar Conference on Signals, Sys-
tems Computers, 2003. vol. 2, pp. 1398–1402 (2003). https://doi.org/10.1109/
ACSSC.2003.1292216

30. Yi, Z., Yongliang, S., Jun, Z.: An improved tiny-yolov3 pedestrian detection algo-
rithm. Optik 183, 17–23 (2019)

31. Zhu, G., et al.: Trajectory based event tactics analysis in broadcast sports video.
In: Proceedings of the 15th ACM International Conference on Multimedia, pp.
58–67 (2007)

https://doi.org/10.1007/978-3-319-10602-1_48
https://doi.org/10.1007/978-3-319-23814-2_11
https://doi.org/10.1007/978-3-319-23814-2_11
https://github.com/arunponnusamy/cvlib
http://arxiv.org/abs/1804.02767
https://doi.org/10.1109/ACSSC.2003.1292216
https://doi.org/10.1109/ACSSC.2003.1292216

	Football Players Movement Analysis in Panning Videos
	1 Introduction
	2 Related Works
	2.1 Field Registration
	2.2 Player Detection and Reidentification

	3 Method Description
	3.1 Pitch Segmentation
	3.2 Camera Angle Modelling
	3.3 Camera Calibration
	3.4 Players Detection
	3.5 Players Classification

	4 Experimental Results
	4.1 Experimental Environment
	4.2 Results

	5 Limitations and Future Work
	6 Conclusions
	References




