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Abstract. Event detection is one of the key tasks to construct knowledge graph
and reason graph, also a hot and difficult problem in information extraction. Auto-
matic event detection from unstructured natural language text has far-reaching
significance for human cognition and intelligent analysis. However, limited by the
source and genre, corpora for event detection can not provide enough information
to solve the problems of polysemy, synonym association and lack of information.
To solve these problems, this paper proposes a brand new Event Detection model
based on Extensive External Information (EDEEI). The model employs external
corpus, semantic network, part of speech and attention map to extract complete
and accurate triggers. Experiments on ACE 2005 benchmark dataset show that
the model effectively uses the external knowledge to detect events, and is signifi-
cantly superior to the state-of-the-art event detection methods.
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1 Introduction

Event detection mines the necessary information from unstructured data to represent
events structurally with 5W1H framework [21]. An event is composed of a trigger which
indicates the existence of the event, and several arguments which constitute the detail
information [9]. Thus, the target of event detection is to detect whether trigger existing
in the sentence, and determine which event type it belongs to.

Event detection is conducive to the storage, retrieval, representation and analysis
of event information. Although event detection has been widely used in various areas,
[17] such as abnormal public opinion detection [11,20], news recommendation systems
[7,19], risk analysis application [1], monitoring system [14] and decision support tools
[4], it still faces tremendous difficulties and challenges. There are great obstacles in
event detection. Especially, it is difficult to deal with words with multiple meanings on
the basis of the information contained in the local context. For example, in the field of
financial analysis, an investment event can be detected from the sentence “The charity
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was prospected of giving money from a bank.” It can attribute to three problems in event
detection tasks as follows: First, Polysemy. In different languages, a word may repre-
sent different types of entities in different contexts. Thus, the meaning of “bank” can not
be judged directly in the sentence from the above example. Consequently, the wrong
judgment causes the problem that polysemous word can not be extracted as the cor-
rect trigger. Finally, the event element related to investment would be wrongly judged,
which may result in the loss of important elements in further analysis and eventually
cause unwise investment decision. Second, Synonym Association. Some word may
only appear once in a corpus, but it may have several synonyms in the same corpus.
Hence, it is difficult to establish a relationship between synonyms only through local
corpus. For example, the word “giving” in the above example is synonymous with the
verb “investing” which expresses investment behavior. Yet these words do not appear
in the same context, so the words like “investing” can not be directly associated with
the word “giving”. The word “giving” dose not always represent a investment-related
behavior, but may have other meanings such as “present” and “supply”. Therefore, if
it does not associate with words like ”investing”, it is nearly impossible to classify the
word as a trigger of investment event. Third, Lack of Information. The context usu-
ally includes word information, word position information and so on. More seriously,
the information does not contain part of speech information. Nonetheless, it is crucial
to identify and classify triggers in the event detection task. But if part of speech infor-
mation is not used sufficiently, it would be difficult to extract triggers which tend to hide
in nouns, verbs and adjectives. It will reduce the accuracy of the extraction of triggers.

Therefore, the above three problems need to be solved at the same time to detect
events completely and accurately.

2 Related Works

In recent years, with the increasingly wide application of event detection, there are some
related research works. The existing studies are in mainly three categories according
to the problems they solve: polysemy [3,6], synonym association [8,12] and lack of
information [16].

The problem of polysemy is mainly reflected in the stage of word expression. Var-
ious word embedding models, such as CBOW and skip-gram, have been proposed.
These models can not generate different vectors for different meanings of the same
word. At present, the methods to solve the problem of polysemy include: 1) The meth-
ods cluster the meanings of the same word corresponding to different contexts to dis-
tinguish the meanings of the word [3]; 2) The methods use cross language information.
These methods translate different meanings of the same word into other languages to
make each meaning of the word corresponding to one word in the target language [6].
But these methods have a disadvantage that a word is fixed to one word vector, no mat-
ter how many meanings the word has. Accordingly, the meanings of a word can not be
distinguished. As a result, this problem can not be well solved.

The methods aim at solving the problem of synonym association mainly describe
the association between synonyms by using rules directly according to dictionaries or
through external corpus information. Synonym association plays an important role in
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event detection task, especially in the event type classification mentioned above. Syn-
onyms can be associated on the basis of event-trigger dictionaries [8] or synonym sets
according to semantic networks [12]. However, these methods need to construct a word
list in advance to support event detection, and update the word list if corpus changes.
Consequently, these methods can only be used in limited situations, and can not solve
the problem of synonym association in broad areas.

To solve the problem of lack of information, many features such as vocabulary,
syntax and semantics can be used as input. For example, an idea proposed by Liu et al.
[16] claims that triggers and arguments should receive more attention than other words,
so they construct gold attention vectors which only encode each trigger, argument and
context word. Nevertheless, the constitution of gold attention vectors rely heavily on
syntax knowledge and domain knowledge which can be used in event detection.

In summary, due to the limitation of the scope of prior knowledge, the studies on
event detection till now can partly solve problems in event detection. Furthermore, they
also can not solve the problems of polysemy, synonym association and lack of informa-
tion at once within a single model.

3 Method

Fig. 1. The EDEEI model includes word vector representation, feature extraction, feature opti-
mization, feature selection and classifier.

In this section, we present our framework for the proposed EDEEI algorithm. The pro-
posed framework is illustrated in Fig. 1.

The word vector representation module generates three kinds of vectors: Content
Word Features (CWF), Semantic Features (SF) and Position Features (PF). The newly-
generated word vectors are used for feature extraction, feature optimization and feature
selection. Feature optimization refined raw features from feature extraction, and pro-
vide processed features to feature selection to capture high-quality features. Finally, the
features are inputted into the classifier to obtain the triggers and their classification.
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Word Vector Representation. We derive a new word vector structure based on BERT
[5] and wnet2vec [18]. To solve the problem of polysemy, the proposed framework uti-
lizes BERT to generate the CWF, which identifies different word meanings of one word
according to a variable external corpus. Wnet2vec is exploited in our model to generate
SFs which can better express the semantic relationship between synonyms. Wnet2vec
has the ability of generating word vectors through the transformation from semantic net-
work to semantic space. Finally, the PF is defined, that is, the relative distance between
the current word and the candidate trigger. In order to encode the PF, each distance
value is represented by an embedded vector. Let the size of CWF be dCWF, the size of
SF be dSF, and the size of position code be dPF. Represent word vector of the i-th word
in the sentence as xi ∈ Rd , d = dCWF + dSF + dPF∗2. Represent sentence of length n
as:x1:n = x1⊕x2⊕. . .⊕xn, where ⊕ is the concatenation operator. The vectors are spliced
to form a matrix X ∈ Rn×d.

Feature Extraction. The convolution layer is to capture and compress the semantics
of the whole sentence, so as to extract these valuable semantics into feature maps. Each
convolution operation contains a convolution kernel w ∈ Rh×d, and the window size is
h. For example, from the window size of xi:i+h−1, the module generates the feature ci:
ci = f (w · xi:i+h−1 + b), where b is the bias and f is the nonlinear activation function.
Apply the calculation process to the sentence xi:n to generate the feature map C =
{c1, c2, . . . , cn}. Corresponding to m convolution kernels W = w1,w2, . . . ,wm, the result
of feature maps generated by M is expressed as {C1,C2, . . . ,Cm}.

Feature Optimization. This module uses the POS tag generation tool provided by
Stanford CoreNLP to annotate the sentences. One-hot coding is applied to POS tags of
different types, and the coding vector is k1. According to the coding of each POS tag,
POS matrix is generated for sentences of length n, and the matrix size is MPOS ∈ Rk1×n.

The crucial parts corresponding to specific POS tags are emphasised by attention
mechanism. The feature optimization module takes POS tags and feature maps as the
inputs of attention mechanism. Each feature map generated in feature extraction module
is a vector of length n−h+1. The feature maps represented as K are taken as the inputs
of attention mechanism. The attention calculation process is as follows. A new random
matrixWQ of length w is computed. The product of two vectors is calculated to obtain a
newmatrix Q. The randommatrixWK whose width isw and the length is k1 is acquired,
and the product of the random matrixWK andWQ produces the matrixWV . Calculate
the product of WV and feature map to gain the matrix V .

Based on the three generated K,Q,V matrices, an attention matrix Z is calculated

by using the following formula:Z = so f tmax
(

Q×KT√
n−h+1

)
V. TrainWk,WQ,WV matrices.

The scoring function is as follows: fscore =
Q·KT√
n−h+1 . Then the Z matrix is compressed

with max pooling to generate a vector z. Based on the updated WK,WQandWV , the
product of z and K constructs a new attention map with the size of n − h + 1.
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Feature Selection. The feature selection module employs dynamic multi-pooling to
further extract the valuable features. Furthermore, the features are concatenated to pro-
duce lexical level vectors which contain information of what role the current word
plays in an event. The calculation process of dynamic multi-pooling is given as fol-
lows:

[
y1,pt
]
i
= max

{
[C1]i , . . . ,

[
Cpt

]
i

}
,
[
ypt+1,pn

]
i
= max

{[
Cpt+1

]
i′
. . . , [Cn]i

}
, where [y]i

is the i − th value of the vector, pt is the position of trigger t, and Ci is the ith value in
the attention mapC. We use the maximum pooling result of each segment as the feature
vector L at the sentence level.

Classifier. This module concatenates the CWFs of the current word and the words
on the left and right of the current one, to obtain the vector P of length 3 ∗ CWF. The
learned sentence level features and word features are connected into a vector F = [L,P].
In order to calculate the confidence of the event type of each trigger, the feature vector
is inputted into the classifier O = WsF + bs. Ws is the transformation matrix of the
classifier, bs is the bias, and O is the final output of the network, where the output type
is equal to the total number of event types plus one to include the “not a trigger” tag.

4 Experiment

The ACE 2005 is utilized as the benchmark experimental dataset. The test set used in the
experiment contains 40 Newswire articles and 30 other documents randomly selected
from different genres. The remaining 529 documents are used as the training set.

Evaluation of Event Detection Methods. To demonstrate how the proposed algo-
rithm improves the performance over the state-of-the-art event detection methods, we
compare the following representative methods from the literature:

(1) Li’s baseline [13]: Li et al. proposed a feature-based system which used artificially
designed lexical features, basic features and syntactic features.

(2) Liao’s cross-event [15]: The cross-event detection method proposed by Liao and
Grishman used document level information to improve the performance.

(3) Hong’s cross-entity [10]: Hong et al. exploited a method to extract events through
cross-entity reasoning.

(4) Li’s joint model [13]: Li et al. also developed an event extraction method based on
event structure prediction.

(5) DMCNNmethod [2]: A framework based on dynamic multi-pooling convolutional
neural network.

In all the methods, EDEEI model has achieved the best performance. Compared
with the state-of-the-art methods, F value of trigger identification is significantly
improved. The results displayed in Table 1 illustrate three important facts on the method.
Firstly, it is necessary to solve the problems of polysemy, synonym association and
lack of information at the same time. Secondly, the variable external knowledge can
effectively improve the accuracy of event detection. Thirdly, the hierarchical detect-
ing method with feature optimization can make event detection more completely and
precisely.
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Table 1. Overall performance on the ACE 2005 blind test data

Methods Trigger identification Trigger classification

P R F P R F

Li’s baseline 76.2 60.5 67.4 74.5 59.1 65.9

Liao’s cross-event N/A 68.7 68.9 68.8

Hong’s cross-entity N/A 72.9 64.3 68.3

Li’s joint model 76.9 65 70.4 73.7 62.3 67.5

DMCNN model 80.4 67.7 73.5 75.6 63.6 69.1

EDEEI model 77.0 72.9 74.9 77.3 63.2 69.5

Analysis of Different Word Vectors. This section presents a detailed com-
parison of the word vectors generated from Word2vec, BERT, wnet2vec and
BERT+wnet2vec respectively. The purpose is to test for advantages and disadvantages
of BERT+wnet2vec approaches versus other word vectors under the task of event detec-
tion.

Table 2. Performance with different word vectors

Methods Trigger
identifi-
cation F
(%)

Trigger
identification +
classification F
(%)

Word2Vec 72.2 65.9

BERT 72.7 66.7

wnet2vec 67.9 58.8

BERT+wnet2vec 74.9 69.5

The advantages of using BERT+wnet2vec can be observed visually and quantita-
tively in Table 2. It can be seen that the combination of BERT and wnet2vec achieves
the best performance on both trigger identification and trigger classification.

In conclusion, traditional methods such as word2vec rely on a small corpus to gen-
erate word vectors, and can not solve the problem of polysemy and synonym associ-
ation. Compared with word2vec, the combination of the two methods can obtain the
best experimental effect. This proves that BERT+wnet2vec can effectively solve the
problem of polysemy and synonym association.

5 Conclusion

This paper addresses three important problems in event detection: polysymy, synonym
association and lack of information. In order to solve these problems, we propose a
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brand new Event Detection model based on Extensive External Information (EDEEI),
and give a novel method which involves external corpus, semantic network, part of
speech and attention map to detect events completely and accurately. This framework
can solve the above three problems at the same time. An attention mechanism with
part of speech information is designed to optimize the extracted features and make
the features related to triggers easier to capture. The experiments on widely used ACE
2005 benchmark dataset confirm that the proposed method significantly outperforms the
existing state-of-the-art methods for event detection. Furthermore, we present numerous
qualitative and quantitative analyses about experimental results. In the light of excellent
performance and analyses, it is believed that the proposed algorithm can be a useful tool
for event detection.
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