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Foreword

Human-Computer Interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, and having more impact on people’s everyday life, as an
ever-growing number of human activities are progressively moving from the physical
to the digital world. This process, which has been ongoing for some time now, has been
dramatically accelerated by the COVID-19 pandemic. The HCI International (HCII)
conference series, held yearly, aims to respond to the compelling need to advance the
exchange of knowledge and research and development efforts on the human aspects of
design and use of computing systems.

The 23rd International Conference on Human-Computer Interaction, HCI Interna-
tional 2021 (HCII 2021), was planned to be held at the Washington Hilton Hotel,
Washington DC, USA, during July 24–29, 2021. Due to the COVID-19 pandemic and
with everyone’s health and safety in mind, HCII 2021 was organized and run as a
virtual conference. It incorporated the 21 thematic areas and affiliated conferences
listed on the following page.

A total of 5222 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 81 countries submitted contributions, and 1276 papers and
241 posters were included in the proceedings to appear just before the start of the
conference. The contributions thoroughly cover the entire field of HCI, addressing
major advances in knowledge and effective use of computers in a variety of application
areas. These papers provide academics, researchers, engineers, scientists, practitioners,
and students with state-of-the-art information on the most recent advances in HCI. The
volumes constituting the set of proceedings to appear before the start of the conference
are listed in the following pages.

The HCI International (HCII) conference also offers the option of ‘Late Breaking
Work’ which applies both for papers and posters, and the corresponding volume(s)
of the proceedings will appear after the conference. Full papers will be included in the
‘HCII 2021 - Late Breaking Papers’ volumes of the proceedings to be published in the
Springer LNCS series, while ‘Poster Extended Abstracts’ will be included as short
research papers in the ‘HCII 2021 - Late Breaking Posters’ volumes to be published in
the Springer CCIS series.

The present volume contains papers submitted and presented in the context of the
8th International Conference on Learning and Collaboration Technologies (LCT 2021),
an affiliated conference to HCII 2021. I would like to thank the Co-chairs, Panayiotis
Zaphiris and Andri Ioannou, for their invaluable contribution to its organization and the
preparation of the proceedings, as well as the members of the Program Board for their
contributions and support. This year, the LCT affiliated conference has focused on
topics related to the design and development of learning technologies, the use of
technologies such as games and gamification, chatbots, AR, VR, and robots in learning,
and learning, teaching and collaboration experiences, with particular focus on the issue
of online versus in class learning brought about by the pandemic.



I would also like to thank the Program Board Chairs and the members of the
Program Boards of all thematic areas and affiliated conferences for their contribution
towards the highest scientific quality and overall success of the HCI International 2021
conference.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
appreciation to Abbas Moallem, Communications Chair and Editor of HCI Interna-
tional News.

July 2021 Constantine Stephanidis

vi Foreword



HCI International 2021 Thematic Areas
and Affiliated Conferences

Thematic Areas

• HCI: Human-Computer Interaction
• HIMI: Human Interface and the Management of Information

Affiliated Conferences

• EPCE: 18th International Conference on Engineering Psychology and Cognitive
Ergonomics

• UAHCI: 15th International Conference on Universal Access in Human-Computer
Interaction

• VAMR: 13th International Conference on Virtual, Augmented and Mixed Reality
• CCD: 13th International Conference on Cross-Cultural Design
• SCSM: 13th International Conference on Social Computing and Social Media
• AC: 15th International Conference on Augmented Cognition
• DHM: 12th International Conference on Digital Human Modeling and Applications

in Health, Safety, Ergonomics and Risk Management
• DUXU: 10th International Conference on Design, User Experience, and Usability
• DAPI: 9th International Conference on Distributed, Ambient and Pervasive

Interactions
• HCIBGO: 8th International Conference on HCI in Business, Government and

Organizations
• LCT: 8th International Conference on Learning and Collaboration Technologies
• ITAP: 7th International Conference on Human Aspects of IT for the Aged

Population
• HCI-CPT: 3rd International Conference on HCI for Cybersecurity, Privacy and

Trust
• HCI-Games: 3rd International Conference on HCI in Games
• MobiTAS: 3rd International Conference on HCI in Mobility, Transport and

Automotive Systems
• AIS: 3rd International Conference on Adaptive Instructional Systems
• C&C: 9th International Conference on Culture and Computing
• MOBILE: 2nd International Conference on Design, Operation and Evaluation of

Mobile Communications
• AI-HCI: 2nd International Conference on Artificial Intelligence in HCI



List of Conference Proceedings Volumes Appearing
Before the Conference

1. LNCS 12762, Human-Computer Interaction: Theory, Methods and Tools (Part I),
edited by Masaaki Kurosu
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Stephanidis
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18. LNCS 12779, Design, User Experience, and Usability: UX Research and Design
(Part I), edited by Marcelo Soares, Elizabeth Rosenzweig, and Aaron Marcus

19. LNCS 12780, Design, User Experience, and Usability: Design for Diversity,
Well-being, and Social Development (Part II), edited by Marcelo M. Soares,
Elizabeth Rosenzweig, and Aaron Marcus

20. LNCS 12781, Design, User Experience, and Usability: Design for Contemporary
Technological Environments (Part III), edited by Marcelo M. Soares, Elizabeth
Rosenzweig, and Aaron Marcus

21. LNCS 12782, Distributed, Ambient and Pervasive Interactions, edited by Norbert
Streitz and Shin’ichi Konomi

22. LNCS 12783, HCI in Business, Government and Organizations, edited by Fiona
Fui-Hoon Nah and Keng Siau

23. LNCS 12784, Learning and Collaboration Technologies: New Challenges and
Learning Experiences (Part I), edited by Panayiotis Zaphiris and Andri Ioannou

24. LNCS 12785, Learning and Collaboration Technologies: Games and Virtual
Environments for Learning (Part II), edited by Panayiotis Zaphiris and Andri
Ioannou

25. LNCS 12786, Human Aspects of IT for the Aged Population: Technology Design
and Acceptance (Part I), edited by Qin Gao and Jia Zhou

26. LNCS 12787, Human Aspects of IT for the Aged Population: Supporting Everyday
Life Activities (Part II), edited by Qin Gao and Jia Zhou

27. LNCS 12788, HCI for Cybersecurity, Privacy and Trust, edited by Abbas Moallem
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edited by Xiaowen Fang
29. LNCS 12790, HCI in Games: Serious and Immersive Games (Part II), edited by
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x List of Conference Proceedings Volumes Appearing Before the Conference



38. CCIS 1420, HCI International 2021 Posters - Part II, edited by Constantine
Stephanidis, Margherita Antona, and Stavroula Ntoa

39. CCIS 1421, HCI International 2021 Posters - Part III, edited by Constantine
Stephanidis, Margherita Antona, and Stavroula Ntoa

http://2021.hci.international/proceedings 

List of Conference Proceedings Volumes Appearing Before the Conference xi



8th International Conference on Learning
and Collaboration Technologies (LCT 2021)

Program Board Chairs: Panayiotis Zaphiris, Cyprus University of Technology,
Cyprus, and Andri Ioannou, Cyprus University of Technology and CYENS, Cyprus

• Ruthi Aladjem, Israel
• Kaushal Kumar Bhagat, India
• Fisnik Dalipi, Sweden
• Camille Dickson-Deane, Australia
• David Fonseca, Spain
• Francisco J. García-Peñalvo, Spain

• Yiannis Georgiou, Cyprus
• Tomaž Klobučar, Slovenia
• Birgy Lorenz, Estonia
• Alejandra Martínez-Monés, Spain
• Nicholas H. Müller, Germany
• Antigoni Parmaxi, Cyprus

The full list with the Program Board Chairs and the members of the Program Boards of
all thematic areas and affiliated conferences is available online at:

http://www.hci.international/board-members-2021.php 



HCI International 2022

The 24th International Conference on Human-Computer Interaction, HCI International
2022, will be held jointly with the affiliated conferences at the Gothia Towers Hotel and
Swedish Exhibition & Congress Centre, Gothenburg, Sweden, June 26 – July 1, 2022.
It will cover a broad spectrum of themes related to Human-Computer Interaction,
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Abstract. One of the main obstacles faced by students initiating their
academic life in the courses of the computing field is the difficulty to
comprehend the concepts related to the construction of algorithms. To
promote interaction of students with these concepts, their peers and with
the teacher, one of the methodological resources used is gamification. To
investigate the potential use of this resource, specifically in relation to
quiz tools and their contributions to the teaching and learning process in
this scenario, the following methodological steps were taken: (a) analysis
of gamified quiz tools in relation to principles of educational gamification
design; (b) selection of one of the analyzed tools; (c) use of the selected
tool in class; and (d) discussion about its potential and questions related
to the design of this kind of tool for use in this context. For the analysis
of the potential use of gamification and the chosen tool, a practice of
exploratory nature was made, in a classroom environment with a total
of 31 students, in the first semester of a course of Computer Science.
Highlighting only the question of potential use in the scenario in question,
gamification motivated the class and constituted challenges for both the
professor and the students, insofar as establishing flexibility, creativity
and partnership among professor and students.

Keywords: Gamification · Gamified tool · Construction of algorithms

1 Introduction

One of the main obstacles faced by students in the courses of the Computing field
initiating their academic lives are the disciplines of Algorithms, because it is the
moment they are presented to the principles of logic of computer programming.
Numerous students present difficulties in understanding the abstract concepts
and the rules involved in the construction of algorithms. These disciplines tend
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to create trauma in novice students, generating high dropout rates in the first
years of the courses [9].

For Muller [11], some of the main difficulties that the students of Computer
Science encounter with the resolution of algorithmic problem-solving involve lit-
tle ability of analogical reasoning. This competence, for the author, may demand
a relatively large quantity of cognitive processing and problem abstraction.

The abstraction is part of higher mental processes (thinking, language, voli-
tional behavior) that develop from social processes, which are mediated through
tools and signs. A tool is something that can be used to perform/execute a
task, a sign is the meaning of something. Consequently, it is understood that
mediation, tool and sign are connected: for one of them to occur it is taken into
consideration the other and it is in the mediation that internalization (that is
the internal reconstruction of the external operation) [10] happens. The author,
supported by Vygotsky, highlights that society builds the tools and the signs sys-
tem, which modify throughout life, and that social interaction is fundamental
for the cognitive and linguistic development of any individual.

To promote the interaction of the students with the contents of a discipline,
with their peers and with the professor, one of the resources that has been
researched is gamification. Deterding et al. [3] proposes a definition of gamifica-
tion “as the use of game design elements in non-game contexts”. To investigate
the potential use of this resource, specifically in relation to quiz tools and their
contributions to the teaching and learning process in this scenario, the following
methodological steps were taken: (a) analysis of gamified quiz tools in relation
to the educational gamification design principles (based on the work of Dicheva
et al. [4]); (b) selection of one of the analyzed tools that did not require a great
effort from the professor in its customization and use and, at the same time,
allowed to explore matters related to the use of gamification as well as their
potential use in the described scenario; (c) use of the selected tool in class; and
(d) discussion about its potential use and questions related to the design of this
kind of tool to use in this context.

The activities proposed with the use of the tool in a classroom were applied to
a class from a Computer Science course, in the discipline of Logic and Algorithms,
and the description of this application as well as the analysis of the results
obtained are discussed in this article.

The article is organized as follows: Sect. 2 presents some concepts related to
gamification and the principles of gamification design used; Sect. 3 deals with
the analysis of gamified tools (Duolingo, Socrative and Kahoot!); Sect. 4 shows
the chosen tool (Kahoot!), the profile of the participants, the application of the
gamified tool and the results found; Sect. 5 brings related work; Sect. 6 establishes
a brief discussion and lastly, Sect. 7 presents the final considerations of the paper.

2 Gamification in Education

Gamification is the use of game resources for non-game applications, preferably
when in these resources the rules incentivize the users to explore and learn
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through the use of feedback mechanisms [15]. The idea to use elements of game
design in non-game contexts to motivate, to increase the activity and retention
of the user gained traction in interaction design and digital marketing. This idea
has generated copious applications, that offer reward and reputation systems
with points, badges, levels and leaderboards [3]. For Dichev and Dicheva [5],
with the growing popularity and the success of its application, gamification has
been used in educational contexts as an approach to increase the motivation and
engagement of the students.

In this scenario of application of gamification in educational contexts, Dicheva
et al. [4] have identified educational gamification design principles that are listed
on Table 1.

Table 1. Educational gamification design principles [4].

Design principles Description

Goals specific, clear, moderately difficult, immediate
goals

Challenges and quests clear, concrete, actionable learning tasks with
increased complexity

Customization/personalized personalized experiences, adaptive difficulty
challenges that are perfectly tailored to the
player’s skill level, increasing the difficulty as
the player’s skill expands

Feedback immediate feedback or shorten feedback cycles
immediate rewards instead of vague long-term
benefits

Visible status reputation, social credibility and recognition

Unlocking content access

Freedom of choice multiple routes to success, allowing students
choose their own sub-goals within the larger
task

Freedom to fail low risk from submission, multiple attempts;

Storytelling/New identities and/or roles

Onboarding the process of orienting new users to a system

Time restriction

Social engagement Competition and cooperation/loops

The authors have highlighted that the most used gamification design princi-
ples in educational contexts are: Visible status, Social engagement, Free-
dom of choice, Freedom to fail and Feedback. They have reported that the
examples of application of the Visible status principle seek to maintain people
engaged and encourage friendly competition among users, since their reputation
increases as they answer questions and receive points for their answers. It has
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also been stressed that the Social engagement includes individual or team
competitions, cooperation and interactions with other students. Concerning the
Freedom of choice, they have observed the possibility of the students choosing
what kind of challenges and/or activities they could complete, the possibility of
choice of deadline, the attribution of personalization and voting on the extent of
grades deduction as penalties for absences or non-completion of the tasks. The
Freedom to fail principle does not presume penalties for unsatisfactory perfor-
mance of the tasks and normally allows the student to review, answer again and
re-submit the tasks and the Feedback should be immediate or with shortened
cycles [4].

Raymer [15] has also indicated some game mechanisms that can make learn-
ing more attractive, for instance: establishing goals and objectives; providing fre-
quent feedback; measuring progress, character updating; rewarding effort (not
only success); reward schedules and providing peer motivation. These mecha-
nisms are close to the educational gamification design principles highlighted by
Dicheva et al. [4]

3 Analysis of Gamified Tools

As examples of apps based on the concepts of gamification used in educational
contexts [2,13], we have Duolingo, Socrative and Kahoot!:

• Duolingo1: a free app for language learning that allows the users, during
the learning process, to follow their progress through a ranking and medals.
Besides that, to instigate the use of the app, the user can race against the clock,
level up and personalize the app.

•Socrative2: it is a questionnaire platform where teachers can create content
related to the discipline in various ways, for example: true or false, multiple
choice or open questions. The teacher can follow in real time the progress of
the students in the activity, analysing the chosen alternative and the speed of
answering with the possibility to comment results simultaneously with the class.

•Kahoot!3: it is a system (and a free app) that allows quiz creation to revise
contents, reinforce the knowledge, recapitulate the learning. Its functioning is
simple, the questions appear on a shared screen and the players answer on their
own devices or computers. To instigate the students to play, after each question
is presented a ranking and at the end of the game there is a final ranking.

After an initial study of these tools, they were analysed according to the
educational gamification design principles listed on Table 1. Table 2 presents a
synthesis of this analysis, which is discussed subsequently.

It can be observed on Table 2 that with Duolingo it is possible to work with
the principle of Freedom of choice, that the Socrative and Kahoot! tools do
not allow it, at least not in an accessible manner. This resource gives the student

1 https://pt.duolingo.com/.
2 https://socrative.com/.
3 https://kahoot.com.

https://pt.duolingo.com/
https://socrative.com/
https://kahoot.com
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Table 2. Gamified tool X principles

Design principles Duolingo Socrative Kahoot!

Goals X X X

Challenges and quests X X X

Customization/personalized X X

Feedback Visible status X X X

Visible status X

Unlocking content X

Freedom of choice X

Freedom to fail X X X

Storytelling/New identities

Onboarding X X X

Time restriction X

Social engagement X

the protagonism of choosing when and which activity to perform. However, the
app is designed for language learning, thus restricting its application with other
contents.

Socrative, in turn, allows Customization, being a platform where teachers
can create quizzes with contents related to their disciplines in different formats
(multiple choice, true/false or short answer). It also enables the Freedom to
fail principle, allowing the student to repeat an activity (quiz) as many times
as necessary. Nevertheless, as with Duolingo, these activities are executed in an
individual setting, hindering the Social engagement and the Visible status
principles.

From the analysed tools, Kahoot! stood out for allowing – in an easy way,
from the perspective of the professor - quiz creation to review or reinforce sub-
jects, meaning that the tool allows Customization, being possible to person-
alize the activity with any content. It is possible to promote Visible status
and Social engagement/competition, instigating the students through rank-
ings (option presented on each question and at the end of the activity). And it
is also possible, for each question, to restrict the time to answer, as per the
Time restriction principle. Kahoot! also favors the Freedom to fail princi-
ple, because at the moment of configuring the quiz, the tool has two options:
Teach (play a live game together with learners over video or in class) and Assign
(a challenge game to learners who play it at their own pace).

For those reasons, Kahoot! was selected to continue the research, as it will
be detailed in the next section.
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4 Exploring Kahoot!

Kahoot! was selected for classroom use, being a tool based on gamification con-
cepts, that allows the teacher to create their own quizzes, in accord with the
necessities of the group, being able to support the revision and the retention of
subjects previously worked in the classroom in a fun way. The following subsec-
tions present the detailing of the profile of the participants, the use of the tool
and the analysis of the results.

4.1 Profile of Participants

The participants of the research belonged to a class of Computer Science that
was subdivided in two groups at the beginning of the term by choice of the
professors who teach it: T1, with 18 students, formed by the ones who had
previous knowledge of logic and algorithms (repeaters or who had already studied
in other institutions) and T2, with 23 students without any previous knowledge
of logic and algorithms. The same division of groups was used for analysis of the
gamified tool: the group that had knowledge in the field (T1) did not use the
tool and the group that had no knowledge (T2) used it.

Considering, then, just group T2, the first practical step of this research was
the application of a questionnaire in the last week of March 2019. As the classes
started in February, there were seven weeks of lessons, in order to obtain infor-
mation about the learning difficulties, through the perspective of the students.
The questionnaire had three questions. The first sought to assess the level of dif-
ficulty (1 being none or almost none and 5 - great difficulty), the second wanted
to identify why they believed to have difficulties in the discipline and the third
questioned what could be done to overcome them.

It can be observed that the majority of the students (from T2) recognized to
have some difficulty, 16 students answered the questionnaire among the 23 of the
group: 3 students reported to have no difficulties, 5 students reported to have
moderate difficulty, 2 students (12.5%) reported to have considerable difficulty
and 1 student reported to have great difficulty, as illustrated in Fig. 1.

Fig. 1. Chart of the scale of difficulty in the discipline.
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It was also asked to the students why they believed to have difficulties in the
discipline and what could be done to overcome them. Concerning the difficulties,
the students said they exist due to: lack of a more efficient method of teaching,
difficulties in the programming language in relation to the language syntax, not
having worked with the computational thinking in high school and that they got
used to using “built-in formulas”.

In relation to how these difficulties can be diminished, it stood out: divide
the groups, use other forms or methods to exercise logic, “take it slow” with the
contents to understand how everything works.

In short, based on the applied questionnaire it can be observed that the
students consider that difficulties do exist and they believe that these issues
arise for a lack of studies, lack of teaching methods and the baggage they carry
until they start their higher education. In their opinion, the difficulties would
be decreased by studying more, with different methods of teaching and inserting
the disciplines in elementary school.

4.2 Gamified Tool Application

The tool was used in 3 classes, one activity per class, after break time. The first
Kahoot! activity was built with content from the discipline in a gradual manner
with a complete revision for an evaluation test. The conception of each activity
was done with the contents previously studied in the classroom, in a personalized
way, in accord to the reality of the group, as illustrated in the example of Fig. 2,
and, in the most part, was composed of questions that demanded attention and
concentration from the students, with an average of 12 questions per activity.

Fig. 2. Kahoot! exercise.

The example illustrated on Fig. 2 dealt with a question related to the use of
repetition loops, in which the students should interpret and select the option that



10 C. S. Brezolin et al.

this code would present on the screen. During the application, it was possible to
observe that, in general, the group interacted substantially, became restless when
they had a correct or wrong answer and also made various comments about the
questions. An important factor is that the tool allows for a pause between each
question of the game. And this resource was copiously used by the professor,
because when there was a high number of mistakes in a given question, the
professor stopped, opened the question again and gave an explanation about the
possible results. The interaction was decidedly meaningful, because a good part
of the students discussed with their peers the reason why the answer was correct
or not.

As a result of each class with the use of Kahoot!, the ranking of the days was
saved and those scores were inserted on the app Student – Ranking. Besides the
Kahoot! scores, it were also inserted the scores of the activities made available
at the Moodle platform and the students could check the class ranking. The
Student – Ranking was developed by one of the authors, with the objective to
provide higher motivation for the students; this app shows the activities done
and the score received and generates a ranking of the top 10. The app allowed
the professor to register activities, register students and add a score for the
activities to each student. The student could visualize their finalized activities
with a score, the group ranking and their individual ranking as seen in Fig. 3.

Fig. 3. Student ranking.

At the end of the three classes and after the application of the evaluation test
of the discipline, the app was updated with the grades from the tests and the
activities. To finalize the application of this research with the students, medals
were given to the top 3 students according to the ranking of the app. Thus, it
was observed that the students, given the generation of a class ranking, showed
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more motivation in doing the proposed activities in the classroom, besides that,
the majority of them appreciated to be in the higher positions and competing.

4.3 Result Analysis

After the use of Kahoot!, it was applied a new questionnaire to the students to
learn their opinion referring to this tool and the app Student - Ranking. The
questionnaire was printed and handed to the students to answer on the day of
the final test. As soon as the student handed back the test, they received the
questionnaire. Out of the 23 students of T2, 20 answered the questionnaire.
As for the use of Kahoot! during the classes, the response of the students was
certainly positive: they highlighted that the tool really helped in the retention
and clarification of the contents and questions; that it was “very cool” and fun
to use and that it was interesting, because it made the class more dynamic and
stimulated quick thinking.

As for Kahoot! helping with the learning of the discipline in some way, it was
possible to observe that 19 out of 20 students who answered the questionnaire
considered that yes, it helped, stressing that it helped to focus on the resolution
of the exercises, influenced the competitivity and made it possible to revise the
subject in a simple and fun manner. Only 1 student answered that it helped to
an extent, but felt bothered with the competitive situation.

The answers presented by the students fits with the systematic mapping done
by Dicheva et al. [4] where they have drawn a conclusion that the majority of
authors of reviewed articles shared the opinion that gamification has the poten-
tial to improve learning if well designed and used correctly. The authors have
affirmed that more substantial empirical researches are necessary to investigate
the motivating effects of the use of unique game elements in specific educational
contexts and for specific types of students.

Referring to the question about the use of the Student – Ranking app, the
students answered that it was important to follow the performance of the group;
because that incentivized them to always be the best. Therefore, it was possible
to observe that to a certain degree the app stimulated the students to do not
only the Kahoot! activities, but also the activities proposed by the professor to
get a higher score and reach the top positions.

In relation to the educational gamification design principles previously men-
tioned [4], the following is stressed:

• Goals/Challenges and quests: the activities created were presented
with clear, concrete learning objectives, with complexity increasing in a gradual
manner. Despite the tool giving the necessary support for the questions to be
shown in a clear way, the instructions were created by the professor, who also
controlled the complexity of the questions presented in a gradual manner.

• Customization: the tool allowed customization, which was done by the
professor, with activities created with subjects from the discipline, in a person-
alized manner, in accord with the reality and the group.

• Onboarding: the Kahoot! activities were constructed with beginner stu-
dents in mind, with the intention of helping them to progress and integrate.



12 C. S. Brezolin et al.

Using the “Teach” option of the tool, it was possible to have the quiz live in class,
promoting a higher integration, which is important to keep students engaged.

• Feedback: during the use of Kahoot!, the Feedback is immediate. This
option is already configured by the tool, showing the information of the answer
being correct or incorrect. However, more details about the questions or whenever
they generated more questions, the professor stopped, opened the question again
and a new explanation was done about the possible results.

• Social Engagement: after each activity done with Kahoot!, it was
observed that the interaction was highly significant, the students were discussing
with their peers the reasons why an answer was correct or not. Another avail-
able resource in this tool, related to this principle are the teams; it is possible to
configure it so that the students play as a team, having an extra time to discuss
the answers before giving them on the tool.

• Freedom to fail: while configuring how to play on Kahoot! with the option
“Assign”, it is possible that the students play whenever they want and at their
own pace.

• Time restriction: for each question created on Kahoot!, it was stipulated
a maximum amount of time for the selection of the answer. For the first three,
60 s were set and for the remainder it was reduced to 30 s. It was observed that
the time restriction challenged and motivated the students to compete and to
answer the proposed activities.

• Visible Status: after each answered question, the student could visualize
their score, as well as their position in relation to the other participants of that
round (this resource is already built-in in the tool). After each class with the use
of Kahoot!, the score rankings were inserted in the Student – Ranking app. The
scores referring to the activities made available in the Moodle platform of the
discipline were also inserted, thus enabling each student to visualize the group
ranking and their individual ranking, taking into account all the activities of the
disciplines, as illustrated on Fig. 3.

5 Related Work

Previous experiments have shown that gamification can improve the learning
results, make the classes more attractive and dynamic, increase the engagement
and the motivation of the students and refine learning.

For Bullon et al. [2], gamification on the teaching of Engineering as a tool to
boost the comprehension of mathematics concepts has instigated the students
to answer, has helped them to develop the associated abilities and competences,
has generated reflection moments, has motivated learning and has facilitated
teamwork.

Lima et al. [7], in turn, have developed the Methodology of the 7Cs (Com-
prehension, Creation, Contemplation, Compatibility, Correction, Construction
e Contribution) with the objective of minimizing the difficulties faced by the
undergraduate students in courses of the Computing field in the process of learn-
ing and the comprehension of basic contents of the discipline of Algorithms.
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They have used Kahoot! to apply the Methodology in the Contemplation,
Compatibility and Correction dimensions. According to the authors, the use
of this tool has shown new possibilities to apply the proposed methodology to
make the classes more dynamic and attractive, not losing its value as a learning
proposal [7].

A different study, by Pereira, Santos e Suárez [14], has verified if the leader-
boards can stimulate the exercises practice and the learning of Discrete Math-
ematics. The authors have made a controlled experiment with two sample
groups (one with a gamified scenario and a non-gamified one) in order to
measure/distinguish the performance in relation to the numbers of questions
answered, as well as the quantity of correct answers between the groups. For
the gamified scenario, the Kahoot! tool has been used and there has been a sig-
nificant statistical difference between the groups only in the quantity of correct
answers, demonstrating that the leaderboards can encourage specific behaviors
due to the competition during the question resolution process and consequently,
in learning. Still, in the execution process, the authors stressed that it was pos-
sible to observe how motivated the students felt for participating in the exper-
iment, because in the proportion that they answered the questions, they also
competed among themselves because of the time that the system provides for
each answer. In the non-gamified scenario, they have observed that the tradi-
tional paper-and-pencil method was adopted and the students answered in a
remarkably calm manner [14].

Specifically in relation to problem resolution, Niemivirta [12] has examined
the performance of students with different behavior patterns to achieve the objec-
tives, in a complex problem solving task under different instructional conditions.
Contrary to the point of view that the support of the performance goals, spe-
cially in a determined context (for instance in a competitive situation), could
promote engagement and motivation for the tasks, the condition of ego involve-
ment has resulted in a highly negative pattern of self-handicaps in students that
emphasized the performance goals. The results have shown how the students with
different orientation patterns related to goals experienced the task situations in
different ways, even when no differences were found in their real performance.
In the authors opinion, the differences in the group level varied even more due
to the instructional condition [12].

Hakulinen and Auvinen [6] analysed badges in a Data Structures and Algo-
rithms course from the perspective of Goal Orientation Theory. The authors
have added badges in an online learning environment used in a Data Structure
and Algorithms course and examined the answers of the students with different
profiles and analysed how the students who were more motivated by the badges
differed from others in terms of orientation and behavior to achieve the goals.
The authors have discovered that the students more motivated by the badges had
mastery-intrinsic, mastery-extrinsic and performance approach orientation sig-
nificantly higher and less orientation to quit. They have also discovered that all
the students already had a good performance before the introduction of badges e
that, not all high performing students were motivated by the badges. They have
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detected that the same gamification mechanism can be a motivator to some
students while not appreciated by others [6].

For Buckley and Doyle [1], gamification has affected the students with differ-
ent kinds of motivation in different ways. Their results have demonstrated that
it is particularly effective for students who are intrinsically motivated, mainly
by a motivation to know or related to stimulation. The effect on students who
are extrinsically motivated seems to have been limited to the students who are
motivated by identification. In general, the results have suggested that gamified
learning interventions have a greater impact over students who are intrinsically
motivated. For the authors, this result is not an argument against gamification,
but rather, considered a good practice to encompass a variety of learning inter-
ventions designed to engage a variety of learning types, and crucially, guarantee
that no-one is deprived.

6 Discussion

Having the research analysed in relation to the research done by other authors
[1,2,6,7,12,14] and taking into account that a teaching and learning environment
is being dealt with, the student who stressed that using Kahoot! helped him “to
an extent” can’t be ignored.

As Hakulinen and Auvinen [6] have indicated, the same mechanism of gam-
ification can be motivating to some students while not appreciated by others.
Niemivirta [12], in turn, affirms that contrary to the point of view that a competi-
tive situation could promote engagement and task motivation, this can also result
in a negative pattern in students who emphasize performance goals. Therefore, it
is highlighted that in all gamified activities, the major concern is always focused
on using intrinsic stimulation, promoting the cooperation, fun and enjoyment
in the classroom, much more than with extrinsic stimulation as scores, levels
and ranking. These serve as support to the agreement of rules associated with
gamification used and to challenge the students to execute the tasks proposed
in the discipline. This concern was also marked by Dicheva et al. [4] who have
emphasized that finding and sharing new ways to apply gamification to learning
contexts that are not limited to extrinsic rewards as achievements and medals
and that are more significant for the students is crucial to increase the applica-
tion of this emerging technology in education.

7 Conclusion

It is observed that the insertion of technological tools based on the concept
of gamification in the classroom is well-received by the students, as an extra
resource to help them in the teaching and learning process, since it makes the
classes more dynamic, fun and competitive. This scenario is constituted of chal-
lenges to both the professor and the students, insofar as establishing flexibility,
creativity and partnership among professor and students.
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In terms of design, the attempt to use the lessons learnt with games to make
the interfaces more pleasant is an old topic in the field of Human-Computer
Interaction (HCI) [8]. Considering, in this context, the analysis of the gamifi-
cation design principles of Dicheva et al. [4] it was possible to notice an array
of possibilities that the design of these tools offer for the use in an educational
context.

While evaluating this array of possibilities, it is stressed how much the design
of tools influenced the viability of activities that the professor can create. How-
ever, even if some of these principles are not directly configurable via the tool,
their knowledge can help the professor to think how to favor them, via applied
teaching methodology or even relating them with other tools. One example was
the developed app, Student – Ranking, that possibilitated each student to fol-
low their own performance or the one from the group, gamifying other class-
room activities that were not developed with Kahoot!. The combination of both
allowed the exploration of different resources related to gamification and their
impact in this scenario.

It is intended, in future research, to make new activities using the Kahoot!,
with the possibility to work in teams, to observe and not expose the students that
are not comfortable with the competition situation. Moreover, it is indicated the
necessity to analyse how the design of these tools could intrinsically stimulate
the users and what other possibilities they could present, to better favor the
interaction.
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Paulo (1999)

11. Muller, O.: Pattern oriented instruction and the enhancement of analogical reason-
ing. In: Proceedings of the First International Workshop on Computing Education
Research (ICER 2005), pp. 57–67. Association for Computing Machinery, New
York (2005). https://doi.org/10.1145/1089786.1089792

12. Niemivirta, M.: Motivation and performance in context: the influence of goal ori-
entations and instructional setting on situational appraisals and task performance.
Psychologia 45, 250–270 (2002)

13. Pantoja da Silva, A., Pereira, L.M.: Gamificação: como jogos e tecnologias podem
ajudar no ensino de idiomas. Estudo de caso: uma escola pública do Estado do
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Abstract. The increased ubiquity of technology in everyday life, as well as the
value placed on technology skills, has resulted in increased use of technology in
the classroom. STEM education has become a focal point in modern K-12 class-
rooms, with educators seeking ways to create technology-rich learning spaces.
We propose that pedagogical design around Augmented Reality (AR) technology
can be used to provide students with novel learning opportunities that take advan-
tage of tangible printed materials and mobile technology that is readily available
at home. As a learning resource, augmented reality (AR) has shown its versatil-
ity at all levels of education (C. H. Chen et al., 2015, T. Bratitsis et al., 2017,
A. M. Amaia et al., 2016). In this paper, we present FLCARA; the Frog Life
Cycle Augmented Reality Application, which presents the frog life cycle stages
to students as a complete three-dimensional model placed in front of them. Using
printed cards representing the various stages of the frog’s life cycle, the students
organize the cards to reflect the correct order of the cycle and then use the appli-
cation to check if the order is correct. The application’s design can be mapped
easily onto other subjects, providing teachers with additional pedagogical tools
to utilize in the classroom. The results of our initial study on the usability of the
application are quite promising and reflect positively on this application’s usability
for the intended educational purpose. Overall, 90% of our participants agree that
the application is effective; they were satisfied with the application’s educational
content (mean = 4.56, st dev = 0.76).

Keywords: Augmented reality · Educational application · Science · STEM

1 Introduction

Educators have a difficult task to prepare learners to becomeaproductive part of thework-
force in an ever-changing digital world. This global phenomenon has resulted in con-
temporary teaching being tangential to learners. Although technology can help resolve
this conundrum, educators must have an understanding of how technology can be inte-
grated into the curriculum to support learning outcomes for learners. Teachers harbour
certain concerns, the most prominent being the displacement of the role of teachers in
the classroom by technology. However, this concern is unfounded as the teacher’s role
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has progressed to facilitating technology use in the learning process and giving students
a basis for how they can strategically use the technology. There is consensus amongst
educators around the globe that the integration of technology in the learning process is
vital in contemporary society (Gallou and Abraham 2018). Therefore, educators must
create a learning environment where every learner can learn to use technology effec-
tively. This involves integrating technology into the curriculum, which inadvertently
helps educators develop their teaching skills. This development is attained by revamp-
ing the class environment with technology-based learning that supports learners who
have been familiarized with technology in the digital age. The right of learners to access
the most advanced pedagogical practices is tied to their success in an ever-changing job
market.

As a learning resource, augmented reality (AR) has shown its versatility at all levels
of the educational field and is a relevant step towards a technology-based learning envi-
ronment primarily due to the features that differentiate it from other learning resources
(Petrov and Atanasova 2020). The ability to interact with AR pedagogical technologies
provides the student with a different perspective from which to scrutinize information
and ideas. Furthermore, it allows teachers to incorporate a variety of materials and uti-
lize different formats, such as URLs, videos and text (Cabero and García 2016). More
importantly, the peripherals required for AR use, such as smartphones, are sometimes
readily available to learners as they have become commonplace (Yáñez-Luna and Arias-
Oliva 2018), althoughwe acknowledge that such access is depending on socio-economic
status.

This ubiquity is vital as we look towards the literature of technology in educational
fields. AR, as an emerging technology, has been swiftly adopted and incorporated into
educational areas not only due to the diverse possibilities it offers (Johnson et al. 2016,
Villalustre and Moral 2017, Bacca et al. 2014) but also due to the accessibility of smart-
phones/ tablets. The characteristic of AR having supporting peripherals that are already
in conventional use bodes well for its continued use in the educational sphere (Cano and
Sevillano-García 2018). Educators have an opportunity to help students develop 21st-
century skills by introducing AR in the classroom. Prior research suggests that there is
sufficient evidence to support the implementation ofAR-based technologies in education
to encourage interest in a variety of subjects and provide a holistic learning experience
to learners by linking outcomes in the virtual and physical world (El Kouzi, Malek et al.,
2019).

Forbes described AR as one of the dominant technological advances that could bring
about a shift in the educational landscape over the next ten years (Forbes 2019). The
characteristic of AR is its capablity of augmenting real world items with digital assets
makes it stand out among other technologies. Furthermore, the scrutiny and consumption
of media in real-time in AR using accessible technologies such as smartphones places
it in a promising position to bring about a paradigm shift in the use of technology in
education (AASA2014). From the perspective of educational technology or EdTech, AR
can offer a more personalized educational experience due to the embracing of audio-
visual elements in its use and because it engages the kinetic senses of the user. This
can pique the interest of learners and give them greater enthusiasm for the learning
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experience. Moreover, AR offers a memorable experience to learners as it is a relatively
novel technology that can bring about an emotive undertaking for learners.

2 Literature Review

Consensus on how technology should be used in education is moving towards creating
learning experiences that promote better learning outcomes and improve accessibility to
all students, rather than the previously held reservations on whether technology should
be used at all (AASA 2014).

This requires that educational content be designed in a way that improving learning
outcomes becomes a priority. Research by Park et al. (Park et al. 2015) indicates that
learning outcomes can be enhanced when interactive or illustrative teaching tools and
methods are used under lowworkingmemory conditions such as narration. Their findings
further posit that due to the cognitive processes, selecting and organizing information into
logical models can be supported by these illustrative tools and methods if implemented
correctly. This has been established through fresh developments in learning sciences,
which has given a newunderstanding of how technology can reshape andvitalize learning
experiences (Bransford et al. 2000).

Implementing technology use in education has offered learners and educators the
prospect of accessing resources and expert knowledge unbound by geographical limi-
tations. It also allows communities to become educational hubs as they can still access
resources related to a variety of subjects through virtual connectivity, almost matching
the in-person school experience (Office of Educational Technology 2016).

Furthermore, developments in computing technology have created new avenues for
cooperation on a global scale while allowing for the creation of self-adaptive systems
that facilitate real-time academic appraisal. These developments couldmake the learning
processmore user-centric, allowing students to have a curriculumbased on their strengths
and limitations (Zhu and Tang 2017).

When evaluating AR learning applications in the classroom, developers and educa-
tors must be aware that initial findings may be subject to novelty effects, especially when
considering the level of exposure in particular age groups. Young children are exposed
to 3D interactive graphics through games, but their lack of exposure to newer technology
such as augmented reality can take away interest from the subject matter. This novelty
effect brings about curiosity in the technology itself rather than effectively delivering
educational content through AR. Such considerations should be made when attempting
to integrate AR in education (Seo et al. 2006).

Given that most technologies introduced in education have their benefits and draw-
backs, research highlights that AR is not exempt from this phenomenon. A literature
review on the positive and negative outcomes of AR in education by Radu (2012) high-
lighted that AR provided a more holistic understanding of content requiring spatial
awareness such as geometrical objects, astrometry, geometrical profiling and in under-
standing how words can be symbolically associated with other phrases. On the other
hand, the negative learning outcomes were evident in need for greater scrutiny and
deliberation, which, at lower and intermediary levels of education, can be challenging.
This might result in some students not concentrating fully on the content and adversely
affect team-related contributions.
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Over time, research has provided evidence that virtual environments and related
games can have positive social outcomes such as improvements in compassion, emo-
tional control and social consciousness (Chen et al. 2015; Li et al. 2017). Virtual environ-
ments can also improve individual learner outcomes such as problem-solving, improved
collaborative instincts, and abatement in behavioural issues and suspensions from school
(Hanna et al. 2014).

Comparisons to traditional learning content are essential to examining the net benefit
ofARuse. Diaz et al. examined these comparisons, pitting static content against dynamic
AR content. Their discovery was that 90% of students surveyed indicated that compre-
hension of new topics was made easier with AR content, and 80% favoured interactive
animations to understand new learning concepts (Diaz et al., 2015).

Hands-on aspects of STEM notwithstanding, learning these subjects from texts can
be daunting for learners. Research highlights that activities outside of the usual syllabus
can incentivize students to take more interest (Fortus and Vedder-Weiss 2014) UNESCO
recommend that providing a context of how science can be used outside the classroom
can help motivate learners. By highlighting the impact of science-based application in
society, AR in education can enhance the real-world use of science (Fensham 2008). AR
has the potential to overlay relevant information in these very same texts, pre-senting
animated simulations and interactive digital content that engages users while being
situated in the context of curriculum-approved texts.

Dunleavy andDede assessed 14AR-based games and interactive applications related
to science. They discovered that AR provides the best outcomes when used in extracur-
ricular activities that entail in-depth examination, immersion and investigation. Smart
devices and AR-based devices offer a platformwhere complex scientific concepts can be
explicated through simulations and combinations of real and virtual object assessment
(Dunleavy and Dede 2014).

In-class projects promote positive learning outcomes through developing relevant
skills needed in the modern-day in areas such as ingenuity, cooperation and leadership
if suitably implemented. Furthermore, critical thinking skills can be developed through
project-based activities. Digital games give learners an opportunity to vary their choices,
use their judgment and respond to outcomes in a nurturing environment (Reardon 2015).

Freitas and Campos assessed how AR could be used in 2nd-grade level subjects such
as transportation means, animal classifications and similarities in semantics, as used by
Kerawalla. The design of these scenarios and how they are to be evaluated were also
considered in their assessment. The results showed that AR could help sustain significant
levels of motivation in 2nd-grade learners while also providing positive outcomes for
underperforming students by improving their learning experiences (Freitas and Campos
2008).

Based on the review of literature, there is enough evidence to support the implemen-
tation of AR-based technologies in education can be useful in encouraging interest in
a variety of subjects and providing a holistic learning experience to learners by linking
outcomes in the virtual and physical world. This linkage allows for a better understand-
ing of abstract concepts and topics that make their real-world application more relevant
for learners.
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This work builds on preceding theory and research to an additional perspective of
howAR technology in an educational context can be used predominantly by approaching
AR as a supportive tool for teachers and examining the impact on learners’ academic
achievement, usability/satisfaction and motivation.

3 Motivation

In our review of the literature presenting STEM-based AR applications, we noted a lack
of augmented reality applications as an emergent technology which are developed for
classroom science text books specifically for the Animals Life Cycle. Our first stage
was to create and application which addresses the Frog Life Cycle dedicated to primary
school students. the Frog life cycle for primary school students. To this end,we developed
FLCARA to improve the student’s memorizing this lesson through an interactive AR
application. In this study, we present a preliminary usability analysis of this application
using heuristics presented in the PREMEGA framework (Shoukry 2015). FLCARA
encourages a self-driven approach to learning by introducing textbook material as an
immersive, 3D model that can be uncovered by discovering the parts of their school
textbooks using our application.

The FLCARA application takes the frog life cycle stages out of a two-dimensional
textbook and presents it to students as a complete three-dimensional model placed in
front of them. Using the application, which runs on a smartphone or tablet, students can
develop a visual understanding of each stage by tilting, rotating, and panning the camera
around the 3D virtual content. Not only the application presents 3D virtual content (EL
Kouzi et al. 2019) also it poses students with interactive buttons that allow them to check
if they have placed the markers in the correct stage place. This is a novel application for
several reasons:

• To the best of our knowledge, this is the first Augmented Reality application to visu-
alize the frog life cycle. It enables students to look at each stage and memories the
correct sequence.

• This application is easy to use. And the activity which the users will be doing is fun.
• The markers of this application are intentionally made simple so that the participants
will

• expect what to see as AR above each figure.
• The presence of the button allows participants to test for unlimited trials if they have
placed the stages correctly without worrying about failing or being judge by other
students.

4 The Application

The development tools that have been used for this application are Unity editor
2019.3.14f1 and Vuforia Software Development Kit (SDK) for Android. The Android
SDK is also required for compilation. The Unity engine supports the development of
applications for PC, Android, and IOS using the Unity graphics engine. Vuforia is an
Augmented Reality SDK for mobile devices that uses computer vision to recognize
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markers, allowing developers to link virtual content (e.g., pictures, movies, 3D models,
audio files, etc.) to real-world objects. The Vuforia SDK is available for Android Studio,
XCode, and Unity, which was selected for this application.

The applicationwas developed to recognize specificmarkers to display the 3Dmodel
on top of it. The 3D model consists of five stages of the frog life cycle. The users should
put the stages correctly organized in the life cycle diagram, as in Fig. 1. Then they check
if they have put them correctly by pressing the “check” button. After that, the student
will be informed if they have put it in the right order or not by a text appearing on the
screen. In case they have placed them incorrectly, they will be able to change their order
until they are ordered correctly.

Fig. 1. FLCARA markers placed in correct order in life cycle diagram

5 Bloom’s Digital Taxonomy

In 1956, educational psychologist Benjamin Bloom developed a taxonomy of learning
objectives, as a composition to recognize the learning procedure. He had divided his
taxonomy into three psychological domains:

– Cognitive: processing information
– Affective: attitudes and feelings
– Psychomotor: physical skills.

His taxonomy advanced from Lower Order Thinking Skills (LOTS) to Higher Order
Thinking Skills (HOTS). Later, Lorin Anderson and David Karathwohl revisited his
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Taxonomy. They have used verbs instead of nouns, and they reorganized the order of
categories. After that, Andrew Churches extended Anderson and Karathwohl’s cate-
gories and developed it to become a digital environment (Churches 2010). We used
Bloom’s Digital Taxonomy to facilitate learning. Below how does the AR application
follow this taxonomy:

1. Remembering: First, the students will view the 3D frog life cycle models above each
marker. They will be able to match the name written on the marker with the figure
above it. So the student will be able to visualize this stage.

2. Understanding: the students will be able to identify the 3D figure by looking at their
physical parts from all sides. Also, they can compare the stages of the life cycle with
each other.

3. Applying: In this stage, the students will display the markers in the empty life cycle
picture. So, they will construct the life cycle and present it properly. The students
will take their knowledge and understanding of different situations.

4. Analyzing: In this stage, the students will think critically and explore the best way
to order the markers in the correct structure by organizing them correctly.

5. Evaluating: After placing the markers in their places, the students will press the
check button to evaluate their work. They can judge by themselves if their work
is correct by testing it. This will let them find effective solutions to the puzzle and
justify conclusions while drawing on their knowledge and understanding.

6. Creating: After building the cycle and combining the markers in their correct place,
the students will be able to view the elements which are put together to form a
coherent or functional whole.

6 Methodology

The purpose of this project is to design a complementary learning application through
the use of AR technology. This application will facilitate the mapping of interactive con-
tent into instructor-selected textbooks to support the curriculum. The incentive behind
the development of this educational AR application is to provide an exhibition of the
demonstrable benefits of AR integration in learning beyond novelty effects. This is in
addition to the improvement in learner comprehension of complex STEM topics. In this
paper, the usability of the application will be tested in the use case of a unit in a Biol-
ogy course, with the corresponding study presented. Usability issues can significantly
affect the effectiveness of this AR application, according to prior results in some studies
(Akçayır et al. 2017; Radu et al. 2016). Hence the importance of assessing the applica-
tion’s initial usability in a learning setting. Future studies will help understand anecdotal
usability issues for a target user group and evaluate the prospect of using the application
in a real learning setting.

In this evaluation,we resolved to use thePre-MEGAframework designed byShoukry
et al. (2015). The rationalization for selecting this framework is based on its provisions
for detailed heuristics that facilitate the assessment of mobile-based pedagogical tech-
nologies targeted towards children. Despite some heuristics related to game mechanics
and user-generated avatars being inapplicable in this paper, the framework addresses
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issues of usability, ease and functionality of interaction, and pedagogical content design.
Addressing these issues provided a basis from which we could design our usability
questionnaire.

6.1 Participants

Eighteen adults had participated in this study. The participants were between 18 and
45 years old. Although this group does not represent the target age group of the applica-
tion, it is not uncommon in HCI to use low-risk populations to first evaluate the usability
of an application before moving on to studies involving the target group (e.g., minors).
Participants were recruited using convenience sampling and by advertising the study
on the Carleton Research Participants Facebook page. They were told that they might
withdraw at any time they wish. After they submit the questionnaire, they may not be
able to cancel their participation since the data will be saved anonymously, so no name
or code number was saved with the questionnaire. The participants had read the consent
form and agreed to participate in the study. The consent form was sent by email to those
who agreed to participate in the study.

6.2 Procedure

The participants who read the consent and accepted it had received an email containing
the link for the application on Google Play Store and a pdf attachment with the required
markers to print at home (markers are used by the application to interact with the AR
experience), and a link to an online questionnaire. They installed the application on their
devices. Then they’ve printed the two markers, M1 (Fig. 2) & M2 (Fig. 3).

Fig. 2. FLCARA square markers M1.

The marker M1 contains 5 square markers; each marker has the name of the frog
life cycle stage. They looked from the device at that M1. The augmented reality figures
appeared floating above the fivemarkers found onM1.After that, the participants cut and
removed the markers fromM1 and place them onM2. They looked through their devices
and checked if they have placed them correctly by pressing on the “check” button. If
they set it incorrectly, they would get “incorrect, try again” else, they get “correct.” After
placing the markers in the correct places, the participants had to answer the provided
questionnaire.
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Fig. 3. FLCARA empty life cycle diagram M2

7 Results

7.1 Results from the Questionnaire

67% of the participants were ones in the age range 40 – 40 + and 33% were in the age
range 18–28years old.When asked howcomfortable they arewhen using amobile device
on a daily basis, 83% said that they are very comfortable, and only 17% were neutral.
61% of the participants describe their overall experience after using the application as
“very good,” while 39% described it as “good.” When asked if they used augmented
reality before, 56% said yes, and 44% didn’t use it before. Only 33% of the participants
have used an AR application before playing this App.

7.2 Heuristic Evaluation

Next, mobilizing heuristics from the PreMEGA framework (Shoukry et al. 2015), we
evaluated participant feedback on the usability of our application.

Efficiency:

• The application started quickly.
• The application enables independent use after first use.
• The application consistently responses to user actions.
• The application has clear, fun actions to reach educational goals.

Effectiveness:

• The application makes connections to learning content.
• The application is supportive rather than distractive.
• The application show figures based on real-life experiences.
• The application uses a theme meaningful to children.
• Augmented Reality is a good tool to be used for educational games.

Satisfaction:

• I felt satisfied with the educational content found in this AR application.
• It was easy to understand the differences and similarities between the two cells in this
application.
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• The elements of the application the interface was easy to identify.
• I felt comfortable to hold the device and press the virtual button.

Efficiency. Weused the heuristics of the PreMEGAFramework to evaluate the efficiency
of the application design. Heuristics were presented as positive statements on usability
using a 5-point Likert scale where high values indicate agreement with the heuristic.
Efficiency here refers to the overall responsiveness of the application (e.g., content
loading time, response to user inputs, etc.). System efficiency relates not only to the
computational power of the device running the application but also coding choices
that can impact system responsiveness and lag. Overall, FLCARA scored very well on
efficiency heuristics. Participants indicated that the application started quickly (mean=
4.6, st dev = 0.90). Regarding User Interface (UI) design and ease of use, participants
indicated that the application design enables independent use after first use (mean =
4.83, st dev = 0.50). When asked about the consistency response to the user actions of
the application, participants noticed that the application response well to user actions
(mean = 4.83, st dev = 0.37). Overall, participants indicated that the educational goals
of the application were clear (mean = 4.67, st dev = 0.58). Participant feedback on the
efficiency of the design was consistently high. We assert that these preliminary results
reflect positively on the usability of this application for the intended educational purpose.

Effectiveness. Where efficiency heuristics are linked to general usability, effectiveness
heuristics assess the ease of use of the application regarding the interactivity of edu-
cational content. We asked participants to reflect on whether the application makes a
strong connection to learning content. participant feedback on this heuristic was positive
(mean = 4.72, st dev = 0.45). Most of the participants found the application supportive
of learning goals rather than distractive (mean = 4.61, st dev = 0.76). The participants
also evaluated the content delivery and presentation of the interactive 3D AR models
as appropriate to the subject matter (mean = 4.94, st dev = 0.23). Participants also
indicated that the application design seems meaningful for the target age group (mean=
4.94, st dev = 0.23). The application will be considered effective if it has a high degree
of success in increasing the learner’s interest in the subject matter and if it provides a fun
and engaging way to interact with educational content. Overall, 90% of our participants
agree that the application is effective, which does reflect positively on the usability of this
application for the intended educational purpose. we were further interested in learning
whether or not our participants felt as though AR would be a useful pedagogical tool
– beyond the initial novelty effect. Although the duration of the study does not allow us
to accurately assess novelty effects, we note here that participants agreed that AR is a
good tool to support traditional classroom teaching (mean = 4.94, st dev = 0.23).

Satisfaction. The final set of questions was used to assess the features that were unique
to this application. specifically, we were interested in whether or not the educational
content of the applicationwas easy to understand, if the differences between the cell types
were presented effectively, and how participants felt about the interactive content and
virtual buttons. Overall, participants agreed that they were satisfied with the educational
content of the application (mean = 4.56, st dev = 0.76). The participants also agreed
that it was easy to understand the differences and similarities between the two types of
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cells presented in this application. None of the participants disagreed about the easiness
of it. The results were (mean= 4.89, st dev= 0.31). The participants also noted that the
elements of the application interface were easy to identify (mean= 4.89, st dev= 0.31).
This application required the user to hold the device and point it to the marker; then, the
user has to press on the virtual button found on themarker (paper). Although participants
indicated that they were comfortable viewing and interacting with the virtual button for
the duration of the study (mean = 4.83, st dev = 0.37), some participants indicated
some fatigue in performing this type of interaction over extended periods of time, which
could introduce problems in-classroom use, where students would likely be using the
application more frequently and for longer periods of time. Overall, the results of our
initial study on the usability of the application are quite promising. User feedback was
overall quite high, and the design of the application seemed to spark our participants’
interest in learning more about the subject matter. Using these results going forward, we
plan to modify the application to take some of the usability concerns into account before
launching a longitudinal study in our local schools. also, we hypothesize that the design
of FLCARA can be mapped easily onto other applications in science topics, especially
when there is a certain sequence that should be organized in a specific way.

7.3 Participants Subjective Feedback

Assessment determines the learning and appropriate assessment practices are used to
stimulate required knowledge. The purpose of the assessment is to help the students gain
a better understanding of what it is they are learning, improving the efficiency of what
the student can absorb (Anderson 2007). Some of the participants were glad to share
with us some of their comments after using the application. Following are some of their
feedback:

• “AR can plays a constructive roles in helping students grasp complex concepts and
make it attainable not only for above average student but also for the majority of
student who may have difficulty realizing these concepts otherwise.”

• “I would highly recommend the use or AR in classroom since it is simple fun and has
a great potential to simplify and attract the attention of future generations.”

• “Due to different types of student’s learning abilities I think this is type of learning
could help support and improve the process of learning.”

• “AR would enable the students to link abstract concepts to real life contexts and this
is very beneficial since our kids are becoming more and more visual learners.”

• “This applications is like a self study because the kids can know the correct answer
after the picture appears.”

• “It is really easy to use this application. Some kids don’t like to read books and listen
to the teacher so this is a very good alternative to normal boring learning.”

• “With such applications the students will learn while enjoying technology.”

8 Conclusion and Future Work

Prior research indicates the effectiveness of AR in improving the impetus to learn in
classroom situations. In this project, the authors demonstrated an educational application
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called FLCARA with the intention of promoting STEM-related subjects in a classroom
setting. The initial evaluation presented in this paper addressed a specific unit in biology,
with future evaluations providing an exploration of how heuristic sets can be generated
for purposes of educational AR. The application was designed to take advantage of 2D
content present in textbooks and overlay interactive 3D content over them, providing
students with supplementary pedagogical tools for scientific practice. The application
uses the Frog Life Cycle topic, providing visual contexts that improve comprehension.
Participant feedback from using the application was largely positive, which gives us
further guidance on how to approach the next phase of development and evaluation.
The research study corroborates the author’s assumption that the AR application sup-
ports individual student learning, and the underlying technology enhances enthusiasm
in STEM-related subjects. It is the opinion of the authors that AR technology use will
burgeon as an educational tool.

One of the drawbacks of this study was it used adult learners as usability testers
of the application. Although it is customary practice to do so in preliminary usability
studies, there is a possibility that the outcomes obtained in this study may slightly differ
from the outcomes using the target population as subjects. To overcome this, future work
will include usability studies from the target age group and comparisons will be drawn
to pinpoint differences in some aspects of usability, such as cognitive differences. This
will be done before longitudinal studies on the learning effects of AR are conducted.
The results of the participant questionnaire provided assurances that future work on
educational AR applications in STEM learning can be productive. This researchwill also
be applied in future work where the authors will examine the other areas of STEM-based
learning using a similarmethodology. Teachers and students inGradeTwo classeswill be
a vital part of this stage as theywill provide a better understanding of the application from
a real-world, classroom perspective. With this in mind, the authors theorize that a co-
design approach toARpedagogical tools will be beneficial to researchers in surmounting
the design challenges and novelty effects that limit progress in this area.

References

Akçayır, M., Okçe Akçayır, G.: Advantages and challenges associated with augmented reality for
education: a systematic review of the literature (2017). https://doi.org/10.1016/j.edurev.2016.
11.002

American Association of School Administrators (AASA): Consortium for School Networking,
and National School Boards Association. Leading the digital leap (2014). https://www.
cosn.org/about/news/aasa-cosn-and-nsba-team-%E2%80%98lead-digital-leap%E2%80%99.
Accessed: July 10, 2020

Anderson, T.R.: Bridging the educational research-teaching practice gap: the power of assessment.
Biochem. Mol. Biol. Educ. 35(6), 471–477 (2007)

Bacca, J.; Baldiris, S.; Fabregat, R.;Graf, S.;Kinshuk,G.:AugmentedRealityTrends inEducation:
A Systematic. Review of Research and Applications. Educ. Technol. Soc. 17, 133–149 (2014)

Bransford, J., Brown, A., Cocking, R.: How People Learn: Brain, Mind, Experience, and School.
Commission on Behavioral and Social Sciences and Education: National Research Council,
133. Retrieved from how-people-learn-brain-mind-experience-and-school-expanded-edition
(2000)

https://doi.org/10.1016/j.edurev.2016.11.002
https://www.cosn.org/about/news/aasa-cosn-and-nsba-team-%25E2%2580%2598lead-digital-leap%25E2%2580%2599


FLCARA: Frog Life Cycle Augmented Reality Game-Based Learning Application 29

Cabero, J., García, F.: Realidad Aumentada. Tecnología Para La Formación; Síntesis: Madrid,
Spain (2016)

Cano, E.V., Sevillano-García, M.L.: Ubiquitous Educational Use of Mobile Digital Devices. A
General and Comparative Study in Spanish and Latin America Higher Education. J. New
Approaches Educ. Res. 7,105–115 (2018)

Churches, A.: Bloom’s digital taxonomy (2010)
Diaz, C., Hincapié, M., Moreno, G.: How the Type of Content in Educative Augmented Reality

Application Affects the Learning Experience. Procedia Comput. Sci. 75, 205– 212 (2015)
Dunleavy, M., Dede, C.: Augmented Reality Teaching and Learning. In: Spector, J.M., Merrill,

M.D., Elen, J., Bishop, M.J. (eds.) Handbook of Research on Educational Communications and
Technology, pp. 735–745. Springer, New York (2014)

Fensham, P.J.: Science Education Policy-making: Eleven emerging issues (UNESCO) (2008).
http://goo.gl/0erjiV

Forbes: “How Is Augmented Reality Being Used In Education?” (2019). Accessed May 2020
Fortus, D., Vedder-Weiss, D.: Measuring students’ continuing motivation for science learning. J.

Res. Sci. Teach. 51(4), 497–522 (2014). https://doi.org/10.1002/tea.21136
Hanna, N., Richards, D., Jacobson, M. J.: Academic performance in a 3D virtual learning environ-

ment: different learning types vs. different class types. In Pacific Rim Knowledge Acquisition
Workshop (pp. 1–15). Springer, Cham, December 2014

Li, J., van der Spek, E., Hu, J., Feijs, L.: SeeMe Roar. Abstr. Publ. Annu. Symp. Comput. Interact.
Play - CHI Play ’17 Ext. Abstr., no. October, pp. 345–351 (2017)

Johnson, L., Adams, S., Cummins, M., Estrada, V., Freeman, A., Hall, C.: NMCHori-
zon Report: 2016Higher Education Edition; The New Media Consortium: Austin, TX,
USA, 2016. http://blog.educalab.es/intef/wp-content/uploads/sites/4/2016/03/Resumen_Hori
zon_Universidad_2016_INTEF_mayo_2016.pdf

Seo, J., Kim, N., Kim, G.J.: Designing interactions for augmented reality based educational
contents. Lect. Notes Comput. Sci. 3942, 1188–1197 (2006)

Office of Educational Technology, United States of America, 2016, Section 1: Engaging and
Empowering Learning Through Technology. https://tech.ed.gov/netp/learning/, Accessed 16
July 2020

Park, B., Flowerday, T., Brünken, R.: Cognitive and affective effects of seductive details in mul-
timedia learning. Comput. Hum. Behav., 267–278 (2015). https://doi.org/10.1016/j.chb.2014.
10.061

Petrov, P.D., Atanasova, T.V.: The Effect of Augmented Reality on Students’ Learning Perfor-
mance in Stem Education. Information 11(4), 209 (2020)

Freitas, R., Campos, P.: SMART: a System of Augmented Reality for Teaching 2nd grade students.
In: Proc.of BCS-HCI ’08, vol. 2, pp. 27–30 (2008)

Radu, I., MacIntyre, B., Lourenco, S.: Children’s crosshair and finger interactions in handheld
Augmented Reality: Relationships between usability and child development. In: Proceedings
of The 15th International Conference on Interaction Design and Children, pp. 288–298. ACM
(2016)

Reardon, C.: More than toys—Gamer affirmative therapy. Social Work Today, 15(3), 10 (2015).
http://www.socialworktoday.com/archive/051815p10.shtml.

Radu: Why should my students use AR? A comparative review of the educational impacts of
augmented-reality. ISMAR 2012 - 11th IEEE Int. Symp. Mix. Augment. Real. 2012, Sci.
Technol. Pap., pp. 313–314 (2012)

Sotiriou, M., CH Tong, V., Standen, A.: Shaping Higher Education with Students–ways to connect
Research and Teaching, p. 346. UCL Press (2018)

Shoukry, L., Sturm, C., Galal-Edeen, G.H.: Pre-MEGa: A Proposed Framework for the Design
and Evaluation of Preschoolers’ Mobile Educational Games. In: Sobh, T., Elleithy, K. (eds.)

http://goo.gl/0erjiV
https://doi.org/10.1002/tea.21136
http://blog.educalab.es/intef/wp-content/uploads/sites/4/2016/03/Resumen_Horizon_Universidad_2016_INTEF_mayo_2016.pdf
https://tech.ed.gov/netp/learning/
https://doi.org/10.1016/j.chb.2014.10.061
http://www.socialworktoday.com/archive/051815p10.shtml


30 M. El Kouzi and V. McArthur

Innovations andAdvances inComputing, Informatics, SystemsSciences,Networking andEngi-
neering. LNEE, vol. 313, pp. 385–390. Springer, Cham (2015). https://doi.org/10.1007/978-3-
319-06773-5_52

Villalustre, L.; DelMoral,M.E. Expeirencias Interactivas ConRealidadAumentada En LasAulas;
Octaedro: Barcelona, Spain (2017)

Yáñez-Luna, J.C., Arias-Oliva, M.: M-learning: ttechnological acceptance of mobile devices in
online learning. Tecnol. Cienc. Educ. 10, 13–34 (2018)

Zhu, Q., Tang, Y.: Design of an augmented reality teaching system for FPGA experimental instruc-
tion. In: 2017 IEEE 6th International Conference on Teaching Assessment and Learning for
Engineering (TALE), pp. 35–38 (2017). ISSN 2470–6698

3C Institute: Serious games (2015). https://www.3cisd.com/what-we-do/serious-games. Accessed
3 July 2020

https://doi.org/10.1007/978-3-319-06773-5_52
https://www.3cisd.com/what-we-do/serious-games


“Let There Be Light”: Evaluating a Serious
Game Using Image Schemas for Teaching

Preschool Children Scientific Concept
and Developing Their Creativity

Zhuolin Gu, Wenyuan Ling, Bo Liu(B), and Zhao Liu

Shanghai Jiao Tong University, Shanghai 200240, China
{Lingwenyuan,bibobox,hotlz}@sjtu.edu.cn

Abstract. More and more digital scientific apps appear in children family edu-
cation due to their attraction, but they are difficult to help children deepen the
understanding of abstract scientific concepts. Herein, in order to further help chil-
dren learn light science, we evaluated a serious game which is based on the image
schema theory. The game uses the interactive strategy of analogy to bridge the gap
between children’s intuitive cognition and scientific explanation, and integrates the
gamification to achieve the training goal. The degree of children’s concept under-
standing was compared by the pre-test and post-test results of 15 children. The
results show that children can more accurately understand basic optical concepts
and actively create their own light stories.

Keywords: Science concept · Image schemas · Constructionism · Serious
game · Preschool children · Light · Creativity

1 Introduction

The informal Science Education, as a way to influence the formation of children’s sci-
entific literacy, is being widely paid much attention by scholars [1]. According to the
survey results, more than half of preschool children have watched videos, played games
or listened to stories through mobile phones or tablets [2]. With the increasing matu-
rity of digital user interface, children’s education apps are accepted by more and more
families, thus the market prospect of these apps is very promising [3].

However, at present, although the popular science education apps for children have
certain educational functions, they are still only an additional role with games. The orig-
inal design idea is also based on leisure and entertainment to attract children’s attention
rather than the goal of helping children form certain scientific concepts, therefore, it is
difficult to help children deepen their understanding of abstract scientific concepts [4].

Aiming at the problem that children don’t have a deep understanding of scientific
concepts, this paper designs an interactive way to bridge the differences gap between
children’s intuitive cognition and scientific explanation on the basis of image schema
theory. Combining the research results of game-based learning with the game strategy
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of integrating learning objectives into life events, this paper designs a tablet based game
model to balance education and entertainment. Games enable children to understand
abstract scientific knowledge more clearly. Moreover, this paper aims at the scientific
concept of optics to help children understand and learn the physical properties of light
and its role in life, and improve their scientific literacy.

This paper reviews the research status from three aspects, including the formation of
children’s scientific concepts, the application of image schema in children’s education
and the existing research results of game learning. On this basis, a game prototype based
on tablet computer is designed as a case study. Then, the results before and after the test
were compared to measure children’s understanding of the concept of light.

2 Background

As an independent individual, children have their own unique life world and the ability to
understand and explain things around them.Before receiving formal education, they have
already formed a personalized primary understanding. Constructivist learning theory
holds that children construct new knowledge on the basis of their original experience
and knowledge.

Preschool children tend to use daily life experience to explain natural phenomena,
which is often contrary to hierarchical and systematic scientific concepts. Ponser and
George J. proposed that the formation of children’s scientific concept is a process of
conceptual change [5]. In this process, children first find that the daily concept is insuffi-
cient, then understand the newscientific conceptmodel, andfinally integrate the scientific
concept with life experience to explain the problems they encounter.

The teaching strategies of conceptual transformation can be divided into two cate-
gories [6]: contradiction and assimilation. The former is the teaching strategy based on
cognitive conflict and conflict resolution, which holds that the core of learning is learn-
ers’ active participation in the reorganization of knowledge. The teaching process needs
to create a certain situation causing cognitive conflict, so as to start the autonomous
exploration. The latter is based on the learner’s original ideas, providing support for
new ways of thinking expands the primitive ideas to new areas by using metaphor and
analogy.

Preschool children lack enough critical thinking ability, and need to be prop-
erly guided. Therefore, this study mainly focuses on assimilation strategy to promote
conceptual change.

3 Related Studies

3.1 Image Schema

Image schema is an abstract structure prior to concept and language. It comes from daily
physical experience [7] and is based on sensory perception and interactive experience.
Whenpeople need to learn newknowledge fromold knowledge, theywill subconsciously
use it as a cognitive structure [8] (Table1).
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Table 1. Overview of typical image schemas

Group Examples

Space LOCATION, UP-DOWN, FRONT-BACK, LEFT-RIGHT, NEAR-FAR,
VERTICALITY, CENTER-PERIPHERY, STRAIGHT, CONTACT

Force COMPULSION, BLOCKAGE, RESISTANCE, DIVERSION,
COUNTERFORCE

Containment CONTAINER, IN-OUT, SURFACE, CONTENT, FULL-EMPTY

Locomotion MOMENTUM, PATH

Balance AXIS, BALANCE, POINT BALANCE, EQUILIBRIUM

Identity MATCHING, SUPERIMPOSITION

Multiplicity MERGING, COLLECTION, SPLITTING, LINKAGE, COUNT-MASS

Existence REMOVAL, CYCLE, OBJECT, AGENT, PROCESS

The basic image schema mainly includes the description of space and power. For
example, they can form more conceptual categories through the expansion and trans-
formation of combination, metaphor, metonymy and other mechanisms, which are
beneficial to form the ability of abstract thinking and reasoning.

Fig. 1. The Blockage image schema

For instance, children can understand the phenomenon that light can’t pass through
the box because they recognize the image schema of blockage (see Fig. 1), as the box
blocks the light. However, blockage cannot explain that light can pass through the glass,
so in order to help children understand the transmission principle of light, other schemas
are needed to help complete the cognitive structure.

Image schema can also be identified from drawing and activities. In previous studies,
researchers found that children’s level of psychological participation increased when the
apps contained a symbolic system that was consistent with the image schema of children
and science [9, 10]. Local teachers use the narrative picture book named Winterwatch,
which describes the story of how cold controls a small town, as popular science teaching
materials. The book establishes a link between the scientific model and the real world by
merging the characteristics of cold and heat and the influence of natural forces on people,
and adding them to the role shaping and story events. The research results indicate that the
book can greatly improve the cognition of thermodynamics knowledge for children [11].
Charalampos Kyfonidis has produced interactive device [12], diabetes popular science
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game, which connects diabetes knowledge with tangible objects. Preschool children can
interact with the characters in the game through a toy with RFID tags and a pen with
insulin detection, helping children intuitively understand “what is insulin”, “nutritional
content of food”, “which foods are healthy”. The research results are considered to be
attractive and effective.

This study combines learning content with life phenomenon by designing an inter-
active way of image schema in line with the scientific concept, so as to help children
learn new concepts in the way of assimilation.

3.2 Learning Through Play

In previous studies, researchers have explored that game based learning and practice in
science education may promote rote learning of facts, but it is not possible to promote
deeper conceptual understanding [13]. Exploration and discovery without any guidance
or scaffolding may not provide sufficient support for learning. To promote effective
learning in a flexible environment, children can support the exploration, questioning and
exploration of scaffolding when they work towards clear learning goals [14].

Kathy Hirsh Pasek [2] analyzed the problems of excessive entertainment and lack of
education in preschool children’s education app, and pointed out when children actively
interact with learning materials, keep their mental concentration, and carry out social
sharing, they will learn better by providing clear learning goals and the game content
related to life.

Some scholars suggested that adding game elements to the teaching of the concept
of light can keep children focused [15]. This study combines the formation of scientific
concepts with games, and uses rich interaction and attractive stories to guide children to
actively explore the nature of light. Children’s sense of science and learning initiative
can be cultivated or improved in the play, which is vivid, interesting, and attractive.

4 Method

Children have a lot of experience about light. Optical phenomenon is themost frequently
occurring and directly perceived one in daily life and activities. The previous research,
investigation of 6-year-old children’s understanding of light and shadow, has shown that
children understand light by stages. It is found that most children are able to realized
that people could see the object when light irradiates it. Children’s understanding of
generation, direction and size of shadow is vague. Children can observe the basic light
phenomenon in daily life, however, it is difficult to fully comprehend the scientific expla-
nation behind it. The research explored the children’s understanding of light from three
aspects including the generation, propagation and function of light by asking children 9
questions (see Table 2).

4.1 Procedure

The pre-test was designated according to the POE (predict-observe-explain) strategy,
which allows immediate observations and demonstrations and is widely used in science
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Table 2. Questionnaire for Pre-Test

Topic 1: Generation of light

Q1. There are some animals can give out light

Q2. The Moon and the sun can give out light by themselves

Topic 2: Propagation of light

Q3. Light hitting a mirror keeps going

Q4. Sunlight has different colors

Q5. A magnifier can enlarge an object

Q6. You can block light to make shadows in dark

Topic 3: Function of light

Q7. We need light to see

Q8. The sunlight has temperature

Q9. Plants need light to grow

class [16]. First, children need to determine what the answer to the questionnaire is and
explain the cause independently. Second, experimenters demonstrate related physical
phenomena on children by simple props and materials. Finally, children are demanded
to amend or add their explanation to take account of the observation. As Events that
surprise create conditionswhere childrenmaybe ready to start reexamining their personal
theories according to Constructivist theories of learning.

15 pre-school kids, 8 boys and 8 girls, with an average age of 5 years and 4 months,
were participated in the research that is made in a child classroom one by one. Two
experimenters encouraged children to spoken out their ideas and record them. In addition
to dictation, children were required to draw their opinions on paper. After the experiment
that each child has half an hour of it is end, the experimenter would give the children
snacks as a reward.

4.2 Results

The result has shown that children have a basic knowledge of light, but they can’t explain
the generation and propagation of light by words logically.

There are 10 children who correctly answered the question about what luminous
source is. It is difficult to distinguish the different between the self-luminous body like
the sun and the reflection (It doesn’t give out light except reflected light.). Most children
acquiesced the idea that light propagates through a straight line. There are 10 children
who correctly answered the question, in addition, other children can correctly describe
the reflection path of light in the demonstration. At last, they also admitted the same
idea. 8 children of themwere able to predict the correct direction of light after reflecting.
4 children of them thought that the size of the object they seen is related to the thickness
of lens. 8 children of them understood that light can work on plants growth. There is one
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child mentioned the concept of “refraction”, however, they don’t explain details of it. It
may be a term they learned from popular science articles after school.

The participant’s understanding model of the concept of light will be known through
their explanations and sketches of the question. The image schema identified from the
understanding model could be used to build similar game interaction methods. For
example, question number 5, children prefer to explain how light propagates by using
the pattern of the object movement. When the participant P3 found that the laser pointer
irradiating the lens would leave a spot of light then change its direction, he described
that light hits the lens, then light is cut into halves and keep going. Table 3 records the
image schema picked-up from the answers of the participant P3.

Table 3. The image model identified from the participant’s P3 explains of Q5.

Image Schema Notation

PATH Extracted from “walk forward line and turn on line” of children’s sketches

BLOCKAGE Extracted from the word “block”, it implies that the lens is an obstacle that
light can penetrate

PART-WHOLE Extracted from the word “be cut into halves”, it implies light can be cut into
different parts

There are some image schemas that often shown in children’s explains including
PATH, BLOCKAGE and SCALE. Shown as Table 4, image schemas accorded with
science explains were extracted, game contents explained the image schemas were
designed, through analyzing the children’s answers and sketches to all questions. In order
to building a relationship between the science explanations and the familiar knowledge
of children.

Table 4. Image schemas and corresponding game designs identified from science explanation.

Image Schemas Annotations Interaction Game Design

CENTER-PERIPHERY Light source shines Drag the light source
into the game screen,
the light spreads out
from the center

Different light
sources can be
created to activate
scenes

SCALE The brightness of
light will attenuate

Different light sources
have different
illumination ranges

Changing the
position of light can
find objects in the
darkness

(continued)
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Table 4. (continued)

Image Schemas Annotations Interaction Game Design

PATH Light travels in a
straight line

The illuminated area
of the flashlight can be
controlled by marking

Adjusting the
direction of the light
can find objects in
the dark

BLOCKAGE Light goes through
some things and
refraction

Irradiating different
objects, light changes
direction

Moving the lens can
change the direction
of light, looking for
objects in the
darkness

PART-WHOLE The sun light with
different colors

Shade can be gotten
by combination

Harmonizing
different colors of
light can create a
new color

ENABLEMENT Plants need light to
grow

Putting light to plants
then plants growth

Long time light
irradiation can get
fruits ripe

ATTRACTION All animals like
light

Putting light to
animals, animals flee
or gather

Light can affect
animal behaviors to
look for objects

5 Game Design

This essay assessed a serious tablet-based game that allows preschool kids, from 4 to
6 years old, to explore the concept of light and show their own light and shadow works.
Through pretesting 15 children’s the understanding and science explanations of light,
several image schemas were picked up and game symbol system was designed.

The game system was composed of scenes, elements and targets. Targets and voice
guidance will set a clear learning goal. Children need to think, add the proper props to
the scene, use the nature of light to find all goals to fulfill them. There are three levels
in the game system, corresponding to the generation, propagation and function of light.

At the first level, children touch different sources of light to observe how light is
generated. At the second and the third level, children explore how light is propagated
by adjusting the irradiation angle and color of light (Fig. 2). At the last level, children
explore how light works on the animals and plants by adding any source of light and
non-luminous to the scene or interacting with virtual objects in the scene. Children can
also record the screen, share the mysteries they find in the scene to create and share
themselves meaningful light and shadows works (Fig. 3).

At the first level, the scene is set in the darkness, player need to add source of light
and other elements. Different sources, the sun, flashlights, firewood, jellyfish, and other
micro animals, have corresponding lighting scale. For example, the sun can light the
entire scene while the flashlight light only one area which is a metaphor of scale.
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Fig. 2. Level 1 (left) and Level 2 (right). To the left: light sources. To the right: light reflection

Fig. 3. Level 3 (left) and Level 4 (right). To the left: RGB color. To the right: light (Color figure
online)

At the fourth level, the scene is set in the nature, where small animals and plants are
influenced by light. At last, because children need to learn repeatedly to gain knowledge,
the game encourages children to explore over one time, the corresponding rewards will
be triggered. Children can record and share the mysteries they found in the nature scene.

6 Evaluation

6.1 Participants

We invited 15 children who had participated in the previous test to participate in the JL
assessment process and a delayed post-test, with a one-week interval between the two
experiments. By comparing the results of the pre-test, post-test, and delayed post-test, the
impact of the prototype design on the conceptual change and the playability of the game
were measured. All children participated in the study with the consent of their parents
and their own wishes and everyone reported having used smartphones or tablets. One
teacher and two researchers participated in the experiment.
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6.2 Procedure

The experiment was conducted in a children’s training classroom, comfortable environ-
ment allows children to feel natural and safe. Each child in the company of a teacher and
a researcher was asked to play the prototype, JL for no more than 30 min. At the end of
the interaction, the participant needs to do the POE test again and use the 5-point Smi-
ley Face Likert Scales to answer several questions concerning to game playability. One
week later, child participants were asked to complete the delayed post-test in the same
classroom. In the interactive experiment, researchers encouraged children to continue
their interaction of the game when they were distracted, and inspired children to think
about why different interactive processes were triggered, and recorded the children’s
behavioral characteristics.

In order to avoid interferences, considering that child participants could had remem-
bered the answers, questionnaires used in the three tests were distinct to one another,
but the scientific concept of each question was based on the same. After all experiments
were over, we interviewed the teacher, and the interview was transcribed into text data.

6.3 Measurements

In this study, the degree of change in children’s concepts was measured by using a
diagnostic test that included the following questions. Child participants may be able
to answer the right questions but do not understand the reasons, so for each question,
the researcher both recorded whether the child answered correctly and gave the correct
explanation. This paper used the Two-Tier test [17] classifying different situations: Ini-
tial, Scientific and Synthetic. The Initial category is used for correct answer and correct
reason (Table 5). The Scientific category is used to correct answer and wrong rea-
son. Synthetic category is used for wrong answer and wrong reason or wrong answer
and correct reason. In addition, the researchers added up the total scores of each child
for all topics, and the scores were then divided by the total score to get the child’s overall
understanding.

Table 5. Two-tier test

Criteria Score

Initial Correct answer + Correct reason 3

Scientific Correct answer +Wrong reason 2

Synthetic Wrong answer + Correct reason 1

Synthetic Wrong answer +Wrong reason 0

We used two projects (see Fig. 4) from Fun Toolkit [18] to measure children’s
engagement. The Again-Again table asks the children whether or not they would do the
activity again and Fun sorter gathers children’s opinions about specific features.

Finally, child participants’ works created for social sharing in the game were saved
to measure their creativity. The evaluation method is adapted from the Torrance Creative
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Fig. 4. Picture of Fun sorter (left) and the Again -again (right)

Thinking Test (TTCT) [19]. The fluency of drawing refers to how many drawings are
completed within the specified time; the originality of drawing is judged based on the
unusual level of the drawing; The abstractness of drawing is to evaluate the description
of the drawing, and comprehensively explore the comprehensive and organizational
capabilities.

6.4 Findings

Conceptual Change. As shown in Table 6, before using the prototype, many partici-
pants’ answers belonged to “FF” (Synthetic). But after using the prototype, the number
of students belonging to the “TT” (Initial) and “TF” (Scientific) categories has been
increased. These reactions were also maintained in the delayed post-test. A paired sam-
ple t-test (see Fig. 5) shown that there were statistical differences between the mean
scores on the 9-item diagnostic test from pre-test to post-test (t = −8.393, df = 8, p <

0.001) and delayed post-test (t = −6.737, df = 8, p < 0.001). This indicates that chil-
dren can answer questions more correctly and predict experimental results. However,
children may get the correct answer by guessing. When the researcher shows them the
results of the experiment, they did not understand it. In fact, the proportion of people
who can really achieve the theoretical level of understanding was not high (Q3: 20%,
Q7: 20%, Q8: 7%).

During the evaluation process, the researchers found that some children need to
be reminded to notice the required goals in the level and the props that can be used
in the interface. Otherwise, they will not verify the game play through active thinking
and experimental comparison. Will not practice gameplay and light cognition. This
means that researchers need to focus on showing children clear goals and the connection
between play and life in future design practices.

Children showed different levels of comprehension of light concepts on different
topics (See Fig. 6). For T1, the source of light, the level of understanding of children
after the test was significantly higher than the level before the test. For the transmission
of light T2, child participants’ understanding level after the test was slightly higher than
the level before the test compared with the post test, but the understanding level of the
post-test was slightly lower than delayed post-test in two items (Q3,Q6). For T3, the
function of light, the degree of improvement in understanding was moderate. This may
be because the role of light source and light is closely related to children’s daily life,
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Table 6. Percentage of participants’ responses for two-tier test for categories of understanding

Categories Pre-test Post-test Delayed
test

Q1 T-T 14 67 73

T-F 27 20 7

F-T 7 – –

F-F 52 13 20

Q2 T-T 20 53 40

T-F 7 20 33

F-T – 7 –

F-F 73 20 27

Q3 T-T 7 20 20

T-F 27 39 47

F-T 20 14 14

F-F 47 27 27

Q4 T-T 20 33 33

T-F 33 40 27

F-T 20 27 33

F-F 27 – 7

Q5 T-T 47 60 53

T-F 14 40 33

F-T 20 – 14

F-F 19 – –

Q6 T-T 14 40 47

T-F 33 39 32

F-T 20 14 14

F-F 33 7 7

Q7 T-T 7 20 20

T-F 26 53 67

F-T 14 7 –

F-F 53 20 13

Q8 T-T 7 14 7

T-F 27 59 46

F-T 46 20 33

F-F 20 7 14

Q9 T-T 27 53 53

T-F 27 33 33

F-T 13 – 7

F-F 33 14 7

while the refraction and reflection of light are rarely observed, so children can understand
T1 and T3 quickly in later tests. Through communication with children, the researchers
learned that after the game prototype showed children the form of light transmission, the
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Fig. 5. The mean scores in the POE tests

children would consciously observe the light phenomenon in life, so their understanding
ability was slightly improved in the delayed later test. In addition, as the optical concepts
related to linear propagation, reflection, and refraction are becoming more and more
abstract, it is more difficult for children to understand, and some participants confused
the difference between these.

This result showed that game training has a positive effect on establishing a relative
scientific understanding of optical concepts. A relatively scientific understanding means
that children abandon their original ideas and use simple scientific ideas to try to explain
the phenomenon. Through repeated learning, preschoolers can master some scientific
concepts, but they are unlikely to accurately describe accurate and complete scientific
theoretical models. For example, it was difficult for children to understand light as a
kind of energy.
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Fig. 6. The mean scores for different themes

Table 7 shows that the difference between each test score was statistically significant,
and there was a statistically significant difference between the test scores (p < 0.05).
However,multiple comparisons (based on the Tukey post-test [20]) showed that although
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there were statistically significant differences in test scores (p < 0.05) between the pre-
test and post-test scores and between the pre-test and the delayed test No significant
difference was observed between the post score and the delayed test score (p < 0.05).
This indicated that the game prototype developed in this research can help students retain
their own ideas in long-term memory [21].

Table 7. Multiple comparisons of the test scores (Tukey post-hoc test)

Tukey HSD Mean difference (I-J) Std. error Sig

(I) Test (J) Test

Pre-test Post-test −.84889a .16094 0.000

Delayed post-test −.79111a .16094 0.000

Post-test Pre-test .84889a .16094 0.000

Delayed post-test .05778 .16094 0.932

Delayed post-test Pre-test .79111a .16094 0.000

Post-test −.05778 .16094 0.932
a Correlation is significant at the 0.05 level (2-tailed)

Participants’ ideas could change differently depending upon the context through the
POE task. For instance, the color that sun light includes depends upon whether a person
is present or not, or whether it is night or day, concerning to some participants.

Table 8. Correlations between children’s understanding level and indicators of engagement.

Fun sorter Again and again

Post-test .717* .646**

Delayed
post-test

.609 .549*

a Correlation is significant at the 0.05 level (2-
tailed).
bCorrelation is significant at the 0.01 level (2-
tailed).

Engagement. Participants showed a strong interest in the game at the beginning of the
test, and they would actively explore the interactive elements in the interface. When
encountering difficulties in the game, they showed doubts and lack of concentration, and
would take the initiative to communicatewith the researchers, andwhen they successfully
passed the level, they will express their love for the game.

The statistical results showed the correlation between the engagement index and the
score of comprehension of light. As shown in Table 8, there was a significant positive



44 Z. Gu et al.

correlation between the degree to which children were liked by different levels (Fun
sorter) and the level score (after testing: r = 0.717, p < 0.05; after delay testing: r =
0.609, p > 0.05), negatively correlated with the number of correct answers. There was
a significant positive correlation between children’s love for games and children’s total
score (after test: r = 0.646, p < 0.01; after delayed test: r = 0.547, p < 0.05).

This proves the positive impact of learning through play on conceptual changes. By
using the game prototype, children can roughly understand the phenomenon of light and
form a simple scientific concept of what light is. Game experience is also crucial for
children to learn very abstract scientific concepts in school education. In communicating
with children, we found that children’s understanding of light comes to a large extent
from the portrayal of light in cartoons and books. For example, the red sunmakes children
think that light is red. The artistic expression of visual elements may havemisunderstood
children. In future design practices, researchers will also pay attention to avoiding such
situations.

Creativity. Qualitative observations show that in general, students were excited about
recording short stories in games.When theywere told that their creations could be shared
with their parents and friends, they behavedmore actively in finding interactive elements
in the game and giving them own understanding.

Participants who performed well in the POE test reported that they like to make short
stories on tablets, search for “light” codes, and watch animations of animals and plants.
A participant named his story “Colorful lambs”. In the recorded video, he obtained three
colors of light by adjusting the color and light, and used them to awaken the lamb in the
dark. However, child participants with average performance were more interested in the
animation effects and operations (such as sliding) in the game, and were not interested
in recording the screen, but simply triggering the elements in the game. In addition, two
child participants asked to play the former levels to get a better understanding of the
game, which indicated that the recorded video can enhance children’s motivation.

6.5 Interview Results

After all the tests were over, researchers discussed with the teacher present. The teacher
said that JL has turned the learning process of abstract scientific concepts into a lively
and interesting one. Children could understand the nature of light unconsciously while
playing, which helps preschool children understand and accept a certain science or
feature.

In addition, interactive games require children to participate in person, so it is also
a kind of scientific inquiry. Some children seldom thought about the reasons behind
common optical phenomena before, but in order to pass the game levels, children’s desire
for knowledge and strong curiosity were stimulated. It helped to promote the conceptual
transformation of children and the enlightenment of scientific thinking. Additionally,
science game that combines image schemas should be combined with more teaching
strategies, such as tangible teaching toys.
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7 Conclusion

This study designed a serious game prototype based on tablet to allow children aged 4–6
to understand some optical laws, and conducted experiments in a teaching environment.
By extracting image patterns that exist in both preschool concepts and scientific concepts
of children, researchers design corresponding game interaction forms and multimodal
feedback, combining science education with games, so that children can more easily
understand abstract scientific models.

Qualitative and quantitative examples suggest that (i) Clear learning goals and inter-
action from image schemas seem to help understand basic abstract concepts; (ii) Children
who show higher levels of engagement tend to have a higher score; (iii) Records for shar-
ing enhances children’s learning motivation. We present our research results, children’s
interaction and creation, and provide inspiration for designers and developers of science
education games.

Possible limitations in our work include revised scales and insufficient attention to
assessing the creativity of participants’ works. In the future, we will iterate existing
prototypes and integrate other game design paradigms, such as social connections. By
doing this, we seek an understanding of the design space of serious science education
games and how it can reduce the difficulty of understanding children’s concepts.
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Abstract. Augmented Reality in combination with playful learning is used to
enhance students’ engagement in blended learning environments. This paper
presents an AR game with hand tracking & hand interaction that transforms the
classic Hangman word game. The thematic word areas of the game are recycling
and Covid 19, two areas that are of great interest today.

The game offers alternative interaction through a 3D hand model and 3D
objects/letters. Theplayermoves the 3D letters to completewords and collect paper
cardswith thewords’ image. These paper cards are then placed, in any order, by the
student to create a picture story and avirtualmaquettewithARobjects is generated.
Thismaquette allowsplayer to create different picture-stories by shuffling theorder
of found words’ paper cards. A field study has been contacted with two groups of
students, one group used classic learning techniques and the other group used our
AR game. Preliminary results of the study show that all students improved their
language skills but only the groupwith theARgame evolve into beingmore active,
involved, participative and engaged in the educational process and developed their
creativity skills.

Keywords: AR game-based learning · NUI · Gamification · Blended learning ·
Creativity development

1 Introduction

Technological advancements in software and hardware and specifically the major
improvements of the performance of smart devices have diversified our everyday life.
One of the areas in which these technological changes are gradually becoming appar-
ent is that of education. Augmented Reality (AR) is expected to diversify teaching in
the coming years as AR applications blend physical and virtual worlds through a touch
screen, a camera, or a head-mounted device [1]. AR technology is compatible and can be
used in conjunction with the Game Based Learning (GBL) methods to boost educational
processes. It can also help students both in the cognitive part and in gaining motivation
for learning, but also in developing basic 21st century skills [2, 3].
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Traditional teaching methods do not make much use of new technologies with the
result that students often lose interest in education due to the way they learn. While in
their daily lives, students are accustomed to function and interact within environments
with multiple stimuli, the traditional school remains a place with limited options [4].
The change to a new model is imperative to make learning more creative and interactive
by introducing new visual forms of learning [5].

Through play students can develop their thinking and concentration [6] around a topic
via a fun and entertaining way of achieving specific learning goals [7]. Students’ engage-
ment helps to achieve multiple goals outside of learning, such as in-depth understanding
of the topic and greater awareness of the topic [8].

Augmented reality allows information and 3D virtual objects to be displayed on top
of real-world objects. Furthermore, AR offers the ability on such objects and information
to be processed in real-time [9, 10]. As smart mobile devices become more powerful
(computationally) they can support augmented reality applications and thus make AR
reachable to more people.

In addition, software libraries and frameworks such as ARCore and ARToolkit have
helped the software development community to have effortless access to AR technology
and include it in their applications. Research about the interaction in such environments
with bare hands are also evolving along with the improvements on the hand tracking
field of study making possible, for mobile devices, to run such algorithms [11].

1.1 Game Based Learning

The educational community is shifting the goals, that had been set in previous decades,
related to the acquisition of knowledge and the traditional model of teaching to a new
approach. One of the main goals of this new approach is the utilization of knowledge but
also the development of a pleasant environment for enhanced creativity in the classroom
[4]. Discussion, research, and experimentation can help students activate their interest
and make learning more interactive.

GBL creates a frameworkwhere students have additionalmotivation compared to the
traditional teaching method. Their participation because of games is greater, while the
willingness they show towards the lesson in general increases [2]. According to Fotaris
et al. [12] learning using digital games in education reported significant improvements
in subject understanding, diligence, and motivation. In this way the game becomes an
educational tool to achieve the goals set by the teacher. In addition, as Sitzmann states
[13], through play, students’ performance can be improved and relationships between
them can be strengthened.

According to Prensky [14] an educational game is designed not only to develop
players’ skills but also to maintain and apply this object in the real world. Thus, it is
important to connect education with everyday life as in this way it will be possible to
develop students’ metacognitive skills and their awareness of important issues.

1.2 Augmented Reality in Education

AR is a relatively new technology that combines the physical with the virtual world
through the addition and integration of virtual information [15]. In terms of education, it
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is important to connect the two worlds namely the physical and the virtual as opposed to
VR where the user is completely immersed in a virtual environment [16]. The use of AR
enables students to diversify and enrich the physical world through new technology and
the use of smart devices rather than completely replace it [9]. The additional information,
images and objects provided help students to effectively understand abstract concepts,
thus helping to improve knowledge and learning [17, 18].

Mobile AR is considered one of the most up-to-date technologies in education for
the coming years as it is easily accessible due to the high penetration of smart devices
[19]. The reasons are that it is an inexpensive technology, easy to apply in the classroom
and safe. With AR, students can simultaneously interact with both the real and virtual
worlds in real time [20]. This turns AR into an exciting entertainment and learning tool
for kids. In addition, the new features it offers help to develop their imagination and
creativity [21] and at the same time helps to connect the game with learning.

AR can be used as a learning tool in the hands of the teacher to activate students’
interest and gain their attention, so that they can focus more on the lesson. According
to Oranç and Küntay [22], through AR applications, students delve deeper with this
technology. In addition, they believe that to be effective there must be utilization of the
knowledge and skills that students acquire in their daily lives.According toHirsh [23], the
principles that should guide the use of AR in education are essential: (a) to encourage
students to be actively involved in the process, (b) to include additional material, (c)
to provide important new experiences with which they can relate, and (d) to offer an
environment of socialization and cooperation.

Moreover, the combination of AR with game-based learning (ARGBL) has gained
momentum in the field of education as it creates a playful and enriching learning expe-
rience [24]. Utilization of this technology leads to the creation of new interactive visual
learning environments [5] that allow new approaches to teaching and learning experience
in various disciplines.

2 Background Work

Game Based Learning is an approach that is constantly gaining ground in the field of
education and teaching due to the opportunity it gives students to learn through enjoyable
and creative activities. The field of literature & language is no exception since this is
one of the most frequent courses in the typical school curricula. Through the electronic
or non-electronic games students can develop their vocabulary [50] both in their mother
tongue and in the second foreign language [51-53].

2.1 Alternative Educational Tools for Literature and Language Education

The field of literature& language asmentioned is one of themost important in education.
The pedagogical teaching methods used are many and range from traditional to modern
and innovative. From creative writing and the use of everyday objects to the use of
technologywith computers, smart devices, applications, games, VR andAR, educational
robotics.



50 I. Logothetis et al.

Creative writing is a method that utilizes various techniques to spark students’ imag-
ination and help them create their own texts using language in a different way [49].
However, in addition to the classical methods, the use of technology is a new way to
encourage students to improve their language and vocabulary skills [28]. Mobile games
[54, 55] are increasingly being used in classrooms, presenting positive results in the
areas of knowledge and skills [26, 29]. In fact, studies have shown that mobile games
are an effective tool for both high school and younger ages as students developed their
knowledge in repeating/reviewing, using multiple modalities and means, and having
control over their own learning [30].

According to Hwang, W. et al. [31] game-based learning activities can significantly
improve students’ speaking skills if they work in combination with a mobile game-based
learning system. The WhatsApp Social Networking Tool (WSNT) seems to work for
older ages [25] as it helps students learn English interactively and collaboratively. Fur-
thermore, Ghazisaedy [27] argues that educational robotics can help in learning English
as a foreign language as the new way of learning helped them to develop additional
motivation and to learn more effectively in the long run.

In their research, Cai, S. et al. [17], on 38 students of the eighth grade of an AR and
motion-sensing learning technology that teaches magnetic fields in a junior high school
physics course observed the effects of using natural interaction on students can improve
students’ learning attitude and learning outcome.

2.2 AR in Literature and Language Education

A significant number of AR applications, related to education, have use cases from
language & literature education as shown by Parmaxi’s et.al. [41] systematic review
of 54 studies regarding language learning between the years 2014–2019. According
the review, most AR studies dealt with vocabulary (23.9%), reading (12.7%), speaking
(9.9%) writing (8.5%) or generic language skills (9.9%). However, the authors point
out that no special connection was found with learning theories during the application
of AR. This gap can be filled through the creation of applications in collaboration with
stakeholders in the educational community.

AR-related language applications and researchhave shownpositive results in termsof
vocabulary and spelling development [4], improving student motivation and increasing
memory. Similar results appeared in a study on the improvement of vocabulary and
grammatical structures [42]. Also, positive results were found regarding the learning of
English as a second foreign language through the application of AR [43] in relation to
the traditional teaching methods.

The use of AR seems to help students significantly in the complex and demanding
field of language as they seem to achieve higher performance, to retrieve knowledge
from memory more easily [44], and also to improve their narrative ability, the size of
their stories as well as their creativity and imagination [45]. Another important fact is
that inmost researches it seems that, at the same timewith the cognitive objects increases
the motivation, social collaboration, and interest of the students for the lesson [38, 46].



Transforming Classic Learning Games with the Use of AR 51

Collectively, we have researched more than 30 studies and the conclusions can be
summarized to: (a) naturalistic approaches applied to AR technology help to foster pos-
itive attitudes towards AR, (b) AR facilitate collaboration and (c) AR-related language
applications enhance the users’ social collaboration, personal development and skills.

2.3 Hand Interaction with AR

Research on hand interaction with the use of AR suggests that one should use the hands
like when interacting with the musical instrument called Theremin. In this way the errors
areminimizedwhen hands block or confuse. A gesture-based interaction has been devel-
oped which includes functionalities as menu selection, object manipulation and more
[33]. A method for realistic grasp is proposed that uses predefined rules for the move-
ments of the hands as a physics simulation would be computationally heavy. The system
checks if an object is considered grabbed and if two or more points of the hand are
interacting with the object from opposite sides [34]. A similar method to the above is
proposed but with the use of a glove that will provide haptic feedback as well [35]. A
system to control the tv functionality is developed using Convolutional neural networks
and Convolutional pose machines for hand recognition [36]. Another system for interac-
tion with 3D objects in museum is proposed using the Leap Motion device for the hand
recognition [37]. Using the Leap Motion device, researchers developed an application
for learning geometry, that students can draw 2D and 3D shapes of geometrical shapes
on top of a marker [32].

Objectives
The purpose of our study is to raise awareness and develop students’ vocabulary and
creativity on the topics of recycling and Covid 19. The research utilized the approach of
game-based learning and AR hand interaction technology. Our goals were for students
to:

• Develop their vocabulary around the topics of recycling and Covid 19.
• Utilize AR hand interacting technology to become more active in class (motivation).
• Develop concentration, engagement, and enjoyment using an AR game.
• Develop their creativity by making a story of their own based on the objects they
found.

• Be aware of recycling and Covid issues 19.

3 Field Study Methodology

Our field study was carried out at the Elementary School of Plakia, Crete, Greece,
in October 2020. While further expansion of the research was originally planned, the
field study was stopped due to the mandatory quarantine in respect with covid-19. The
research sample was homogeneous in language and consisted of 36 students (16 boys, 20
girls). The age of the students was 10 years old. The requirements regarding information,
consent, confidentiality and use of data were met carefully, both orally and in writing,
by informing school staff, students, and parents about the purposes of the study and their
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right to deny their participation. The students were divided into two groups based on
their classroom.

We also obtained the approval of the Primary School Directorate to conduct this
study in schools in its area. Then, in respect to the protocol of the institutional review
committee, we contacted the school principals to describe the study and ask for per-
mission to meet with primary school teachers, to explain the study and determine their
interest in participating.

The study was conducted in two levels, the first concerned the teachers and the
viewpoint they had about the lesson and the second had to do with the students. In this
way, the aim is for the study to capture a more comprehensive opinion of the process and
how to use an AR game in the learning practice. For the teachers, the semi-structured
interview [47] was used as a tool while for the students, the observation method [48]
was used. The interviews were conducted shortly after the end of the process, so that the
conclusions and thoughts of the teachers are fresh.

4 Our AR Hangman Game

In this section of our paper we present a game that we have implemented in Unity3D
Game Engine using (AR foundation and ARCore) a custom tool built to facilitate the
process of game development that requires interaction with physical hands in augmented
reality environments.

4.1 Constructing the Game

The design of our application is separated in two main modules (see Fig. 1), the first
module, namely the hand tracking module is a service that is implemented for hand
recognition and tracking and the second module, namely the Unity toolset, constitutes
the functionality and representation of the hand in the game. The separation in two
different modules allows for higher frame rates of the game as the device running the
game is relieved from the hand recognition process.

The main components of our application, in a high architectural level, are presented
in Fig. 1 while Fig. 2 shows the usage of these components described in a workflow
diagram of a common usage scenario created with our application.

The Unity toolset provide basic components such as a socket client for the commu-
nication with the hand tracking service and an image capture method that is required to
send a stream of images on the service. The rest components concern the game creation
and interaction process. These components are a virtual hand, hand actions, gestures,
selectors, and raycasters (see Fig. 1 right part & see Fig. 2(a)).

To better use the hand points, we have separated them on their corresponding fingers,
so when there is a need to retrieve specific hand points, they can be accessed by calling
the involved fingers. Predefined gestures also exist that can be used as is without the
need of accessing the finger classes or the hand points. To add on this and make it even
easier and simpler to use a gesture type enumerated value is assigned to each gesture
that is implemented and a gesture manager class has been created. Through the gesture
manager class all gestures can be accessed by using the interrelated gesture type name.
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The HandAction class (see Fig. 2(a)), is responsible for defining the behavior of
the virtual hand when interaction occurs with another virtual object in the application.
Such actions involve the movement of a virtual object. This class exists mostly to cover
additional behaviors or different implementations of already existing behaviors.

Selection Interfaces (see Fig. 2(a)) include Ray cast provider that is a component
that describes the type of a ray caster to be used. This ray caster is used on the selector
classes that their responsibility is to check if the hand is about to interact with a virtual
object or not. Finally, in this category of components the selection action classes are also
included, which are used to visually inform that a virtual object is about to or interacting
with the hand.

The hand is represented virtually within the visualHand class which is wrapped in
the actionHand class. In the actionHand class further information about the hand is given
such as the method to detect possible interactions.

Fig. 1. Architecture diagram

The servicewhich connects the Image processmodule and Socket Server (see Fig. 1),
is responsible for receiving a stream of images from the device and processing the image
to a form that is compatible with the hand recognition algorithm. The hand recognition
algorithm can be changed easily as the rest of the service is not bound to a specific
algorithm. This allows each developer to use their desired algorithms. For this project
we use a modified version of for the handtracking [39].

The game was implemented following the Unity toolset flow Diagram (see while
Fig. 2(b)). When the game starts it initializes a connection to the service and the virtual
hand. After the connection is established it starts to update the position of the virtual
hand to the corresponding position of the real hand on the screen. Each frame we check
if a “grab” gesture is detected that is defined by the ray cast hits of the thumb and one
more finger at least to a virtual object. If the gesture is detected, then a “performAction”
method is fired that starts to move the grabbed object with the hand. To place the grabbed
object to the user desired position, the application calculates the distance between the
target position and the grabbed objects’ relative position. To help the player to put the
object easier we have set a “wider” area for the desired position.
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(a) Unity Toolset Component Diagram 
(b) Unity Toolset flow diagram of 

main task 

Fig. 2. Component and flow diagrams

The game has taken advantage of ARCore augmented images to link the 2D images
that get acquired from the first part to their respective 3D objects.

4.2 Playing the Game: The Case of the Word Hangman

The game aims to (a) raise students’ awareness about recycling and Covid 19, (b) enable
students to develop their vocabulary in relation to the thematic areas and (c) develop
creativity skills by making their own virtual picture stories and telling their own stories
as stated previously at Sect. 2 where the objectives of our work were defined.

The game involves two main tasks, the first task is to support language learning and
the second is about enhancing creativity. In specific, the first task is based on the classic
word game of hangman and its goal is for the student to complete five words correctly
to progress to the second task of the game which is to present a short story involving the
previously completed five words.

The first task of the game has 5 levels, each of increasing difficulty. Each level
contains a word that the student needs to fill and a set of letters that represents possible
matches to the word’s letters that needs to be completed. Additionally, to make it more
challenging the student has five “lives” for each word. The given word is presented with
the first letter on spot and the rest letters are presented by empty dashes. The student
must grab a letter from the given set and place it on an empty dash. On a correct move
the letter will be fit on top of the dash and stay there until the word is complete. On a
wrong move the letter will change color as an indication of a wrong placement and after
that it will disappear, and one player life will be lost.
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For each level a pool ofwords has been created (seeTable 1) for an indicative selection
of words per game level. The selection of the word on each level is done randomly by
the game. As levels advance the number of letters per word increases making it harder
for the student to complete the word.

Each time a word is completed the student receives a card representing this word,
then the game continues to the next level where the student must find a new word. The
game completes when the student wins all levels or when the student ends the game
earlier.

For every word the student has 5 wrong guesses. To help the student guess, if two
wrong guesses are made, a picture representing the word is shown as help. If the student
cannot find the word and loses all the guesses, then a “retry level” option is presented
offering a restart of the level again with a new randomword.When this option is selected
the letters to choose from will be more straight forward as extra help to the student.

This help is given to the student as motivation and encouragement to not give up or
have an unpleasant experience. The goal of the game is for the student to complete all
the levels without skipping any. Also, it is important to increase students’ confidence
and thus not lose interest on the game and complete all levels. The completion of the
levels is also important for the next part of the game as it allows students to build on the
imagination and storytelling when more words are involved.

Table 1. Sample words per game level.

Level 1 Level 2 Level 3 Level 4 Level 5

Words concerning recycling

Soda can Waste Cardboard Efficiency Greenhouse compost

Metal Rubber Paper bag Glasshouse Conservatory

Glass Bucket Waste bin Garbage truck Regenerate

Oil Plastic Trash bag Disposable Biowaste

Bin Plant Recycle Ecosystem Biodegradation

Words concerning Covid-19

Flu Medical mask Hygiene Quarantine Social distancing

Virus Vaccine Anosmia Dispenser Stethoscope

Soap Gloves Pandemic Epidemic Asymptomatic

Nurse Hospital Sanitation Infection Contagiousness

As stated, before a word pool has been created for the needs of the game and an
indicative set of words is presented on the above table. The difficulty of each level is
based on the number of letters in each word. As the levels progress the student has
not only more compound words to find but also has to think and understand better the
thematic areas of the game.

In respect with the game-flow, players first choose the thematic area and then the
game begins by presenting as many dashes as necessary for the word of the first level.
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Players use their hand to grasp and move letters that appear on the screen (Fig. 3(a and
b)). For each incorrect letter placement, the player loses one live. Player lives are denoted
with red hart images.

  
(a) Thematic area: Recycling                     (b) Thematic area: Covid 19 

Fig. 3. Virtual Hand Moving Letters

When all letters are placed in the correct position a 2D object representing the word
is displayed (Fig. 4). Consequently, in the classroom the teacher gives the student a
paper-card corresponding to the word completed in the AR game (Fig. 5). In this way
the game materializes Blended learning as students play in both virtual and real worlds.

(a) Thematic area: Recycling (b) Thematic area: Covid 19

Fig. 4. Completed word and 2D word object

Through storytelling students have the opportunity to develop both their vocabulary
and their imagination. They are able to consider new ideas and express them in words.

Once the last game level has been reached and the students have collected all their
paper cards, representing the artefacts that describe the words found, they can place
them on their desk in any order they want and create their picture story (Fig. 6). Once
the paper-cards are in the desired sequence, students can place the mobile device that
they use to play the game, e.g. a smart phone or a tablet, on top of the paper-cards to
generate the 3D virtual objects (Fig. 6). The story can be presented to and shared with
their classmates.

As explained at the Field study Methodology section above our students have been
seperated into two groups according to their classroom. The students of the first class-
room had at their disposal the teaching tools they use in their daily student life such as
the blackboard and the projector. These students played the traditional hangman game
and were then asked to write a story related to these words using as many as they could.
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Fig. 5. Paper-card icons

(a) Thematic area: Recycling (b) Thematic area: Covid 19

Fig. 6. AR based story

The students of the second classroom were given smartphones with the application.
During the use of the application they were given additional image paper cards after
the successful completion of a word to place them anywhere in the room they wanted.
Respectively, these students were asked to create a story. At the end of the process there
was a general awareness of students about the issues of recycling and Covid 19.

5 Discussion - Research Outcomes - Results

Research has shown that using GBL in conjunction with AR can help elementary school
students develop their vocabulary, become more active in class, and become more aware
of important areas such as the areas recycling and Covid 19 that were investigated in our
research. Both teachers and students converged in this direction and support the above
statement. The table below (Table 2) shows the questions by topic and some typical
answers of teachers.

5.1 Field Study Results’ Analysis

The following results emerged through participatory observation and interviews with
teachers. The students had a great interest and participation in the exploitation of the AR
game. It piqued their interest as a new and different teaching tool through which they
can learn by playing. At the same time, the teachers were positive with the use of this
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Table 2. Questions & typical answers by topic.

Interdisciplinary unified
curriculum framework

Questions Typical answers

Vocabulary - learning tool
interdisciplinary learning

Did they develop their
vocabulary around the two
topics? And how?

“The students learned some new
words and understood them
through play.” “Through the
game they began to use in their
written word the words they
learned”

Has the spelling improved? “I saw a slight improvement in
their spelling.” “Some weak
students have significantly
improved their spelling on the
words in the game”

How did playing with QR codes
help them?

“Almost all students were
excited about the game and
would like it to be repeated”

Game based learning -
alternative motivational
training tool

Motivation “Almost all students wanted to
win the game to get the cards
with the QR codes”

Concentration “While playing the game, the
students were completely
focused on the screens of their
smartphones”

Engagement “I saw students with reduced
participation be interested and
play an important role in all
activities”

Enjoyment “Rarely do all students rejoice
and enjoy the lesson as with the
use of the AR game”

Connection with society
awareness

Have you noticed any changes
in their behavior regarding the
issue of recycling?

“I have noticed that most
students are now more actively
involved in recycling, either
inside or outside the school”
“They are much more careful
about where they put garbage,
and they have a lot of ideas for
improving recycling in their
school and in their area”

(continued)
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Table 2. (continued)

Interdisciplinary unified
curriculum framework

Questions Typical answers

Did you notice any changes in
their behavior regarding Covid
19?

“The students understood the
actions that are necessary to
protect themselves and the
means at their disposal.” “Now
they use the sanitary ware for
Covid 19 with great comfort and
ease”

technology as a teaching tool. They believe that with game involvement teaching goals
can be achieved as a result of a pleasant experience. More specifically, the results per
thematic unit were the following:

In the field of vocabulary, no significant differences were observed between the two
classes. Both in the class that the hangman game was played in the traditional way and
in the second class, students developed their vocabulary and their ability to spell. The
difference observed between the two classes has to do with the way the students behave.
In the first case the students had a similar behavior in relation to the daily lessons.
However, in the second case, they considered that they were participating in a game and
not that they were taking part in a school lesson.

Significant differences were observed in the part where they used the cards with
the QR codes and created their own stories. Students who attended the lesson in the
traditional way did not have many ideas as opposed to those who used AR game tech-
nology. The students became more active from the moment the teacher announced that
they would receive a card when they found a word and seemed to be more enthusiastic.
They liked to place the cards with the QR codes in different parts of the classroom,
“decorating” it with their own style. In this way they started to have more ideas and to
think differently about the stories that the teacher asked them to make. The collaboration
between the students increased and they started discussing and proposing thoughts and
ideas to each other.

In terms of awareness, in both cases an increase was observed with a slight difference
in the part using the AR game. Students in both classes learned about the possibilities
offered by recycling and how they can protect themselves and those around them from
Covid 19. After the end of the lesson, most of them started coming upwith ideas for ways
that could improve the spirit of recycling both inside and outside the school. This showed
that through various activities within the school, students can become more aware and
acquire new habits in their daily lives. In addition, their activities helped them gain a
better knowledge and argument to propose changes in the local community. An example
is that the students suggested a meeting with the local mayor to raise their concerns and
suggest ideas about the recycling framework. This showed that there was a connection
between the school and the local community. About Covid 19 the activities helped the
students to better understand the dangers and to change some of their daily habits. In
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addition, they learned to use disinfectants properly and to be vigilant so as not to be
exposed to the virus.

5.2 Conclusions

The use of new technologies can help significantly in the learning process if the tools used
to fulfill the goals are set by teachers. Using Augmented Reality games as an educational
tool can help students in a variety of ways. Students become more active throughout the
lesson and are more focused for longer. This helps them to gain more benefits from the
course than traditional teaching. In addition, the new way of learning and the different
stimuli help them to develop their thinking and their creativity. This was evident in the
present study as the stories they created had great diversity, strong signs of imagination
and new ideas that these students had not used in the past. This had showed that it is not
only the application that matters but the general educational approach that can highlight
the potential of technology and is in line with Juhee’s findings in paper “Problem-based
gaming via an augmented reality mobile game and a printed game in foreign language
education” [40].

Using our AR game and the activities that followed, the students got to know better
and in depth the areas of recycling and Covid 19. The AR game did not make much
difference in terms of improving spelling, but students were more motivated for the
lesson and were more positive in continuing until the game was over. Finally, addressing
these two important issues of daily life helped students become more aware of recycling
and Covid 19, take initiatives and develop active social action.

6 Future Work

The research was carried out during the first semester in only two classes. According
to our original schedule, the goal was to expand to more students so that they could get
safer and clearer results regarding the relationship between an AR game and the classic
learning process. However, the field study was stopped due to the mandatory quarantine
that last three months and up to this day. The goal for the future is to continue and add
new modules to our AR game that can provide additional information such as the xAPI
library which can create data for learning analytics. Through XAPI, the AR game will
be able to note players’ actions in more detail, as well as the points that made it difficult
or aroused their interest to a greater extent. Another point that can be explored in the
future is the connection of AR games with the STEM teaching method. In other words,
students should combine their ideas with virtual models and then apply them in practice.
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Abstract. Video games are used as tools for the educational process in various
areas of knowledge, including language, mathematics, history, and many others.
However, its use for teaching and learning musical harmony is limited.

This research aims to propose the design of a prototype of a video game for
teaching and learning musical harmony. For this, the study is based on the social
constructivist theory of learning, promoting a greater connection with intrinsic
motivation and collaborative learning to achieve the learning contents. To attain
this goal, a Research and Development (R&D) methodology was implemented.
This methodology is divided into two parts: (1) Research until reaching a product,
which, in this case, is a design prototype; (2) product evaluation and improvement
for implementation.

First, we proposed a design prototype based on research and design principles,
and then, we evaluated the design usability. This evaluation reviews the interfaces
and how the user interacts with the game.

We applied various usability methods taking into consideration aspects of
interface, playability, and education. We also redesigned the original prototype
and improved it based on the evaluations’ results to accomplish the final design
prototype. In summary, we designed a video game prototype for teaching musical
harmony based on the social constructivist theory of education and fully validated
it by using diverse usability testing methods.

Keywords: Musical harmony ·Music education · Technology in education ·
Serious video games · Video games in music education · Social constructivism ·
Intrinsic motivation · Usability · Evaluation of games

1 Introduction

The musical language is a fundamental part of the study of music. This set of orga-
nized elements allows us to understand what we hear, read, and play to interpret, create
and communicate through this art. However, its study is not trivial since it comprises
multiple parameters (rhythms, melodic gestures, pitches, attacks, intensities, speeds),
and, specifically in the area of harmony, interval, and chord logics, which can become a
barrier incomprehensible to students with low motivation.
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Then the question arises. What is it that makes something motivating or entertaining
to learn?

Ultimately this is the key to the commitment that a person has to an activity. The
flow generated by an activity motivates someone to carry it out despite having difficult
and tedious challenges. Flow is that “zone” in which one is completely focused on a
specific activity.When experiencing flow in any activity, which can be a game, a physical
activity, or even a religious experience, the person is fully aware and concentrated on
the acts or challenges of the activity itself, not on their problems or the outside world.
The existence of flow is what makes people do the activity again [3].

How canwe bring this concept to the design of a pedagogical tool so that it captivates
the student as well as educates him/her?

To answer this question, we will work with one of the immersive agents par excel-
lence: the video game. As an educational tool, the video game can be an important
contribution to the individual’s intrinsic motivation as it is “deeply engaging, visually
dynamic, rapidly paced, effective tools for exposing students to knowledge” [6] (p. 2).
Video games deal with a playful tension between pleasure and desire that can generate
a powerful intrinsic motivation source [4].

2 Theoretical Framework

When integrating technologies in education, the fundamental thing we should consider
is that they have to be used harmoniously and functionally to the learning goals since
technologies are not an end by themselves, but a learning tool that must go in subordi-
nation to an educational purpose. The focus must always be centered on the educational
objective and use information and communication technologies (ICT) in an “invisible”
way [18].

The use of ICT enhances learning in groups of students, mentioning as advantages
such as the development of transversal competencies, the increase of student participa-
tion, the interaction between students, improvements in learning and motivation, among
others [8].

As we mentioned earlier, the use of ICT is not an end in itself and have also be
accompanied by a theory of knowledge. Social constructivism affirms that knowledge
cannot be transferred intact from the teacher’s brain to that of the student, but is the student
who interprets and decodes, with their own previous experiences, what is transmitted
by the teacher [2]. Deep down, the teacher can teach something and can be as many
interpretations of what is taught as there are students in the class. In this sense, the
teacher should be a facilitator and provider of tools for constructing meanings since it
is essential for the student to understand how they learn and not just what they learn.

Sánchez [18] emphasizes the idea of experiencing knowledge through the senses
and, in an active way, being able to make sense of the world from one’s own experi-
ences, beliefs, mental structures, or ideas that one has to interpret objects and events. He
proposes that to address the use of ICT in education, one have do it from a constructivist
perspective instead of the objectivist one that sees the student as someone who has to
“absorb” content that the teacher transfers.

This learning theory also emphasizes the importance of interactingwith other knowl-
edgeable individuals, stating that it would otherwise be impossible to make sense of
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symbol systems and learn to use them. A child does not learn to speak by interacting
only with other children, and they must interact with adults who use language to develop
these skills [13].

Learningwith video games is among themultiple possibilities that technologies offer
us in education, and they can be used as autonomous learning tools inside and outside
the classroom, evidencing excellent results.

It is important to emphasize that games can be effective learning environments, not
because they are “fun”, but because they are immersive, require the player to make fre-
quent and important decisions, and have clear objectives, in addition to developing social
skills [17]. Video games specifically promote cognitive skills such as attention, executive
functions, and visuospatial skills and incorporate good pedagogical practices: a system
of progressive practices with increasing levels of difficulty, positive reinforcement, and
systems of progress, achievements, and rewards.

To take advantage of the benefits that the educational video game can give us, such as
cognitive development, memory, language, perception, problem-solving, and planning,
among others [10], it must comply, in general, with some basic requirements [4]:

1. Knowledge must be within interactions and not as static information.
2. Players should be providedwithways to confront and evaluate the rules, experiencing

meaningful feedback to their inputs.
3. Eliminate barriers that prevent the use of the game. Evaluate and calibrate the

usability of the game.
4. The design must provide players with alternatives and space that allows for daring,

creativity, and exploration - critical aspects of fun and learning.
5. Games should promote communication to collaborate, negotiate, draw, and compete.

Players can discuss game-related issues during play, fostering game strategy and
broader socialization, possibly continuing the game afterward.

In his book The Design of Everyday Things [16], Donald Norman talks about the
principles that a good interface design of an application must fulfill, such as: Visibility.
Important parts must be visible and convey the right message. Affordances. They are
the properties that determine how an element/object/tool/technology can be used. When
affordances are exploited, the user knows what to do just by looking - so no image, label,
or instruction is required. Mental Model. The conceptions and models we have of our
environment and ourselves. ConceptualModel.Mental model applied to objects. A good
conceptual model allows us to predict the effects of our actions on objects. Mapping.
The relationship of controls with their functions. Feedback. Feedback on actions that
the user has carried out (or is being carried out) and what results have been achieved,
showing the effect of an action.

Now that mobile devices exist everywhere, we can access information in a new
format. While we can apply the same design principles, websites must have a mobile
format or a downloadable applicationmade especially for that format, taking into account
the limitations of the devices themselves, such as screen size or storage capacity. This
transforms the user’s context, and their needs completely change. When considering an
application to be viewed from a mobile device, the processing capacity, small screens,
screens with different resolutions, and the data entry method should be considered [5].
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For example, buttons should be bigger to be pressedwith your fingers, animations should
not be too heavy, and images should look good in small dimensions.

3 Methodology

Two aspects are essential in creating an educational video game: the pedagogical aspect
and the game’s design. From the pedagogical point of view, we considered learning
theory, content design, and learning strategy. In the game’s design, we considered design
principles and aspects of a game that allows fun and immersion [11]. The research
method used for this project is Research and Development (R&D). This type of research
in education is based on the results of an investigation being used to design new products,
which are then evaluated and refined to reach the required quality standard [9]. It can be
divided into two parts:

• Research until creating a product: The product we reached in this part was the
prototype of the video game’s design.

• Evaluation and improvements of the product for its implementation: The product we
reached in this second part was an improved video game design prototype based on
the usability evaluations carried out.

4 Prototype

4.1 End-User and Context

The context where this application could be used can be both in musical language
classes, with a teacher’s guidance, or in any other place. The advantage of making an
application for mobile devices is how easy the user can access it from anywhere. The
multiple levels of difficulty allow for a wide range of player types, from beginners to
connoisseurs to experts, which perhaps would motivate the study in beginning students.
Three users were defined: Amateurs, those with no formal music studies. They are
those who practice an instrument as a hobby. Students, learners of some instrument,
composition or musical education for professional purposes. Professionals, musicians
dedicated to the interpretation, composition, or teaching of music.

Users must be over 15 years of age, with normal hearing and basic mobile device
handling.

4.2 Type of Game

Since music is a language, and since every language has rules, the idea of creating
a Scrabble-like crossword game came up. The American code, which uses letters of
the alphabet to refer to notes, is a much more universal language, and this is why we
have chosen this code. In the American code, the letter A is la, B is si, C is do, D is
re, E is mi, F is fa, and G is sol. With the letters, different chords can be built within
a key, taking advantage of the notes that these chords have in common. Considering
tonal harmony rules, we can navigate through different tonalities through tension chords
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(dominants) that lead us to different rests (tonic). Thus, crossword puzzles with chords
can be constructed by occupying the letters that correspond to scale notes within the
tonality. The game has different levels of difficulty that we defined according to the
following:

By achievements. As the player improves, s/he can unlock stages or rewards within
the game.

By option. Once a stage has been passed, the player can replay it to improve their
skills and achieve higher goals.

By other players. Depending on the player’s skills (s) being played with, the game
can be made more or less challenging.

The game’s objective is to obtain the game’s highest score and move up on the
different categories. To achieve this, the player must build chords with the given tiles
and the ones on the board and use the best harmony strategies to build chords within a
tonal context, taking advantage of reward boxes.

It is important to emphasize how fundamental it is for meeting the criteria for a
successful design of an educational video game, the fact that this is an online multiplayer
video game. Interaction with other players is essential within the conception of social
constructivism proposed in this project. For this reason, it is essential to play with other
people and not just with artificial intelligence. The importance of doing it online is the
ability to play from anywhere and at any time and play several games at the same time
without the need to do it synchronously.

We defined the name ToneCluster for the video game. Cluster is a term used in music
to refer to an agglomeration of notes. As the same term is used in other disciplines, we
decided to add the word Tone to give it the particularity of music.

4.3 Visual Design

Althoughmobile devices havemany advantages, the screen’s size limitation requires that
the user interfaces have a design according to space and comply well with the proposed
functionalities.

The interface is intended to be as straightforward as possible, and the intention was
not to put excessive information within them. We designed large and clear buttons that
make it easy to identify the possibilities of the application. We based most icons on
successful and popular icons, and we expected them to be user-friendly. The application
includes a chat that allows commenting on questions or thoughts with other users, so the
group’s collaboration is essential.

There is constant feedback during the game to account for what is happening and
what will happen. The user knows who is playing and is notified when it is his/her turn
(see Fig. 1).

Home. On this interface, we find all the functions of the application. We can enter the
User and Messages page at the top. Then we can go to the active games and continue
playing with other players’ pending games and, in an attractive button, start a new game.
The application has six buttons with independent icons to enter the Piano, the Circle of
Fifths, Harmonic Functions, Rules, Friends, and Settings.
User. Here we can see the achievements and the level at which the user is in the game.
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Fig. 1. Home, User, Messages, Piano, Circle of Fifths, Harmonic Functions, Rules, Friends,
Settings, Stages, and Game interfaces.

Messages.On this interface, we can see the messages or invitations left by other players.
Piano. Here an interactive piano is displayed where we can build intervals and chords
of all kinds. It also indicates what function this chord fulfills in different keys.
Circle of Fifths.On this interface, we will find the circle of fifths where you can explore
the different major and minor keys, and learn about the different scales’ alterations.
Harmonic Functions. On this interface, we can choose any key and indicate what the
functions of that key are in major and minor mode.
Rules. Here are the general rules of the game.
Friends. Here we can see our friends and add friends from Facebook or Google. Also,
players can be found within the same application and added as friends to play with them.
In this interface, we can chat and see if we are connected to play.
Settings. Here we can make basic game settings.
Stages. To unlock a stage of the game, we must win the previous stage at least once.
Game. After choosing friends and the level at which we will play, we get to the game
itself. Here the board and different functions are displayed to help in the performance
of the game.

5 Measured Usability Attributes

We subjected the prototype to usability tests that revealed possible improvements in the
video game’s interaction and interface. As it is a video game design project, some aspects
cannot yet be measured concerning pedagogical results. However, we have evaluated
three important aspects to assess the prototype and propose an informed video game
design: interface, playability, and education [1].

We evaluated five aspects of interfaces and eight aspects of education and playability.
Interfaces - Nielsen interface attributes [14].
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Learning. The user quickly learns the interface.
Efficiency. The interface is efficient in its use.
Memorability. The interface is easy to remember.
Error. The interface has a low error rate.
Satisfaction. The interface is pleasant to use.
Education and gameplay: EGameFlow attributes [7].
Concentration. Games must require concentration, and the player must be able to

concentrate on the game.
Challenges. Games must be challenging enough and match the skill level of the

player.
Autonomy. Players must have a sense of control over their actions in the game.
Purpose clarity. Games must provide the player with clear goals at the right times.
Feedback. Players should get the right feedback at the right times.
Immersion. Players should experience deep but effortless participation in the game.
Social interaction. Games should support and create opportunities for social

interaction.
Enhance knowledge. The game promotes and enhances the player’s learning.

6 Methods and Usability Instruments

As we are in a COVID-19 pandemic emergency, usability evaluations have not been
possible in presence, and, therefore, we prepared online questionnaires through Google
forms and meetings through the Zoom platform. We built an interactive prototype and a
video with the interactions and possibilities that the application would have in a mobile
device context. We invited some users to play with a cardboard prototype in order to
respond to the playability aspects. Finally, we summoned a focus group to close the
usability tests. We carried out the evaluations in the following order:

6.1 Icon Usability

This method is of icon intuitiveness [15]. Different icons are shown to the user and asked
what s/he thinks it represents. The answers give an account of the degree to which the
chosen graph is similar to the represented concept. This method is suitable for evaluation
since it allows obtaining a background regarding the efficiency and memorability of the
use of icons and anticipating a low rate of errors in their development.

It was essential to implement this open questionnaire first, as users did not have to
know what function the icons had. In this way, we collected intuitive responses to icons.

An open questionnaire with six icons (see Fig. 2) was sent with the questions “What
do you suggest this button can do?” and “Name three concepts to describe the image.”

Eight users carried out this evaluation: 4 amateurs, 3 professionals, and 1 student.We
made a cloudof concepts to analyze these results and observed the trend and convergence.

Icon 1: Friends button. It takes the user to the interface where the user’s friends are.
Overall this icon was well understood and resulted in a meaningful cloud of concepts.
Concepts such as multiplayer, friends, sharing, connecting, and people were repeated,
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1 2 3 4 5 6

Fig. 2. Icons

suggesting that it is a reasonably intuitive icon. There are no concepts that are far from
what the icon intended to represent.
Icon 2: Functions button. It takes the user to explore the functions in different keys.
This icon presented problems as it is not intuitive for those unfamiliar with the concept
of harmonic functions in music. Those users in the fan group did not understand the
purpose of this button. On the other hand, those who did know about harmonic functions
did not know what this button could do. While they are familiar with the concept of
musical grades, many said four, fourth grade, subdominant.
Icon 3: Piano button. It takes the user to the interface that has an interactive piano. This
icon was one of the most intuitive. There were no concepts far from the idea of a piano,
and the idea of a virtual piano or keyboard appeared quite a bit in the concept cloud.
Icon 4: Circle of Fifths button. It takes the user to a place for interaction with the circle
of fifths. This icon presented problems in the amateurs’ group since it is a concept widely
used in music theory. Among amateurs, the concept of “roulette” appeared. However,
among students and professionals, the concept was fully understood and very intuitive.
Icon 5: Rules button. It takes the user to the general rules of the game. This is another
icon that presented problems since none of the answers pointed to what we expected.
Concepts like “correct”, “questionnaire” and “evaluation” were quite common.
Icon 6: Question button. This icon is used to ask another player for explanations for a
move made. According to the evaluation responses, this icon is quite intuitive. Being a
red hand, our mental model immediately tells us “stop”, “error”, “attention”, concepts
that were repeated a lot in the concepts used to describe this image. It works by being a
button that stops a process, or, in this case, the game’s progress.

As a summary, the result of this evaluation revealed that icons 1, 3, and 6 were very
intuitive. However, icons 2 and 5 should be corrected as they do not symbolize what we
expected. Icon 4 was only identified by the student and professionals since it is a concept
handled in music.

6.2 End-User Questionnaire

This method consists of the end-users completing a questionnaire after interacting with
the application and/or the game. Since it is an evaluation during the design process, to
carry out this questionnaire, we sent a prototype with interactions recorded on video,
demonstrating how the application works and a prototype with limited but interactive
functions. We invited some users to play in a cardboard prototype to account for aspects
of gameplay and education. However, complications derived from the health emergency
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caused by the COVID-19 pandemic forced us to take an alternative by creating an online
game with the Gamestructor online program.

This method is suitable to measure preliminary aspects of the video game devel-
opment that account for the usability of the interface, playability, and educational
possibilities and visualize them in comparative tables or graphs.

To demonstrate usability aspects of the video game interfaces and, in turn, learning
and playability, we used two questionnaires:

Videogame Usability Questionnaire. Elaborated by Jaime Sánchez (updated version,
2020) [19]. This questionnaire assesses the usability aspects of videogame interfaces.
As it was an evaluation during the videogame design process, the statement “Interfaces
load quickly” was eliminated since this statement does not make sense in evaluating a
prototype. Twenty-three users carried out this evaluation: 7 amateurs, 8 professionals,
and 8 students. For the analysis of this questionnaire, bar graphsweremade as a complete
set and separating the different users. Also, we reviewed the comment of each user to
reveal possible improvements to the prototype.

0
1
2
3
4
5
6

Amateurs

Excelent Good Neutral Regular Deficient

0
1
2
3
4
5
6

Professionals
0
1
2
3
4
5
6

Students

Fig. 3. Answers to question “How would you qualify the current game?”

The assertions evaluated in the questionnaire were mainly between the ranges
“Strongly agree” and “Agree”, which gives an impression of a positive response to
the video game in general. This is reinforced by the graphic in Fig. 3, where the video
game is very well accepted, where 22 out of 23 users rated it between “excellent” and
“good”. When we see the graphics of the type of user, we realize that the video game’s
appreciation is more significant among students. In turn, each group’s comments also
revealed that themost interested in the gamewere students, who found it entertaining and
useful to learn. Those with the least interest were amateurs, as they found it challenging
to learn. However, it was also well received by these end-users. The professionals had
a favorable opinion, especially from the educational field. The color of the game was
somewhat criticized.

EGameFlow. We specifically used a test constructed by Fu et al. [7], called EGame-
Flow, to evaluate educational video games based on the attributes raised by Sweetser and
Wyeth [21]. This questionnaire’s aspects are Concentration, Clear objectives, Feedback,
Challenges, Autonomy, Immersion, Social interaction, and Enhance knowledge. After
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Fig. 4. Cardboard prototype and online game prototype made with Gamestructor.

playing the game in person or online through the Gamestructor platform (see Fig. 4),
the users carried out this questionnaire. Nine users carried out this evaluation: 4 profes-
sionals, 2 students and 3 amateurs. We made graphs to analyze the results and show the
different scores for each user’s assertions. We separated them into attributes.

• Concentration: The average evaluation of this attribute was 6.7 out of 7.0. This
accounts for a high concentration on the part of the players with the video game.

• Clarity of Objective: The average evaluation of this attribute was 6.6. In general, the
objectives seem to be well planned.

• Feedback: The average evaluation of this attribute was 6.5. There are feedback events
during the game to account for the player’s progress, although there are discrepancies
among users in terms of task and event notifications.

• Challenges: The average evaluation of this attribute was 5.9. The challenge levels are
adequate. However, more support is needed from the game to solve them.

• Autonomy: The average evaluation of this attribute was 6.1. Some users report a
feeling of lack of control and impact on the game. However, the steps to follow for
the development of the game are understood.

• Immersion: The average evaluation of this attribute was 5.8. The player manages to
have a feeling of immersion in the game. However, there is a low level of emotional
or visceral involvement in the game in some players.

• Social interaction: The average evaluation of this attribute was 5.8. The evaluation
shows a lack of support for learning communities inside and outside the game. Players
are not very cooperative with other players.

• Knowledge improvement: The average evaluation of this attribute was 6.9. This shows
that the video game meets the proposed educational objectives and enhances the
knowledge of whoever plays it.

6.3 Prototype Evaluation

This method consists of presenting the user with different interfaces to collect their
impressions and comments. This method is suitable for this evaluation since it allows
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obtaining information from users directly and shows possible improvements in the
prototype interface.

Seven interfaces (see Fig. 1) were sent to the users with the instruction “Would
you change something about this interface?” We applied this open questionnaire after
the end-user questionnaire since here users already know the functions of the different
buttons and interfaces before making comments about possible improvements to the
prototype.

The results of the open questionnaire were the following:

Interface 1: Home. The main criticism of this interface was the color palette used.
However, it is intuitive and works well.
Interface 2: Stages. Criticism of the color palette appears again. However, it works and
is simple and straightforward.
Interface 3: User.More achievement statistics are needed. However, it works well and
is transparent.
Interface 4: Piano. A good idea came up from the comments by suggesting the
keyboard’s horizontality, making it difficult to manipulate a small keyboard with the
fingers.
Interface 5: Friends. This interface was quite liked.
Interface 6: Circle of Fifths. The main problem is the size of the objects. However, it
stands out that it is simple and clear.
Interface 7: Game. Criticism of the color palette arises again. In general, the users did
not like the layout of the board.

6.4 Heuristic Evaluation Questionnaire

This method consists of the evaluation of the application by experts in human-computer
interaction. Since it is an evaluation during the design process, to carry out this ques-
tionnaire, we sent the same video and prototype as those sent to the users who took the
End User Questionnaire. This method is suitable for obtaining an expert point of view
in the area of usability.

TheHeuristic Evaluation of theUsability ofVideogamesQuestionnairewas prepared
by Jaime Sánchez (updated version, 2020) [20]. As it is an evaluation during the design
process, the option “Does not apply” was added to the evaluation to give the evaluator
the possibility of not answering certain statements that do not make sense within the
prototype evaluation. We evaluated 13 heuristics:

• Video game status visibility
• Relationship between the video game and the real world
• Player control and freedom
• Consistency and standards
• Error prevention
• Recognize instead of remembering
• Flexibility and efficiency of use
• Aesthetics and minimalist design
• Recognition, diagnosis, and recovery of errors
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• Help and documentation
• Treatment of content
• Speed and media
• Interactivity

We obtained the heuristic evaluation of two experts in usability and human-computer
interaction. The answers were not so far apart from each other, showing elements to
improve. The lowest rated heuristics were “Error prevention”, “Error recognition, diag-
nosis, and recovery”, and “Help and documentation”. The best evaluated were “Rec-
ognize instead of remembering”, “Interactivity”, “Video game visibility”, and “Player
control and freedom”.

We received opinions from the evaluators highlighting positive aspects of the
application interfaces and things to improve.

Things to improve:

• Indicate in the interface of a game the stage that is being played at that moment.
• Check the “share” button on the game board interface since it can suggest a page
change by being on the left side.

• Review the feedback screen at the top since it looks like a button.

Positive things:

• The button to play a new game stands out from the rest.
• Top bar with standard elements such as user, notifications, and button to go back.
• Important shortcuts at the bottom (friends, the home page, and settings) with easy to
understand icons.

• In the “friends” interface, the green circles are highlighted to indicate users’ connection
in the application.

• One can clearly see which person is playing in the game.
• There is quite a bit of feedback when interacting with buttons.

6.5 Focus Group

This method is a relatively informal technique to attend to the user’s needs and feelings
and can be done before, during, or after making a design. This method is suitable since
concepts can be discussed and problems identified more freely. They produce data at
three levels of analysis:

• Data at the individual analysis level.
• Degree of consensus within the group, collecting data at the level of group analysis.
• Specific exchanges that take place between individuals, which could generate new
ideas or hypotheses that the researcher can explore later.

We made this evaluation to close the usability tests and address three significant
issues: Interface, education, and fun. We organized an online focus group through the
Zoom platform with seven users: 2 professionals, 3 amateurs, and 2 students. Following
the previous evaluations, we developed six guiding questions for the focus group:
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• Is it an entertaining video game? Why?
• In what contexts do you think the video game application could be used?
• What educational elements do you think are enhanced with the use of this tool?
• Is there something that you find unnecessary in the design of the video game or
application?

• Is there something that you think is fundamental in the design of the video game or
the application?

• What is your opinion of the artificial intelligence of the game?

In general, the acceptance of the video game is high, and there are good expectations
from users for the development of the application for mobile devices. Users find it
an entertaining and immersive game. It allows concentration and abstraction from the
environment, and it is quite challenging and competitive. It is easy to learn but challenging
to master.

Users believe that the use of the application can take place in a classroom and leisure
context. It could be given as a playful space or, even, as a pause within a class. It allows
access to knowledge from other ways. It allows generating breaks in the development of
the music theory class and thus capturing the student’s interest in the study of harmony.

Regarding the pedagogical aspects, it allows a speed in the understanding andpractice
of harmony. It helps to take learning out of context and position it in a playful space.
It helps with adequate vocabulary in music and with connection to the practical world.
By working on theoretical elements in a virtual environment, it is easier to take it to the
real world since the language is the same. The idea of holding tournaments, or creating
evaluations based on the game, came up.

Regarding the use of artificial intelligence, it was suggested to allow the player
to decide whether to maintain it. Artificial intelligence allows you to play and learn
autonomously, but you could deactivate it and access another level of challenges when
playing with other people. For example, a score could be earned for correcting another
player.

A concern in the group’s conversation was how tiring it was if the gamewas too long.
It was suggested to lower the number of chips in the most difficult stages or incorporate
clauses to finish the game earlier. It would be nice if the player could choose his/her type
of game. For example, speed game, long game and short game. The user could also add
the variable time as another level of challenge.

7 Analysis of the Results

In this project, we applied usability methods, using evaluation instruments with end-
users, during the videogame design process of ToneCluster. We detected strengths and
weaknesses in different aspects according to the attributes mentioned in Sect. 5.

Learning. According to the evaluations, it is not difficult to learn, and the interfaces are
quite intuitive. However, there are discrepancies between fans and the rest of the users
since it is more difficult for them as they have less basic knowledge of music.
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Efficiency. The interfaces are efficient when used. The buttons make sense within the
interface, and there are intuitive ways to get to places. However, by themselves, some
icons do not produce meaning for all types of users. There is a discrepancy between fans
and the rest of the users as they have less basic theoretical knowledge, making some
icons less obvious.
Memorability. The interfaces are easy to remember, and the user can return to the
previous interface easily and intuitively.
Error. Although the way to get to the interfaces is intuitive, the ways to solve errors in
the interaction were not evident in the prototype. There is no help within the application.
Satisfaction. The interfaces are pleasant to the user and help to have a good experience
during the game. However, the colors used were quite criticized and require a review for
the video game’s final design.
Concentration. The user manages to maintain concentration during the game and is
not distracted from the tasks s/he should concentrate on. The workload seems adequate,
although we have to review the game’s duration in the more difficult stages and find
ways to finish the game in a better way.
Clarity of the objective. The game has clear and adequately presented objectives that
allow the smooth development of the same. However, it is suggested that at the beginning
of each game, the specific characteristics of the level are remembered, andmore feedback
be given in each play.
Challenges. The result indicates that the game offers different challenges presented at
an appropriate pace. However, it seems to contain little help from the game itself in
achieving these challenges.
Autonomy.The player feels a sense of control and impact over the game. His/her actions
influence the video game’s outcome and they know what the next step is to advance in
the game. It is suggested to incorporate more achievement indicators to account for the
user’s progress within the application.
Feedback. Feedback is adequate and gives information on the success or failure of the
players’ moves. It is suggested to give the player more clarity in the point count.
Immersion. Players achieve a good level of involvement in the game, evidenced by an
altered sense of time and a disregard for everyday worries during the game.
Social interaction. The video game requires other players’ participation for their
progress, which makes the game support learning within interactions. It is suggested
to limit the use of artificial intelligence and have the option to eliminate it to promote
interaction with other players.
Enhance knowledge. Players demonstrate that knowledge is used during the game, and
it is necessary to knowmore andmore to improve in-game performance. The video game
promotes the search for knowledge outside the game.

It is important to mention the acceptance that the video game had, especially among
students, who saw it as a fun way to learn difficult subjects. All types of end-users had
fun playing on the prototypes, creating a fluid, dynamic and educational game that was
useful.
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8 Redesign

Based on the results of the usability evaluations, we proposed an improvement of the
initial prototype. We kept the initial minimalistic idea but made a redesign of the colors
of the application. We used the Marshall amplifier as a palette and model. Also, a
question mark was added in the upper right corner to indicate help. We reduced the
number of application buttons and added a bottom navigation bar. We redesigned icons
and incorporated sound elements for feedback. We added short instructions to specific
interfaces to guide the user, and incorporated mechanisms to learn the game mostly
through interactions and not by written rules.

Home. In this interface, we find all the functions of the application. We can enter the
User and Help page at the top. Then we can go to the active games and continue playing
with other players’ pending games and, in an attractive button, start a new game. The
application has two independent application buttons to enter the Piano, and the Circle of
Fifths. We can go back to Home in the navigation bar, see Friends, Settings, and User’s
page. The User icon is placed inside a circle to generate a similarity with social network
applications (conceptual model already incorporated in our mental model) (Fig. 5).

Fig. 5. Home,User Profile, Help, Settings, Friends, Circle of Fifths, Piano, Stages, Choose Player,
and Game Options interfaces.

User Profile. We added achievement indicators by stage and an indicator of the time
it takes the user to play his/her turn. Achievement levels are incorporated: Beginner,
Student, Professional, Expert, Master.
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Help. This interface is incorporated to help in the knowledge and use of: Game Rules,
Account Configuration, Use of Tools (Circle of Fifths and Piano), Artificial Intelli-
gence, and Contact with Support in case of errors. We redesigned and added the “Rules”
interface (first prototype) into the “Help” interface in the application.
Settings. Added the ability to put the game in dark mode.
Friends.We eliminated the “Messages” interface and added its function to the “Friends”
interface.
Circle of Fifths. We added the use of a knob type Marshall amplifier and a switch to
indicate whether it is a major or a minor mode. We added the possibility of listening to
the scale, the notes, and the chord. We eliminated the “Functions” icon and added this
function to the “Circle of Fifths” tool.
Piano. We added a small text box to indicate what the user should do. We added the
“Help” icon and the possibility to put the keyboard in landscape mode to improve finger
interactivity.
Stages. We changed the colors to the application design’s gold characteristic, and the
lock icon was improved.
Choose Players. We added the option to play only with artificial intelligence “Cuai”.
The level of it can be graduated (Beginner, Student, Professional, Expert, Master).
Game Options.We added this interface before the start of the game to define game type
options. Artificial intelligence can be removed from the game to increase the challenge
level, and the temporary variable is added as a challenge level.

Fig. 6. Game interface.

Game. We added a message at the beginning to indicate basic rules of the stage. We
added the board zoom function, and a chat, to allow communication in any context. We
incorporated the tools (“Circle of Fifths” and “Piano”) into the options in the lower left
corner of the bottom bar. A redesign of the board’s colors and images is done. We added
different colors into the different keys in the more challenging levels. The number of
chips is reduced in the later stages to reduce game time. A player can add points by
objecting to a play by another player (Fig. 6).
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9 Conclusions

This main purpose of this study was to propose a video game design prototype for
teaching and learningmusical harmony.As a result of the interface design and interaction
process and a diversemethodological process for evaluating the usability of the interfaces
and the designed interaction, a video game design prototype for teaching and learning
musical harmony is presented here, ready to be implemented and used on a mobile
device.

We added elements into the design that support the social constructivist theory,
promoting students’ autonomy in searching for knowledge and interaction with peers to
support learning. This is evidenced by the different levels of achievement and stages that
the player must overcome to advance within the game.We placed particular emphasis on
the levels of challenges and the promotion of curiosity according to what was proposed
by Malone [12] concerning intrinsic motivation and the design of educational video
games. On the other hand, we evaluated interface design attributes, the achievement
of educational objectives and fun, and interaction, which allowed us to account for the
tool’s effectiveness and essential improvements in it.

The design of an educational video game is a task that requires the attention of
multiple edges. It is important to take care of educational, fun, and design elements.
This makes permanent interaction with end-users essential to give shape and foundation
to the needs that are expected to be covered with the development of the tool. Also,
usability evaluations in the design process are crucial to enhance the tool’s appropriate
development and incorporate end-users’ opinions into the design. A user-centered design
can avoid errors in interaction and help in the achievement of educational objectives.

Due to the health emergency context due to pandemic of COVID-19, usability eval-
uations have been tricky, especially those that have an ideal requirement of presence. In
remote meetings, body communication is lost, and it is a less familiar communication
space for many, adding to this the connectivity issues. However, it was possible to col-
lect the necessary evidence of the end-users’ perceptions and specifically improve the
video game design. The use of online questionnaires was a facilitator to receive, in an
expeditious and orderly manner, closed surveys and user opinions.

In general, the video game design meets the proposed educational objectives and
is widely accepted by end-users. Interesting contributions were collected regarding the
uses that this technological tool could be given within the classroom and the possible
educational benefits it could have in the long term. Therefore, it can be said that the
development of this tool will be a contribution to the teaching and learning of musical
harmony, enhancing and supporting knowledge from the most basic to the most complex
levels.

10 Future Work

The future of ToneCluster now is the programming and implementation of the video
game to make it available to the public on mobile devices. This will require an impact
evaluation once the video game is developed to see the attainment of the educational
objectives and review and improve any errors in the interfaces and the interaction with
the application.
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It will be interesting to see how the application is finally used in the classroom and
what educational objectives are achieved in the short and long term.
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Abstract. In the education of introductory programming, people often
adopt block-based visual programming languages such as Scratch and
Blockly that allow programmers to construct programs by placing visual
blocks. A previous study showed that a block-based language was more
effective than a text-based language in introductory programming educa-
tion. However, even with such block-based languages, it is still necessary
for novices to learn programming in traditional ways, for example, by
hearing lectures, reading textbooks, or watching tutorial videos. In this
paper, we propose a video game-like approach to supporting novices in
learning programming. We introduce two concepts into a block-based
programming system: one is a staging mechanism that allows novices to
gradually obtain more complex means of programming; the other is an
assistant chatbot that helps novices to gain knowledge of programming.
We implemented the system by applying our approach to turtle graphics.
We present results of the experiment that we conducted to evaluate our
approach.

Keywords: Block-based visual programming · Programming
learning · Gamification

1 Introduction

Programming education is being actively conducted throughout the world to
increase students interested in computer science and to acquire excellent human
resources for the information technology industry. In the education of intro-
ductory programming, people often adopt block-based visual programming lan-
guages such as Scratch [7,10] and Blockly [9] that allow programmers to con-
struct programs by placing visual blocks. A previous study showed that a block-
based language was more effective than a text-based language in introductory
programming education [12]. However, even with such block-based languages,
it is still necessary for novices to learn programming in traditional ways, for
example, by hearing lectures, reading textbooks, or watching tutorial videos.

In this paper, we propose a video game-like approach to supporting novices
in learning programming. We introduce two concepts into a block-based pro-
gramming system: one is a staging mechanism that allows novices to gradually
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obtain more complex means of programming; the other is an assistant chatbot
that helps novices to gain knowledge of programming. We implemented the sys-
tem by applying our approach to turtle graphics [1]. We present results of the
experiment that we conducted to evaluate our approach.

The rest of this paper is organized as follows. Section 2 describes previous
work related to our approach. Section 3 proposes our approach, and Sect. 4 gives
its implementation. Section 5 presents results of the experiment, and Sect. 6 dis-
cusses the approach. Finally, Sect. 7 provides conclusions and future work.

2 Related Work

One of the most related work was done by Arawjo et al. [2]. They proposed a
progression design of a visual programming system that could be seen as being
similar to our staging mechanism. However, they adopted functional program-
ming, which is very different from block-based programming that is often used
for introductory programming education.

Game-like approaches have been adopted also in the visual programming
community. Bauer et al. [3] developed a block-based programming game called
Dragon Architect to directly teach computational thinking strategies. Malizia
et al. [6] developed a game-based system called TAPASPlay to foster computa-
tional thinking skills, focusing on playfulness and collaboration. Taylor et al. [11]
developed a toolkit called IntelliBlox to enable learners to create block-based pro-
grams in immersive game-based learning environments. Lytle et al. [5] developed
a game called Resource Rush to allow users to learn programming in open-ended
game environments.

Fujimoto et al. [4] discussed research trends in game-based learning and open
education. Open education refers to practice that eliminates barriers from edu-
cation and increases educational opportunities. They recognized these two areas
as becoming increasingly popular in the next few years.

Mineuchi et al. [8] developed a chatbot-based tool to allow students to easily
perform preparation and review of their lessons by using a communication tool
called LINE. They claimed that it would enable the students to increase oppor-
tunities for learning, to prepare without fear of failure, and to organize their
thoughts.

3 Proposed Approach

We propose an approach to supporting novices in learning programming. The
characteristic of our approach is that it allows novice users to enjoy learning
programming as if they play introductory parts of video games. For this purpose,
we particularly introduce the following two concepts into a block-based visual
programming system.
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Fig. 1. Staging mechanism that gradually increases the available types of blocks as the
user achieves goals for stages.

Staging Mechanism: The system initially limits the types of visual blocks that
the user can employ to construct a program, and it gradually increases the
available types of blocks as the user achieves goals for stages (Fig. 1).

Assistant Chatbot: The system provides a chatbot that assists the user in
learning programming by him/herself. As a help function, it explains in detail
how to use blocks, and also it communicates with the user by making simple
conversations.

Figure 2 shows the initial screen of our visual programming system. It allows
the user to construct a block-based visual program for turtle graphics on part
(a) of the screen, and presents the resulting graphics on part (b). On part (c)
of the screen, it shows the points that correspond to the current stage. On part
(d), it presents available blocks for the current stage. The user can call a chatbot
by pressing button (e), which opens window (f) and makes the chatbot talk to
the user.

3.1 Staging Mechanism

The staging mechanism increases the available types of blocks when the user
achieves a given goal. It currently presents the following four stages:

Stage 1: Draw a straight line.
Stage 2: Draw a polygon.
Stage 3: Draw a geometric shape with a “repeat” block.
Stage 4: Draw free shapes.

Each stage is associated with a goal. For example, the goal for stage 1 is “Draw
a straight line.” The current stage is indicated by the points shown on the screen
(at (c) in Fig. 2). When the user achieves a goal, 100 points are added. The user
can ask the chatbot about goals and points.

At stage 1, only one block “move forward or backward” is available. When
the user achieves the goal by using and executing ore or more blocks, points and
a new block are added. When the system reads blocks to execute the program,
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Fig. 2. Initial screen of our visual programming system.

it judges whether the goal has been achieved. If the goal has been achieved, it
adds 100 points and reloads a page for stage 2 with an additional block.

At stage 2, two blocks including a new block “turn right or left” are available.
At stage 3, a block “repeat” further becomes available. At stage 4, many types
of blocks become available and can be freely combined.

3.2 Assistant Chatbot

Basically, the user communicates with the chatbot by selecting a message that
is sent to the chatbot.

Help Function. The user can ask the chatbot about various things such as
how to use a block and how to effectively apply a block, by selecting “Help”
from the menu that pops up when the user right-clicks a block. For example,
when a block “move forward” is selected, a figure is presented to show that it
draws a straight line, other related blocks also are given, and examples that can
be drawn by combining other blocks are shown. Instead of immediately teaching
the answer, it aims at enhancing the user’s ability to think about how to achieve
the goal.

Conversation Function. Unlike the help function that can be asked about
specific blocks, the conversation function answers more general questions such
as a question about the user interface. The conversation function of the chatbot
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is triggered when the button (e) in Fig. 2 is pressed. It particularly aims at
resolving questions of novice users who do not know what to do initially.

The conversation function always begins by asking whether there is any ques-
tion. If there is no question, it finishes the conversation. Otherwise, it presents
several choices to the user to identify what is the actual question. The first
questions are about four things, i.e., “turtle graphics,” “how to use,” “points,”
and “blocks.” After one of them is selected, it repeatedly presents more detailed
questions. For example, if the user wants to ask about a block and selects the
question about blocks, the users is prompted to use the help function. As another
example, if the user selects the question about “how to use,” it shows a screen-
shot of the user interface with numbers attached to its parts, which allows the
user to select a part about which the user wants to ask. After reading the answer
about the selected part, the user can return to the previous question to ask about
another part.

4 Implementation

We implemented the system as a Web application by using Blockly [9] and its
turtle graphics application. We used a JavaScript framework called BotUI to
implement the assistant chatbot. The chatbot can be called by using a right-
click pop-up menu as well as by pressing the button (e) in Fig. 2.

The staging mechanism was implemented as reloading the page, which adds
points and new blocks. Right after the reloading, the system displays a dialog
box to inform that points have been added and new blocks have been introduced.
When beginning stage 4, it additionally opens a pop-up window that informs
that the final stage has been reached.

5 Experiment

We conducted an experiment to evaluate our approach. The purpose of the exper-
iment was to examine whether the system based on our approach could improve
its users’ motivations for learning programming as well as whether it could reduce
differences among the skills of the users caused by their past experiences in
programming.

5.1 Participants

We recruited five participants (all male and 14.3 year old on average), three of
whom had no experience in programming. In the following, we refer to them as
participants A to E. Participants B and D had previous experiences in program-
ming.

5.2 Procedure

We asked the participants to use our system. We measured the times that they
spent to complete stages, and conducted questionnaires before and after the
experiment.



Supporting Novices in Learning Programming 89

Time Measurement. To examine the influence of the past experiences of the
participants in programming, we measured the times that they spent to complete
each of the first three stages. For this purpose, we took them on video during
the experiment. A camera was placed diagonally to the rear of each participant
to make his hands and the computer screen visible to the camera.

Questionnaires. To examine the changes of the motivations of the participants
for learning programming, we conducted questionnaires with the five-level Likert
scale before and after the experiment. Both pre- and post-questionnaires included
the following questions:

– Do you think that you are good at programming?
– Do you think that you enjoy programming if you learn programming in the

future?
– Do you think that programming is difficult if you learn programming in the

future?
– Do you positively want to learn programming in the future?

The post-questionnaire additionally included the following questions about
our system:

– Did you use the chatbot?
– Was the chatbot easy to understand?
– Did you have a sense of achievement when you reached a goal?

The post-questionnaire also collected free descriptions of what difficulties the
participants faced while using the system.

5.3 Results

We report the results of the experiment below.

Time Measurement. Table 1 shows the times that the participants spent to
complete stages 1, 2, and 3. Table 2 shows how many times they used the chat-
bots. The conversation function of the chatbot can answer the following ques-
tions: what is turtle graphics (indicated as “TG” in the table); I do not know
how to use this user interface (indicated as “Interface” and with the numbers
shown in Fig. 3); I want to know about points (indicated as “Point”); I want to
know about blocks (indicated as “Block”). Also, the help function of the chatbot
can answer the following questions: how to move forward or backward (indicated
as “Move” in the table); how to turn right or left (indicated as “Turn”); how to
repeat (indicated as “Repeat”).

The times of the participants A, B, C, and E show that stage 2 took longer
than stage 1. By contrast, participant D spent a longer time at stage 1. This
was probably because when the program should be executed was not explicitly
explained. It was observed that participant D pressed the execute button before
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Table 1. Times that the participants spent to complete stages.

Participant Stage 1 Stage 2 Stage 3 Total

A 0:01:19 0:16:27 0:02:34 0:20:20

B 0:01:31 0:06:16 0:04:22 0:12:09

C 0:05:39 0:34:18 0:06:59 0:46:56

D 0:13:20 0:00:52 0:04:00 0:18:12

E 0:02:57 0:22:56 0:40:57 1:06:50

Average 0:04:57 0:16:10 0:11:46 0:32:53

Table 2. Numbers of the uses of the chatbots by the participants.

Participant Conversation Help

TG Interface Point Block Move Turn Repeat

1 2 3 4 5 6 7&8

A 2 1 1 1

B 1 1 1 1 3 1

C 2 4 3 1 1 1 2

D 1 2 1 2 1

E 1 4 1 1 1 1

Total 4 1 12 7 2 1 2 7 0 4 2 1 0

placing blocks in the workspace and did not press the execute button long after
placing blocks. Also, participant D had a previous experience in programming,
and did not spend particularly long times at stages 2 and 3.

Participants A, B, and C spent shorter times at stage 3 than at stage 2. This
was probably because the goal for stage 3 was not very different from the goal
for stage 2. By contrast, participants D and E spent longer times at stage 3 than
at stage 2. This was probably because they initially thought that a repeat block
could contain only one block. We prepared a help function about a repeat block
that explains that it could contain one or more blocks. However, no participants
used this help function as shown in Table 2.

Questionnaires. Table 3 shows the results of the questionnaires. The five-level
Likert scale consists of the following: “strongly agree” as 5, “agree” as 4, “unde-
cided” as 3, “disagree” as 2, and “strongly disagree” as 1. We performed a paired
t-test between the scores of the pre- and the post-questionnaire. The results show
that there were no significant differences concerning the four questions described
in Subsect. 5.2. This means that our system did not bring sufficient psychological
influences.

The questions about our system in the post-questionnaire showed the follow-
ing. All the participants used the chatbot. Four participants strongly agreed to
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Fig. 3. User interfaces about which the chatbot can be asked.

the question “Was the chatbot easy to understand?” and the other one agreed to
it. Four participants agreed to the question “Did you have a sense of achievement
when you reached a goal?”

In the post-questionnaire, participants A to E provided the following free
descriptions of difficulties in using the system:

Table 3. Results of the questionnaires before and after the experiment.

Participant Good at
programming

Enjoy
programming

Programming is
difficult

Want to learn
programming

Before After Before After Before After Before After

A 3 4 4 5 4 4 5 5

B 3 4 4 5 3 2 3 5

C 2 2 4 3 3 5 3 2

D 4 4 4 5 4 4 3 3

E 2 1 5 4 4 5 5 4

Mean 2.8 3.0 4.2 4.4 3.6 4.0 3.8 3.8

Variance 0.7 2.0 0.2 0.8 0.3 1.5 1.2 1.7
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A. I did not know what I should do before the chatbot taught me about it.
B. I spent a little long time in repeating blocks.
C. I did not understand the goal “geometric shape” for stage 3.
D. It was hard to draw a polygon by combining various blocks in stage 3.
E. It was difficult to draw a polygon.

6 Discussion

Although the experimental results did not statistically show psychological
influences, differences among the participants’ reactions and spent times were
observed. A cause for the large differences among the novice participants was
that the explanation about how to use a repeat block was insufficient. Although
we had included the explanation in the help function, no participants used it
during the experiment. It might seem plausible that the help function should be
moved to the conversation function because the conversation function was rela-
tively more used. However, this would largely increase choices when the number
of block types would become large. Since there were participants who did not
use the help function at all, the right-click pop-up menu is considered to be inap-
propriate. It might have been possible to trigger the help function by placing a
block about which a user wants to know.

Our system enabled the participants to achieve the goals by themselves,
which suggests that we were able to develop a programming system for novice
programmers. However, our system is still not sufficient for improving compu-
tational thinking because it does not sufficiently support the participants in
correctly using repeat blocks.

7 Conclusions and Future Work

We proposed a video game-like approach to supporting novices in learning pro-
gramming. We introduced a staging mechanism and an assistant chatbot into
a block-based programming system. The experiment that we conducted sug-
gested the usefulness of the staging mechanism and the conversation function of
the chatbot. However, it showed that the help function of the chatbot was not
useful. This problem could be solved by simplifying the interface for triggering
the help function. The experiment also suggested the necessity of a function for
supporting users in understanding repeat blocks.
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Abstract. Game-based learning (GBL) has proliferated rapidly in recent years,
with both industry and academic research communities calling for collaborative
work practices in the educational game design process that need to address all the
keyGBL aspects and create a shared understanding among teammembers. Design
cards have the potential to improve idea generation and communication between
stakeholders. However, potential scaffolding for completeness (focusing on all
key GBL dimensions) and collaboration (working together to produce something)
in learning game design are not explored. Therefore, in this paper, we investigate
how this design approach can scaffold for collaboration and completeness in the
early phase of the learning game design process using a card-based GBL ideation
toolkit in design workshops. Seven teams were analyzed using design artifacts
and video recordings of the workshop session. The results are encouraging in
terms of the applicability of ideation cards in the GBL design process to scaffold
completeness and collaboration.

Keywords: Game-based learning design · Learning games · Collaboration ·
Completeness · Early design process · Ideation

1 Introduction

Game-based learning (GBL) is a multidimensional phenomenon depending on several
aspects (e.g., users, learning, game factors, usability, environment, and affective reac-
tions) for it to be effective [1, 2]. There is no single way to design a learning game.
Not many specific methods scaffold for incorporating all the vital elements of an edu-
cational game considering different experts’ involvement in its development, making it
a different task [1, 3]. Researchers have pointed out that complex design products need
to be understood from multiple aspects [4]. Therefore, an essential requirement for a
learning game design process is to focus on all the critical dimensions of GBL [5]. We
refer to this as “completeness” in GBL design. Additionally, there is a need to achieve
an adequate balance between these key elements (i.e., different aspects such as learning
factors, game factors, technical factors, and user experience related factors) in the learn-
ing game to keep learning integral but still providing an enjoyable user experience for
learner engagement [5, 6].
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The design process of learning games is complex involving several professionals
from different domains working together for a common end product [7]. Therefore,
team collaboration is a critical factor in determining and maintaining effectiveness in
design [8]. Researchers have highlighted that team members (i.e., experts in particular
domains, e.g., designers and educators) often face difficulties in sharing knowledge in a
multidisciplinary setting. Each has a different area of expertise, ways to communicate,
operating procedures, and use different idea representation approaches [4]. Therefore,
communication between them is not very simple to manage [1]. Researchers argue
that it is important for a design team to communicate and negotiate with each other
to make decisions by entering compromises [9]. Industry and research communities
both require collaborative work practices in the design process [9]. “Collaboration”
stresses knowledge co-creation through a commondesignprocess, andpeer collaboration
stimulates cognitive engagement and motivation [10].

Researchers have already used design games to understand design as a social activity
or for staging collaborative design efforts involving many stakeholders [9]. Playful tools
and design games have been used to structure the design dialogues between stakeholders
and are suggested to support and enhance collaborative ideation and concept design. The
focus on play downplays the power relations and factors hindering idea generation [11].
Some researchers have used ideation cards for designing exertion games [12] and tangible
games [13]. They found them useful for idea generation, articulation, offering guidance,
expanding participants’ horizons, focusing on the aim, formative evaluation, and pro-
viding common vocabulary. However, how completeness and collaborative process for
GBL design are facilitated through ideation cards is not explored.

According to Markopoulos et al. [14], the use of novel methods in the early design
phase can help adopt a broader perspective, and Lucero et al. [15] advocates that the
general characteristics of design cards make them an effective tool for collaborative
design practice. In this paper, we hypothesize a card-based tool as a scaffolding for
collaboration and completeness in the ideation process of learning game design. We
chose to focus on these elements for two reasons.First, considering the nature of learning
game design, these are vital for GBL design practice. Second, they can also be used as
means for learning about the GBL design process as a collaborative design activity
engaging various stakeholders. Our research objective is to investigate ideation cards
as scaffolding for completeness and collaboration in the early phase of the learning
game design process. For this purpose, the LEAGUÊ ideation toolkit (see Sect. 2.4)
was used as the intervention in this study. Our analysis describes how collaboration
and completeness are facilitated by using the card-based tool in the ideation process
of learning game design. The contribution of the paper is twofold: 1) it demonstrates
the usefulness of ideation cards in the GBL design process (specifically in terms of
completeness and collaboration), and 2) it reflects on factors and design decisions in
the employed card deck/activities that advance the key outcomes: completeness and
collaboration.

2 Related Work

This section presents relevant research studies that explored or demonstrated the impor-
tance of collaboration and completeness in the GBL design process, the use of innovative
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approaches to aid the design process, and card-basedmethods in various domains.More-
over,we underline efforts in theGBLdomain to acknowledge areaswhere future research
may take shape.

2.1 Collaboration and Completeness in the Design Process

Several researchers focus on “completeness” in GBL design, i.e., addressing all the
essential elements of a learning game in the design process [1, 5, 16]. De Lope et al.
proposed a five-stage methodology (in which the story plays a key role) suitable for
designing learning games focusing on five key elements [5]. The study focused on the
design phase, which structures the game with these five essential elements and proposes
modeling tasks resulting in design artifacts such as diagrams or descriptive documents
that can facilitate communication between design team members. Similarly, Silva [1]
also presented a methodology divided into steps to support educational games’ design
process to bemore all-encompassing. It identifies the steps required to define the learning
mechanisms in an educational game starting from the topic choice and ending with the
user experience. Another study by Kellner et al. [16] presented guidelines for developing
adventure learning games (based on existing guidelines and frameworks) that help evoke
all key aspects in the design. However, these studies are limited in scope, focusing on
specific game types or lack thorough validation to provide evidence to support complete-
ness in the design process based on generated game designs. Flexibility and the ability
to work in a broader perspective are recognized as key skills required for the 4th gen-
eration industrial revolution. They should also be addressed in the field of educational
game design [17]. The collaborative design emphasizes that all people are creative, and
if provided with appropriate tools and settings, can effectively contribute to the design
[18]. Da Costa et al. [19] described a co-design process based on a user-centered design
approach in defining the concepts of a civic educational game. They relied on including
the institution and users in the initial phase of the design process to provide an effective
learning game. However, the results are limited in scope and showed that experience
with only 4 or 5 children was productive. Tran and Biddle [7] presented an ethnographic
study focusing on the studio team’s day-to-day collaboration for development practices
in a small company working in the domain of serious game development. Their finding
emphasizes that social and technical factors influence collaboration in the development
process of serious games. They found that co-location and a positive social environment
facilitate the participation of different professionals in game development. The study
reports on collaboration occurring within the game development team (consisting of six
members) in a real context and not using any method or tool for scaffolding the team
collaboration efforts. The team members had experience working together for at least
six months to two years, which might have influenced collaboration. Marne et al. [20]
aimed to create a language with a design pattern library based on their six facet approach
that should enable the team of designers and teachers to brainstorm and communicate
their ideas and work together for holistic coherence. This study’s results are limited in
scope to indicate support for collaboration, as initial results were with single designers
(either teacher or game designer working alone). Some researchers [18] followed an
event-driven design process for co-design. In this process, the collaboration with team
members is enabled through co-design events consisting of a predesigned structure,
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tasks, and facilitation resulting in a co-constructed understanding concerning potential
designs, experiences, and context.

2.2 Use of Innovative Approaches to Aid the Design Process

Hannula and Irrmann [11] studied a design game to plan a service co-design project
using video recording of interaction between an inter-organizational group of partici-
pants playing the game. The case selected for the study consisted of six players. Four
out of six were from the platform provider organization, while two other players had no
prior experience of the case before. The results highlight the ability of design games to
scaffold for co-creation and interaction in the early phase of service co-design projects.
Kayali et al. [21] used a mixed-method approach to develop informatics and society
learning games with the collaboration of high school students, university students, and
researchers. They employed playing research and game analysis (which require students
to learn about games by playing them reflectively) to prepare students for educational
game design tasks. In these tasks, they use explorative design and design thinking meth-
ods to create the game. The research advocates the possible success of playful partic-
ipation (without explicitly stating the encouraging aspects) for GBL design. However,
complete results are not presented, and the project was still at the early stage. Schmoelz
[22] investigated playful activities in the classroom for enabling co-creativity. The class-
room activity design involved students playing the C2L storytelling card game called
4Scribes to explore different ways to deal with problems and find solutions. He used
qualitative data collection methods for analysis, including narrative-Socratic dialogues,
gameplay videography, and field notes. The results support the use of playful class-
room activities to facilitate co-creative reframing, co-creating a shared story, expressing
emotions, and engaging in dialogue.

2.3 Use of Card-Based Tools in Various Domains

Card-based tools have been used in various domains to facilitate user participation and
creativity [23]. According to [24], the process most supported by creativity support tools
(such as design cards) is ideation or idea generation. Roy and Warren [23] analyzed 155
card-based tools, with most aiming to aid human-centered design, creative thinking, or
domain specific-methods. According to the review, some scientific trials indicated the
usefulness of these tools to help designers generate innovative ideas. Feedback showed
that cards could provide relevant information in handy form and support the design
process. However, more testing and independent trials are required to confirm their
effectiveness. Bekker et al. [25] presented a card-based design tool that describes the
five perspectives on play. Only two of the five lenses were evaluated, which showed
promising results such as applicability for a variety of users. The cards proved inspi-
rational for the design process (such as brainstorming and other design activities) and
useful in analyzing the initial concepts, structuring information, and reflecting on design
decisions. Similarly, Chasanidou [26] also presented a design tool named DEMO to
design for motivation and found the use of artifacts such as cards and the structured
processes as effective practices for the early phase of the design stage. Sintoris et al. [27]
used a card-based gamification approach in two engineering courses to teach ideation.
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They examined the produced design ideas and students’ opinions regarding the tool
and the design process. The students showed a positive response. However, there was
a contradiction between students’ responses and results of the workshops, as not many
innovative ideas were produced, and there were issues with the feasibility of some cards.

Pernin et al. [28] employed the tangible version of the ScenLRPG method (built
on visual formalism) based on a board game to design GBL systems specific for voca-
tional training context. They investigated the use of game mechanisms to promote GBL
designers’ creativity and cooperation and the effectiveness of board game-based design
tool. Some researchers, such as Mueller et al. [12] and Deng et al. [13], used card-based
tools to support the design process of creating exertion games and tangible learning
games, respectively. They got positive results from the participants’ survey. However,
they have not investigated if these tools facilitate completeness and collaboration in the
design process from the generated game ideas and team interactions.

From the previous work, we find evidence for the importance of completeness and
collaboration in the design process of learning games and the use of card-based tools
to aid the design process by supporting initial idea generation, structuring information,
reflecting on design decisions, offering guidance, introducing different perspectives, help
in focus shift, and evaluation. However, not much work has been done exploring using a
card-based approach to scaffold for collaboration and completeness, particularly in the
GBL design process and investigating the contributing factors. Most of the existing card-
based design tools were specific for a game genre or type, e.g., [12, 13, 28]. Therefore,
they could not be used for our study as they did not incorporate the key GBL concepts,
which are essential to investigate support for completeness. However, a particular tool
focusing on GBL design is the LEAGUÊ ideation toolkit [29] used in this study. The
motivation for using this card-based tool has been the particular focus of the toolkit on
key GBL concepts.

3 Material and Methods

This section presents the research questions and approach, the LEAGUÊ card-based
ideation toolkit for GBL design, research context, participants and procedure, and data
collection and analysis methods.

3.1 Research Questions and Research Approach

The research goal of the user study presented in this article was to investigate how
ideation cards facilitate completeness and collaboration in the learning game design
process. We organized workshops as the research approach for the user study [30]. We
conducted three designworkshops using theLEAGUÊ ideation toolkit as the intervention
to investigate card-based ideation tools as scaffolding for completeness and collaboration
in the ideation phase of the learning game design process. The produced design artifacts
and video recordings from the design workshop sessions were the primary data sources
[31, 32].We achieved our objective by focusing on the following two research questions:

• RQ1: Does the card-based toolkit support teams address all GBL key dimensions
when ideating learning game design?
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• RQ2:Which factors contribute to collaboration among teammembers when using the
card-based tool to ideate learning game design?

3.2 LEAGUÊ Ideation Toolkit

The LEAGUÊ toolkit [29], containing four card decks, a board with a playbook, five
design activities with ideation sheets, and a log sheet, is used for this study to ideate
learning game design in a workshop format (see Fig. 1). It focuses on the multidimen-
sionality of GBL design and offers cards concentrating on six keyGBL dimensions (each
detailing specific concepts). These six dimensions are learning, game factors, affective
reactions, usability, user, and environment that need to be considered in any learning
game design to be effective.

The toolkit contains the following different cards: Primary (28 cards), presenting 28
GBL design concepts (categorized in six GBL dimensions) in the form of a question or
task, trigger (113 cards), providing hints and example ideas for GBL design concepts,
custom (28 cards), blank cards to come up with own design ideas or custom solutions
and lastly, seven reflection cards providing critical lenses or evaluation criteria to reflect
on generated design ideas and further refine them.

Primary cards are the main deck of cards presenting 28 GBL concepts (the building
block of learning game design) grouped in categories emphasizing the six key GBL
dimensions (using color-coding). Out of these 28 primary cards (GBL concepts), there
are five cards for the dimension “learning”, three cards focusing the dimension “envi-
ronment”, five cards of “affective reactions”, seven cards for “game factors”, four cards
for “usability” and, four cards for the dimension “user”. The playing team successively
selects the primary cards through collaborative discussion to ideate their learning game
design using trigger or custom cards. Therefore, these cards are useful for investigating
scaffolding for completeness (achieving multidimensional focus) in the ideation phase
of learning game design.

Fig. 1. The LEAGUÊ toolkit items (on the left) and four card types (on the right)

The playbook of the LEAGUÊ toolkit introduces five design activities for ideating
learning game design in a team of four to six participants using cards, ideation sheets, and
a log sheet. Each design activity has a separate ideation sheet used to produce the required
design outcome of that activity. The design activities are played in sequence and are as
follows: 1) Idea generation: coming up with an initial concept of a learning game using
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provided primary, trigger, and custom cards. 2) Idea development: expanding the initial
idea from the first activity and developing it further into a more detailed and concrete
one using provided primary, trigger, and custom cards. 3) Idea refinement: improving
or refining the developed ideas by reflecting on the design choices and identifying the
limitations and questionable decisions using the reflection cards to think about the trade-
offs between different GBL aspects that can negatively affect the design of the learning
game. 4) Idea illustration: planning the game’s overall flow (illustrating how a user
will play the game from start to exit) using a flow diagram, screen prototypes, or user
scenarios. 5) Idea documentation: recording the final state of learning game design idea
by producing a short version of a game design document (a format is provided to fill in
the final idea details).

3.3 Research Context, Participants, and Procedure

The learning game design workshops (using LEAGUÊ toolkit) were organized in three
different contexts: as a research study, in a doctoral summer school, and a graduate
“Game development” course. In total, 34 people (ages 25–40) including, 16 master stu-
dents and 18 researchers (Ph.D./postdoc), participated in the workshops that formed
seven teams (each with 4–6 members). Two teams had 4 participants each, four teams
had 5 participants, and one team had 6 participants. There were 13 females and 21
males. The primary subject of study was computer science for all participants except
two researchers from electrical engineering. Most participants (24 out of 34) had no
background in learning game design, 3 had little experience, and 7 had moderate expe-
rience. The participants with no to moderate experience were selected to fully explore
the support for completeness provided by the card-based toolkit and not influenced by
their experience and knowledge, ensuring data validity. The participants were selected
through opportunity sampling, and none of the participants had previously used the
LEAGUÊ toolkit. The participants were informed about the study’s research objective,
asked to sign a consent form, and were informed that their participation was voluntary.

The duration of design workshops was approximately two hours, and two organizers
facilitated them. At the beginning of the workshop, the participants were given a 10-min
introduction to the LEAGUÊ ideation toolkit and key concepts of GBL. Subsequently,
participants in teams were asked to start the ideation session for learning game design
with five design activities. Each design activity was first individually presented by one of
the organizers, followed by the teams working on that activity. One team member acted
as a logger and recorded the sequence of primary and reflection cards used by the team in
a log sheet during the first three activities. All activities were time-bound and organized
in sequence. The first design activity (idea generation) was 10 min duration, and teams
had six primary cards (focusing six GBL dimensions) to solve using trigger or custom
cards. After that, all teams summarized their initial ideas in aminute. The second activity
(idea development) was 30 min in which teams had 22 primary cards (categorized in six
GBL dimensions) to solve using trigger or custom cards, followed by teams presenting
their developed ideas in a minute. The third design activity (idea refinement) was 10
min, and teams had seven reflection cards to refine their ideas. Subsequently, each team
in a minute reported the refinements they made in their design idea. The fourth (idea
illustration) and fifth activity (idea documentation) were run in parallel (20 min duration
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in total). Finally, after completing all design activities, there were group presentations
in which each team summarized the idea of their learning game design. The ideation
and log sheets of teams were collected, and the play sessions of teams were also video
recorded. Figure 2 presents one of the teams using the toolkit during the workshop and
their ideation sheets and log sheet.

3.4 Data Collection and Analysis

Previous work shows that participants’ subjective opinion is not enough to evaluate
design cards [27]. Therefore, for this study, we used the toolkit artifacts (ideation sheets
and log sheets), along with video recording for collecting data to investigate the ideation
process with the card-based toolkit (see Fig. 2). For data analysis, we used descrip-
tive statistics and the grounded theory approach [33]. The study focused on two main
aspects: completeness and collaboration in the ideation process. Below we detail the
data collection and analysis process for these aspects.

Fig. 2. GBL design workshop session (left side); teams’ ideation and log sheets (right side)

Completeness (focus on all key GBL dimensions to ideate learning game design):
means that a team must focus on and incorporate at least one or more concepts for each
of the six GBL dimensions (categories) in their learning game design during the ideation
process. For this study, the “completeness” is examined by investigating six key GBL
dimensions (learning, game factors, affective reactions, usability, user, and environment)
in the learning game design ideas produced by the teams. Although it is not essential
to use all the 28 GBL concepts for ideating a learning game to achieve completeness
as different concepts might be more or less relevant for different types of learning
games, this thinking is in line with [34]. Nonetheless, it is crucial to cater to all high-
level dimensions (looking at the game frommultiple angles achieving multidimensional
focus) in every learning game design to be effective, focusing on the concepts/factors
deemed important for that specific game.

The toolkit artifacts were used to capture teams’ design decisions to investigate
“completeness” in their learning game design ideas. The team’s log sheet details the
order of primary cards (GBL concepts) they used in the ideation process. Each team’s
ideation sheets provide insights into the total GBL dimensions (out of six) covered in
each activity. We used descriptive statistics to analyze the data for completeness.
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Collaboration is explored by recording and analyzing the instances of interaction,
discussion, and communication between team members facilitated by the card-based
tool. The video recording of the play sessions (using a single fixed-point video camera
next to the table, as shown in Fig. 2) provided the data for team dynamics during the
learning game design’s ideation process. Here, we were interested in investigating the
ability of the card-based toolkit to scaffold collaboration. We used video-based micro
ethnography [11], a qualitative research method, to gather information and understand
how collaboration occurred in the teams using the toolkit and the main contributing
factors that initiated it. Many researchers have applied ethnography to study speech and
moment-to-moment gestures in contexts such as workplaces, virtual environments, or
classrooms [35, 36]. Our analysis focused on investigating the design dialogues between
teammembers to ideate learning game design throughout the video data. One case (team)
was selected for video analysis in the context of this study to focus on detailed analy-
sis and moment-to-moment interaction. The selection was based on random sampling.
We used video analysis software V-Note Pro for analyzing the data for collaboration.
The complete video recording for the selected case was 1 h and 44 min in length and
included the team’s ideation session (consisting of design activities, debriefing, and the
focus group after the workshop closing). The video analysis was guided by the process
presented by Heath et al. [37]. The analysis consisted of three rounds: in the first round,
we watched the whole video and created a content log; in the second round, we iden-
tified the events of interest in the data corpus; and in the third round of analysis, we
selected the segments for detailed speech act level analysis. We selected five segments
related to the five design activities for detailed analysis because these segments were
most active concerning collaboration and relevant to illustrate how the tool affected the
team’s collaborative design process. Next, a grounded theory approach by Gioia et al.
[33] is followed to model, analyze and interpret the qualitative data collected through
video analysis and present it as a data structure. We coded the events and actions using
the V-Note Pro tool. Events are the episodes in the video recording referring to different
activities. The selected segments were coded using data-driven categories that resulted
in actions. The actions are the collaborative acts (instances of collaboration) undertaken
by the players within the activities. The result of the analysis is presented in the next
section.

4 Results

This section presents the design workshops’ results regarding the card-based ideation
tool’s effectiveness to scaffold for completeness and collaboration in the early phase
of the learning games design process. The LEAGUÊ ideation toolkit was used as the
intervention in this study to analyze the scaffolding provided by the ideation cards. The
results are compiled from the ideation session of seven teams using the toolkit through
five design activities to ideate the educational game design.

4.1 Research Question 1: Completeness (GBL Dimensions Covered)

This section reports the use of primary cards (28GBLconcepts grouped in six categories)
and total categories (six key GBL dimensions) covered by each team in different design
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activities and, overall, in produced game ideas. The used primary cards detail the GBL
concepts focused on by each team.

Most to Least Used GBL Concepts. Figure 3. shows the classification of primary
cards with regard to team usage. The figure highlights three categories: most used cards
(that were used by more than 70% of teams), moderately used cards (used by nearly half
of the teams), and less used cards (used by less than 30% of teams).

39 %

50 %

11 %

Cards classification w.r.t Usage

Most Used(5-7 teams)

Moderately Used (3-4 teams)

Less Used(1-2 teams)

Fig. 3. Classification of primary cards (GBL concepts) according to team usage

The results from Table 1 show that learning domain, game genre, user, and learn-
ing objectives are the GBL aspects that were addressed by all seven teams, i.e., 100%
usage. Following these aspects were environment, reaction, usability, gameplay, moti-
vation, learner profile, and technical aspect considered by more than 60% of teams. The
least important aspects, according to usage, were satisfaction, cognitive needs, and psy-
chological needs, which were used by only 1 or 2 teams. It is also evident from these
aspects’ nature as they require much deeper focus and analysis, which is hard to realize
within 30 min duration of the activity. Interestingly, all primary cards were used at least
by one team, indicating that all GBL concepts were useful for ideation. However, it is
also important to note that not even a single team used all primary cards. It does not
necessarily mean that all GBL concepts are not important or required but more possibly
that different concepts are more important for different types of games. Also, the time
restrictions explain why not all cards were used.

Total GBL Concepts Used. Figure 4 presents the percentage of primary cards used
by each team. Primary cards are 28 different GBL concepts (grouped in six categories
focusing on GBL dimensions). There are six primary cards in the first activity and
twenty-two in the second, with six categories (dimensions) offered in both activities.
Four teams (57%) used all six primary cards in the first activity, meaning they focused
on all six categories (key GBL dimensions).

The minimum number of cards used in activity 1 to generate a learning game idea
was three (out of six) cards used by “team 1”. However, this did not affect the overall
“completeness” of this team, as shown in Fig. 5. In the second activity, none of the
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Table 1. Team usage for individual GBL concepts

Primary cards (GBL concepts) No of teams Team usage (%)

Learning domain-DL 7 100%

Game genre-DG 7 100%

Reaction-DA 5 71%

Usability-DU 5 71%

User-DÊ 7 100%

Environment-DE 6 86%

Learning Objectives-FL1 7 100%

Learning Strategies-FL2 4 57%

Learning Content-FL3 3 43%

Learning Outcome-FL4 4 57%

Game Definition -FG1 4 57%

Game Narrative -FG2 4 57%

Game Mechanics-FG3 4 57%

Game Resources-FG4 4 57%

Game Aesthetics-FG5 4 57%

Game Play-FG6 5 71%

Enjoyment-FA1 3 43%

Engagement-FA2 3 43%

Motivation-FA3 5 71%

Flow-FA4 4 57%

Interface-FU1 4 57%

Learnability-FU2 3 43%

Satisfaction-FU3 2 29%

Learner Profile-FÊ1 5 71%

Cognitive Needs-FÊ2 2 29%

Psychological Needs-FÊ3 1 14%

Technical Aspects -FE1 5 71%

Context-FE2 4 57%

teams used all 22 cards. The maximum number of cards was used by “team 3” (16
cards), meaning they addressed 16 GBL concepts (out of 22) in the second activity. The
minimum number of cards was used by “team 4” (only six cards). Similarly, the teams’
total cards also vary, “team 3” and “team 7” used 21 cards (maximum in total), and
“team 4” used only 12 cards (minimum in total).
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Fig. 4. Percentage of primary cards used by teams

GBL Dimensions Covered. Figure 5 (left) shows the percentage of key GBL dimen-
sions (out of six) addressed by teams in each design activity and overall, in their produced
game idea. It is interesting to note that overall, the teams addressed all six GBL dimen-
sions in their produced game idea, which shows that the employed toolkit was useful in
scaffolding for “completeness” in the GBL design process. However, it is important to
note that they were not fully covered (teams used not all primary cards/GBL concepts
within a category/dimension).We further analyzed the percentage of each category/GBL
dimension covered by the seven teams, presented in Fig. 5 (right).
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Fig. 5. GBL dimensions covered (left); percentage of each GBL dimension covered (right)

We also investigated for any common pattern (order of primary card usage) that most
teams followed in developing their learning game design idea. These patterns could be
useful to guide the process to other novice GBL designers. As primary cards are different
GBL concepts used for building learning game design, a successful pattern could guide
the GBL community regarding the best practice to tackle multiple GBL aspects for
efficiency and effectiveness in the learning game design practice.

As explained before, the 28 primary cards are divided into the first two design
activities: six in the first activity and twenty-two in the second activity. Therefore, to
identify any pattern, we calculated the mode of “order of use of each card” for the seven
teams for activities 1 and 2. Figure 6 highlights the pattern (concerning the order of
primary card usage) in activity 1 (left) and activity 2 (right).
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Fig. 6. Pattern in activity 1 (left); pattern in activity 2 (right)

The typical pattern identified in activity 1, “idea generation”, as shown in Fig. 6
(left), was: First, the primary card “game” was used, then “learning”, followed by the
“environment” of the game. Further, the teams typically used the “reaction” card to
address the affective-cognitive reaction the learning game intends to generate, followed
by target “users”, and lastly, the “usability” aspect. For the second activity, “idea devel-
opment”, the set of data values for only seven primary cards (out of 22) had a mode.
These cards’ order is presented in Fig. 6 (right), where the remaining cards had no mode
value. One reason for this is the small sample size (only seven teams), and the percentage
of usage for these cards was low; therefore, no frequent number was identified. Thus,
we assume that it is possible to identify a clear pattern if the study is repeated with more
teams (large sample size). From the identified order of use, we can see that “learning
objectives” and “learning strategies” are mostly addressed at the second number (out of
22). It also means that once the vital GBL dimensions are addressed in the first activity
in a specified order, most teams focus on addressing concepts related to the “learning”
dimension followed by “game”. Therefore, the teams’ initial focus in the second activity
is also on factors related to “learning” and “game”, the same as the first activity. After
that, “motivation” is addressed mostly in sixth place, followed by “satisfaction” in ninth
place. Finally, “game resources” and “learner profile” was mostly focused on number
12 and 14, respectively.

The Produced Learning Game Design Ideas. The learning game designs ideated by
the seven teams are presented below to exemplify the multidimensional focus in each
idea.

Team 1 (NTNU runners!): All students at NTNU university with assignments learn
to work as a team to achieve a common objective that is deadline extension by running
away. The NTNU campus has sensors that are linked to GPS location used in the web
game. The students work as a team and define mass escaping strategies, and the goal
is not to get caught by the professors. The players use different avatars and colors for
professors and students. Each student team has to use the same color of t-shirt and cannot
leave the NTNU campus. The environment changes depending on the difficulty level of
the assignment using 3D-videos. If the team succeeds in escaping from the professor,
they get a deadline extension for that specific assignment, which gives them a sense of
achievement and stress relief.
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Team 2 (Math-ur-mind!): A puzzle-based mobile game for kids aged 8–12 years to
understand math concepts through drill and practice using great graphics. The game can
be played anywhere to develop math competencies and improve processing speed by
solving exciting tasks in an interactive and fun way providing immediate feedback on
actions for satisfaction.

Team 3 (Save the planet!): An outdoor tablet game for the elderly to change attitude
and behavior regarding global warming and shopping behavior because they are not well
informed about climate change. The game has vibration keys with easy navigation and
audio features. Different interesting tasks (e.g., earn points by picking up the trash to
clean the planet, shoot the plastic bags to free the planet) with constructive feedback
allow the elderly to learn about recycling and mass production. The game provides fun
facts on how to recycle and avoid global warming.

Team 4 (Swing or Die/ My swinging 20’s (or Die)): An augmented reality game for
the elderly with mobility issues to learn how to dance. The players get to dance with their
idols. They have to learn to dance correctly according to the indicated move patterns
shown by colored areas. The game uses an AR headset and motion tracking to indicate
player to step in the right boxes at the right time to compete in dancing with some famous
idols. The game uses a 3D environment with old-school aesthetics. Players can choose
between different levels with various dancing patterns, locations, and dance types, along
with increasing difficulty. If the player loses the competition, they will die.

Team 5 (PROGBOT): A cross-platform game for school children grades 5–7 to learn
programming and related concepts. The player guides the robot through the levels by
using simple symbolic programming as themainmechanic. The game has different levels
on a world map, and players complete each level to conquer the area and defeat enemies.
They can upgrade the robot with coins from completing levels. The player controls
the robot by programming it. The game has a purposeful and consistent interface, and
gameplay provides clear feedback when running the “program/solution” and encourages
confidence by allowing for small growth steps.

Team6 (Code andConquer): Amobile game for children in primary school interested
in technology to understand, apply, and develop competencies in programming skills
through drill and practice and scenarios. The goal is to eliminate all the opponents.
The game uses animation and tutorials and provides feedback and hints to develop
competencies.

Team 7 (Smart city simulator (SCS)): A 3D simulation VR game for young adults
(15–30 years old) to understand smart cities. A player uses a VR headset and VR con-
trols to organize a smart city to increase knowledge of smart cities’ concepts and seek
cognitive reaction. Players use drag and drop to build buildings using 3D visualization.
The game goal is to increase the inhabitants’ happiness levels by developing smart cities.
Inhabitants’ happiness gives enjoyment andmeaningful purpose, and an immersive game
world gives engagement.

4.2 Research Question 2: Collaboration (Main Contributing Factors)

We followed the grounded theory approach byGioia et al. [33] in conducting and present-
ing the analysis. The analysis started with finding recurring actions where collaboration
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occurred, forming first-order concepts (denoted as actions) from the data. We recorded
the occurrences of these actions in V-Note, each with a start/end time. Hence, it was also
possible to count the number of occurrences of each action during the design process,
making it easier to investigate the frequency of different actions in events, in specific
time intervals, or over the whole ideation session. The next step was to extract the themes
guiding these actions of collaboration. Based on first-level codes (actions), we started
seeking similarities and differences in the codes and grouped them to generate second-
order themes (theoretical concepts from the data) explaining how codes relate to each
other. The second-order themes represent the main factors contributing to collaboration
among team members using a card-based toolkit. Finally, the second-order themes were
compared against each other to distill them into “aggregate dimensions” that explain how
card-based toolkit scaffold collaboration in the early phase of the GBL design process.
The resulting data structure for collaboration among team members in ideating learning
games using a card-based toolkit is shown in Fig. 7.

Our analysis resulted in the following six themes that characterize interaction in the
GBL ideation process when using a card-based tool:

• Interacting with the material: In this theme, the contributing factor was the toolkit
material that mediated the player’s interactions. These instances of collaboration
revolve around actions such as presenting cards to other team members, discussing
different cards, working on the ideation sheets, or pointing to previous idea sheets.
Interactions also included players together arranging, decluttering, or looking through
cards for either initiating a discussion or further elaborating on it.

• Focusing on Play: The acts of collaboration in this themewere focused on play-related
interactions. The players were engaged in discussing the plan, making play decisions,
e.g., which aspect to take first, postponing something for later, asking questions about
play rules, or explaining play rules to other players. Teammembers would also update
each other on play status, e.g., what has been already done and what is still left.

• Association for doing design activities: Here, the contributing factor for collabora-
tion was the association needed for collectively performing the design activities. It
consisted of players asking questions and giving answers to each other (e.g., Player1:
Who wants to write?; Player 5: I can write); asking questions from the facilitator
(e.g., Player 1: Do we build on the previous activity?); agree or disagree with other
players (e.g., Player 3: You look like you like drawing!; Player 2: No no! who said.);
clarifying their point in a discussion (e.g., Player 2: No, I mean this is something that
is already available), or giving general suggestions or comments (e.g., Player 2: It is
better to stick them on the sheets at the end; Player 4: Let’s move on!). The facilitator
also enabled these interactions by often giving some instructions or presenting new
information or choices (e.g., you can use more sheets; you can look through other
sheets for getting an overview) to the team.

• Ideating design/creative thinking: In this theme, all collaborative interactions were
instigated by co-creating the design where the players proposed design ideas, made
collective design decisions by asking other players for input or analyzing, clarifying,
evaluating a design idea. Players developed their design strategy as a team, justified
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Fig. 7. The data structure for collaboration with a card-based toolkit

proposed design ideas, identified problems, analyzed and evaluated them through
discussions, or referred to previous design solutions to improve or refine the design.

• Sharing knowledge: The contributing factor that mediated interactions in this theme
was sharing knowledge and information. Players referred to their past experiences
related to topics under discussion or generally built a rapport with others. Players
also explained concepts to each other they knew it would be useful in creating shared
understanding and awareness.

• Expressing reactions: These instances of collaborations were triggered by the feelings
that players experienced within the playful and collaborative setup. The team mem-
bers expressed their positive and negative thoughts and reactions at different points
(sometimes within an activity and sometimes at the beginning or end) that indicated
their motivation or stress.
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The six themes aggregated to identify the three central features of a card-based toolkit
that scaffolds collaboration. A card-based toolkit provides three points of interaction that
effectively instigate and foster collaboration among team members: Physical point of
interaction, mental point of interaction, and social point of interaction. The physical
point of interaction is created by tangible props that serve as director and structure the
activity forming building blocks of play. The mental point of interaction is created by
the common goals that serve as actors that lead to performing the stated activity, i.e.,
ideation of learning game design. The social point of interaction is formed by the social
setting that serves as a supporter that encourages participation by providing a friendly
environment.

These three points have mutually beneficial relationships that together support the
collaborative design process. The tangible props provide a steppingstone and generate
a physical point of interaction that supports both attaining the common goal (by posing
questions and providing hints) and encouraging social interaction (by providing initial
grounds for initiating interaction). The social setting provides a friendly environment
making it easier to share knowledge and information, leading to improved ideation and
confidence for creative thinking. On the other hand, the common goal is the driver
that motivates to make an effort to strengthen all types of collaborative interactions for
achieving the objective.

5 Discussion

The results discussed the two research questions concerning scaffolding provided by the
card-based ideation tool for completeness and collaboration in the GBL design process.

From the analysis of generated ideas in different design activities and observation of
workshop sessions, we have established that the employed card-based toolkit performed
well in scaffolding for completeness. It facilitated the teams to address all six key GBL
dimensions (categories) in the produced game design ideas. However, not all GBL con-
cepts (primary cards) related to each of the six categories (dimensions) were considered.
One reason is the nature of a time-bound design workshop, which restricted the freedom
to complete all cards. In a real-world setup, this can be controlled by changing activity
rules from time-bound to finishing cards. It is not compulsory to cover all GBL concepts
within a dimension as different games might give more weight to different concepts [38,
39]. However, considering the multidisciplinary nature of GBL [40, 41], it is essential
to focus on six key GBL dimensions (targeting relevant concepts within each dimen-
sion) for effective GBL design, which was successfully achieved using the card-based
toolkit. All primary cards were used at least by one team, indicating that every card (GBL
concept) was relevant. However, some GBL concepts were more focused than others.
The learning domain, game genre, target users, and learning objectives of the game are
the concepts that were addressed by all seven teams. Whereas, satisfaction, cognitive
needs, and psychological needs were least focused by the teams, perhaps because these
concepts require more in-depth focus and analysis, and thus more time was required.

The different categories (color-coded for easy searchability) of primary cards sup-
ported achieving multidimensionality. Since cards act as tangible idea containers, by
converting the six key GBL dimensions into different card categories, the primary cards



Completeness and Collaboration in the Early Design Phase of Learning Games 111

acted as design building blocks that team members used to develop and complete their
design ideas from multiple angles (achieving multidimensionality in design). The final
activity format required documenting all the key GBL dimensions, which served as a
reminder for the team to revisit the design decisions and ideation sheets and improve
their idea by working on the missing aspects. It directed the teams to focus on all six
GBL dimensions in the last activity. However, it is not the only feature that led to the
completeness; almost all teams focused on all six GBL dimensions in at least one other
design activity in addition to activity 5 (see Fig. 5). Therefore, breaking the ideation
task into different activities supports completeness. Each new activity puts things into
perspective, providing an opportunity to revisit the design decisions and further add or
modify them if needed.

Our study also highlighted the potential of ideation cards to facilitate collaboration
among team members in the early phase of the GBL design process. We identified
three aggregate dimensions from six contributing factors that facilitate collaboration in
the specific context of using a card-based toolkit (see Fig. 7). The toolkit scaffolds for
collaboration by providing three points of interaction in the design process: Physical
point of interaction (tangible props); Social point of interaction (social setting), and
Mental point of interaction (commongoal/task). Individual card items’ physicalitymakes
them different from other approaches such as design model/framework or checklist
by affording actions such as grabbing, pointing, and sorting or grouping [13]. Team
members focused on individual items deemed important for their learning game idea,
area of expertise, or previous experience to start a discussion or bookmark their ideas. The
cards help participants externalize the design rationale, making the ideas concrete and
more accessible to themselves and other team members [13]. Also, as each card focused
on one specific GBL element, it provided a comprehensive enough description of that
element (using definition, examples, or images), making it easier for all stakeholders
(from different areas) to understand the concept. Moreover, it also made it easy for team
members to use that tangible information to further extend and explain their ideas to
other team members. This type of card-based tool also has a strong potential of being a
framework for analyzing the GBL’s collaborative ideation process of multidisciplinary
teams.

5.1 Limitations of the Study

One of the limitations of this paper is that there was no control group to compare the
results and assess the intervention’s effect.We could use a control group employing some
other approach (such as a checklist or framework). However, we wanted to demonstrate
its effectiveness in designers’ practice where no such approach is typically used. We
conducted design workshops for this study instead of using the toolkit in the designer’s
day-to-day practice in a game studio with professionals as it was practically difficult to
achieve. However, the previous work [12] suggests that design workshops are a way to
approximate design practice as it offers a similar environment with team-based design
exercises and time-constrained format, similar to the environment to which designers
are exposed. Another limitation of this study is that the LEAGUÊ toolkit is not rep-
resentative of all GBL ideation cards. Therefore, the results are only generalizable to
ideation cards presenting similiter features to LEGAUÊ or providing enough knowledge
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of GBL concepts. One could also argue that completeness was evaluated empirically
using toolkit artifacts (counting the number of GBL concepts covered by each team).
In contrast, expert evaluation could provide useful insights into the quality of generated
ideas. However, for this paper’s context, we were merely interested in understanding
the scaffolding provided by the toolkit for achieving multidimensional focus in gener-
ated ideas (considering the learning game idea from multiple angles). The quality or
effectiveness of generated ideas is important but was not the main focus of this study.
Lastly, the workshop participants had no or little experience of GBL design; this was
useful to explore the support for completeness provided by the card-based toolkit and
not influenced by their experience and knowledge, ensuring the validity of data. It also
allowed us to examine the cards’ usefulness for early-career GBL designers but not
senior designers.

6 Conclusion

Collaboration and completeness (considering the game from multiple angles) are vital
in the GBL design process [5–7, 9] but are difficult to manage in practice [1, 3]. This
paper attempts to solve this problem by postulating ideation cards as scaffolding for
collaboration and completeness in the early design phase of learning games, advancing
the state-of-the-art. The paper investigates the ideation process of learning games when
using a card-based ideation toolkit, focusing on contributing factors and design recom-
mendations for improvements. The data collected from the designworkshops highlighted
the usefulness of a card-based tool for scaffolding completeness and collaboration. All
teams focused on GBL’s six key dimensions in ideating their learning game design
using the toolkit. The toolkit features that most contributed to scaffold completeness
were different card categories and different tasks (design activities) in addition to the
general characteristics of cards as tangible idea containers. The toolkit features that most
contributed to collaboration were tangible props, common goals, and social setting.

Futureworkwill focus on identifyingGBLdesign patterns in the ideation process that
can result in effective and efficient learning game designs to further help GBL design-
ers in learning game design practice. A larger sample size is needed for this purpose.
Moreover, we intend to use the toolkit with professional GBL design teams consist-
ing of multidisciplinary experts. Future work should also focus on considering other
existing card-based tools for GBL ideation and design to act as ready-made scaffolds
for completeness and collaboration to validate this approach’s effectiveness in the GBL
design process. We will also extend the study dimensions to include creative thinking
(creativity), which is also essential for the early design phase of learning games.
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Abstract. Although there aremultiple approaches formaking lecturesmore inter-
active, Game-Based Learning (GBL) tends to achieve the highest impact on stu-
dents’ emotional engagement. To this end, this study seeks to implement a mobile
GBL approach in a Distance Education (DE) course to investigate the students’
gaming experience and learning related emotions. The experiment was conducted
on 26 post-graduate distance students using a Kahoot! mobile game and a self-
reported instrument. Quantitative analysis was implemented to measure the stu-
dents’ perceived i) competence, ii) concentration and ii) immersion, and the learn-
ing related emotions of i) enjoyment, ii) boredom, iii) confusion, and iv) anxiety.
Sentiment analysis revealed a highly positive emotional attitude towards mobile
GBL in DE and highlighted the prevalent emotions of joy and competence. The-
matic content analysis was applied to investigate the gaming features that caused
negative or positive emotions. Time limit and music/sound were proved to cause
negative emotions, while multimedia, colors, learnability, and sequencing were
reported as positive emotional antecedes. Competition revealed mixed outcomes.
Overall, this study provides with useful insights that can be used by educators and
emotional designers to increase engagement and learning performance in DE.

Keywords: Distance education · Game-based learning · Learners’ emotions

1 Introduction

Learning related emotions (LREs) have long been recognized as strong determinants
of student engagement and learning achievement both in face-to-face and in distance
education (DE). Emotions seem to play a crucial role in DE since keeping on learners’
engagement and attention over time is the greatest challenge. As a fact, low engagement
and interactivity in DE courses seem to be the reason for the students’ lower scores of
performances compared to face-to-face courses [1].

Although there are multiple approaches for making lectures more interactive (e.g.,
breaking the class into smaller groups, questioning the audience, using students’ response
system, multimedia, etc.), it is their combination with gaming features that achieves the
highest impact on student engagement [2].
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Researchers generally agree that well-designed games can be efficient learning
machines and increase the players’ engagement and learning achievement [2]. Inter-
estingly, recent studies [3], have showed that when game-based learning approaches are
implemented in DE, students tend to achieve higher performance scores than students
attending a face-to-face class. Similarly, in the context of tradition (face-to-face) educa-
tion, students enrolled in GBL activities have achieved higher performance scores and
positive emotions compared to students enrolled in nonGBL tasks [4]. Research in higher
education has also shown that GBL can significantly improve the students’ perception
on the learning topic and enhance their overall learning experience and interaction [5].

Beyond learning achievement, research has also shown the ability of games to induce
emotions; these emotions tend to enhance learning outcomes in digital learning envi-
ronments [6]. As a fact, emotional design can be used in GBL to increase students’
emotional engagement and enhance their achievement in DE courses. Today, it is even
more useful to study the emotional effects of GBL in DE mainly due to the pandemic
situation.

Despite the emerged popularity of GBL in education, researchers agree that little
is still know about the game elements and mechanics that increase the learners’ per-
formance and emotional engagement [4]. As suggested in [6] “future research should
investigate additional visual and auditory attributes (music, sound), game mechanics,
and other design elements”.

Although there are several research studies in the context of implementing GBL
in higher education, research on students’ emotions or sentiment analysis in DE is
significantly limited. Nowadays, the pandemic crisis and the urgent transition to DE has
caused a massive shift to mobile learning, since it provides access to multiple people,
e.g., in a single household. For this reason, mobile learning is an unavoidable alternative
during COVID-19 [7]. In this context, mobile Game-based Learning (mGBL) can be
considered as a cost-effective, expandable, and accessible alternative.

Motivated by the mentioned research challenge and the increased need for student
engagement in DE courses, this study seeks to investigate the students’ gaming experi-
ence and emotions, as well as the gaming features that tend to cause positive or negative
emotions in DE implemented mGBL activities. To this end, this study is guided by the
following research questions.

RQ1. What are the students’ perceived emotions and gaming experience during mGBL
tasks in DE?
RQ2. What is the main sentiment and the most frequently perceived learning-related
emotions during mGBL tasks in DE?
RQ3.What are themGBL features that cause either negative or positive student emotions
in DE?

The main contribution of this study is to provide with useful insights on students’
emotions towards mGBL in the context of DE. Moreover, it extends previous literature
by detecting the students’ sentiment in mGBL, and the game features that bring positive
or negative emotional impact. The findings might be useful for educators, emotional
designers, and educational institutions towards the design of engaging mGBL activities
in DE.
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2 Theoretical Background

2.1 Learning Related Emotions and Distance Education

Research has extensively explained how positive emotions support information process-
ing, problem solving and other cognitive activities [8, 9]. For this, it is well accepted
that emotions are crucial determinants to the learning processes and have an impact
on academic achievement [1]. Unfortunately, the question of how students emotionally
experience online-learning environments has not been sufficiently answered so far [10].

Learning-Related emotions (LREs) or else called ‘achievement emotions’ have
emerged after the development of the Control-Value Theory (CVT) [11] that catego-
rized them according to valence (positive, negative) and nature of response (activating
or deactivating). In the context of digital education and games, research on LREs usually
targets the emotions of enjoyment, frustration, anxiety, boredom, and confusion [12–15].
Overall it is accepted that, positive LREs serve as a determinant of students’ emotional
well-being and achievement [10], while negative LREs tend to yield negative impact
on learning outcomes [14, 15]. For this reason, several studies have proposed the use
of emotional agents [16] or other emotional feedback methodologies to induce positive
emotions to students.

Recently, research has revealed several emotional differentiations among students
who attend distance and face-to-face courses. Most studies conclude that students tend
to perceive negative emotions at higher levels when attending online courses compared
to students attending face-to-face courses [10].

In parallel, opinion mining and sentiment analysis has revealed mixed emotional
responses towards online learning. In [17] the authors found that learners posted in
socialmediamore positive than negative comments about online classes,webinars, and e-
assignments. Similarly, previous studies revealed positive sentiments towards e-learning
andmassive open online courses (MOOCs) [18].However,most of thementioned studies
conducted their research on non GBL online lectures and they were based on generic
data retrieved from social media posts.

Recently in [4] the authors conducted a mixed survey using face tracking to measure
emotional expressive behavior in GBL and non GBL tasks. Their findings revealed a
strong case for differential emotional engagement where learners expressed higher emo-
tional engagement in game than in non-game-based learning tasks. However, their study
did not examine the game features that potentially caused higher emotional engagement.
Moreover, further research is needed in the context of GBL in DE.

2.2 Game Based Learning Features and Emotional Design

Games have long been recognized as strong emotional influencers. This potential is
mainly due to their ability of placing the player in a continuous interaction loop which
in turn develops complex cognitive and affective responses [19]. Researchers agree all
game features and surroundings, including design elements, mechanics and dynamics
can trigger emotional responses to players. The same principle is adopted in the context
ofGBL. Several studies on learningwithmultimedia have suggested that different design
decisions can induce emotional reactions which in turn, affect learning performance [20,
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21]. For this reason, game features can be adjusted by emotional designers to affect the
playing experience and influence learner emotions [6, 19, 21]. Some examples of game
features that have been found to affect the players’ emotional states include audiovisual
settings such as lighting, saturation, music) and sound effects Other features concern
virtual camera profiles and effects and game rules [19].

Several researchers have studied the effects of game features on learners’ emotions
[20–22], however most of these studies are focused on the examination of the visual
design features like colors and shapes. According to common findings, color and shape
affect learners’ emotions in GBL tasks, where learners seem to engage more positively
with warm colors and round shapes.

Recently, Plass et al. in [6] have extended the research on game elements as emo-
tions antecedents by investigating the role of dimensionality and expression of game
characters (images) in GBL. Their findings revealed that 3D visual representations of
game characters and positive (“happy”) character expressions can bring stronger affec-
tive impact compared to 2D characters and neutral/sad expressions. The authors suggest
that further research is needed to examine ethe emotional role of other game features
like music and sounds.

In this study, we consider the positive impact of GBL on emotional engagement
and attempt to explore the game features and their emotional impact on students in the
context of DE. To this end, we consider that DE applied GBL might serve as a solution
in DE disengagement and increase learner’s engagement and learning achievement.

3 Material and Methods

3.1 Mobile Game-Based Learning App

Kahoot! Platform: Kahoot! is a game-based learning platform used to assess students’
knowledge, for formative assessment, teach them new topics or be used as a break
from traditional classroom activities [2]. Kahoot! is among the most popular (m)GBL
platforms and is designed on the principles of student response system, the theory of
intrinsic motivation [23] and game flow. In simple terms, Kahoot! is a combination of
using audience responses, role-plays and, it uses video and audiovisual aids. The goal
of Kahoot! is to increase engagement, motivation, enjoyment, and concentration and
improve learning performance.

Prototype App. An mGBL challenge task was designed using the Kahoot! platform
to serve as the prototype application. Contrary to live kahoot! games, a challenge (or
students-paced game) allows students to play at their own pace using a mobile app. The
game-based learning design was based on the teaching approach of ‘blind kahoot! for
introducing new topics’ and was composed of 15 gaming tasks including quizzes, polls,
puzzles, image frames, slides with text and videos. The learning topic was ‘Prototyping
for System and Product Design’. The aim of the game was to teach new knowledge on
the topic and not to evaluate an already gained one.

In the first slide the students were introduced with the concept of Prototyping and
then they needed to watch the educational material (short videos or text) and reply to
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different types of questions includingmultiple-choice with one correct answer, multiple-
choicewith several correct answers, puzzles ofwords, polls and True or False statements.
The game was designed in a way to progressively add new knowledge and reveal the
solutions/correct answers through a framed image. The images were initially hidden and
was revealed in pieces within the applied time frame. A timer was visible all the time,
and the time limit was varied for every question. The minimum time was set to 20 s, and
the maximum time was 240 s.

In the endof everygame task the students could see their performance score compared
to that of their colleagues, and then proceed to the next tasks. Figure 1 depicts some screen
examples of gaming tasks.

Fig. 1. Example tasks of the kahoot! game

3.2 Instrument and Measures

A self-reported instrument was designed to measure the students’ post-gaming percep-
tions of the gaming experience: i) competence, ii) concentration, and ii) immersion, as
well as their learning related emotions of: i) enjoyment, ii) boredom, iii) confusion, and
iv) anxiety.

The items were selected from previous studies and were reviewed by two experts in
the field of Teacher Training and Technology Enhanced Learning (TEL) to eliminate any
typos and difficulty in perceived words or expressions. In particular, the measured items
were designed based on the works of [24–26]. All scaled variables were measured using
a five-point Likert scale format ranging from 1 = Strongly Disagree to 5 = Strongly
Agree. We chose to measure each variable through one questionnaire item. Research
has shown that this approach is acceptable with regard to reliability of the model and
is applied for particular non-complex constructs that can be clearly and homogeneously
perceived (e.g. easiness, enjoyment, interest, attention, etc.), as suggested by several
works [14].
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The students’ perceived ICT self-efficacy levels were measured in the pre-gaming
questionnaire, alongwith the students’ demographics, and gaming preferences. ICTSelf-
efficacywasmeasured through three scaled items based on previous literature works [27,
28] and the component validity was validated through Cronbach alpha (α < 0.7).

The features ofGBL that can cause positive and/or negative emotions during distance
learning in DE were examined through open-ended questions as following:

(a) “Briefly describe the reasons/features that made you feel discomfort, anxious or
angry during the game-based learning task?”

(b) “Briefly describe the reasons/features that made you feel convenient, good or happy
during the game-based learning task”.

Finally, the gaming performance scores, and time of completion was monitored by
the gaming platform’s administrator environment.

3.3 Participants and Procedure

The study was conducted on 32 post-graduate students enrolled in the elective course
of Human-Computer Interaction, Design and User Experience, in the Programme of e-
Business and Digital Marketing in Greece during the period of the COVID-19 emerged
remote education. The survey procedure was naturally embedded in the lecture to intro-
duce the concept of Prototyping and demonstrate a user survey methodology. The stu-
dents were asked in the previous lecture to install the kahoot! app in their mobile devices.
Since the course is tough in English language, all the procedure including the gaming
tasks, the self-reported questionnaire and the final class-discussion was conducted in
English.

A total of 26 students (14 males, 12 females) successfully completed all the survey
parts. In the beginning of the survey, the participants were asked to reply on an online
pre-game questionnaire to provide some information on their demographics, ICT self-
efficacy, gaming preferences and experience.

0.00% 10.00% 20.00% 30.00%

I never play games

< 1 hour

1 -3 hours

4-10 hours

11-20 hours

Fig. 2. Learners’ gaming hours per week. N = 26

Most of the students expressed high or medium levels of ICT Self-Efficacy (mean
= 3.9; st.dev. = 0.7) and reported that they spend less than one hour per day in playing
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video or mobile games (see Fig. 2). Games of action and strategy where among the
most preferred ones, while several students stated that they prefer games of adventure,
sports, shooter, and racing. Role playing, VR games and family entertainment received
the lowest scores in terms of preference.

Then, they needed to access the GBL app via their mobiles and play the game. After
the gaming procedure, the participants had to fill-in a second questionnaire to rate their
mGBL experience and perceived emotions. At the end of the survey, all students were
invited to orally provide their feedback regarding their perceptions, in the context of a
class discussion through the Zoom video conference platform.

3.4 Data Analysis

The data analysis followed a mixed methodology. The collected quantitative data was
analyzed in terms of descriptive statistics using SPSS.

The qualitative (text) data was analyzed through thematic content analysis and sen-
timent analysis. The thematic content analysis included the generation of thematic cate-
gories and codes based on the participants’ textual feedback that was collected through
the open-ended questions. The sentiment analysis was conducted following a lexicon-
based approach and the use of three different lexicon packages. The thematic content
analysiswas conductedmanually by the authors through excel tables,while the sentiment
analysis was conducted through R scripts and R lexicon libraries.

RQ1 was answered through descriptive statistics, RQ2 was examined through senti-
ment analysis and RQ3 was examined through content thematic analysis. An overview
of the combined results is also discussed in the text.

4 Results and Discussion

4.1 Gaming Performance

The players’ scores were monitored and reported by the kahoot! platform. According
to these measurements, the students’ average performance score was 53.5%. The best
performer achieved a score of 100% while the lowest score was 36%. (see Fig. 3). Two
questions were labelled as the most difficult ones, including the puzzle task and one
question of quiz type. Overall, the game lasted for about 9 min.

Since that was a new challenge game to introduce a new topic that was not previously
thought, the performance results were of medium levels (50%–60%) for several users.
Based on the discussion feedback that was collected in the end of the survey, this type
of learning has might leveraged the level of difficulty. As a fact some students expressed
their need to receive further educational material that extends the one provided in the
game.

Since the questionnaire feedback was collected anonymously, we could not link the
performance scores to the measured variables and analyze them further.
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Fig. 3. Learners’ gaming performance (max:100%, min:36%). N = 26

4.2 Descriptive Statistics

Overall, the students expressed a positive emotional attitude towards mGBL in DE.

Learning Related Emotions. 84% of the respondents stated that they highly enjoyed
the learning game, while only 3% expressed feelings of non-enjoyment. In terms of
boredom, 80% of the respondents stated that they did not experience this feeling, while
12% stated that were feeling bored. The feeling of frustration/confusion received amixed
feedback; although 55% revealed no feelings of frustration, 25%of the participants stated
that they did feel frustrated and/or confused. This situation can be explained by the
performance results, presented above since the overall performance was of a medium
level and a couple of questions were monitored as difficult for most of the players.
Regarding the feeling of anxiety, 75% of the participants sated that they did not feel
anxious during the game while 8% reported some levels stress and 16% expressed a
neutral state. This finding is interesting, since according to literature [29] students tend
to develop higher levels of anxiety in online and distance education. Hence the inclusion
of game-based learning tasks could possibly lead to the elimination of students’ anxiety
and/or the increment of enjoyment; eventually this could positively affect the overall
students’ engagement and learning performance [30, 31].

Game Experience. The sense of competency was perceived as the highest one, among
the measured gaming flow and experience variables and almost 80% felt challenged.
Also, 70% of the participants stated that they were not distracted from anything else
while playing the game. Similarly, 75% of the participants stated that they could state
concentrated all the time.

Also, it is isworthy tomention that several students (28%of them) felt time-pressured
(mean = 2.72, st.dev = 1.18) mainly because of the timer that was applied in all the
gaming tasks, as explained in the qualitative results of this survey.

Table 1 below depicts the descriptive statistics results for the measured items.

4.3 Sentiment Analysis

An R-based sentiment analysis was applied on the students’ textual feedback, similar
to the methodologies of previous studies [32–34] that used lexicon-based approaches
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Table 1. Descriptive statistics for the measured items (N = 26)

Variable Mean St. Error Std. Deviation

Game experience

Competence 4.0833 .16936 .82970

Immersion 3.7917 .13431 .65801

Concentration 3.9683 .15322 .75060

Emotions

Enjoyment 4.0417 .15322 .75060

Boredom 2.1667 .17720 .86811

Confusion 2.5000 .24818 1.21584

Anxiety 1.8750 .20245 .99181

to analyze students’ feedback and course reviews. The developed R program computed
sentiment polarity by averaging the sentiments of the text based on a sentiment dictionary
derived from different unigram-based lexicons [35, 36].

A total of 61 sentiment related words were identified in the text. The results of the
“bing” lexicon analysis [35] revealed that the text has 18 negative polarity words and
43 positive polarity words, meaning that there are almost two times more positive than
negative words in this text. Moreover, the summary statistics of the lexicon vectors
showed that the median value of sentiment scores is above 0, implying that the overall
average sentiment across the responses is positive.

The above-mentioned outcome was further confirmed by an emotion classification
approach using the NRC Emotion Lexicon [36] that identifies a set of word associations
with eight basic emotions (anger, anticipation, disgust, fear, joy, sadness, surprise, trust)
where joy and trust received the highest scores.

Table 2 depicts the LRE related positive and negative words along with their senti-
ment scores (−5 = very negative, 5 = very positive) according to the “afinn” lexicon
scale for annotation. The list displays only the GBL and LRE related terms, while several
identified words have been removed because they are not considered by the authors to
be tightly associated to the research objectives of this study. The sentiment polarity was
automatically detected by the “bing” lexicon and it was cross validated by the authors.
Interestingly the word “challenging” was perceived as negative by the “bing” lexicon,
but no score was assigned by the “afinn” lexicon, so it is not included in the combined
list.

As depicted, the words of “fun” and “winning” were rated as the most positive ones
while themost negative word was “lost”.When analyzing the phrases that included these
words, we discovered that the word “winning” was reflecting the game characteristic of
score or reward, while the word “fun” mainly reflected the learning mode that was also
perceived as playful and enjoyable.

There was only one student who used the word “lost” referring to the network
connection and not the gaming flow or else. The excerpt of the text is provided below:
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Table 2. Detected emotion words, polarity, and sentiment scores according to the “bing” and
“afinn” lexicons (Hu & Lu, 2004; Nielsen, 2011).

Word Sentiment
polarity

Sentiment
Score

Anxious Negative −2

Discomfort/Uncomfortable Negative −2

Good Positive 3

Great Positive 3

Silly Negative −1

Mistakes Negative −2

Lost Negative −3

Liked Positive 2

Gained Positive 2

Interesting Positive 2

Fun Positive 4

Recommend Positive 2

Confusing Negative −2

Difficult Negative −1

Wrong Negative −2

Limited Negative −1

Playful Positive 2

Focused Positive 2

Great Positive 3

Happy Positive 3

Friendly Positive 2

Easy Positive 1

Interest Positive 1

Winning Positive 4

Motivated/Engaged Positive 1

Winning Positive 4

Focused Positive 2

Helpful Positive 2

Gained Positive 2

Best Positive 3

“I got a bit anxious because I lost the connection with the game app while I had three
more questions to finish and I didn’t know if I could enter again”. This finding is in
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accordance with previous literature [31] showing that network and technical issues are
amongst the most common factors that cause students anxiety in distance education.

Some other highly rated positive words were “happy”, “good”, “great”, and “best”
reflecting the overall emotional engagement of the students. As a fact, one of the partic-
ipants with previous GBL experience admitted “It was the best designed kahoot! game
that I have participated so far”.

Figure 4 depicts the frequency of the most frequently used LRE related words.
As depicted in Fig. 4, the synonyms of joy (including happiness, fun, playfulness),
easiness and competency were clearly the most frequently used emotional words. Also,
the frequency of the word “focused” validated the results in Table 1 regarding the high
levels of students’ concentration during the tasks.

Interestingly, words related to stress/anxiety where obviously more frequently used
than other negative emotional statements like discomfort and confusion. This result is in
accordancewith previous studies stating that students experience higher levels of anxiety
in distance education [29]. In the context of mGBL, this phenomenon can be explained
in the next section, where we discuss the gaming features that caused stress/anxiety to
several students.
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Fig. 4. Most frequently expressed emotion words, related to Game-Based Learning (GBL) and
Learning-Related Emotions (LREs)

As a conclusion, in accordance with the results of the statistical values in Table 1,
the sentiment analysis revealed an overall positive polarity and showed that joy, easiness
and competency were the most frequently perceived LRE.

Although boredom was explicitly measured in the descriptive statistics and was
positively rated by 12% of the participants, it was not observed in the students’ textual
feedback.

Also, although stress/anxiety revealed low scores in the descriptive results, from the
qualitative analysis we can conclude that stress/anxiety was the most frequent negative
emotion (e.g., compared to confusion) that was perceived from the participants. This
outcome can also be validated by the oral feedback that was provided by the students
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during the group/class discussion where three students expressed their sense of anxiety
because of the time-limit and the background music and sounds.

4.4 Mobile Game-Based Learning Features and Emotional Effects

The authors manually coded a sample of 52 sentences using excel tables. The coding
identified four main aspects of mGBL features causing either positive or negative emo-
tions: (a) Design elements, (b) User experience and usability, (c) Game dynamics, and
(d) Content and learning outcome. Among the detected codes, time limit and music were
the most frequently expressed negative features, while colors, multimedia and learnabil-
ity were perceived to cause positive emotions by most of the students. Interestingly,
competency revealed mixed emotions since some students perceived it as motivating
while others perceived it as stressful.

The categorization of the codes into distinct themes was mainly based on previous
literature studies in the field ofGBLandgamification that clearly distinguish the concepts
of game mechanics, elements, and dynamics, and User Experience (UX) and usability
[37]. The current analysis extended previous studies by proposing more or different
codes (e.g., music, timer, learnability) and components.

Table 3 includes the coding categories that make up the four major themes. It also
presents the emotional outcome (negative or positive), and some example excerpts of
the analyzed text.

Table 3. Gaming features and students’ perceived emotions: results from a qualitative content
analysis (n = 26)

Content area (theme/code) Emotional outcome Example

Theme 1. Design elements

Multimedia (videos, images) Positive “Photos and videos during each
question was helpful and enjoyable.”

Timer Negative “I felt a little bit stressed about the
time limit.”

Background music/sounds Negative “The sounds of kahoot! made me
little anxious.”

Colors Positive ‘…The colors, pictures, and videos
were included as guidelines to find
the correct answers.”

Theme 2. User experience and usability

Learnability Positive ‘It was easy to navigate, easy to
understand and use.”

Memorability Positive “I was actively in responding by
playing and it was easy to remember
what I was doing.”

(continued)
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Table 3. (continued)

Content area (theme/code) Emotional outcome Example

Support (Information provided) Positive “…there was also a short description
of the theory taught, at the beginning
of some questions.”

Game flow (Sequencing) Positive “…there was a continuity in the
questions, and I wanted to see the
next and then the next question…”

Theme 3. Game dynamics

Score/Reward Positive “I believe the winning feature makes
the game engaging.”

Achievement Positive “I felt happy every time I was
answering the correct answer”

Competition Positive “Also, the fact that you compete
others it makes it more engaged and
motivate you to be more focused.”

Negative “…the fact that you compete others
with the time as a parameter on your
ranking, it made me answer fast and
sometimes without thinking
thoroughly of my answers.”

Theme 4. Topic and learning outcome

Engaging to learn Positive “…it was a fun and enjoyable way to
learn, teaching you stuff in not a
boring way.”

Interest of the learning topic Positive “The concept of prototyping interests
me a lot.”

Perceived gained knowledge Positive “I liked the provided knowledge
through the quiz.”

Following we discuss the most important and contributing outcomes hat were
identified in the thematic content analysis.

Design Elements. The thematic content revealed which design elements play an impor-
tant role in the students’ emotional engagement during distance mGBL activities. The
most frequently expressed positive attribute was colors. Although we did not receive any
further explanation on the type of the colors that caused positive emotions (although we
know the interface was designed in warm colors), our finding is in accordance with pre-
vious studies [6, 21] suggesting that color is an important game element to be considered
in GBL emotional design.

This study also revealed that mages and videos were also considered as positive
emotional antecedents, while timer and music were perceived as negative antecedents
since several students mentioned that they caused them some level of stress. However,
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other research [38] has shown that voiceovers has increased student engagement in digital
game-based learning. This could be explained by the fact that different types of music
might cause different emotions. Moreover, we encourage future researchers to study the
effects of time andmusic derived anxiety on learning outcomes and identify the direction
of the relationship. As a fact research has shown that in some cased anxiety can yield
positive learning outcomes, mainly because it motivates students to avoid failure and
put more effort in terms of attention [11, 20] (Park et al., 2015; Perkun, 2006).

User Experience and Usability Features. User experience design is tightly link to
user emotions [39] and hence its principles are carefully adopted in the context of emo-
tional design interfaces. Learnability is a core aspect of User Experience and usability
since it defines how easy it is for a user to learn how to use an interface [40]. Memorabil-
ity tightly linked to learning via some memory related cognitive processes defining that
an ‘easy to learn’ interface should decrease cognitive load by being ‘easy to remember’.
This study reveals the essential role of learnability and memorability in the design of
mGBL apps since they seem to cause positive emotional impact and yield high levels of
perceived knowledge improvement.

In addition, game flow regarding the sequence of the questions was mentioned by
several students to bring positive emotional effects. Similarly, the provision of infor-
mation caused positive emotions, however the lack of some information for instance
the lack of clear instructions and guidelines on how many answers a multiple-choice
question can take caused negative feelings.

Game Dynamics. In accordance with previous [6, 19] this study confirmed that game
dynamics affect learners’ emotional state also in GBL tasks in DE. As a fact, scoring,
rewarding and sense of achievement were perceived positively by the students. However,
themost important finding of this part of the study is the competition effects that revealed
both positive and negative emotional outcomes. Although most studies conclude that
competition will cause positive emotional engagement, it seems that for some students it
has reverse impact since it tends to increase anxiety. The negative aspect of competency
in games is slightly expressed in previous studies [19] however no statistical evidence
is available. Contrary in [41] the authors showed that competition increased in-game
learning and enjoyment in mathematics learning games in middle schools.

In this context, we assume that competencymight yield anxiety however the relation-
ship to the learning outcome should be further examined since in this study we have not
examined whether competency-related anxiety causes higher or lower performance. For
this reason, we suggest that GBL emotional designers carefully decide on the inclusion
of competency elements and consider its effect on the learning outcome.

Topic and Learning Outcome. In accordance with several [42, 43] that examined the
effects of GBL on students’ performance and learning outcomes, mGBL in distance
education also reveals show high scores of perceived learning outcomes.

Although several studies have examined the learning outcome of using GBL and
Kahoot! they do not explicitly describe how Kahoot! improved the students’ the learn-
ing outcome [2]. The results of this study imply that game content in terms of the
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learning/teaching topic is also essential in knowledge achievement since several stu-
dents expressed their interest on Prototyping and this interest has affected their learn-
ing engagement in a positive way. However, further research is needed to prove this
assumption.

5 Conclusions

The results of this study highlight that mGBL can bring several privileges in terms
of students’ emotions and learning achievement, hence it should be highly considered
during the design of distance courses. Although previous studies point that negative
emotions are higher perceived in online educational settings than positive ones (Stephan
et al., 2019), this study shows that implementing (m)GBL inDEmight bring significantly
positive outcomes in student’s emotional engagement.

Overall, the mixed analysis of this study provides with useful insights on students’
sentiment and emotions towardsmGBL in the context of DE and reveals the game design
features that bring positive or negative impact on learners’ emotions. In general, time
limit and music/sounds were the major themes identified to cause negative emotions,
while good design, flow/sequencing, easiness, and learnability were reported as positive.

This research extends previous studies by investigating the role of auditory attributes
as well as further game dynamics, UX and usability features, and perceived learning
outcome. The findings might be useful for educators, course designers and educational
institutions towards the design of emotionally engaging mGBL in DE.

Limitations of this study include the self-reported nature of the data collection that
can cause some bias in the results, the small sample size, and the generalizability issue.
Future research should be conducted on different populations and larger sample sizes to
cross validate and extend our findings.
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Abstract. Emotion is a key aspect of human cognition and learning. It
may have great influence on math learning process in childhood. Tan-
gible and playful interfaces can be used to support teachers to increase
students’ motivation and learning outcome. In this paper, we explore
the concepts of emotion and enaction in the design of the EMFK (Emo-
tion Math For Kids) prototype, which focuses on supporting teachers
in the basic math skills learning process. The EMFK prototype allows
the development of learning activities with playful physical objects, as
well as it is able to adapt its interface and difficulty level according to
students’ emotional expressions. We present both the design and devel-
opment of EMFK’ software and hardware components. Our field study
with seven teachers shows the viability of the proposal and points out
open challenges to be overcome.

Keywords: Tangible interfaces · Mathematics learning · Emotions ·
Enactive interfaces

1 Introduction

Learning basic math concepts and skills can be an arduous task for primary
school students. Various factors, such as motivation and children’s emotional
state, can directly influence learning [9]. In this sense, playful learning through
interactive tangible objects can be an alternative to improve children’s learning
outcome.

Literature presents several investigations in how games (e.g., [8]) and gam-
ification in mathematics classes (e.g., [5]) can contribute to the learning pro-
cess. Various studies inquire the benefits in using tangible objects for teaching
math concepts (e.g.., [16,26]). Literature shows benefits of considering emotional
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aspects in learning environments [9]. However, it is still an open research chal-
lenge the design of computational systems that take into account emotional
expressions in the support of learning activities.

This work proposes the design and development of a playful tangible system
to support children learning basic math concepts and skills. Our system is based
on the concepts of emotions and enaction [10,28]. It is hence designed to change
the learning strategy and its user’s interfaces based on the children’s emotional
expression.

Our investigation contributes to advance the knowledge of how an interactive
tangible system considers aspects related to emotion expressions in playful learn-
ing of basic math concepts and skills. We present details of the design, develop-
ment and evaluation of a computational device prototype specially constructed
for this purpose. Our study describes and discusses scenarios with children using
this technology.

In our study, game-based activates about basic mathematical operations were
created using educational practices for children. In the system, students execute
a set of math exercises, which are selected according to the informed profile,
students’ score and emotional feedback. Subject’s responses are given through
cards and playful objects containing RFID sensors.

We evaluated the proposed prototype in a preliminary study with teach-
ers that work with children aged 5 to 8. Our study analyzed prospective use
situations and the perception of seven teachers in their first contact with the
prototype. Participants indicate the potential of the system for children in the
second and third grades and its easiness for using.

The remainder of this article is structured as follows: Sect. 2 describes back-
ground concepts on enactive systems, emotions and related work concerning
tangible technologies for math learning; Sect. 3 details the design and develop-
ment of the proposed tangible artifact; Sect. 4 presents results of the assessment
study; finally, Sect. 5 concludes the paper and presents future work.

2 Background and Related Work

We present the theoretical and methodological foundation of this work as well
as key related work. Subsect. 2.1 details concepts about enactive systems, emo-
tions and learning. Subsect. 2.2 presents investigations on the use of tangible
technologies for math learning. Subsect. 2.3 presents studies on enactive sys-
tems and emotions for math learning.

2.1 Enactive Systems and Emotions Connected to Learning

We can understand enactive systems, in a technological view, as computer sys-
tems that dynamically link human processes and technology. Enactive systems
have feedback cycles using sensors and data analysis, which allows a fluid inter-
action between humans and computers, i.e., they should be able to detect human
aspects, such as emotions, and properly react to them [10]. This technology can,
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for example, promote advances in learning with the use of playful techniques.
According to Tikka et al. [24], there are several areas of innovative applica-
tions of enactive systems, such as generative music videos and medical health
applications adaptable to physiological states. It is also possible to explore this
technology on educational scenarios (e.g., [3,15,27]).

Emotion is a fundamental element of human processes, as well as it plays a
key role in enactive systems. Our investigation emphasizes the emotional aspects,
and how a computational system can consider them to support the learning
processes. Basic cognitive processes such as attention and memory are linked
to the subject’s neurological capacity in the learning process, just as teaching
and learning is linked to emotional and affectivity factors [6]. Indeed, emotion
impacts students’ cognition, as well as it affects various processes such as mem-
ory, attention, and creativity [9]. According to Jarvela [9], studies have shown
that emotions have substantial impact on several aspects of learning, such as:
achievement, motivation, interest, goals and meta-cognition.

Emotions can lead to both positive and negative impacts on learning [18].
Studies shows that the induction of positive mood in children can improve their
effectiveness in classical measures of intelligence, such as in block-design task
[9]. While negative emotions (e.g., fear, anger, disgust, boredom, sadness) can
be associated with lower performance and dropout. In particular, Existing stud-
ies highlight the importance of emotions on math education and their impacts
on mathematical problem solving [14] by pointing out the need for supporting
emotions and motivation in classrooms [23].

This work assumes the relevance of emotions in human cognition as well
as the need for modern interactive technological tools for supporting emotional
aspects in math learning. To this end, we propose a tangible playful solution.

2.2 Tangible Technologies for Math Learning

Tangible interfaces can be used to improve problem solving and learning. Schnei-
der [22], for instance, highlighted the role that tangibility plays in problem solv-
ing tasks by comparing learners using a multi-touch and tangible interfaces.
According to the authors, the tasks were performed more effectively by those
that used tangible interfaces, obtaining a greater gain in learning outcome as
compared with multi-touch. The study showed that tangible interfaces can be
used to promote constructive skills by improving the exploration, collaboration,
and playfulness aspects.

Several studies have emphasized the potential of using tangible artifacts in
the teaching of mathematics. According to Ueno et al. [26], it is difficult for pupils
learning abstract math concepts using just number and symbols. The study
shows possibilities to improve the learning process by using tangible objects
(felt ball), which gives pupils’ mathematical intuition. Other studies reinforce
the relevance of having physical and digital components [16], in which animated
and interactive videos assist teachers to promote interest among children during
classes.
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Bujak et al. [2] investigated the possibilities of using physical objects and
virtual information in the math classrooms. They presented a framework for
understanding how Augmented Reality (AR) learning occurs in math from three
perspectives: the physical dimension, where physical manipulation affords natu-
ral interactions, thus encouraging the creation of embodied representations; the
cognitive dimension, where spatio-temporal alignment of information through
AR experiences can support student’s understanding of abstract concepts; and,
the contextual dimension, where AR creates possibilities for collaborative learn-
ing around virtual content.

There are several other studies emphasizing the use of tangible technology
in childhood education. Gonzalez et al. [7] presented a systematic review about
the use of this technology on the education of children up to six years old. Some
of the revised studies focus on the use of tangible computing in the teaching of
math in childhood, such as [17,20,21]).

Khandelwal and Mazalek [11] created a wireless object tracking system inte-
grated with a graphic display, giving visual and sound feedback. Their objective
was to promote a better understanding of mathematical concepts and to improve
the child interest in math, by providing friendly feedback and tips, along with
visual feedback on a table surface. As aligned with our proposal, child executes
activities by placing on a table the marked objects in the form of numbered
blocks, geometric shapes, etc.

Although existing studies, as presented in this section, make use of tangible
technology for math education for children, our study differs by considering
emotional aspects in childhood math education in an original designed digital
artifact build for this purpose.

2.3 Enactive Systems for Math Learning

Enactive technology can bring new perspectives for the use of technology in
education [3,27] as well as tangible technology can be used for promoting enactive
educational scenarios [15]. We present studies by comprehending a exploratory
literature review about enactive systems (and emotion) for math learning.

Khoo et al. [12] presented a study to identify how children enact by viewing
and representing skills using apps during the addition and subtraction learning.
Their study involved four students of 5 years old in playful activities and showed
that digital technology supported the participants to enact autonomous tasks to
construct their own meanings.

Embodied is a key feature of enactive systems. Arroyo [1] presented a study on
embodied educational math games. They proposed the use of SmartPhones and
SmartWatches on math team-based activities that require physical engagement
with the environment. The cognitive and affective outcomes of thirteen 9–10
years old students was analyzed. Students were engaged in creating the games
(by themselves) for other students. According to the authors, this resulted in the
development of computational thinking and the acquisition of a more positive
attitudes and perceptions of math.
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Casano et al. [4] presented the design and implementation of embodied cogni-
tion in mathematics teaching systems. Students used wrist wearable devices, by
which received clues to help them in an task of finding hidden geometric objects.
A study with seven participants of 4th to 6th grade point out usability concerns.
Teachers in their study point out the collaborative nature of the activities and
they seemed open to the idea of adopting a game-based reinforcement in their
math classes.

Trninic and Abrahamson [25] investigated the mediated emergence of mathe-
matical notions from embodied-interaction instructional activities. A study with
twenty two students from a private K–8 school indicated the importance of
movements and interactions with physical objects to math education. Aligned
with that, King and Smith [13] demonstrated advancements of technologies con-
trolled by body movement, such as those related to mixed reality. The authors
argue that such advanced technologies enabled new possibilities for math learn-
ing, such as to embody a mathematical concept while a visual feedback is pro-
vided. Also, Price and Duffy [19] addressed sensor-based technology for sensory
motor involvement for mathematical learning. Their objective was to analyze
and understand how children use their bodies to learn geometric concepts.

These presented studies reveal the relevance of considering physical artifacts
in the design of interactive solutions for supporting children to learn basic math
skills. Our work considers the use of physical/tangible objects, which allows
embodiment based activities. Combined with that, our proposed solution con-
siders aspects related to students’ emotional expressions, including changes in the
computational system internal state by taking them into account. Our solution
works as a kit for supporting teachers in the development of richer educational
scenarios. The proposed tangible system offers an improved interaction with the
computational system based on its adaptability aspects.

3 The Emotion Math for Kids Prototype

The EMFK (Emotion Math For Kids) prototype was developed with the objec-
tive of investigating how to design an interactive tangible system that considers
aspects related to emotion expressions in playful learning of basic math skills.
Subsect. 3.1 presents our research method as well as the initial conception of the
EMFK; Subsect. 3.2 details the design of the hardware components; Subsect. 3.3
presents the design of the software components; and Subsect. 3.4 describes user
interfaces and features provided by the EMFK.

3.1 Prototype Design Decisions

For the design of our solution, we conducted a research method considering the
following main steps: (1) problem identification and characterization, includ-
ing a literature review; (2) the proposal of an initial set of features with the
participation of teachers to understand how emotional aspects impacts in learn-
ing basic math concepts (cf. Subsect. 3.4); (3) prototype development (cf. Sub-
sects. 3.2 3.3); and (4) evaluation based on interviews (cf. Sect. 4 regarding the
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evaluation results). In the following, we synthesize a basic set of functionalities
and technologies involved in our solution relying on the results of steps 1 and 2.

Game-based activities about basic mathematical operations were defined con-
sidering educational practices for children education. In our system proposal,
students execute a set of math exercises, which are selected according to the
informed profile, students’ score and emotional feedback. Subject’s answers are
given through cards and playful objects containing RFID sensors.

A initial scope of math operations to be implemented by the system was
defined. We defined the focus on children beginning literacy stage and up to
eight years. Students should execute a set of math exercises about basic opera-
tors (addition, subtraction, multiplication and division) defined according to the
informed profile, students’ score and emotional feedback. Teachers stressed that
the system should provide age-appropriate interface elements that explore play-
ful aspects. We chose to use cards and playful objects containing RFID sensors,
given that this is a reliable and low cost solution.

Based on this initial analysis, we defined that children’ emotional expres-
sions should be continuously analyzed, and the system should be reconfigured at
runtime according to the detected emotional expressions. The emotional expres-
sion is used to reconfigure the system in various manners, which includes: 1)
adjustments in the interface; 2) changes on difficulty level of the activities; and
3) to provide ludic elements on content (to change the mood). For example, if a
student misses an exercise and shows to be sad or disinterested, the system inter-
face background can be changed to include an animated character and an easier
exercise is selected to motivate him/her again. Still in this context, motivational
messages must be used to encourage students and the interaction mode changes
until contrary feedback is obtained. Therefore, each student has a unique inter-
action experience according to their emotional expressions. The reconfiguration
capability of the system is based on concept of enaction.

In summary, we defined the following methods and techniques to provide the
system features:

1. Use of tangible objects with RFid with ludic format or picture related to basic
mathematics concepts (e.g., number of spots on a ladybug). The proposed
prototype uses Raspberry Pi 1 technology for executing game-based activities
with the tangible objects in a ludic device.

2. The prototype accesses services (Microsoft Azure Face API2) to recognize
students’ emotional expressions. The results of the Microsoft Azure Face API
are interpreted by the system to promote changes on the content and interface.

3. A decision algorithm selects the next action to be executed according to the
subject’s emotional state. A set of exercises and annotated media is used in
this step.

4. A decision algorithm changes the user’s interfaces according to the subject’s
emotional state.

1 https://www.raspberrypi.org/.
2 https://azure.microsoft.com/pt-br/services/cognitive-services/face/.

https://www.raspberrypi.org/
https://azure.microsoft.com/pt-br/services/cognitive-services/face/
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From this initial conception, we designed a high-level organization of our
system prototype (cf. Fig. 1), which is implemented by an embedded computer
device. The main components of the system are: a WebCam to capture emo-
tional expressions; a monitor to visualize the activities; RFid sensors to receive
the child’s responses through RFid cards and playful tangible objects; buttons to
assist students in confirming the response and interact with the system (in addi-
tion to RFid); and, a Raspberry Pi to execute the program and communicate
with the Microsoft Azure Face API.

Fig. 1. Overview of the prototype system components.

The basic functioning of the prototype includes the following sequence of
steps: (1) the teacher setup the EMFK according to defined scenario and activi-
ties, for example, they can choice of objects as well as the age of the student, (2)
the student visualizes the activity in the monitor and (3) the student execute the
activities using tangible objects by placing it on the device. At each execution
cycle, the system can be automatically reconfigured according to the student’s
emotional state. The next subsections detail the prototype development (hard-
ware and software).

3.2 Design and Implementation of the Hardware Components

Figure 2 presents the initial hardware design of the EMFK prototype. It was
designed to have a base where the RFid cards (or objects) can be uphold, and
an area for placing the answers; as well as a set of colored buttons on the right
side.
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Fig. 2. Initial design of the hardware of the EMFK prototype.

Figure 3 shows the current version of the developed tangible device. The
EMFK has a box where the cards (or other objects) can be positioned and but-
tons on right side. On the back, there is a video monitor for displaying options,
messages and mathematical operations. At the top of the monitor, there is a
webcam for capturing facial images.

Fig. 3. Current version of the developed tangible device.

Figure 4 presents examples of playful cards prototypes, including ladybugs
with different numbers of spots to represent numbers in the activities.

Figure 5 presents an overview of the prototype’s internal components. At the
center, there is the Raspberry Pi with its connections. The figure presents a
circuit built for this device, sensors and the buttons positioned on the right side
of the prototype. The Raspberry Pi 3 B+ was chosen because it is portable,
relatively inexpensive, has the necessary interfaces to connect with the other
devices (monitor, sensors, Webcam, etc.). In addition, it has sufficient processing
capacity necessary to execute the graphical interfaces of the proposed activities
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Fig. 4. Examples of playful cards.

and enable to access the service for recognize emotional expressions. It supports
an appropriate programming language (Python) and execute a database manger
(SQLite).

Fig. 5. Overview of the internal components of the EMFK prototype.

Figure 6 shows the protoboard circuit design for EMFK prototype. It presents
the electrical scheme developed using the fritzing software3, an open software to
facilitate the design and visualization of hardware projects. All circuit power
uses 3.3v electrical voltage, which is supplied by the Raspberry Pi on pin 1. As
shown in Fig. 6, the connections of the 2 RFID-RC522 modules are in parallel,
excepting the SS pin (Slave Select) of the module, which is in the Raspberry
Pi connected to ports GPIO 08 and GPIO 07. The communication protocol SPI
(Serial Peripheral Interface) is used in these ports, a synchronous communication
protocol.

The button are powered by 3.3v, and when pressed there is a split of the
electric current: a part goes to a port on the Raspberry Pi sending the trigger
signal; and the other part is connected to the GND through a 10kΩ resistor.
The GPIO extension follows the same sequence on both ends, to facilitate the
assembly of the circuit, the following ports were chosen to connect the buttons:
GPIO12, GPIO16, GPIO20 and GPIO21.

3 https://fritzing.org/.

https://fritzing.org/
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Fig. 6. Electric scheme of the device.

3.3 Design and Implementation of the Software Components

The EMFK software prototype was developed in Python with a SQLite database
to store activities, messages and results. The Python language was chosen
because it offers access to services on the Web, as well as high transparency
level for reading and control of the hardware. Figure 7 presents a simplified dia-
gram of the software architecture. The complete code of the solution can be
download at GitHub 4.

Two threads are executed in parallel during all the time to improve the
system performance. The first thread, named “MicroControl” (Fig. 7), reads the
buttons; and, the second one (screen manager thread in Fig. 7) is responsible
for switching between the interfaces as needed. In other words, the first reads
the states of the buttons, and the second takes actions according to the active
interface and button states.

We used the tkinter5 libraries in the interface development. It was selected
because it is a open and standard Python GUI toolkit; also it is available on
our platform (Raspberry Pi 3 B+). The SimpleMFRC522 library6 was used for
reading the RFid cards (embedded in cards and objects), representing both units
and tens. This is a open python library to read/write RFid tags and is compatible
with Raspberry Pi.

We created two components to implement our interface communication with
Microsoft Azure Face API (face recognition process in Fig. 7): image capture
and face communication (cf. Fig. 7). These components make use of the cogni-
tive face, requests and Json libraries. The image capture component takes photos
in 4 moments: (1) when the exercise to be solved is presented; (2) when the stu-
dent misses and the result is presented; (3) when the student hits and the result
4 https://github.com/juliovansan/mestrado.git.
5 https://docs.python.org/3/library/tkinter.html.
6 https://github.com/pimylifeup/MFRC522-python.

https://github.com/juliovansan/mestrado.git
https://docs.python.org/3/library/tkinter.html
https://github.com/pimylifeup/MFRC522-python
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Fig. 7. Overview of the EMFK software architecture.

is presented; and (4) when the final result including hits and errors are displayed
to the student. The face communication component send the images to Microsoft
Azure Face API and read the results (in Json format).

Based on the received result with the emotional state, the decision algorithm
promotes changes in the level of difficulty of the exercises and at the user’s inter-
face level (Adjustment Component in Fig. 7). We adopted a simplified version of
a decision algorithm (cf. Algorithm 1), as our objective was to investigate the
design and feasibility of the prototype (it is out of the scope of this paper to
show the development of advanced reconfiguration algorithms and to develop
complex changes in the interface). As Algorithm 1 shows, we used happiness,
surprised, neutral, sadness and anger emotions as input, while emotions such as
fear, contempt and disgust are not used.

We defined in Algorithm 1 an adjustment parameter (AdjutParam variable)
to represent the difficulty (adjust) level. At the beginning of a sequence of exer-
cises, the adjustment parameter is set as 5 (default value). The AdjutParam
can range from 0 to 10, and it is changed at each interpretation of a captured
image (i.e., the Algorithm 1 is called every time an emotion expression is iden-
tified). The value of 0 means that the player is less motivated (associated with
negative emotions) and the value of 10 means that the player is fully motivated
(associated with positive emotions).

If the returned value from Microsoft Azure Face API (EmotionV ec variable7)
linked to happiness emotion is greater than 0.1; or the value linked to surprise
emotion is greater to 0.2; the adjustment variable is increased by 1 (up to 10

7 The FACE API returns a vector with positive real numbers (0.0 ≤ value ≤ 1.0)
linked to emotions; higher values mean a higher probability of that emotion.
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Require: AdjutParam;EmotionV ec;
Ensure: AdjutParam∈N, 0 ≤ AdjutParam ≤ 10
1: Begin
2: if (EmotionV ec.happiness>0.1 or EmotionV ec.surprise>0.2) and

AdjutParam<10 then
3: AdjutParam←AdjutParam + 1
4: else if (EmotionV ec.neutral>0.7 and AdjutParam≥1) then
5: AdjutParam←AdjutParam − 1
6: else if (EmotionV ec.sadness>0.1 or EmotionV ec.anger>0.1) then
7: if AdjutParam≥1 then
8: AdjutParam←AdjutParam − 1
9: else if AdjutParam≥2 then

10: AdjutParam←AdjutParam − 2
11: end if
12: end if
13: return AdjutParam
14: End

Algorithm 1: Decision algorithm

limit). If the value linked to neutral emotion is greater than 0.7, the adjustment
variable is decreased by −1 respecting up to a minimum of 1. If the value linked
to sadness is greater than 0.1 ; or the value linked to anger is greater than 0.1 ;
the variable is decreased by −2, up to a minimum of 0. The adopted values8

were defined in an iterative process, based on the theoretical background about
positive and negative emotions (cf. Sect. 2), as well as the dimensions that reflect
the emotional experience (cf. Sect. 2).

This adjustment value (AdjutParam variable) is used to determine the dif-
ficult level of the exercise inside the student’s school grade. A database with
questions classified according to the school grade and level of difficulties is pre-
viously stored in the system (database component in Fig. 7).

The adjustment parameter (AdjutParam variable) is further used to change
aspects at the user’s interface. Two types of changes are possible in the current
version of the prototype, including changes in texts/messages, and changes in
colors. We stored (database component in Fig. 7) a set of messages for each level
of the adjustment parameter. These messages can be modified by educators
aiming to improve the students’ motivation.

The system changes colors of the user’s interface according to the adjustment
parameter (AdjutParam variable). This parameter has influence on the back-
ground and text colors. For example, initially the gray color, which is neutral, is
setup at the background, if AdjutParam increases to 6 or 7 the light blue color
(calm and confidence) is used; and if AdjutParam increases to 8 to 10 the light
green color (tranquility) is used. If AdjutParam decreases to 4 or 3 the orange

8 The limit values were defined according to our preliminary tests to better express
positive and negative emotions. Such values are configurable and may change accord-
ing to empirical results obtained in future analyzes.
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color (friendly and lively) is used; and if AdjutParam decreases to 2 to 0 the
light yellow color (optimism and energy) is used.

3.4 System Interfaces and Features

This subsection presents the main user interfaces and key features of the EMFK
system prototype. Figure 8 presents the first interface of the prototype, i.e..,
when the user turns on it. This is a welcome interface, where the teacher can
turn off, continue or calibrate the web camera. The options are positioned on the
right side in all interfaces. They are selected using the device button according
to the positions and respective colors (cf. left side in Fig. 8).

Fig. 8. EMFK welcome interface and input mechanism.

Figure 9 presents an example of the user interface with an exercise. In the
middle of this figure, there is the question presented to the student. The answer
is given through cards or playful objects. The background screen, cards pictures
and playful objects can be changed according to the game narrative, as defined
by teachers and educators. Narratives involving body movements and interaction
between children can be defined, as long as the objects (with RDID) is placed
to answer the exercises; and the child’s face is within the reaching of the camera
before and after the activity.

Figure 10 presents an example of an adapted interface with a wrong answer.
In this example, the EMFK selected a message, that encourages the student to
continue, according to the adjustment parameter. The text background color was
changed to light green color due to an increasing of the adjustment parameter
(i.e., the student expressed negative emotions).

We developed a Web system so that the teacher can make further analysis
of the results, as well as to assess the emotional state of the students. Figure 11
presents an illustrative example of a photo of a student after the question; the
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Fig. 9. Example of an exercise interface.

description of the exercise; data from answers (including date, time, level, math
operation, answer and adjustment perimeter); and the automatic detection data
(i.e., values of the emotional expression from Face API). The teacher can visual-
ize an overview of their students and filter students for their analysis. Our goal
is to provide to teachers information about the results and emotional expres-
sions connected to it. This is important, for instance, for teachers working on
the students’ emotional aspects, as well as for promoting changes in exercises,
messages and level of difficulty.

4 User Evaluation

This section presents a preliminary study with teachers, with experience in child-
hood education. Subsect. 4.1 presents the objectives, participants and methods,
and Subsect. 4.2 details the obtained results.

4.1 Study Description

The objective in this study is to evaluate the feasibility of our system prototype.
We aim to identify interface problems and to elicit changes for the next versions.
Due to difficulties in carrying out activities directly with children due to the
Covid-19 sanitary issues, only teachers participated in this study.

The study was carried out from 21–24 January 2020. Seven (7) teachers par-
ticipated, who all are graduated in pedagogy and teach in early childhood educa-
tion. Participants were recruited through email invitations from the researcher
to teachers of early childhood education schools in São Paulo, Brazil. One of
the participants is the pedagogical coordinator of an early childhood education



Tangible Solutions for Learning Basic Math Skills 147

Fig. 10. Example of an adapted interface with a wrong answer.

Fig. 11. Example of teacher’s web interface.

school. Our study was approved by the ethical committee of UNIFACCAMP
process #16228619.2.0000.5397.

The study was performed in three steps. Firstly, the participants watched an
video with a presentation of how the EMFK prototype works9. In the sequence,
they evaluated the prototype through the free utilization of its features and pre-
registered activities, and then answered questions in the Google Forms. This
form included the following questions:

– Likert Scale Questions (1. Strongly disagree, 2. Disagree, 3. Neutral, 4. Agree,
5. Strongly agree)

9 https://youtu.be/uaQltmBOTCg.

https://youtu.be/uaQltmBOTCg
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• Q1. Does the prototype support teaching math in early education (under
6 years)?

• Q2. Does the prototype support teaching math to 2nd grade children
(7 years)?

• Q3. Does the prototype support teaching math to children at the beginning
of the 3rd grade (8 years).

• Q4. Do the activities in the prototype support learning basic math skill?
• Q5. Is it important to have playful activities or objects to teach basic math

skill?
• Q6. Is it important for a system to adjust to the child’s emotional expression?
• Q7. Wouldn’t children have any difficulty using these tangible interfaces?
• Q8. Were the messages easy to understand?

– A open question

• Q9. Make suggestions to enable the use of the tangible device at school.

4.2 Assessment Results

Figure 12 presents the answers to the Likert scale questions, which can be sum-
marized as follows:

– In Q1, we obtained 85.7% of positive answers and 14.3% of negative answers.
Six teachers answered that strongly agree, and one teacher strongly disagree.

– In Q2, we obtained 100% of positive answers. Six teachers answered that
strongly agree, and one teacher agrees.

– In Q3, we obtained 100% of positive answers. Six teachers answered that
strongly agree, and one teacher agrees.

– In Q4, we obtained 100% of positive answers. Six teachers answered that
strongly agree, and one teacher agrees.

– In Q5, we obtained 100% of positive answers. The seven teachers answered
that strongly agree.

– In Q6, we obtained 100% of positive answers. The seven teachers answered
that strongly agree.

– In Q7, we obtained 71.5% of positive answers. Three teachers answered that
strongly agree, two teacher agree, and two teachers gave a neutral answer.

– In Q8, we obtained 71.5% of positive answers. Four teachers answered that
strongly agree, one teacher agrees, and two teachers gave a neutral answer.

With regard Q9, we obtained five response as follows:

1. “It would be interesting to have one for each student.”
2. “I suggest to create additional types of challenges/activities.”
3. “Make it available so that the student can really use.”
4. “Device dissemination and training.”
5. “To encourage teachers to use.”
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Fig. 12. Question results based on a Likert scale.

In general, the results of the evaluation were positive. Most of the teachers
believe that the device could be used for the second (Q2) and third (Q3) grades
as well as for younger children (under 6 years) (Q1). The majority of the teachers
expressed that the user’s tangible interface is easy to use (Q7) and messages can
be understood by children (Q8). They all strongly agreed about the importance
of considering the use of playful activities (Q5) and objects to adjust the sys-
tem according to the child’s emotional expression (Q6). Furthermore, teachers
believe that the proposed activities can support learning basic math skill (Q4).
Regarding the open responses (Q9), as detailed above, most of the suggestions
were related to the expansion of use.

5 Conclusion

Learning math is a challenging process for educators and children. Literature
has point out the influence that emotional aspects have on math learning activ-
ities. Tangible technologies have brought new perspectives for the development
of teaching activities. Playful activities with tangible interfaces can increase stu-
dents’ motivation. This article presented the design of the EMFK, a system
based on concepts of emotion and enaction to provide adaptive tangible solu-
tions for learning basic math skills. The system makes use of objects with RFid
sensors to support teachers to construct playful activities with students. EMFK
is able to dynamically propose activities and adapt the interfaces according to
the students’ emotional expression. We therefore expected to promote a more
fluid interaction, as well as support teachers in the development of activities that
lead to arousing motivation and promoting learning. Our study with seven teach-
ers reveled the feasibly of the use of our system. Next step involves improving
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EMFK by including new tangible solutions and more complex decisions algo-
rithms. We plan to conduct a final study with students and teachers, as well
as to investigate the design of a complete interactive learning environment with
multiple interconnected devices (including EMFKs), which adapts to students’
emotional expressions.
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Abstract. Predefined web surveys are often used to collect course evaluations
from students in higher education institutions. These institutions use the evalua-
tions to adjust their courses’ pedagogical standards and lecture style to cope with
an increasingly uncertain and complex world. Many limitations to using web sur-
veys have been reported such as low response rates and low-quality responses
to open questions. To overcome these limitations, artificial intelligence conversa-
tional agents (CAs) or ‘chatbots’ are used to play the interviewer role, facilitating
the enhancement of the quality of responses. This is accomplished by mimicking
human-human conversations; by asking questions in a friendly, casual way and
pursuing high-quality responses. This study aims to explore the opportunities and
the obstacles of using CAs in collecting course evaluations in three European uni-
versities (UK, Spain and Croatia) and one Centre of excellence in Cyprus. The
transcripts collected have been analyzed using statistical data analysis methods
and qualitative data analysis techniques. Our findings reveal that the use of CAs in
collecting course feedback from students has a positive impact on response qual-
ity and can boost students’ enjoyment levels. Furthermore, gender differences and
student age have been identified as important factors that can influence the depth
of the conversation with the CA.

Keywords: Chatbot · Conversational agent · Online course evaluation ·
Pedagogical conversational agents · Student enjoyment

1 Introduction

Nowadays, web or online surveys are often used to collect course feedback/evaluations
from students in higher education institutions. This feedback enables these institutions
to adjust their courses’ pedagogical standards and lecture style to cope with an increas-
ingly uncertain and complex world [1, 2]. Web surveys have become the standard format
for these course evaluations [3, 4]. Despite the widespread use of web surveys to col-
lect quantitative data, previous research has highlighted some limitations such as low
response rates and low-quality responses to open questions [5, 6]. Several reasons have
beenoffered to explain these limitations. For instance, respondents’ satisficingbehaviour,
survey fatigue and the static interaction style are among the key reasons that can explain
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these negative effects [7]. Respondents’ satisficing behaviour occurs to mitigate cog-
nitive burden by responding to survey questions in a non-differentiation style; hence,
generating satisficing responses instead of accurate ones, as argued by Krosnick [8].
Roster, Rogers, Albaum and Klein [9] claim that, by using web surveys, responses are
far more susceptible to satisficing behaviour and poor-quality responses compared to
face-to-face or telephone surveys. In addition, survey fatigue occurs when respondents
feel bored or uninterested in the survey and as a result, provide inaccurate responses to
the survey questions [10].

To overcome these limitations, Steyn, Davies and Sambo [11] have proposed that
individual interviews should be adopted to enhance the quality of responses and to gain
in-depth insights.However, due to resource constraints, interviewing students is unpracti-
cal as lecturers, especially at the timeofCOVID19, are trying to copewith unprecedented
workload. Alternatively, Kim et al. [7] and Wambsganss et al. [3, 12] argue that the use
of artificial intelligence conversational agents (CAs) or ‘chatbots’ is promising and can
facilitate collection of high-quality course feedback as these intelligent agents can play
the interviewer role. CAs are software programs that communicate with users through
natural language interaction interfaces [13]. Wambsganss et al. [3] claim that CAs not
only enhance the quality of responses but also boost students’ levels of enjoyment. The
use of CAs in education is growing and the technology is still evolving [14, 15].

While many aspects of the use of CAs in education could be examined, this paper
focuses on exploring the opportunities and obstacles of using ‘Hubert.ai’ (an artificial
intelligence CA) in collecting course feedback from students at three universities in the
UK, Spain and Croatia and one research institute in Cyprus. This study contributes to
the educational CA literature, by highlighting key patterns that characterise the use of
smart CAs, like Hubert.ai, in collecting course feedback in higher education institutions.
Our analysis outlines and demonstrates these patterns to facilitate advancing the use of
artificial intelligence chatbots in education.

2 Background

There is a growing interest in the use of CAs or chatbots in educational settings as
they can provide efficient and timely services to students [16]. The authors differentiate
between two categories of educational CAs: service oriented CAs and teaching oriented
CAs. Service oriented CAs like Ask L.U. [17], which is built on Amazon Web Services,
provide services to students using voice technology. Ask L.U. delivers a voice interface
to answer students’ questions about timetables, grades, tutors, societies, clubs and assist
them in booking spaces to meet their peers [17]. Examples of other service oriented CAs
that are used to assist students during enrolment and admission are Lola [18] and Dina
[19]. Differ and CourseQ [20] are CAs that can assist students in the various services
offered by universities that promote student engagement in the learning process. Lisa
[21] acts as a virtual assistant to introduce new students to university life. Many of these
CAs have shown good results as their success is assessed either through questionnaires
or by the number of satisfactory answers they generate [16].

On the other hand, teacher oriented CAs aim to act as teaching assistants, reinforcing
learning of students through generating knowledge like a human tutor, hence, relieving
the workload of teachers [16]. For instance, Coding Tutor [22] is developed to support
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university students studying introductory programming courses in writing software code
and getting an automatic assessment of this code though step-by-step guidance using
natural language interactions. Providing feedback to students about their performance
aims to initiate metacognitive thinking processes that can boost students’ motivation
and engagement [14]. Other teacher oriented CAs are developed to promote language
learning, e.g., Bookbuddy [23], Clive Chatbot [24] and Mobile Chatbot [25]. As the
main objective of these chatbots is to teach, their assessment is based on their teaching
efficiency and on achieving predefined learning outcomes [16]. Other quality metrics
that have been used to evaluate CAs include the length and structure of the conversation
[26]. Smutny and Schereiberova [15], after evaluating 47 educational CAs implemented
in Facebook Messenger, propose four categories of quality metric: teaching, humanity,
affection and accessibility.

Furthermore, Griol, Molina and Callejas [27] argue that the use of educational CAs
can advance students with disabilities in their studies, reporting benefits such as moti-
vation, improved grades and engagement. Pedagogical CAs can provide personalised
learning to students, however, the collaboration of a human tutor and a CA is still neces-
sary to achieve learning outcomes [16]. Despite the positive impact of educational CAs
reported by many research studies, further research is needed to establish the long-term
effects on both learning processes and learning outcomes [14].

3 Research Methodology

To explore the opportunities and challenges of using educational chatbots or CAs like
Hubert.ai in higher education institutions, the Erasmus + funded EDUBOTS project
collaborated with three European universities and one research institute: University of
Leeds, University of Granada, University of Zagreb and CYENSCentre of Excellence in
Cyprus to advance knowledge about this technology.Hubert.ai is an artificial intelligence
chatbot that aims to help educators get students’ feedback to improve their teaching and
provide students with personalised follow-ups to boost their learning. Using Hubert.ai,
the four research teams collected course feedback data from both undergraduate and
postgraduate students studying a variety of courses. Each research team formulated
their surveys by choosing from a set of questions provided by Hubert.ai. The questions
focused on students’ general views of specific modules/courses (rather than overall
programmes) and possible avenues for improvement.

A total of 206 students participated in this study. The participation in this study was
voluntary. Nevertheless, not all of them completed the survey. The dropout rate, defined
as the percentage of students who quit the survey before answering questions about the
positive and negative aspects of the course, was 17.4%. Therefore, this study’s sample
size is N = 170.

Some instructors collected demographic information about their students like gender
and age. In this study, demographic datawere collected for threemodules:Business Infor-
matics (24 females and 5 males, average students’ age was 19.5), Software Engineering
(5 females and 19males, average students’ age was 21.5) and Text and Image Editing (12
females and 16males, average students’ agewas 19.5). In addition, some educators asked
their students to evaluate Hubert.ai and to give the chatbot itself a score. A sample of the
survey questions used by instructors in the four universities is shown below.
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Beep boop, here we go! By the way, just say "go back" and correct me if I misunderstand you.
 Hi, how old are you? Please type your age as a number
 What is your gender? Please choose Male or Female [Male] [Female]  
 What is working well with Course X and should continue in the same way? 
What could the teachers start doing, that would improve it?
What could the teachers stop doing, that would improve Course X? 
What is your overall experience of Course X? Please write a sentence or two. 
How did you like this type of evaluation compared to a regular survey?
So on a scale from 1-10, would you give it a 9?

Fig. 1. A sample of the survey questions

The four research teams collated the course feedback transcripts in csv (comma
separated values) files. All the feedback data was sanitised and anonymised before being
sent to the University of Leeds team for further analysis and data mining.

The transcripts were collated into a single file and several transformations applied to
the text to facilitate later analysis; emoji characters were replaced with text descriptions,
and identifiers for the questions asked by the CA (see Fig. 1) were appended. In addition,
numerical ratings were extracted and standardised to lie on a scale from 0 to 10. For
responses such as “a 6 or 7”, an average valuewas taken.Where users provided ratings for
different aspects of the course (“Laboratory exercise: 10; Lectures (theory): 4”) or based
on hypotheticals (“9, it would be a 10 without the exam”), the minimum rating offered
was taken. In many cases, the chatbot suggested a rating to the user, who could agree
with it or provide a different one – the last rating given in response to each question was
retained. Conversation lengths were calculated, in terms of both the number of utterances
and the total elapsed time.

Statistical data analysis was performed using MS Excel’s spreadsheet filters and
pivot tables to extract demographic data and the depth of the conversations. Furthermore,
qualitative analysis was undertaken to understand the different patterns that characterise
students’ conversations with Hubert.ai.

4 Results and Analysis

The descriptive statistical analysis of the data reveals that students participating in the
study are mainly studying computing-related courses, but also a range of science and
humanities courses, as shown in Table 1.

The depth of the conversations with CAs has been identified by Przegalinska et al.
[26] as a quality metric that can be used to assess the performance of the chatbot; so,
the depth of each conversation was calculated and the average depth of conversation per
course is shown in Table 2.

It is worth noting that the average conversation depth across all the courses ranged
between 26 and 37 utterances. One conversation lasted for 218 iterations as the student
tried to challengeHubert.ai’s intelligence. This student challengedHubert.ai at the end of
the survey; after answering all Hubert.ai’s questions in detail. Hence, this conversation’s
length was omitted from the average scores to preserve consistency of the data.



University Student Surveys Using Chatbots: Artificial Intelligence 159

Table 1. Number of participating students in each course

Course title Respondents

3D Modelling and Animation 9

Business Informatics 30

Taxation 14

Data Mining 17

Data Mining and Text Analytics 20

Computer-Mediated Communications 2

Social Information Systems 2

Professional Software Technology Practice 16

Health and Fitness 4

Web Design and Development 15

Statics 11

Predmet 1

Sociology and Pedagogy issues in Physical Education 4

Software Engineering 24

Text and Image Editing 28

Data Mining 9

Grand Total 206

Table 2. Average depth of conversation (no. of utterances) per course

Course name Avg depth of conversation

3D Modelling and Animation 28

Business Informatics 27

Taxation 32

Data Mining 29

Data Mining and Text Analytics 30

Computer-Mediated Communications 29

Social Information Systems 35

Professional Software Technology Practice 31

Health and Fitness 27

Web Design and Development 30

Statics 32

Predmet 37

Sociology and Pedagogy issues in Physical Education 30

Software Engineering 29

Text and Image Editing 28

Data Mining 26

Some respondents supplied numerical ratings (out of 10) for their overall experience
of the course and/or for the experience of using the Hubert.ai chatbot to supply feedback.
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In total, 218 such ratings were given (as some respondents gave ratings for both of these
questions). The distributions of ratings are shown in Fig. 2. Distribution of Numerical
Ratings by Question.

Fig. 2. Distribution of numerical ratings by question

In the context of collecting course feedback in higher education institutions, a key
difference between the use of a web survey and a conversational agent is the latter’s
ability to mimic human-human conversations; by asking questions in a friendly casual
way to students and pursue high-quality responses. Hubert.ai uses emoji in his replies,
mirroring the texting style that humans usually adopt in virtual conversations with their
friends. Embedding anthropomorphic design elements like informal language and emoji
in conversational agents has been proven to positively influence the interactivity of the
conversation [7, 28].

In addition, Hubert.ai can express empathy with students who are happy/unhappy
about some course aspects. For instance, when students claim that they like everything
about the course, Hubert.ai would ask them:

• Ok, tell me about what was best then
• Are you absolutely, definitively 100% sure about that ?

Evidently, in this study, data reveals that this technique has helped students to think
more about their answers and to provide more constructive replies to Hubert.ai as shown
below. As web surveys have a predefined design, it is impossible to match conversational
agents’ flexibility or ‘intelligence’. As argued byWambsganss et al. [12], this feature can
mitigate common web survey challenges like satisficing behaviour and survey fatigue.

In addition, in many cases where Hubert.ai received short answers from students, he
asked them to elaborate on these. Inmost conversations, this successfully helped students
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to provide more precise and focused answers. An example of Hubert.ai’s ability to guide
towards constructive answers from students is shown in Fig. 3.

Hubert.ai What could the teachers start doing, that would improve it?
User I think everything is alright. Nothing to improve
Hubert.ai Surely there must be something that could be improved?
User I can't remember anything bad
Hubert.ai Not yet!
Hubert.ai Let me repeat the question
Hubert.ai What could the teachers start doing, that would improve it?
User I can't remember anything bad
Hubert.ai Not yet!
Hubert.ai What could the teachers start doing, that would improve it?
User Maybe weekly tasks could be equal, because I heard that some students got 

harder tasks than others
Hubert.ai I understand...
Hubert.ai What could the teachers stop doing, that would improve course X?
User I think that teachers should put more information online, not in last week or 

something like that
Hubert.ai I'm sorry to hear that
Hubert.ai What is your overall experience of course X? Please write a sentence or two
User irrelevant*
Hubert.ai Alright, noted. Let's continue.
Hubert.ai Do you want to add something more?
User Overall experience: I have been very frustrated and angry. As I said profes-

sors have been wasting times in preparing videos that have a little impact on 
students' teaching a lesson. Professor V has gave us a many material but in 
exam it was very hard to understand. A point is there is no connection be-
tween two topics at least. It's shameful.....This year, on this course, there was 
so many cheating. I regret that I haven't cheated. Prof. B should be ashamed 
that he's said that this generation is better than generation 2014/2015. I guess 
I am correct. One little advice to professor is to simplify lesson or course PI 
with important information. Don't give us boring materials that make no 
sense. Lessons are boring and exams are very tough. Grade for this course is 
1-10: 5....I forget to mention about laboratory tests. They were tough. I rec-
ommend that you check knowledge every 2-3 weeks. Overall, for me, labora-
tory exams were very tough.

Hubert.ai Got it

Fig. 3. A sample conversation guiding the student to more constructive answers
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4.1 Evaluation of the Conversational Agent

Some students expressed positive perceptions about the use of a conversational agent
like Hubert.ai; many students perceived their experiences with Hubert.ai as fun andmore
interesting than web surveys, as demonstrated in Fig. 4. This was also reflected in the
overall numerical ratings presented in Fig. 2.

On the other hand, a few students argued that regular static web surveys are better
than conversational agents, as shown in Fig. 5.

Moreover, this study’s data captures some indicators of students’ enjoyment which is
demonstrated through students’ use of humour during their interactions with Hubert.ai.
This finding confirmsWambsganss et al.’s [3] claim that the use of conversational agents
in collecting course feedback from students can have a positive impact on students’
level of enjoyment compared to web surveys. Many respondents mirrored Hubert.ai’s
language and used emoji and generally friendly comments in greetingHubert.ai as shown
in Fig. 6.

Generally, there are no clear differences observed in the quality of course feedback
provided by students of different genders. However, some male students attempted to
challengeHubert.ai’s intelligence. Framing systems like conversational agents as anthro-
pomorphic often leads to raising user expectations of the intelligence of these systems
[29]. Dibitonto et al. [21] argue that as a result of a false sense of anonymity when
chatting with conversational agents, users can tend to be ruder than when chatting with
a human interviewer.

It’s worth noting that Hubert.ai’s handling of these challenges from users did not
lead to a failure in handling the conversation. This contrasts with other conversational
agents that have been developed using the FacebookMessenger API as reported by Kim,
Lee and Gweon [7]. The authors argue that this failure has caused student frustration as
a result of the agent posing the same question repeatedly despite getting a full answer
to the question.

As mentioned above, the longest conversation with Hubert.ai lasted for 218
utterances. Examples of some students’ challenging responses are shown in Fig. 7.

This study’s data indicates that older students (21+) completed answeringHubert.ai’s
questions with a fewer number of iterations compared to the younger students (18, 19
and 20 years old). One explanation for that can be attributed to the extent of students’
experience of the university courses as they head towards the end of their academic
degrees.

Unlike some Facebook Messenger conversational agents [7], Hubert.ai allows
students to modify their answers, as shown in Fig. 8.
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Hubert.ai So on a scale from 1-10, would you give it a 10?
User Good! 

 
Hubert.ai How did you like this type of evaluation compared to a regular survey? 
User It was a much more interesting approach to feedback, much more bearable to 

fill out. I really enjoyed it to be honest, really cool. 
Hubert.ai So on a scale from 1-10, would you give it a 10? 
User Yeah 

 
Hubert.ai How did you like this type of evaluation compared to a regular survey? 
User I really enjoyed it, comparing it to the boring evaluation this gives you a sense 

of involvement and making a change to the productivity of the institute in a 
good way. 

Hubert.ai So on a scale from 1-10, would you give it a 10? 
User maybe 9 

 
 

Hubert.ai I'll ask a question about myself as well: 
Hubert.ai How did you like this type of evaluation compared to a regular survey? 
User It's much more interesting and fun :) 
Hubert.ai So on a scale from 1-10, would you give it a 10? 
User Yes 
Hubert.ai 
Hubert.ai 

I see... 
How did you like this type of evaluation compared to a regular survey? 

User this way is total different with regular one. However, it is interesting 
Hubert.ai So on a scale from 1-10, would you give it a 7? 
User maybe 8 
Hubert.ai How did you like this type of evaluation compared to a regular survey? 
User it's really interesting, better than filling a form 
Hubert.ai So on a scale from 1-10, would you give it a 10?
User 10 

 
Hubert.ai How did you like this type of evaluation compared to a regular survey? 
User Very interesting and unique. 
Hubert.ai So on a scale from 1-10, would you give it a 10?
User Let it be a 10! 

Hubert.ai How did you like this type of evaluation compared to a regular survey? 
User Interesting. 
Hubert.ai So on a scale from 1-10, would you give it a 10? 
User Yes 
Hubert.ai I see... 
Hubert.ai How did you like this type of evaluation compared to a regular survey? 
User Yes, it's fun 
Hubert.ai So on a scale from 1-10, would you give it a 10? 
User yes, without no doubt 

 
Hubert.ai How did you like this type of evaluation compared to a regular survey? 
User I think this way is better for communication.

Fig. 4. Examples of positive perceptions of use of Hubert for course evaluation
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Hubert.ai    How did you like this type of evaluation compared to a regular survey?
User                 No difference from regular survey other than the scripted responses

Hubert.ai       How did you like this type of evaluation compared to a regular survey?
User                Still not realistic enough - don't feel like i'm chatting. Perhaps more option paths   

can be created

Fig. 5. Examples of negative perceptions of use of Hubert for course evaluation

Fig. 6. Examples of positive friendly responses to Hubert
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Fig. 7. Examples of student responses that were challenging for Hubert
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Fig. 7. (continued)
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Fig. 8. Examples of students modifying their responses to Hubert

5 Conclusions

This study aims to explore the impact of using Hubert.ai, an AI chatbot or conversa-
tional agent in collecting course evaluations in higher education institutions. Analysis
of the student-chatbot conversation transcripts allowed us to identify key qualities of the
interactions:

– the chatbot was able to guide the student to more constructive answers;
– many students volunteered positive perceptions of use of Hubert for course evaluation,
though a few were negative;

– students engaged with the chatbot, with positive friendly responses to Hubert;
– some student responses were challenging for Hubert to analyse;
– this could be alleviated by allowing students to modifying their responses.

The key findings of the study indicate that the use of chatbots has positively impacted
students’ response quality. Many students have favoured using chatbots over the regular
web surveys. Others demonstrated their enjoyment through the use of humour during
their interactions with Hubert.ai. In addition, in most conversations, the chatbot has
successfully helped students to provide more precise and focused answers.

However, the data analysed here was gathered from a relatively small number of con-
versations, and participation was voluntary and offered predominantly to students taking
courses in technical subjects – it may be that the self-selected participants were some-
what predisposed towards positive engagement with and evaluation of the conversational
agent (and/or towards exploring its limitations).

The EDUBOTS project is ongoing, with further trials of the Hubert.ai chatbot taking
place. These are expected to yield additional data which will be used to enable more
robust conclusions to be drawn and to enable more detailed analysis and the applica-
tion of further natural language processing techniques to enable thematic analysis and
automated identification of “useful” student feedback.
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Abstract. Chatbots are becoming a trend in many fields such as medical, ser-
vice industry and more recently in education. Especially in healthcare education,
there is a growing interest in integrating chatbots in the learning and teaching pro-
cesses mostly because of their portability and affordance. In this paper, we seek to
explore the primary uses of chatbots in medical education, as well as how they are
developed. We elaborate on current chatbot applications and research enacted in
the domains of medical and healthcare education, We focus in the areas of virtual
patients in medical education, patients’ education related to healthcare matters
but also chatbots as course assistance in for enhancing healthcare professionals’
curricula. Additionally, we examine the metrics that have been used to evaluate
these chatbots, which include subjective ones like the usability and acceptability
by the users, and objectives ones, like their accuracy and users’ skills evaluation.
Overall, even though chatbots offer a flexible solution and a vast possibility to
improve healthcare education, our literature review suggests that their efficacy
has not been thoroughly tested. Also, limited examples of chatbots in European
Healthcare curricula have been found. These call of the need for further research
towards this direction.

Keywords: Chatbots · Conversational agents · Higher education ·Medical
education · Healthcare education

1 Introduction

Dialogue systems and conversational agents, including chatbots, are becoming ubiqui-
tous inmodern society. Chatbots can also be identified in the literature as “chatbot virtual
assistants”, “conversational agents”, “chat bots”, “pedagogical agents”, “intelligent tutor
systems”, “dialogue systems”, “smart personal assistants” and “smart assistants”. They
comprise software tools that simulate textual and/or auditory conversations and with
which users interact on a certain topic or in a specific domain through digital services
in a natural, conversational way using text and voice input [1, 2].

Their conceptualization emerged in the 1950s from the need of humans to interact
with computers in a natural human language, while the term “Chatterbot” was coined a
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few years later in 1994. The internet era and the massive expansion of social network-
ing sites sparked the widespread use of chatbots just a decade ago. The basic princi-
ple employed in chatbots consists of an environment that receives questions in natural
human language, associates these questions with a knowledge base, and then provides
a response [3]. Commonly, chatbots appear in customer services as frequently asked
questions (FAQ), as virtual and personal assistants on mobile devices, and in business
webpages for sailing products and to offering legal advice [4]. They are becoming a
trend in many fields such as medicine, product and service industry, and lately in educa-
tion. The exploitation of Artificial Intelligence (AI), machine learning techniques, and
deep learning technologies allow for the design and development of chatbots which can
be meaningfully integrated into education, and specifically, in medical and healthcare
education which is the focus of this paper.

There is an increasing need to learn, practice and evendesignmodern and technology-
rich clinical environments. The ongoing global pandemic has highlighted the need to
enhance preparedness for complicated and unexpected scenarios and the challenges
healthcare professionals and patients alike face. It is therefore imperative to invest in
intelligent and technologically advanced approaches to endorse personalized healthcare
education that is more than ever needed nowadays. In fact, digital integration in learning
and teaching has a high priority within Europe 2020 and is highly relevant within the
context of healthcare where it is a declared political aim to promote Information Tech-
nology (IT) infrastructure in hospitals and the development of e-Health solutions both
within the EU and globally [5].

Recently, there has been a growing interest in integrating chatbots in healthcare edu-
cation, mostly because of their ease to develop and deploy without the use of any special
equipment. As a result, chatbots can be a low cost and affordable technology for all
the Higher Education Institutes (HEI) to embed them in their healthcare curricula to
enhance their students’ knowledge and skills. In addition, chatbots can enhance individ-
ual learning since students can use them as standalone resources with no additional cost
and receive personalized content.

Further to the above, there is growing evidence around chatbots’ potential to change
the way students learn and search for information [6]. Chatbots can quiz existing knowl-
edge, enable higher student engagement with a learning task and support higher-order
cognitive activities (e.g., a better understanding of their learning habits, reflect on prac-
tice). Chatbots can also be very scalable, able to support hundreds of students con-
currently, assisting with individual problems, answering questions and contributing to
personalized learning. We believe that chatbots have a lot to offer both in Higher Edu-
cation, and also in improving the publics’ health literacy. In the following sections, we
present a meticulous regarding the use and impact of chatbots in healthcare education
and particularly in virtual patients, patients’ education, and course assistance in HEIs.

2 Method

We performed a systematic literature review, following the PRISMA [7] methodology,
of the use of chatbots and conversational agents in general, in medical education. The
main aim of the study is to identify the opportunities chatbots offer in the area, what are
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their primary uses, along with their general implementation framework and some of the
metrics that have been used to evaluate them.

2.1 Search Strategy

The search looked up publications from the electronic databases ACM Digital Library,
IEEE Xplore Digital Library, ProQuest, PubMed, Sage Journals, Springer and Taylor &
Francis Online. Results were restricted to publications from January 2015 to September
2020 and written in English. The pattern Chatbot AND Healthcare AND Education was
used as the composition for the search terms. Each of the three terms was expanded
to a set of words of similar context as follows: Chatbot was defined as chatbot OR
“conversational agent” OR “virtual agent” OR “dialogue system” OR “virtual patient”.
Healthcarewas defined as healthORhealthcareORmedicalORclinical andEducation as
educate OR school OR student OR learn OR teach OR simulate. Additional publications
were retrieved and added to the search results from references and related sources.

2.2 Study Selection Criteria

The study looked at publications that focused on the development of chatbots or the
conversation component of a virtual agent. Studies that included embodied conversa-
tional agents (ECA) or virtual agents and did not provide sufficient details about the
conversational component were excluded. Additionally, the selected publications eval-
uated the chatbots through a user study or pilot. Review articles and publications where
the full-text was not available were also excluded.

2.3 Screening Strategy and Article Review

After the removal of duplicate entries, the initial results were screened by three
researchers, based on their titles and abstracts. From the remaining publications, the
same team of researchers assessed their eligibility by doing a full-text screening. Publi-
cations that did not meet the selection criteria were excluded. Any disagreements were
resolved through discussion between the researchers.

2.4 Data Extraction and Synthesis

After the final set of studies was selected, the included studies were analyzed and cat-
egorized based on different criteria. The focus was on the use of each chatbot, their
underline implementation, and how they were evaluated.

3 Results

Through the search in the electronic databases, 4856 publication records were retrieved
(Fig. 1). Additionally, another 59 records were identified from the references and
included for screening. After duplicates were removed, 4397 records were screened
based on their titles and abstracts. From those 4331 were excluded and 66 were assessed
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Fig. 1. Search procedure in the electronic databases

based on their full-text for eligibility. From those 47 did not meet the selection crite-
ria and were excluded. More than half (n = 27) were excluded because they focus on
embodied agents, without enough information on the conversational component, 10 pro-
vided insufficient details about the development and 10 were out of scope. The process
resulted in 19 records being included in the study for qualitative analysis (Table 1).

The analysis showed a few key areas where chatbots are used in medical education.
Several studies focused on the development of virtual patients [10, 11, 13–18, 22, 25].
Another area chatbots have been used in is patients education [4, 8, 9, 12, 19, 21, 23,
24]. Other uses have also been explored like course assistance by administering quizzes
[20] and facilitating communication between students and instructors.
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Table 1. List of records included in the review.

Authors Year Use of chatbot Focus area Metrics for chatbots’
evaluation

[8] Amith et al. 2019 Patient education Counselling parents
for providing HPV
vaccine to children

Usability of the
system

[9] Beaudry et al. 2016 Patient education Counselling
teenagers with
common health-care
issues

Acceptability of the
chatbots/user
engagement

[10]
Campillos-Llanos
et al.

2020 Virtual patients History taking and
diagnosis of virtual
patients

Usability of the
systems, the accuracy
of the system (NLU
components and user
input) vocabulary
coverage for new
cases, vocabulary
usage

[11] Carnell et al. 2015 Virtual patients History taking by
novice users

Usability, user skills
(history taking,
conversation duration,
topic discoveries),
accuracy of the replies

[12] Chetlen et al. 2019 Patient education Frequently asked
questions for a
breast biopsy
procedure

Usability of the
systems

[13] Datta et al. 2016 Virtual patients Communication
between healthcare
personnel during a
virtual patient visit

Accuracy of the
system (NLU
components and user
input)

[14] El Zini et al. 2019 Virtual patients History taking to
gain clinical
experience

Accuracy of the
system (NLU
components and user
input)

[15] Foster et al. 2016 Virtual patients History taking to
improve
communication
skills and learn to
empathize

User skills (history
taking,
communication skills
and empathy)

(continued)
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Table 1. (continued)

Authors Year Use of chatbot Focus area Metrics for chatbots’
evaluation

[16]
Isaza-Restrepo
et al.

2018 Virtual patients History taking to
gain clinical
experience

Usability of the
systems, user skills
(history taking skills)

[17] Jin et al. 2017 Virtual patients History taking and
diagnosis of virtual
patients

Accuracy of the
system (NLU
components and user
input)

[18] Laleye et al. 2020 Virtual patients History taking to
gain clinical
experience

Accuracy of the
system (NLU
components and user
input), the accuracy of
the system (dialogue
management
component)

[19] May et al. 2020 Patient education Counselling on
general consent and
clinical data
donation

Usability of the
systems

[20] Pereira et al. 2016 Course assistance Multiple choice
quiz for assessing
students knowledge

Acceptability of the
chatbots

[21] Rose-Davis
et al.

2019 Patient education Counselling parents
with children with
Juvenile Idiopathic
Arthritis

Usability of the
systems, accuracy of
the system (dialogue
management
component)

[4] Rosruen et al. 2018 Patient education Medical
consultation for
home treatment

Usability of the
system, accuracy of
the system

[22] Tanana et al. 2019 Virtual patients Communication
skills during
psychotherapy
counselling

Usability of the
systems, user skills
(communication
skills)

[23] Wang et al. 2015 Patient education Health literacy
improvement
related to family
history

Usability of the
systems, user skills
(history taking
accuracy)

(continued)
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Table 1. (continued)

Authors Year Use of chatbot Focus area Metrics for chatbots’
evaluation

[24] Yadav et al. 2019 Patient education Counselling
mothers about
breastfeeding

Usability of the
systems, acceptability
of the chatbots

[25] Yang et al. 2019 Virtual patients Clinical practice to
gain clinical
experience

Usability of the
systems, acceptability
of the chatbots,
accuracy of the
system (dialogue
management
component), user
skills (history taking
skills), user skills
(communication
skills)

Interaction with the chatbots is primarily done through free text inputted through
keyboard [4, 10, 16, 17, 22, 24, 25] and using speech [17, 24]. Some chatbots, however,
followed more linear flow with either pre-selected answers or specific commands that
can be selected [9, 11, 12, 20, 23]. On the other hand, the logic behind the chatbots
regarding understanding user input and the decision making primarily was done through
some implementation of a natural language understanding system [4, 10, 13–15, 17–
19, 21, 22, 25]. Some other studies used the Wizard-of-Oz [8, 24] methodology with a
human controller following specified rules simulating a limited-intelligence chatbots’
behaviour.

There is also a variety in the ways chatbots have been deployed, that shows the
versatility of the technology. Some were used through smartphones or tablets [4, 8, 9,
12, 20, 23, 24], either through custom applications, using smsmessages [9], or integrated
in social media applications like Telegram [20] and Line [4]. Others were web-based
[10, 11, 16, 22], run as standalone applications on personal computers [14, 17, 25], and
even integrations in Virtual Reality systems [18, 19].

The evaluation of chatbots can vary based on the focus of each study and how far
along each is. One of the main evaluation metrics is the usability of the systems [8,
10, 12, 16, 19, 21–25], which however does not follow any set guidelines, combing
Likert-scale questions, and open-ended inquiries. Another metric that is used, especially
in early-stage studies or with more digitally illiterate populations, is the acceptability of
the chatbots [9, 20, 24, 25]. This can also include the ability of users to create rapport
with the users and open up with it and talk about sensitive subjects [24].

One of the main ongoing challenges of chatbots is the natural interaction with the
user, and their ability to understand what the user is saying. Therefore, several studies
have focused more on the overall accuracy of the system, both related to the accuracy
of the NLU components and understanding the user input [10, 13, 14, 17, 18], but also
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the dialogue management component that selects the correct responses to the users [18,
21, 25].

Finally based on the target audience of each chatbot, and the goals of each study,
the user skills are measured like history taking skills [11, 16, 25], communication skills
[15, 22, 25], empathy [20].

Following is an analysis of the main areas chatbots are being used in, with more
details on their focus, as well as their implementation framework.

3.1 Virtual Patients

Chatbots as virtual patients have been used across healthcare practitioners’ education
including for physicians [15, 16, 18], and speech pathologist [11]. They also cover a
wide range of conditions from psychological like depression [15], substance abuse [15],
to other pathological areas including dysphagia [11], conditions related to abdominal
pain [16, 18] and more robust systems that can simulate various case across domains
[10, 14, 25]. Other variation can also be found in the interface that has been used.
This can range from chat-like interfaces [11, 15, 16, 22] just showing an avatar of the
patient, to 3D avatars [10, 14, 17, 18, 25]. Also, even though most receive user input
through typing, some have used speech recognition [14, 18]. Another feature that has
been observed across several studies [15, 16, 22, 25], and has shown overall positive
results is the inclusion of automatic feedback modules either during or usually at the end
of the interaction with virtual patients.

One of the goals of health-professional education is the development of student’s
communication and clinical reasoning skills. Starting from the 1960s [26] schools
adopted the use of standardized patients by using actors that acted as real patients.
This allowed interviewing patients in a controlled setting. However, the use of stan-
dardized patients can be time-consuming and costly for institutions [27]. To address
these concerns, virtual patients have been developed that can simulate real-life interac-
tions [28]. Virtual patients can have different forms ranging from simple conversational
avatars, with a text-based interface, to more complex multi-modal agents. Chatbots,
and conversational agents in general, provide the communication logic behind virtual
patients.

Designing a chatbot can be a tedious and complex task to achieve a natural and
robust interaction. Some, especially earlier, systems were designed to provide the user
with a set of pre-defined options to select from. With the advancement of computational
capabilities, however, researchers have started utilizingNaturalLanguageUnderstanding
(NLU) to analyze text from users as well.

Carnell et al. [11] compared two approaches. They used transcripts from previous
interactions with virtual patients to create question-answer pairs that they then present
to students as selection-based options. They then compared how a selection-based inter-
face compares with a natural language interface. Results showed that the chat-based
interaction resembled a real interaction, but the selection-based interface provided more
guidance onwhat questions should be asked. Thus, novices that have no prior experience
with interviewing might find the latter more useful until they gain enough experience.
The findings were further supported by Isaza-Restrepo et al. [16] that incorporated a
virtual patient in their curriculum, with students interacting with a number of virtual
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patients over the course of a semester. A pre- and post-assessment with standardized
patients showed significant improvement. Students noted its usefulness, especially for
novice students that have little or no prior experience with interviewing patients. The
chatbot also reinforced the importance of post-session feedback as well as the benefits
of repetition of scenarios and the ability to try different responses.

When using anNLU-based approach, understanding the user’s intent, and then gener-
ating an appropriate response can be a difficult task. To achieve these rule-based systems
utilizing pattern-matching have been used. Campillos-Llanos et al. [10] designed a dia-
logue system for a virtual patient that can support interactions for multiple cases from
different medical domains. Their rule-based approach was designed by extracting ques-
tions and answers from standardized patient interviews and other clinical examination
guides. Their knowledgemodel “hosts structured thesauri with linguistic, terminological
and ontological knowledge”. After an evaluation with 35 different cases from 18 spe-
cialities, the NLUmodule achieved an F-measure of 95.8%, while the dialogue manager
answered correctly 74.3% of the time.

Foster et al. [15] examined different ways of teaching empathy through virtual
patients. Interaction with the system was through a text-based interface, matching the
input to predefined patterns. To detect paraphrasing, a machine-learning module was
used to detect similarities between input. To teach empathy, human assessors reviewed
students’ responses and at the end of each interaction, provided more empathetic alter-
natives. This empathetic-feedback system led to increased empathy from students and
building a better rapport with standardized patients.

With the compilation of large enough datasets, AI and machine learning approaches
have also been implemented to create more robust and scalable systems [29]. Zini et al.
[14] implemented a deep-learning framework to develop a medical domain-specific
question-answering corpus based on medical documents. The framework works by first
computing the word embeddings from the input and then computes sentence embed-
dings using a long short-term memory network (LSTM). Finally, a convolutional neural
network (CNN) model computes the most appropriate answer. The system provided an
overall accuracy of 81% answering the student’s questions.

Tanana et al. [22] used two different LSTM networks to generate responses. The
system also provided real-time feedback back to the users prompting them for more
open questions and to use reflections. The group that was provided with the feedback
improved their performance even after the feedback was removed. Their chatbot was
still a proof-of-concept however tested with non-mental health trainees.

Research has also been made in hybrid models combining traditional rules-based
approaches with deep learning ones. For example, Yang et al. [25] designed a system
using pattern-matching with a Multiple Classification Ripple Down Rules knowledge
base which utilizes a CNN model to select an appropriate answer based on the infer-
ences. The system also includes an automatic competency assessment that can provide
feedback back to the students. The evaluation of the system showed promising results,
with students reporting more confidence and improvement in their skills.

Laleye et al. [18] implemented a hybrid system that primarily uses a rule-based
patternmatching approach tofind appropriate answers to input questions.However,when
no appropriate match is found, the system switches to a semantic similarity subsystem
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based on word embeddings, to find the most similar question. They achieve this by
combining FastText and CNN models, resulting in an F1-score of 92.29.

Jin et al. [17] also used a hybrid approach by combining pattern matching with a
stack of CNNs. The dataset for the model consisted of prior dialogues of students with
a virtual patient chatbot. For the NLU it uses a combination of CNNs for characters and
words that are stacked. At the end, they use a binary classifier that chooses between the
pattern matching and the CNN models based on the expected accuracy of each one. The
result is an 89.3% accuracy and a significant reduction in error.

3.2 Patients Education

Chatbots in patients education can take the form of a Frequently Asked Questions (FAQ)
to answers patients questions about a topic. Other uses assist with the communication
between healthcare professional and the patients. One example of such a chatbot is for
diabetic patients to record their medical histories in a short description [4]. Chatbots
provide information and counselling to hospital patients at the time of hospitalization
and react to patient questions. These interventions aim to provide individual support to
patients helping them to follow their therapy. For example, one study showed that patient
education aims at strengthening the competence and self-care capabilities of a patient
[6]. Throughwebsites or by asking questions, patients learn about diseases and treatment
as a basis for their decision-making. However, their motivation to learn is often limited
due to the complexity of content or significant barriers for asking specific questions.
To address this issue, a smartphone application named CLAIRE was developed in this
study [19]. It combines virtual reality (VR), a chatbot and a voice user interface (VUI).
In the virtual environment, the user can move freely, interact with objects, and talk
to the character CLAIRE. Then, the character provides information on the respective
learning topic, which is in its current implementation information on the donation of
personal health data and concluded that VR with integrated VUI can extend the existing
information channels for patient education [19].

Patient education chatbots were created by the effort to overcome barriers related
to the collection of family health history information. Relational agents are computer-
animated characters that use speech, gaze, hand gesture, prosody, and other nonverbal
modalities to emulate the experience of human face-to-face conversation. They can
be programmed and used for automated health education and behavioral counselling
interventions, and they have been demonstrated to establish and maintain therapeutic
relationships through these and other interactions. These agents have been successfully
used to facilitate medication adherence, to explain health documents, to promote breast-
feeding and to educate about and motivate exercise and weight loss. Wang, et al. [23]
developed a chatbot called VICKY which is an animated computer character designed
to collect family health history information by asking a series of questions about the
user’s family health history, targeting common chronic conditions including heart dis-
ease, diabetes, hypertension, stroke, and various cancers. Users respond to VICKY’s
verbal questions by selecting a preformulated simple response on a touch screen, with
the choices updated at each turn in the conversation. Response options are short and
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easy to read. Minimal reading and typing are required, thus reducing the literacy bur-
den. Moreover, additional opportunities are interwoven throughout the program to let
respondents tell VICKYwhen they are uncertain about themeaning of a response option.

Rosruen andSamanchuen [4] implementedMedBotwhich is designed to be a general
doctor, expert on symptoms and treatment.MedBot can provide suggestions andmedical
advice to patients. The objective of the chatbot is to provide consultations only on general
symptoms. Beyond that, it will recommend the patients to visit a real doctor. MedBot
was designed based on 34 intents including 16 intents of symptoms, 10 intents of sub-
detail of stomachache, five intents of sub-detail of a headache, one intent of greeting
with a chatbot, one intent of no illness, and one intent of finding the hospital by getting
the link.

In another study, Yadav et al. [24] studied how a chatbot can be used to educate
new mothers who are breastfeeding their children. The chatbot in the study, even though
it was run as a Wizard of Oz experiment, emulated a low-intelligent agent that tried
to provide information usually provided by health workers to mothers 24–7 through
their smartphone. The study was largely explorative, studying the acceptability of the
system, but showcases the potential chatbots can have especially with digitally illiterate
populations. The users of the chatbot slowly developed a relationship with the chatbot
and with time trusted more its recommendations and guidance. The chatbot other than
just answering questions from the user, provided counter-questions and also additional
information and facts through notifications.

3.3 Course Assistance in HEIs

Personalized learning has the potential to improve the decision-making skills of physi-
cians [30] by allowing greater transfer and cognitive flexibility, which may be especially
important for future healthcare professionals and lifelong learning [30]. Consequently,
training of healthcare professionals who enter the era of personalized medicine is of
utmost importance and therefore the traditional academic setting must adapt to include
personalized healthcare education aids [31]. There is growing evidence around chat-
bots, understood in this context as conversational agents that they have the potential to
change the way students learn and search for information. In the context of healthcare
education, chatbots may quiz existing knowledge, enable higher student engagement
with a learning task or support higher-order cognitive activities [20]. Existing chatbot
solutions have been studied before for their technical potential [32]. In large-scale learn-
ing activities involving a high number of students, chatbots can solve the problem of
individual student support and contribute to personalized learning. Therefore, chatbots
can be a solution to the inadequate individual support that students received in large-
scale courses and/or MOOCs, with no further financial and organizational costs for the
providers. For students but also teachers to accept and utilize the advantages of such
solutions, it is important to introduce trust towards the performance of chatbots. There
are therefore specific design characteristics of chatbots that can enhance the users’ trust
and therefore support chatbot’s potential into healthcare education.

A recent survey conducted in 2020 by [33] found that students identified pharma-
cology and medical law as the courses that the chatbots have the potential to support. In
particular, the chatbots could facilitate memorizing concepts, such as pharmacological
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formulas but also laws, and enable focusing on local variances in healthcare in both
pharmacology and law disciplines. Another useful solution that could facilitate educa-
tion is the FAQ chatbot. Students often ask for clarifications or pose common questions
to educators. These could be about assessment, due dates, or resources, for example.
This type of FAQ chatbot aims at answering to some of these common queries.

Another application of chatbots in Higher Education Institutions for medical and
healthcare educations relates to the provision of online short response questions. For
example, students may be asked to respond to a multiple-choice question, giving a
justification about the answer they had selected. A chatbot can facilitate this interaction
and then provide some personalized feedback. This chatbot application also provides
many potential benefits [34], including a more personalized approach for users and the
24/7 availability of the chatbot. Implementing this style of textually enhanced concept
inventory as a chatbot would allow for other benefits, specific to this application. For
instance, the ability of a chatbot to confirm the wording or conceptual understanding
of a student. This could be especially relevant when a student gives an explanation
which is different from a common example, or one previously seen. This quiz chatbot
also supports in time learning, allowing students to learn and receive feedback at points
crucial to their learning process. Another benefit relates to the possibility for educators
to see and identified common areas that students struggle with. This would allow for
class-wide interventions to be taken [34].

4 Discussion and Conclusion

In this paper, we report a systematic literature review of chatbots in the area of medical
education. Our inquiry was guided by the need to identify the main uses of chatbots in
medical and healthcare education, but also examine the metrics which have been used
to evaluate the usability of those chatbots.

The potential of educational chatbots relies on the fact that chatbots can enhance the
learning process, by improving the way students learn and search for information [6].
In addition, chatbots can assist simultaneously multiple students by solving individual
problems and quests contributing to a personalized form of learning [35] as if each
student were receiving private education. To illustrate that, as aforementioned, chatbots
can quiz existing knowledge, enable higher student engagement with a learning task and
support higher-order cognitive activities. More specifically chatbots have been applied
in several educational areas, as virtual patients for medical education purposes, for
patients’ education for healthcare matters but also as course assistance in for enhancing
healthcare professionals’ curricula. Firstly, virtual patient chatbots have been developed
and released to enhance the communication skills of a doctor. For many decades, the
doctor’s interaction with the patient has been puzzling, with the communication skills
to be an assessment course [36]. Nowadays chatbots are used as virtual patients to
increase the empathic responses of the doctor toward the patient [15, 28]. Secondly,
chatbots have been also used to educate the patients. Chatbots were found to be useful in
providing information, responses to patients queries and counselling to patients during
hospitalization. As a result, chatbots were found to be able to provide emotional support
to patients in need [23]. Finally, chatbots were also used as course assistants in HEIs,
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since chatbots were found to be a reliable assistive technology to enhance the healthcare
professionals’ curricula, via answering student questions or by taking the patient’s role.

Concerning the metrics which have been used for evaluating the chatbot solutions
included into the pool of the selected papers, these involve usability, accessibility evalu-
ation of the systems, and an assessment of the overall accuracy of the systems. Further-
more, it has been found that in some of the studies included in this review, user skills,
such as history-taking skills, communication skills and empathy, have been measured,
as part of the chatbot solutions’ evaluation. We suggest the need for additional metrics
to be used for chatbot systems’ evaluation, especially related to their effectiveness on
the cognitive, affective, and social aspects of learning. As Hobert and Meyer von Wolff
[37] propose, there is a need for comprehensive and in-depth evaluation studies in this
direction.

To conclude, there is a growing interest in integrating chatbots in healthcare education
mostly because of their portability and affordance. As explained above chatbots can
enhance education through a regular computer having access on the internet or even
through the learners mobile phone. Even though chatbots are offering a flexible solution
and vast possibility to improve healthcare education, limited examples of chatbots in
European Healthcare curricula have been utilized. We believe that this review reveals
the effective use of chatbot digital technologies in open education, since it proves that
the use of chatbots in healthcare education will enable students to increase their health
and medical-related skills through flexible learning.
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Abstract. This paper tries to find the best condition to use chatbots (conversa-
tional agents) in higher-education studies after pilots carried out at the University
of Granada (Spain). Our aim, along with the rest of partners in EDUBOTS -an
Erasmus + European Project which counts with two pedagogical chatbots-, is
to improve students’ engagement in class, as well as reducing the existing gap
between them and their teachers. In this paper we present the results of a previ-
ous survey carried out among the students with the intention of laying out a plan
of possible effective applications of this technology in the classroom in the near
future, if possible during the next project pilot. The survey helps us confirm the
reasons for the learning outcomes in the carried out pilots, as well as identify the
targets for future application of chatbot technology.

Keywords: Higher education · Chatbots · Student-teacher communication ·
Messaging platform

1 Introduction

Conversational agents or Chatbots are software programs that interact via written or
spoken word with persons or groups of persons [4, 7, 12]. They can be found currently
in many environments such as webpages, applications and, of course, in our ‘smart’
devices (smartphones, smart TVs, smartwatches, and even smart rings). Thus, chatbots
have become an incredibly useful tool inmany domains and applications, with the virtual
assistants created by Google, Apple (Siri) or Microsoft (Cortana), be it in text or voice,
being the most famous.

They are, essentially, autonomous agents using many Artificial Intelligence tech-
niques [1], such as Natural Language Processing, Automatic Speech Recognition, Data
Mining, Machine Learning, or Sentiment Analysis, to cite a few. Thus, most of them are
close to passing a classic Turing test [8] (at least for a non-expert human), since they are
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able to answer almost any speaker’s question fluently, and even ask other questions to
the human.

They might use natural language processing to understand a conversation and insert
themselves in a one-to-one or grupal chat group. This is, however, not strictly necessary
for many uses, even more so in an educational environment.

Chatbots have been used in a lot of areas, however there are still very few applications
of them in education environments, and almost none in higher-education. One of the
main reasons is the existing lack of knowledge regarding how to implement and train
the chatbots for specific scenarios in this domain, as well as which issues or tasks should
they address in the educational process.

It can be identified some preliminary problems of the adoption of chatbots in this
scope, such as their difficulty to be integrated in commonLearningManagement Systems
(e.g. Moodle); or the use of proprietary applications that cannot be integrated with
popular messaging systems like WhatsApp, Telegram or Discord.

Therefore, even if we surround these issues, the use case definition for educational
chatbots is not an easy task.

According to some researchers in this topic [25] is the teacher who should supervise
and control the educational process andmaybe these agents should be focused on helping
them in these tasks, rather than substitute them in any of their teaching responsibilities.
However, nowadays there are extensive studies on how humans interact with chatbots
[22]; for instance, how the mood transmitted by the bot affects interaction; even so,
according to [28], we are still in the very beginning of the application of these techniques
to increase learning outcomes.

In this line, EDUBOTS project (“Best practices of pedagogical chatbots in higher
education”) has as aim to successfully apply chatbots in higher-education as a mean
to fill the existing gap between educators and students due to the usual existing high
ratio, which makes it very difficult to achieve a desirable formative assessment as well
as providing personalised feedback.

The plan was to deploy and test different instances of two specialised chatbots in
four universities around Europe in the UK, Latvia, Croatia and Spain; also with the
participation of partners from Sweden, Cyprus and Norway. Each of these chatbots will
interact -in text mode- with students of different degrees and subjects per university,
ideally in their mother tongue.

The present study will be placed in a preliminary step, thus, prior to actually creating
or implementing bots in class, we need to find out the actual needs for students, and since
they are chatbots, we need to knowwhere the students actually chat and inwhich context,
i.e. which messaging systems or chat rooms/channels they use normally.

Thus, the main objective of the present work, is to directly ask the main actors in
this scenario: the students, and then extract some conclusions based on their answers.

To this end, we report a survey among higher (bachelor andmaster degree) education
students at the University of Granada, mostly in tech-oriented degrees, which focused
on the messaging applications they used, how they used to interact through them with
their peers, and what they would want the chatbots to do. That will be used later on to
design pilot experiments that will introduce chatbots in the messaging applications they
actually use (if it’s at all possible).
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Then, the survey responses have been analysed and, from them, some conclusions
have been extracted on the best strategies or steps to follow in order to use chatbots
successfully in such an educational environment, i.e. increasing the feedback to the
teacher, enhancing the students’ engagement, having a better student follow-up, and
reducing the dropout rates (mainly in the first academic years).

The rest of the work is organized as follows: next we present a brief state of the art
in the use of messaging and other technologies and chatbots in the classroom, including
any intelligence that’s added to them. After this, we briefly introduce the project in which
this study is enclosed. Then we will describe what we did for this specific survey and
why, and finally we will report the results, proposing action lines to apply chatbots in
higher-education.

2 State of the Art

The introduction of new technologies in the classroom has demonstrated to be very
effective in order to increase the students’ motivation and engagement, as well as to
enhance their performance and academic results [5], mostly on the new so-called ‘digital
generation’.

These are normally applied as a way to increase the interactivity during classes, for
instance using electronic devices for interaction and feedback [10, 16, 26], approaches
to let the students pose questions to the teacher for its resolution during the class [6],
or even using commercial mobile applications for educational purposes during the class
[13].

Many proposals have followed an approach based on the so-called Edutainment (or
educational entertainment) [21], that is, aiming to improve aspects of education through
a system that also entertains. This kind of Serious games (games created for educational
purposes rather than to have fun) have been very prolific in several educational settings,
including technical degrees [18].

Chatbots have existed for many years [24]. In the field of education chatbots have
been used for both providing information to the user or facilitating student learning
[2, 3, 15]. Chatbots can help students and teachers in many ways, e.g. automatically
gradingquestions posed to students, or compiling thehighlightedpointsmentionedby the
majority of the students, and further send it to the teachers, giving them the opportunity to
identify gaps in their teaching efforts and improve their classes and explanations [27]. For
example, an approach to introduce these devices in high school teaching is presented in
[9] whereGoogle Echo andAmazonAlexa are questioned about some common concepts
in the STEM area with poor performance on the answers but increasing the motivation
and interest in the students.

However, almost all the approaches are focused on the increase of the students’
participation and engagement during the classes (catching their attention), while almost
none of them is worried about other existing flaws. For instance, a weak point in the
teaching of subjects in higher-education (in almost any Degree) [14], is the student-
teacher feedback, normally focused on the feelings and engagement that the students
have during classes, but which could also be translated to a general feedback about the
subject. Since, once the students leave the classroom it is quite difficult to get in contact
with them and to receive this type of comments/criticisms.
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Thus, in order to cover this weakness, EDUBOTS project partners have created
two pedagogical chatbots specialised in ease some aspects of the subject management
to the teacher, as well as serve to reduce the existing communicative gap between the
students and their professor. One of these chatbots can also be utilized as an informal
breaking ice tool tomeet colleagues in the first academic courses,or as a formal academic
communication tool between them. These agents are described in the next section.

3 EDUBOTS Project

“Best practices of pedagogical chatbots in higher education” (EDUBOTS) is the name
of an European Project funded by program Erasmus+KA2: Cooperation for innovation
and the exchange of good practices - Knowledge Alliances.

In it, the consortium, composed by some European companies and Universities, aim
to apply two different chatbots in higher-education in order to improve the students’
performance, engagement and to effectively reduce the dropout rates at this stage.

Two different chatbots are to be used in the project, each of them focused on a
different objective, namely:

• Differ: created by EdTech Foundry AS (Norway) - www.differ.chat
Aiming to stimulate student collaboration, creating informal and ‘safe’ online
communities where students can chat with other classmates in an anonymous way.

• Hubbert: created by Anna & Hubert AB (Sweden) - https://hubert.ai/
Which aims to automate the feedback to educators. This chatbot has been mainly used
in other domains, such as the recruitment of human resources in companies, doing an
initial job interview for filtering candidates, for instance.

Both bots were accessed by the students using a common interface, being introduced
by mentors, i.e. students selected to collaborate in the project for ice-breaking. However,
unfortunately, the chatbots onlyworked inEnglish,German andSwedish languages at the
first pilots, which was a handicap in some universities such as Granada, as we comment
in [19].

4 Students Surveys

4.1 Initial Survey

After the initial pilot, reported in [19], which revealed that our initial assessment of the
needs and attitudes of students with respect to using chatbots in their education was
not in line with what we actually obtained in the pilot, we decided to start from scratch
looking at several different things: first, what kind of chat “rooms” or “channels” would
students prefer, and what kind of functionalities would chatbots add to those chat rooms.
Additionally to the conclusions shown in [19], it was concluded that students didn’t want
to use a new chat system additionally to the ones they were using already, and on top of
that, it was very likely that a chat that (possibly) included all students in the course was

http://www.differ.chat
https://hubert.ai/
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not the best option either. Besides, there was little functionality in that pilot beyond the
possibility of meeting new people.

At the same time, since the new pilot included new functionalities, such as the
possibility of establishing FAQs, although it came at the cost of including professors
in the chat rooms; it still needed a specific chat application. This is why we designed
a new survey with the initial intention of getting responses into the design of the new
EDUBOTS pilot.

In order to probe the attitudes of students, we published an initial test survey con-
sisting of only two questions: one related to the scope of the chat rooms they would like
to participate in, and another related to the functionality of chatbots. This survey was
done via Telegram, in Spanish, using the already existing class-wide telegram group for
two classes, one in the last year of Computer Science, and another in the Master. More
than 100 students participated in it.

Fig. 1. Most selected answers to the first question of the initial survey.

The answers to the question about the scope of the chat channel are shown in Fig. 1.
In this case, there were 57 answers and students could check as many answers as they
wanted. This initial survey confirmed our conclusions of the pilot study, but at the same
time helped us discard questions if we wanted to create a wider survey.

With respect to the type of functionality that students would want there, the chosen
answers are shown in Fig. 2. This specific Telegram group already included a bot that
answered questions about the next deadline, and this was indeed one of the most popular
answers. As a matter of fact, meeting new people was not considered valuable (as it is
in EDUBOTS project), but we should take into account that these students had already
been in the same class for many years.

These answers allowed us to design a more directed survey, which is reported below.
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Fig. 2. Most selected answers to the second question of the initial survey.

4.2 Extended Survey

After these first results, a bigger group of students were asked to complete a new short
survey with only 3 questions about the use of chatbots in their studies and instant mes-
saging services and social networking in Education. Although it may pose a challenge,
the survey was purposely limited to only 3 questions to encourage students to partici-
pate. The questions analyzed crucial variables such as the type of members in their class
groups (Q1), chatbot objectives (Q2), and their current use of messaging services (Q3).
Specifically, the questions were:

• Q1. Who would you like to be part of your class messaging service group?
• Q2.Which kind of chatbot would you consider useful to improve the learning process
in class?

• Q3. Currently, which messaging service do you use to get in touch/contact with other
classmates or teachers?

The first question aims at analyzing the social interaction within class groups, from
classmates and the teacher to broader social contexts such as the whole year class, or the
whole University School. Next, Q2 asks for particular interests in chatbots considering:
calendar bots that offer reminders for assignment deadlines or exams, FAQ bots, bots
to meet classmates, bots to provide grades, study material, or official academic and
bureaucratic information. Finally, the last question provides data about the familiarity
with different instant messaging services, and the experience with services that already
include popular chatbots (e.g. Telegram).
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Additionally to the chatbot questions, some self-identification and ‘profile’ queries
regarding age, gender, current studies and (optionally) previous studies were included.
Self-identification responses are detailed in Fig. 3.

Fig. 3. Self-identification student responses for gender, age, current and previous studies. The
questionnaire gathers information of a predominantly male population, between 20–25 years old
undergraduate students mainly from Computer and Telecommunication Engineering. Regarding
background diversity, some responses come from the Education Master students that include
graduates from Physics and Mathematics, Statistics, Philosophy, or History.

We collected responses from a total of 156 students (undergraduate and master’s)
of the University of Granada, all from ICT backgrounds, namely Computer Science,
Telecommunications, and Education for Technology and Informatics. Our aim was to
include students that had strong links with technologies and were already familiar with
chatbots.

4.3 Extended Survey Results

The most important facts of the 156 completed questionnaires are summarized next:
Regarding the profile (Fig. 3), ICT students are predominantly male and thus overrepre-
sented in our work with approximately 85% of males’ responses and 15% females. Most
students (86%) are in the range 20–25 years old which represents the average age for
undergraduate andmaster’s students; 6% are younger than 20 (first years of their studies)
and 8% older than 25.With respect to the background diversity, 72% of them study Com-
puter Science andTelecommunications, 26%are ICTmaster’s students, and interestingly
2% are students from the Master in Education for Technology and Informatics.
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Since some groups are underrepresented, we will not discriminate responses per
group; the intention of providing this data is simply to show the overall composition of
responders to the survey, which is roughly the same as the composition of the classes
where it has been distributed.

Figures 4, 5 and 6 summarize the results for questions Q1-Q3, comprising the
responses from the 156 students.

Fig. 4. Distribution of responses for multiple choice, multiple answers for question Q2: members
of class groups targeting social interaction and group size.

Regarding the social extent (Fig. 4), students primarily prefer groups with their own
classmates and teachers (71%) closely followed by only-student groups (53%). Also,
almost 50% consider potentially interesting ad-hoc groups created for a specific project
or assignment that will eventually be abandoned after the submission deadline. Bearing
in mind that the question allows students to select as many options as wanted, let us
highlight that less than 15% of students find potentially useful year class groups and only
5% groups for the whole University School. Consequently, students find more useful
smaller instant messaging groups whose objective is well-defined and even tuned for a
very specific task, andprobably consider other alternatives for broader social interactions.
An unusual result is that only 20% consider a group for close classmates. This may be
due to certain overlapping with other options (a group for classmates or an ad-hoc group
for a specific project/assignment), or to the use of other forms of communication with
close classmates.

The analysis of question Q2 (see Fig. 5) produces engaging results for the use of
calendar chatbots (more than 90% students find them useful), or bots that provide grades
(65%) and studymaterial (60%). However, similarly to the results for Q1, bots withmore
general objectives that provide responses for frequently asked questions (23%) or official
academic information (less than 1%) are less demanded. Finally, let us emphasize that
about 23% of students find useful a chatbot for helping them meet other classmates. The
objective of this bot is not academic and thus, it is difficult to analyze the result without
a more thorough analysis and additional questions.
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Fig. 5. Distribution of responses for multiple choice, multiple answers for question Q2: potential
functionalities of chatbots for Education.

Fig. 6. Distribution of responses for multiple choice, multiple answers for question Q3: use of
messaging services that may unveil previous experience and point at target service platforms for
the development of effective chatbots.

Question Q3 (shown in Fig. 6) analyzes the current use of instant messaging services
in Education and the familiarity with services that already offer popular chatbots as
Telegram. Most popular instant messaging services are overrepresented e.g. Whatsapp
and Telegram. Moreover, specific learning platforms from their University are used by
almost 40% of students. This result was expected since some courses enforce the use of
these platforms especially for the communications with teachers, to provide online class
materials, or inform about grades. Finally, it is interesting the position of Discord servers
(40%) that are popular in the videogame culture due to their low latency, anonymity, and
robust hardware infrastructure [17], but are increasingly gaining notoriety in other fields.
Concerning this matter, lately some works in the literature showed very positive results
increasing motivation and initiative when using Discord with small groups, specifically
for team-based learning [11]. Other services include e-mail, Twitter groups or Slack and
all of them aggregated represent less than 4%.



194 A. M. Mora et al.

Once the survey results have been analysed, in the following sectionwe present some
ideas to effectively apply chatbots in these studies, following the reached conclusions,
i.e., the students’ opinion.

5 Methodological Approaches to Introduce Chatbots in Higher
Education

Considering the answers given by the students in the previous section, it is possible to
devise some strategies to be tested in the classroom during future courses (or future pilots
of the project). This section presents some ideas that could be implemented in parallel
or isolatedly.

The requirements set to define the following approaches have been thought consid-
ering the use of messaging groups per course - maybe in WhatsApp, Telegram or inside
Differ chats and communities - where both the students and the professors are involved.

5.1 Scenario 1: Passive Group Chat

All students share a group chat where they can propose questions and by themselves,
answer other students’ questions.

The role of the professor should be more passive just controlling that no inadequate
interactions are done (insults i.ex.). Nonetheless, the guidelines and instructions on how
to use the group should be prepared by the professor and given to the students at the
beginning of the course.

Once the course is finished, several metrics can be computed according to the type of
questions and answers made by each student and this can be included in the final mark.
Co-evaluation can be introduced by giving the chance to the students to give the highest
mark to the students that contributed the most valuable answers or the most useful.

The inclusion of a chatbot could be useful to automatise the collection of statistics.
By doing so, these metrics could be updated in real time so a student can be aware of its
progress towards achieving this objective on the course.

5.2 Scenario 2: Active Group Chat

In this approach, as the one commented above, the students share a group where the
professor is included. The main difference is the role the professor adopts, in this case,
should be active and dynamiser.

The professor should propose regularly (at least one interaction per week) some ideas
to be discussed related to the course topics and anything related to the course that could
appear in the media. By doing this there is the chance to enforce the meaningful learning
in the interpretation given by Moreira in [20] discussing the ideas proposed by David
Ausubel during his career. A new aspect that should be included in the interaction is the
emotional part. Although this is mandatory during high school, in college and beyond
should not be forgotten, especially in adverse situations like the recent confinement due
to COVID-19 pandemic [23].
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Chatbots in this context could be used to ameliorate the burden of greeting to every
user, set reminders to interact and participate in the current discussion. For the sake of
clarity the chatbot could rank the interactions to avoid too many similar or redundant
answers when dealing with a topic.

Although polling functionality is something that tends to be embedded in the mes-
senger platform, chatbots could collect the results of the surveys thrown by the professor.
This could simplify the off-line analysis in order to provide marks.

5.3 Scenario 3: Correcting Exercises

Chatbots can be very useful to check if a list of exercises proposed to the students have
correct answers. Instead of providing the students with the classical answer sheet. It
could be possible to include this answer sheet within the chatbot so the students are
obligated to ask it about if the answer they obtained is correct or not. A few hints can
be included after a few trials have been carried out. For this approach, it seems more
interesting the individual perspective as the students will not feel intimidated by showing
the number of times they are mistaken.

Metrics on trials can be computed to evaluate the complexity of the assignments
proposed.

6 Conclusions and Future Work

In this paper we have reported the results of a survey among higher education students
trying to design some scenarios for the use of chatbots, after the experience of some
initial pilot programs carried out in the University of Granada, in Southern Spain.

The first result of this survey is that all students use Whatsapp, and most of them, at
least in a technological degree, use Telegram. This makes these platforms the ideal one
for the deployment of chatbots in higher education. As a matter of fact, it is not a trivial
matter to design a WhatsApp bot and, besides, this platform is not a good one to share
with students since the phone number of the teachers needs to be available. Telegram,
on the other hand, has a free client and free development kits, and bots can be created
and deployed using free software and platforms with a free tier. This is why the use
of Telegram would be very recommended to deploy any kind of bot. Thus, it is very
important to incorporate similar functionalities to the chatbots to use, such as the Differ
chat communities.

However, from the results we can see that at any rate, in order to be successful,
a chatbot should be deployed in a platform that students already use, and that meets
the privacy (and other) requirements that anyone involved has. So, it will be a difficult
challenge to motivate students to use a novel tool.

The second question concerned who should be included in the chat group, and in this
case there seems to be a certain consensus that there should be one group that included
the teachers, although the common practice seems to be to have two groups, one with
and another without the teachers. This would be, then, the target for the chatbots since
professors could easily create or curate frequently asked questions (FAQs) as well as
other content that would be required.
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These are the kind of bots that would be more popular among the students. As a
matter of fact, FAQ and agenda bots seem to be what the students are looking for, as
well as informative bots that inform the student about the grades, help them with class
material (for instance, searching something among the class material). In the case of the
FAQ there seems to be a certain discrepancy in the second group of surveys, which put
it at the same level as meeting new people. At any rate, it seems quite clear that meeting
new people is not a very popular option for using chatbots.

These results explain the outcome of some of the initial pilots, but at the same
time propose a survey-based methodology for introducing new technologies in higher
education: they should piggybackonproducts that students alreadyused, they should take
into account what the students want to obtain from them to form a good use case, and they
should offer an open and free-software based programming interface so that the creation
of specific bots can be either done from scratch or tailored to different institutions or
locales. In the proposed scenarioswe also present different possibilitieswhere, according
to the survey results, the learning outcomes of using messaging applications endowed
with chatbots would be positive.

These results open many different lines of work. We should probably extend the
surveys to many other different locations and degrees, so that we can draw conclusions
on the best scenarios for higher education at large. We will also try to follow up on
the survey results by implementing bots in Telegram, and see if their use and learning
outcomes actually match what the students responded to in the survey. This will be done
as free software, and released in the near future.
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Abstract. Chatbots show promise as a novel way to provide support to
students. However, a central issue with new technologies such as chat-
bots is whether students trust the technology. In the present study, we
use a chatbot to proactively offer academic and non-academic support
to students (N = 274) in a Finnish vocational education and training
(VET) organization. Students responded to the chatbot with a very high
response rate (86%), and almost one-fifth (19%) of the respondents dis-
closed a need for support. Survey with a subset of participants (N = 49)
showed satisfactory trust (total trust score 71% as measured by a human-
computer trust scale) and satisfaction (average of 3.83 as measured by
a five-point customer satisfaction instrument) with the chatbot. Trust
was positively correlated with satisfaction as well as students’ likelihood
to respond to the chatbot. Our results show that this kind of approach
is applicable for recognizing students’ latent needs for support. Future
studies should target the formation of trust in more detail and cultural
differences in trusting chatbots.

Keywords: Human-computer trust · Help-seeking · Student support

1 Introduction

In recent years, chatbots have become increasingly common in various domains,
enabled by recent advancements in natural language processing and increased
usage of mobile and online messaging platforms. A chatbot can be defined as
a computer program designed to simulate conversation especially to provide
information or assistance to the user as part of an automated service [1].

In the educational context, chatbots have been used, for example, in admis-
sions [34], elective course selection [12], helping students in their campus life [13],
language learning [8] and instructional scaffolding [46]. One prominent use case
for chatbots in education is a virtual student advisor who helps students with
studies, wellbeing, and other issues. While early prototypes of such systems exist
[5,28], this is mostly unresearched territory.

In the present study, we introduce a setting where a chatbot proactively
provides support opportunities to students by asking them if they need help.
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We investigate whether students trust the chatbot and are willing to disclose
their support needs to it. The theoretical background for our work is, on the one
hand, in help-seeking behavior in academic and health contexts, and on the other
hand in human-computer trust. In the following, we present relevant literature
and our detailed research questions.

1.1 Help-Seeking Behavior

Help-seeking has been researched in both contexts of self-regulated learning [22,
23] and mental health [39]. Depending on the context, help-seeking can be defined
as ‘the process of seeking assistance from other individuals or other sources that
facilitate accomplishing desired goals’ [22] or as ‘an adaptive coping process that
attempts to obtain external assistance to deal with a mental health concern’
[39].

In the self-regulated learning context help-seeking is seen as a skill and a
strategy instead of an act of dependency [22]. Newman [32] describes an adaptive
help-seeker as someone who begins by accurately assessing that help is necessary,
formulates an appropriate request for help, understands the best resources avail-
able, designs strategies for successful requests, and productively processes the
help received. However, many students needing help may not seek help due to
feeling hopeless or threatened, or due to the lack of adequate help-seeking skills
[22]. White and Bembenutty [45] identified three different kinds of help-seekers
in their study; 54% of students saw help-seeking as an important self-regulatory
strategy, 32% of students showed a tendency to avoid help-seeking yet were able
to use adaptive strategies, and 14% felt that seeking help implies inadequacy.
Regarding help-seeking for mental health, only a minority of adolescents report-
ing symptoms for mental health seek and receive help from specialist health
services [47].

The factors related to avoiding help-seeking are diverse. Early research on
help-seeking found low achievement being associated with the reluctance to seek
help [33]. Regarding motivational orientations, mastery-oriented students are
more likely to seek help, whereas performance-oriented are more likely to avoid
seeking help [10,21]. Moreover, instructional and emotional support by teachers
predict help-seeking behavior [14]. In a mental health context, adolescents them-
selves see stigma and embarrassment, problems recognizing symptoms, and a
preference for self-reliance as the most important barriers to help-seeking [18]. On
the other hand, parents perceived systemic issues, views and attitudes towards
services and treatment, understanding of mental health problems and the help-
seeking process and family circumstances [38] as main barriers.

Technological advancements have resulted in major changes in help-seeking
research and practice [24]. Data from information and communication systems
expand opportunities to track the student learning process to more completely
understand help-seeking. [9,23]. Moreover, help-seeking can now include assis-
tance from sources that do not comprise communication with an actual person
[40]. In a context of mental health, the key benefits of online help-seeking include
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anonymity and privacy, immediacy, ease of access, inclusivity, the ability to con-
nect with others and share experiences, and a greater sense of control over the
help-seeking journey [37]. There are some concrete examples. First, Andalibi
[6] found that Instagram-users used #depression -hashtag to connect with oth-
ers having similar experiences and to seek support. Second, Frost and Casey
[15] found in relation to self-injury that young people who were least likely to
seek help overall, were most likely to seek help online and that internet may
be a proximal step to face-to-face help-seeking. Third, Glasheen and colleagues
[16] found that students experiencing psychological distress had a preference for
online counseling.

In summary, avoidance of help-seeking is a complex problem. The nature
of the problem has changed with technological advancement: young people are
willing to search for help online, but seeking professional help remains an issue.
Here, chatbots show promise as a solution combining interactivity with the ease
of access and lack of stigma. These will be discussed in more detail in the fol-
lowing section.

1.2 Human-Computer Trust and Chatbots

An established view is that people form trusting relationships with computers
and assign them human characteristics [27,44]. The literature on the differences
between human-human interaction and human-computer interaction, especially
in sensitive topics, shows some mixed findings. For example, Mou and colleagues
[30] found that users tended to be more open and self-disclosing when interacting
with humans than with AI. On the other hand, Ta and colleagues [42] found that
the social companion chatbot Replika can provide a “safe space” in which users
can discuss any topic without the fear of judgment or retaliation.

Also, Zamora [48] considers a lack of judgment as a unique aspect of chat-
bots. They found that having a conversation and gaining insights on sensitive
topics without being judged is valuable among American and Indian partic-
ipants. However, they also found several participants voicing concerns about
mishandling their sensitive data and were afraid of possible leaks [48]. Thus,
developing trust with a chatbot will be required for meaningful interactions. In
general, trust can be defined as the willingness of a trustor to be vulnerable
to a trustee’s actions based on the expectation that the trustee will perform a
particular action important to the trustor, irrespective of the ability to monitor
or control the trustee [26].

Various factors have been found to affect humans’ trust in chatbots. Høiland
and colleagues [19] found that participants were willing to trust a mental health
chatbot when they felt that the chatbot cared for them and perceived it as com-
forting. Toader and colleagues [43] found that participants who interacted with
a chatbot anthropomorphized as female reported significantly higher willingness
to disclose personal information, showing that also gender stereotypes may have
an effect. Moreover, Mller and colleagues [31] found that people with different
personality profiles significantly vary in their trust in chatbots. Regarding usage
context, Aoki [7] found that the public’s initial trust in chatbots was lower in
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chatbots for parental support than in chatbots for waste separation. Also cul-
tural differences may affect trust: Chien and colleagues found that general trust
towards automation varied significantly between the US, Taiwan and Turkey
[11].

Views on favorable use cases for chatbots seem to vary. In a medical context,
Powell [36] argues that artificial intelligence needs to supplement rather than
replace medical professionals. Palanica [35] found that physicians may be com-
fortable using chatbots to automate simple logistical tasks but do not believe
that chatbots are advanced enough to replace complex decision-making tasks
requiring expert medical opinions. On the other hand, there is some early evi-
dence that human-chatbot relationships may positively affect well-being [41] and
that chatbots can provide actual care in mental health issues [19]. While these
scenarios may seem suspicious and risky, positive experiences in interaction with
the chatbot seem to increase trust and encourage more self-disclosure, further
strengthening the human-chatbot relationship [41].

1.3 Aims of the Study

According to Moore and colleagues [29] there is widespread recognition that stu-
dent support initiatives should address both academic and non-academic needs.
Based on previous research, chatbots show promise as a novel way to provide
learning-related [28,46] and health-related support [19]. In the present study, we
take an integrative approach to target all student concerns related to studies,
well-being, and other issues.

Usually, getting help requires the student to take initiative. As shown in
help-seeking research, this may prevent many young people in need of help from
actually getting it because of stigma, feeling threatened, or preference for self-
reliance (possibly relying on the information found on the internet) [18,22,45].
We hypothesize that when support opportunities are proactively presented to all
students by a chatbot, soliciting help becomes cognitively easier, socially more
acceptable, and simply more convenient.

Finally, a central issue with new technologies such as chatbots is whether
students trust the technology. Both too high and low levels of trust may cause
misuse, abuse, or disuse of the technology [20]. In the present study, the students
should trust the chatbot enough to respond and solicit help, but on the other
hand, be realistic about its capabilities.

In the present study, we use a rule-based chatbot to proactively offer both
academic and nonacademic support to all students, not just those at-risk. This
low-threshold opportunity is designed to catch students’ latent concerns and
needs. When a need for support is recognized in the conversation, a human
professional will take over and provide the requested support. In the following,
we present the research questions.
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RQ1: Will Students Disclose Their Support Needs to a Chatbot that
Provides Support Opportunities? We answer this question by conducting
a chatbot pilot with four vocational programs in a large Finnish vocational
education and training (VET) organization. We investigate if and how students
respond to the chatbot and whether there are any differences between vocational
programs or gender.

RQ2: Do Students Trust the Chatbot and How Satisfied They Are
with It? After the pilot, we conduct a survey asking the students about their
experience with the chatbot. Satisfaction is measured by a five-point customer
satisfaction instrument and trust by a multi-dimensional scale by Gulati, Sousa,
and Lamas [17].

RQ3: What Are the Connections Between Responding to the Chatbot,
Needing Support, Being Satisfied with the Chatbot, and Trusting the
Chatbot? We hypothesize that responding, being satisfied, and having trust
are all intertwined together. Moreover, we hypothesize that not responding is
connected with low levels of trust with the chatbot. Correlations between these
variables are calculated to answer this question.

2 Methodology

2.1 Context

The study was conducted in a large Finnish vocational education and training
(VET) institution. The Finnish VET system aims to increase and maintain
the vocational skills of the population, develop commerce and industry, and
respond to its competence needs [4]. Around half of the students completing their
basic education in Finland continue to VET instead of general upper secondary
education. Vocational education and training also enables pupils to continue
their studies in higher education [3].

Four vocational programs (information and communications technology, elec-
trical engineering and automation technology, safety and security, and social and
health care) participated in a pilot in which a chatbot contacted students offering
them support opportunities. At the time of the research, teaching was primarily
organized as distance education because of the COVID-19 pandemic. While dis-
tance education was the main rule, some small group teaching and workshops
by special needs teachers were organized in the school premises, and on-the-job
learning was carried out normally whenever possible. The school offered student
support services in a hybrid model, where students could choose if they want
to meet in person or via teleconferencing. However, the school did not organize
social events related to student support during the distance education period.
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2.2 Participants

All the students who had started their studies between August 2020 and January
2021 in target programs (N = 275, see Table 1) were part of the chatbot pilot
program, and 49 of them agreed to participate on a research survey after the
pilot. The gender distributions were male-dominant on technology programs and
female-dominant on the social and health care program, which is typical for
corresponding programs in Finland.

Table 1. Participants

Vocational program Chatbot pilot Survey

N Female% N Female%

Information and communications technology 119 10% 18 11%

Electrical engineering and automation technology 83 2% 16 0%

Safety and security 38 26% 8 38%

Social and health care 34 79% 7 86%

Total 274 18% 49 11%

2.3 Intervention

The chatbot intervention was carried out using a chatbot called Annie Advi-
sor. Two weeks into the beginning of spring term 2021, each student in the
pilot programs received an SMS message from the chatbot (see Fig. 1). In the
chatbot conversation, students were offered the possibility to disclose a need for
support. In case the student needed help, the chatbot asked students to specify
their requirements further. If the student did not respond in 24 h, the chat-
bot reminded the student. If the student still did not respond, the student was
marked as needing support, and the case was assigned to a designated teacher
mentor.

Based on the chatbot conversation and the collaboratively pre-designed clas-
sification of support needs and responsible professionals (see Table 2), the system
assigned the support cases to the corresponding professional. Professionals then
used the chatbot system’s administration view (see Fig. 2) to track their students
and carry out the following steps (e.g., setting up meetings).

2.4 Measures

The data for this study were collected in two ways. First, we extracted log data of
the chatbot system to collect data on students’ responses. Second, one week after
the pilot, we sent a survey link to students to collect data on user satisfaction
and human-computer trust.
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Fig. 1. The chatbot from a student’s perspective.

Fig. 2. The chatbot system from a professional’s perspective.
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Table 2. Classification of support needs.

Category Subcategory Responsible professional

Studies Vocational studies or study planning Teacher mentor

Aborting studies or career guidance Guidance counselor

On-the-job learning Teacher mentor

General studies (math, languages, etc.) Special needs teacher

Study equipment or ICT Teacher mentor

Other studies-related Special needs teacher

Wellbeing General coping, motivation, anxiety or
mental health

Psychologist

Physical health School nurse

Social challenges, bullying, anxiety or
loneliness

Social worker

Sleep, gaming or substance abuse Social worker

Not sure or other Social worker

Other Hobbies Youth worker

Financial issues, benefits or housing Social worker

Philosophy or personal values Religious counselor

ICT or study equipment Teacher mentor

Not sure or other Teacher mentor

No response – Teacher mentor

Responses in the Chatbot Pilot. A dummy variable responded takes the
value 1 if the student responded to the chatbot within 72 h from the message
being sent and otherwise 0. Furthermore, a dummy variable needed support takes
the value 1 if the student disclosed the need for support while responding to the
chatbot and 0 if the student indicated that no support is required. When sup-
port is requested, the needs are classified into three support categories: studies,
wellbeing, and other issues. Although more fine-grained data was available in the
system, the categories are reported on this aggregated level for privacy reasons.

User Satisfaction. The student’s general satisfaction with the chatbot was
measured by a question, ‘In general, how satisfied were you with Annie?’ rated
on a scale ranging from 1 (‘Very unsatisfied’) to 5 (‘Very satisfied’).

Human-Computer Trust. To measures students’ trust in the chatbot, we
used the human-computer trust scale by Gulati, Sousa and Lamas [17]. The
scale consists of 12 items measuring four dimensions: risk perception (3 items,
e.g. ‘I believe that there could be negative consequences when using Annie’),
benevolence (3 items, e.g. ‘I believe that Annie will act in my best interest’),
competence (3 items, e.g. ‘I think that Annie is competent and effective in offer-
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ing support’) and general trust (3 items, e.g. ‘If I use Annie, I think I would be
able to depend on it completely’). Items are answered on a scale from 1 (‘Dis-
agree’) to 5 (‘Agree’). The scores of risk perception items are inverted so that a
higher score indicates less risk perception. Also, we calculated a total trust score
using all the trust items.

2.5 Analyses

First we combined the chatbot system log data with the survey data. For par-
ticipants who had not responded to the survey, we marked survey measures
as not available. In all of the statistical analyses, we included the largest pos-
sible number of participants in each calculation. We carried out chi-squared
tests to determine if there were differences in responding or needing support
between survey respondents and other pilot participants. We found no significant
differences.

Sum variables were created for the dimensions of the human-computer trust
scale and checked for internal consistency, which was satisfactory for risk-
perception (α = 0.67) and good for all other trust measures (α ≥ 0.84). We then
calculated descriptive statistics for all the measures and ran pairwise Spear-
man correlations between responded (yes/no), response time, needed support
(yes/no), user satisfaction, and trust (i.e., risk perception, benevolence, compe-
tence, general trust) to determine the relationships between the measures.

We used chi-squared tests to test for possible differences between programs
or genders on responding to the chatbot or needing support. Regarding user sat-
isfaction, we used Mann-Whitney U-test to test for differences between genders
and independent samples Kruskal-Wallis to test for differences between voca-
tional groups. For trust measures, we used independent samples T-test to test
for differences between genders and a one-way ANOVA to test for differences
between vocational groups.

3 Results

3.1 Students’ Responses to the Chatbot

Outcomes of the chatbot conversations are presented in Table 3. The average
response rate was 86%, which can be considered very high. Based on chi-squared
tests, there were no significant differences in responding between programs or
genders on responding or not responding to the chatbot.

Altogether 19% (N = 44) of participants disclosed a need for support in the
chatbot conversation. Studies-related needs were most common (N = 26), fol-
lowed by well-being-related (N = 13) and other (N = 5). Based on chi-squared
tests, there were no significant differences between programs or genders on need-
ing or not needing support. A small sample size prevented testing differences
on support need categories (studies, well-being, other) between programs or
genders.
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Table 3. Outcomes of the chatbot conversations.

Vocational
program

Everything
OK

Support needed Student
did not
respond

Total

Studies Well-being Other

Information and
communications
technology

82 11 6 2 18 119

Electrical
engineering and
automation
technology

62 10 1 2 8 83

Safety and
security

23 1 3 1 10 38

Social and health
care

23 4 4 0 3 34

Total 190 26 13 5 39 274

3.2 User Satisfaction and Trust

The means and standard deviations for user satisfaction and trust are presented
in Table 4. The mean score for user satisfaction can be considered satisfactory
(3.82±0.97). We found a significant difference between genders on user satisfac-
tion using independent samples Mann-Whitney U-test (U = 121.5, p = 0.03),
with female students being more satisfied (4.36 ± 0.81) than male students
(3.68 ± 0.97). Using independent samples Kruskal-Wallis test, we found no sig-
nificant differences in user satisfaction between different programs.

The general trust score was satisfactory (71%, 3.55 ± 0.72). Out of different
trust measures, inverted risk perception scored highest (3.79 ± 0.88), followed by
benevolence (3.58 ± 0.84), competence (3.53 ± 0.85) and general trust (3.33 ±
0.92). We found no significant differences between genders or programs in any of
the trust measures, based on independent samples T-test and one-way ANOVA.

3.3 Connections Between Variables

Correlation analyses revealed multiple significant correlations between variables
(see Table 4). First, as anticipated, all the trust measures were positively corre-
lated with one another, with the lowest correlation between risk perception and
competence (ρ = 0.31) and highest between benevolence and the total trust score
(ρ = 0.90). Second, all the trust variables positively correlated with user satis-
faction, benevolence having the highest correlation (ρ = 0.49) followed by the
total trust score (ρ = 0.47), competence (ρ = 0.43), risk perception (ρ = 0.30)
and general trust (ρ = 0.29).

Whether students responded to the chatbot or not was positively correlated
with the total trust score (ρ = 0.29). This confirms our hypothesis that the
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lower the trust, the less probably a student responds to the chatbot. However,
correlations with risk perception, benevolence, competence, and general trust
were not significant.

Finally, whether students needed support was positively correlated with user
satisfaction (ρ = 0.34).

Table 4. Correlations, descriptive statistics and measures of internal consistency.

RE NE US RI1 BE CO GE TTS

Chatbot pilot

Responded (RE) 1.00

Needed support (NE) – 1.00

Survey

User satisfaction (US) 0.12 0.34∗ 1.00

Risk perception (RI)1 0.11 0.07 0.30∗ 1.00

Benevolence (BE) 0.27 0.09 0.49∗∗ 0.41∗ 1.00

Competence (CO) 0.27 0.01 0.43∗∗ 0.31∗ 0.87∗∗ 1.00

General trust (GE) 0.22 –0.02 0.29∗ 0.32∗ 0.71∗∗ 0.78∗∗ 1.00

Total trust score (TTS) 0.29* 0.03 0.47∗∗ 0.60∗∗ 0.90∗∗ 0.89∗∗ 0.86∗∗ 1.00

N 274 235 48 47 47 47 47 47

M 0.86 0.19 3.83 3.79 3.58 3.53 3.33 3.55

SD 1.08 1.12 0.97 0.88 0.84 0.85 0.92 0.72

Cronbach’s alpha 0.67 0.87 0.84 0.87 0.84
∗ p < 0.05, ∗∗ p < 0.01,
1 Inverted, higher score indicating lower risk.

4 Discussion

4.1 Responses to the Chatbot Reveal Latent Needs for Support

As shown in the literature, avoiding help-seeking is a problem both in the context
of self-regulated learning [22,45] and mental health [18,47]. Our first research
question was whether students would disclose their support needs to a chat-
bot. Our results show that students responded to the chatbot with a very high
response rate (86%). For comparison, Manfreda and colleagues found an 11%
average response rate in a meta-analysis of online surveys [25]. Furthermore,
almost every fifth of respondents disclosed a need for support. To put the figure
into context, Zachrisson and colleagues found that 6.9% of adolescents reported
seeking help for mental problems during the preceding twelve months in a large
Norwegian sample.

We consider these results a success and as a signal that there indeed are latent
needs for support. The possible explanation for these high numbers is that when
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support opportunities are offered proactively with a fixed set of choices, soliciting
help becomes cognitively easier and socially more acceptable. It is considerably
easier, both practically and mentally, for a student to answer an SMS compared
to initiating contact with a support professional.

Regarding user satisfaction, students who needed support had higher sat-
isfaction with the chatbot than those who did not need support. This was an
expected result, as for students not needing support, the experience was pre-
sumably neutral. Even in this case, the initial message conveys a message that
the school cares for its students and that support is available if needed later.

Interestingly, we found a gender difference in satisfaction, showing that female
students’ satisfaction with the chatbot was significantly higher than male stu-
dents’. Regarding other measures in the study, we found no differences between
genders. In future studies, this should be investigated in more detail.

4.2 Trust with Chatbots in Different Scenarios

Our results showed satisfactory levels of trust with the chatbot (total trust score
71%). Furthermore, the level of trust was positively correlated with student’s
likelihood to respond to the chatbot, indicating that not responding is to some
extent related to lack of trust. Based on the literature, the need for trust seems
to increase as the content of conversation becomes more sensitive. For example,
sharing a concern related to well-being may require more trust than sharing
a study-related need. However, within the present study, we did not aim for
students to self-disclose themselves to a chatbot but merely catch a need for
further discussion with a human professional.

Regarding the different dimensions of trust, benevolence (i.e., acting in the
user’s best interest) had the highest correlation with user satisfaction and the
total trust score. This is also in line with the findings by Høiland and colleagues
[19], who found that feeling chatbot as ‘caring’ was linked with the willingness
to trust the chatbot.

The question of an optimal level of trust is complex and can also vary based
on the chatbot’s aim. For example, when a chatbot is used to provide actual care,
the requirement for trust is naturally higher. However, there are also situations
where too high trust may cause problems. For example, in our study, we did not
want students to report details about their health to the chatbot for security
reasons.

4.3 Limitations

An obvious limitation of the current study is that the sample size is relatively
small, male-dominant, and from only four programs in a single institution, entail-
ing the results’ limited generalizability. Another factor limiting the generalizabil-
ity is the cultural context, which affects in multiple ways. First, general trust
towards automation has been shown to vary between countries [11]. Second, stu-
dent support’s availability and scope vary a lot between educational systems,
and the intervention used here might not be viable in another context. Third,
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young people’s preference for online communication about secrets, inner feelings,
and concerns varies between countries and is relatively high in Finland [2].

One possible problem is that it might be difficult for students to distinguish
their experience of using the chatbot from receiving help from a professional.
Students who received support, especially the user satisfaction measure, may
reflect satisfaction with the whole process from requesting help to receive it.

Furthermore, our comprehension of nonresponding students is limited. While
it is possible that a student does not answer because there is no need for support,
not responding even after reminding could also be seen as an alarming sign.
Therefore, we included the non-responding students on the chatbot system’s
administration view as students potentially needing help. However, analyzing
non-respondents more closely is out of the scope of the present study.

4.4 Implications

Although the response rate was very high, the chatbot’s total trust score was only
satisfactory, and means to increase trust should be investigated. Randomized
controlled trials with alternative designs (e.g., different communication channels
and wording, scheduling, and personalization of the messages) should be car-
ried out to determine the optimal design. Moreover, cultural differences in trust
should be addressed with a study carried out in multiple different contexts. Also,
we find it important to address the nonresponding students and possible false
negatives (students reporting everything to be fine although actually needing
help) in more detail.

An important aspect to consider is that recognizing many needs on short
notice may strain the institutions’ resources. However, pre-emptive care aims
to prevent students’ problems from escalating into more severe problems, which
also burden the support personnel. We hypothesize that large-scale adoption of
this kind of system would initially increase the workload but, while in place,
actually save time and target the use of support resources in a more impactful
way.

5 Conclusions

In this study, we used a chatbot to proactively provide support opportunities
to students by asking them if they need help. Our results showed that students
were ready to solicit help from a chatbot and that this kind of approach is
applicable for recognizing students’ latent needs for support. Moreover, we show
that students’ trust in the chatbot was positively correlated with their general
satisfaction with the chatbot and their likelihood to respond to the chatbot.
While an adequate level of trust with the chatbot is important, future studies
are needed to understand better the formation of trust between the student and
the chatbot and cultural differences in trusting chatbots.
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Abstract. In recent years chatbots have found their use in education, especially
in higher education (HE), but are they really serving a purpose and helping both
students and faculty staff? Since bad experiences can discourage potential users,
chatbots have to be carefully designed to be useful and to offer the best possible
experience to its users. To explore this premise, in this paper we will tackle one
aspect of chatbot design through evaluation of usability and user experience of a
chat application Differ, which has integrated chatbot functionalities. For the dura-
tion of one semester at the Faculty of Organization and Informatics’ students used
Differ on several courses. Differ was introduced as a tool to facilitate communica-
tion related to courses and students’ obligations, between students and educators
by initiating communication through a Differ’s chatbot called Buddy Bot. Differ
was also seen as a tool to enhance students’ connections and social life through
creation of private student communities. After the end of semester, students’ opin-
ions about Differ were evaluated through means of UEQ and SUS questionnaires
which are frequently used for user experience and usability evaluation. Results of
the study showed that Differ’s perceived usability and user experience are slightly
above average, but with a lot of room for improvements, especially in the context
of novelty, stimulation and chatbot functionalities.

Keywords: Educational chatbot · Usability evaluation · User experience
evaluation · SUS · UEQ

1 Introduction

Around 60 years ago first chatbot was developed as a very simple program called ELIZA
and nowadays, chatbots are almost ubiquitous: they are used by banks, hairdressers, uni-
versities, customer support and in a variety of other service activities [1]. Chatbots, or
conversational agents, intelligent personal assistants, or simply bots, are programs that
support conversation with users in a specific domain using natural language, artificial
intelligence, and other technologies [1, 2]. Because chatbots can convincingly commu-
nicate with people, they greatly contribute to automatization of certain tasks which can
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contribute to achieving more work efficiently and reducing costs. For that reason, chat-
bots are very often used in business, but their application is valuable in other contexts
such as education.

In recent years chatbots have indeed found their use in education, especially in higher
education (HE). Higher education is changing inevitably: number of students is rising
every year, communication habits are being transformed by the use of Internet and mes-
saging applications, and students’ needs are rapidly transforming due to many various
factors such as internationalization or introduction of different types of study programs
(e.g. distance learning and part-time study) that are influenced by digital transformation
in HE [1–3]. Introduction of chatbots in HE could help universities to tackle some of
those issues and improve quality of their service to students. Chatbots can be used as a
means to help students with administrative questions related to university and courses,
as a tool to enhance teaching and learning, or as a tool for helping educators in research
work, likewise in enriching students’ and educators’ social life [4].

Since the steady adoption of chatbots in HE, the question is are they a fancy trend or
are they really serving a purpose and helping both students and teaching staff?As all other
products and services, chatbots have to enable an exceptional user experience for their
commercial success [5] and be experienced as useful and pleasurable [6] because a bad
chatbot experience could turn away up to 73%of users [7]. Therefore, chatbots have to be
carefully designed to offer the best possible experience for users. Following this premise,
in this paper we will tackle user experience and usability of chatbots through evaluation
of usability andUXon the case study ofDiffer, an applicationwith integrated educational
chatbot functionalities, and report the usability and user experience assessment of Differ,
performed with the students enrolled in five different courses at one university.

The research study presented in this paper has been performed as a part of the
first pilot within the ongoing Erasmus+ project EDUBOTS which involves two industry
partners and four academicpartners.Oneof the project goals is to document best practices
for the use of chatbots in higher education, with the focus on two applications: Hubert,
a chatbot application for collecting students’ feedback in the form of the survey with
open-ended questions, and Differ, a chat application with a bot implemented to match
the students and stimulate student collaboration. During the project implementation,
improvements of the chatbot applications are expected after each pilot, based on the
users’ feedback. One of the project outcomes is to provide feedback from students and
teachers about their user experience with applications. This paper reports about Differ, a
novel applicationwhosepotential user cases are still under development, so assessment of
usability and user experience (UX) with end-users is crucial for improving and enriching
existing functionalities.

The paper is structured as follows. Brief overview of related work in the field of the
chatbots followed by description of evaluated application presented in the next section.
Employed researchmethodology is described in the third section. The results of the study
are presented in the fourth section. Concluding remarks with limitations of conducted
study are provided in the last section.
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2 Background to the Research

2.1 Related Work

Usability and User Experience (UX) are two interrelated concepts, explained with vari-
ous definitions that arose during the years. Most commonly, usability refers to the user’s
accomplishment of the task while interacting with the products, systems or services,
while user experience includes aforementioned pragmatic aspects, but is also related to
hedonic aspects of product use and possession [8].

Our brief literature review starts with the usability and UX of the chat/messenger
applications, since Differ is primarily a chat platform with some chatbot functionalities.
Then, we explored several published papers about chatbot design and evaluation to better
understand the importance of user experience and usability of chatbots in general and
particularly in higher education. Perspectives on user experience can vary and we will
try to identify what constitutes good or poor user experience, uses, and good practices
of chatbots in educational environments. Previous research on the usability and user
experience of chat platforms and chatbots used in education is scarce, so conclusions
from other areas of implementation are presented as well.

Sergio Caro-Alvaro et al. [9] have explored usability of mobile instant messaging
applications in general. They evaluated interactions of 28 iOS and 45 Android applica-
tions by applying keystroke level modelling (KLM) followed by identification of main
usability problems of 7 iOS and 6Android applicationswith heuristic evaluationmethod.
Qualitative analysis performed by usability experts discovered that messaging applica-
tions had difficulties in performing tasks, had problems with the user interface, lacked
consistency and cohesion, and lacked information about privacy and security features.

Darin et al. [10] evaluated usability and the user experience of mobile social appli-
cation whose purpose was to improve the interaction between students and faculty in
a Brazilian University, related to the service and the quality of meals in the university
restaurant. Application was first evaluated with users by means of a questionnaire, in
which users expressed their perceptions on the impact and utility of the application, and
satisfaction with the one. In the follow-up interviews, observation of usage, post-test
questionnaire and final usability questionnaire, some problems in the navigation, orga-
nization, and labeling were revealed. Conclusion of the study was that such application
can positively impact the students’ behavior, and sense of belonging to the institution, so
future improvements are essential in order that application retains the users and fulfills
its purpose.

Regarding chatbots, Følstad andBrandtzaeg [6] conducted a research involvingmore
than 200 chatbot users which used mostly chatbots on a variety of messenger platforms
to assess what are good and what are poor user experiences. Through their research
authors showed that efficient assistance and entertainment value were very frequently
mentioned as positive aspects of user satisfaction, and problems with interpretation and
rude responses were frequently mentioned as negative aspects. At the end of the study,
four lessons learnt for chatbot providers were presented to follow. In their paper authors
also mention several important aspects of chatbot design and use. They noted that user
experience of a chatbot may change over time due to different reasons such as running
into difficulties or simply losing interest. Therefore, a chatbot has to consistently provide
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users with useful and pleasurable experiences which can also increase frequency of use
of a certain chatbot.

For a chatbot to provide efficient assistance, its developers need to understand chat-
bot’s target group and their needs. In our case, chatbots’ target group are students and
educators in a high education environment. Tsivitanidou and Ioannou [4] conducted a
research with students and educators to determine their needs and expectations and to
explore which functionalities a chatbot should have. They showed that the target group’s
needs can be grouped into three categories (learning and teaching, research, social bond-
ing) and that a successful chatbot should be able to handle complex conversations, offer
personalized feedback, understand different user needs, and have a friendly personality
while having low maintenance cost.

Concerning chatbot use, they are mostly used to help students find information and
help them with administrative issues such as enrolling, paying for scholarships etc.
Dibitonto et al. [11] described their research about the design and implementation of
chatbot LiSA (Link Student Assistant) that would help students by providing information
and services. Authors note that to design and implement a successful chatbot, technology
must be integratedwith humans’ psychological and sociological aspects. Thismeans that
a chatbot must understand a person as any other personwould and its user interface needs
to be simple and intuitive so that even users without any experience with such technology
can use it without any problems. In the second part of their research authors presented a
study conducted to explore students’ needs regarding information and communication
which showed that traditional means of communication did not satisfy students’ needs.

In their research, Hien et al. [12] described design and implementation of a chatbot to
improve students’ communication with the Faculty of Information Technology of Viet-
namese HCMC University of Science (FIT-HCMUS). Authors proposed development
of a chatbot that would help students with administrative issues such as finding informa-
tion about scholarships, courses, exams, etc., but that would also support their learning
experience. Motivation for implementing a chatbot lies in discovery that students fre-
quently ask the same or similar questions about scholarships, courses, assignments, etc.
Therefore, authors propose implementing a chatbot named FIT-EBot that could answer
those questions at any time.

Stapić et al. [1] described a proposed design of a chatbot at the University of Zagreb’s
Faculty of Organization and Informatics. In the scope of their research, the authors sur-
veyed students and gave them the opportunity to pose questions related to four topics
(mid-terms, exams, consultations, room locations) as they would pose them to a chatbot.
Data obtained was examined by means of the thematic analysis. Based on the grouped
questions and keywords, the authors propose different types of features for each group
(e.g. yes/no questions, list view for questions regarding consultation terms, remain-
ders for exams, etc.). Students were also asked about their thoughts and preferences
on chatbots and from the results it is visible that chatbot’s personality plays an impor-
tant role, since the students noted that they would prefer a fun and polite personality in
communication.

There are various other educational contexts and different purposes chatbots can
help with. For example, in Morocco, a chatbot was used in early career development and
preferred workplace for undergraduate and graduate students based on their personality
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type [13]. Cardenal Herrera University (CUE) in India uses a chatbot that has a role of
a personal assistant for answering students’ administrative queries such as paying fees
and resolving other educational issues. Sandu & Gide (2018) [14] report that students
are prone to use chatbot technology rather than other communication channels and
consider it as the fastest way of communication. Still, privacy is the biggest concern
in chatbot communication (e.g. disclosure of personal information) and in some cases,
obtaining incorrect information from the chatbot. At the high school level, Benotti et al.
[15] compared educational tools Alice and Chatbot - software platform for teaching
computer science basics and increasing engagement of students. Results of the study
show that in the case of female teenage students, higher interest and retention to course
content have been achieved with Chatbot than with Alice.

Liu and Dong [16] introduced Jiao Xiao Tong, question and answer chatbot designed
as a university navigation assistant supporting students in everyday faculty activities.
From the perspective of UX, prompt answers from chatbot are crucial for successful
interaction and user satisfaction. As ameans of communication, Dahiya [17] stresses that
chatbots should be user-friendly, not complicated, straightforward and the knowledge
base should be compact.

From the perspective of evaluation,Maroengsit et al. [18] analysed 30 research papers
to find out which evaluation methods were used for evaluating the chatbot. In only 12
papers (40%), user satisfaction with a chatbot was evaluated, followed by evaluation of
functional aspects (30%) and the content evaluation (16.6%).

Casas et al. [19] performed a meta-analysis of 53 papers related to the chatbot eval-
uation, to discover the trends in using evaluation methods between 2016 and 2020.
Evaluation methods were used mostly to examine main factors of the usability: effec-
tiveness, efficiency and satisfaction, as defined by ISO 9214–11 standard. Effectiveness
relates to the technical performance and correctness of the underlying algorithms of
the chatbots, i.e. includes functionality and humanity. It is the most popular criteria for
evaluating chatbots, followed by satisfaction that relates to the interest, affection, ethics
and behaviour of the users towards the chatbot. However, the popularity of efficiency
evaluation methods is rising, which examines if the chatbot fulfills the task, i.e. gives
the correct answer or avoids inappropriate phrases.

Holmes et al. [20] evaluated usability and user experience of a WeightMentor chat-
bot, a tool for supporting weight loss maintenance. The authors have employed three
questionnaires, System Usability Scale (SUS), User Experience Questionnaire (UEQ)
and developed Chatbot Usability Questionnaire (CUQ) with the items aimed to evaluate
chatbot characteristics. Results of the evaluations showed that conventional question-
naires do not evaluate all aspects of a chatbot interface. Although correlation among all
three questionnaires found to be strong, and multiple regression showed that UEQ and
CUQ aremeasuring similar aspects of chatbot usability, still 20% of the variance in CUQ
score is explained by other factors that are not measured by SUS or UEQ. According
to the opinions collected by the questionnaire, WeightMentor has been found highly
usable: an A+ grader, best imaginable or promoter on the various SUS scales, and with
great UX since it received high scores on all UEQ scales [20].
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As the last example, te Pas et al. (2020) [21] compared the user experience of a
Chatbot Questionnaire with a regular computer questionnaire that is used in a preop-
erative procedure in the hospital among health care patients. The UEQ scores showed
that patients preferred the chatbot over the standard questionnaire, giving the highest
score for attribute “rapid”, although the time to complete both questionnaires didn’t
vary significantly.

2.2 Application in This Study

For the purpose of this study, the application Differ is introduced into the higher educa-
tion environments, in order to provide pedagogical support: safe space for the students
to introduce themselves and then to stimulate their participation in the course related
activities, through the chats with peers and feedback to the course teachers.

Differ is a chat platform with chatbot functionalities developed with the guiding
principle to foster and facilitate communication and connections between students and
teachers in online communities [22] through well-designed chatbot experience. Differ’s
purpose is to help new students to make friends and create a feeling of university affilia-
tion with the long-term vision of increasing their engagement and successful completion
study in future. Differ is founded on three main pillars: (1) Engaging students in social
educational activities; (2) Innovative way of implementing frequently asked questions
and (3) Providing quality feedback to educators. Differ is available as a desktop applica-
tion, mobile version for iOS and Android users, or through web-browser. Connecting to
Differ is very easy andGDPR compliant. After creating a community, an educator shares
an invitation link by e-mail or learning management system. Then, students access the
community, and their mobile number is used only for verification and code entry. SMS
invitations have up to 90% successful registration rate [23].

Concerning Differ’s functionalities, they are focused on both sides involved in the
learning process: students and teachers. From students’ point of view, in Differ’s com-
munities students can collaborate with peers on course related topics, make their own
study/project groups or communities associated with common interests and hobbies
outside of the course. By using Differ, students can have individual or group informal
conversations and find like-minded people on different topics. Those virtual commu-
nities are often a reflection of real-world connections or the common ground for their
creation.

Along with informal student communities, educators can use the Differ for various
academic purposes in course groups like creating course related communities and give
students a personal welcome and open a line of communication (see Fig. 1).

The biggest advantages for educators arise upon Differ’s chatbot functionalities: (1)
using ice-breaking to introduce and connect students with each other, student mentors
or teaching assistants, (2) creating conversations around Frequently Asked Questions.
In the first version of Differ, a Buddy Bot performed the role of ice-breaker and match-
maker (see Fig. 2). In the current version of Differ, a social bot BO was introduced with
more chatbot functionalities, whose job is to help educators create communities or split
students into smaller groups, help students to introduce to each other or ask questions
to the community. More chatbot functionalities, such as giving feedback to educators,
will be implemented in the last round of the project.



222 D. Plantak Vukovac et al.

Fig. 1. User interface of a desktop Differ - teacher’s message to the students

Fig. 2. Buddy bot in differ initializes communication

Differ has already been identified as a platform that improves students’ engagement
with the academic programme of study and their engagement with peers, as well as
a channel for quicker and personalized student-to-teacher communication [24]. Recent
study by the authors of this paper also showed that communication activities inDiffer app
helped students to successfully complete the course, achieve better grades, or become
more active in the course participation, while improving communication with the course
teachers [25]. However, assessment of usability and user experience of the application
has not been investigated, so this paper presents a contribution to the scarce body of
evidence related to UX of the chatbots and messaging applications.
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3 Research Methodology

In order to gain a comprehensive user view of Differ aligned with the EDUBOTS project
goals, the research team has decided to evaluate its usability and user experience by
collecting opinions from the users, primarily students, about their satisfaction with the
application. Teachers of five courses at the Faculty of Organization and Informatics,
University of Zagreb, have agreed to participate in the study and then to pilot and evaluate
Differ with the students at their courses in the summer semester 2020. The following
courses were involved in pilot study: Multimedia Systems, Text and Image Processing,
Business Informatics, Software Engineering, and Computer-Mediated Communication.
Teachers have been communicating with their students via Differ for at least one month
and then invited them to fill-in the usability and UX surveys. The research was approved
by theEthicsCommittee of the institution andparticipation in the surveyswas completely
anonymous and voluntary for students.

Strategies of using Differ at the courses were various, but the following ones were
the most common: a) teachers in the course agreed to have regular communication with
the students in Differ by asking questions about the progress with the tasks or providing
answers to the students’ questions, b) the topic Announcement was one-way and used by
the teachers to announce important news about course, c) teachers have created topics
for discussions that were created on a thematic basis (e.g. for each laboratory task a new
topic was created) or on the students’ group basis (e.g. each laboratory student group had
its own topic inwhich students of that groupwere discussing), d) two courses had student
mentors who encouraged communication in the community and also provided solutions
to the task when feasible, e) most of the teachers used less formal communication style
than in email or via LMS, and included emojis in their messages. Finally, the test period
of using Differ fell into the outbreak of the COVID-19 pandemic, when most of the
teaching activities were online. Thus, some of the students viewed that situation as an
opportunity to contact the teacher via Differ more frequently and in a private chat, while
some of the students dropped out of the courses.

3.1 Research Questions

Application Differ is employed in the project to enhance the quality of learning and
teaching process, but it is also used as a tool to establish and promote social inclusion
within the higher education system. In line with one of the main goals of the EDUBOTS
project and additional project outcomes that need to be based on users’ feedback, this
research explored chatbot application Differ from two aspects: (a) Usability and (b) User
Experience. The backbone of the research are two research questions:

RQ1:What is the perceived usability of the chat application with chatbot functionalities?
RQ2: What user experience aspects of the chat application with chatbot functionalities
need to be improved?

3.2 Research Instruments

Questionnaires are common tools in the human-computer interaction field to assess user
perceptions about an interactive product. There are a lot of standardized questionnaires
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used for various purposes, e.g. SUS and PSSUQ for evaluating usability, AttrakDiff and
UEQ for user experience, UTAUT and TAM for user acceptance of technology [26]. In
the past few years, UEQ is frequently used for UX evaluation, with the complementary
method SUS as the most common one for usability assessment [27]. Taking into consid-
eration project goals, and insight from the literature review, a research team has proposed
research questions, and adapted terminology of the SUS and UEQ questionnaires for
this study.

System Usability Scale (SUS) is a highly robust and versatile usability ten-items
measurement tool which has been used among researchers and industry experts [8] for
almost 30 years. SUS has been applied in various contexts like: testing mobile appli-
cations for phones and tablets [28], everyday products [29] or e-learning systems [30].
User Experience Questionnaire (UEQ) is a tool that measures both usability and hedonic
quality aspects by applying 26 pairs of contrasting attributes [5, 31]. The questionnaire
is available in many languages, accompanied with instructions, benchmarks and Excel
sheet to help with evaluation [32]. In the past few years, UEQ is frequently used for UX
evaluation, with the complementary method SUS as the most common one for usabil-
ity assessment [27]. For the purpose of our research, Chatbot Usability Questionnaire
(CUQ) [20] was also under consideration, but was excluded as a tool since when we
evaluated the first version of Differ it had just a few chatbot functionalities (e.g. student
matching).

For this research, ten items of the original SUS scale with answers on a five-point
Lickert scale, and 26 pairs of attributes from the UEQ were translated into the Croat-
ian language. Translated questionnaires were then implemented into the Google Forms
online survey and a link to the survey and research invitation was sent to the students
via the course learning management system.

4 Study Results

4.1 Participants

Total of N = 76 students from the Faculty of Organization and Informatics, who have
used Differ in five courses in the academic year 2019/2020, completed the online survey.
Regarding demographic characteristics of the sample, 40,79% male and 59,21% female
evaluated Differ. Average age of the participants in the sample was 21 years.

4.2 Usability of the Application Differ

Students’ opinions about Differ’s ease of use were analyzed according to [33] and
revealed that the mean SUS score was 72.4 (StDev = 0.8) and the median was 76.3.
The highest score was 100.0 and the lowest was 27.5. A boxplot of Differ SUS scores is
shown in Fig. 3. This positions the evaluated version of Differ a slightly above average
application, given that all SUS scores above 68 would be considered above average.
Concerning other descriptive ratings [34], Differ is a “good” application (adjective rat-
ing) earning a school grade C + and having acceptable interface. On the Net Promoter
Score, which is the measure of customer loyalty in industry, Differ scored about 7, which
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means that it has passive users, who would not likely recommend the app to a friend or
colleague. Overall, perceived usability of Differ is slightly above average, which gives
the answer to the RQ1.

Fig. 3. Differ SUS scores (Benchmark of 68.0 is marked in red dotted line)

4.3 User Experience of the Application Differ

Opinions about user experience ofDiffer collectedwithUEQwere analysedwith the tool
accessible at the [32]. Items of the User Experience Questionnaire (UEQ) are grouped
into the 6 scales: Attractiveness (gives overall impression about the product), Perspicuity
(measures learnability of using the product), Efficiency (measures efficiency of interac-
tion with the product), Dependability (measures levels of control of the product), Stim-
ulation (measures levels of motivation to use the product) and Novelty (measures levels
of innovation or originality of the product) [5]. Each scale ranges from -3 (horribly bad)
and + 3 (extremely good) values, corresponding to the positive or negative attribute
on a differential scale, e.g. on the Attractiveness scale a product is described with the
pairs unpleasant-pleasant. Values above 0,8 represent a positive evaluation of the quality
aspect, while values below 0,8 represent a negative evaluation.

Analysis showed that Differ is positively evaluated on the scales Attractiveness,
Perspicuity, Efficiency and Dependability, but achieved lower scores on the scales of
Stimulation (mean 0,438) and Novelty (mean 0,572), which is shown in the Fig. 4. Two
later scales, Stimulation andNovelty, which are included in the hedonic quality of Differ,
were negatively assessed with a mean of approximately 0,5.

Lower scores on the hedonic quality aspect are further underpinned by a benchmark
against a data set from 452 studies concerning different products (business software, web
pages, web shops, social networks). Benchmark revealed (see Fig. 5) that stimulation
for using Differ is low and also the worst aspect of the application (it belongs to the
range of the 25% worst results). Furthermore, novelty or originality of Differ is below
average (50% of results of other studies are better, 25% of results are worse).

These results might suggest that students are not willing to use Differ outside the
classroom, since it does not stimulate theirmotivation or excitement, nor offers additional
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Fig. 4. User experience of differ measured by UEQ scales

Fig. 5. Positioning of differ on a benchmark with 452 studies

advantages in comparison to the other chat platforms. This is in line with the Differ SUS
NSP scale, in which users were classified as passive ones regarding recommendation of
the application. Differ has been perceived as a quite ordinary chat application, which
suggests that chatbot functionalities were not recognized or used in the application.
Results of evaluation of Differ’s user experience suggest that future redesign of the
application should consider factors that stimulate students to use it frequently and give
additional value to their academic life, which could be achieved by employing chatbot
functionalities that are relevant for the educational environment. In comparison to the
chatbot applicationWeightMentor [20], which receivedmuch higher UX scores, it seems
that chatbot functionalities raise overall quality in use of the application. To answer to
RQ2, improvements in the hedonic aspect and implementation of advanced chatbot
functionalities of Differ would position Differ on a higher UX benchmark.

5 Concluding Remarks

This paper presented Differ, a messaging platformwith the chatbot functionalities that is
used in the higher educational environment. After being applied as an informal commu-
nication tool at five computer science courses, Differ has been evaluated for its usability
and user experience with questionnaires SUS and UEQ that evaluate user satisfaction
with the interactive product.

Evaluation results on the UEQ scales showed that, while the application is visually
attractive and slightly above average in pragmatic quality aspect, its attributes related to
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motivation and originality achieved lower scores. These results indicate that improve-
ments in the Differ are possible, ranging from its limited chatbot functionalities to non-
functional requirements that would raise motivation for its use. Literature suggests that
educational chatbots should assist students in the administrative tasks related to the
university and courses, likewise in achieving learning outcomes or enriching academic
social life. They also need to provide clear interactionwith the user and facilitate pleasant
communication while returning the correct answers. Currently, the main advantage of
Differ is that it is a safe online place where students can chat with their colleagues and
approach teachers in a more relaxed and faster way without sharing too much personal
information.

However, the results of this study should not be generalized on the other chatbot
applications since Differ is still more a chat platform and a less chatbot. Through this
research we have gained some valuable insights for upgrading Differ into a successful
educational chatbot. Nonetheless, our research has some limitations: it covers data only
from one institution which cannot be a representation of the overall student population.
Therefore, futurework should consider the evaluation of Differ on amore diverse student
population after new Differ functionalities, presumably chatbot ones, are added to the
application. Also, user testing to gain qualitative information regarding usability prob-
lems and specific measuring instruments or tools that evaluate the aspects of usability
and user experience more related to chatbots should be applied.
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Abstract. The widespread use of chatbots is a reality and their application in
higher education is promising. Understanding higher education users’ expecta-
tions for the use of chatbots in education is important for the design and develop-
ment of new solutions. The present investigation documents how higher educa-
tion users envision the pedagogical uses of chatbots in higher education, and how
experts in the domain of education chatbots perceive the potential benefits and
challenges related to the use of chatbots in education. A qualitative inquiry was
undertaken based on 22 semi-structured interviewswith higher-education students
and instructors, and experts from the fields of Artificial Intelligence and educa-
tional chatbots. Based on our findings, the envisioned pedagogical uses of chatbots
can be categorized in terms of chronological integration into the learning process:
prospective, on-going, and retrospective. Under each one of those higher-order
categories, specific learning domains can be supported (i.e., cognitive, affective),
besides administrative tasks. Benefits and challenges foreseen in the use of peda-
gogical chatbots are presented and discussed. The findings of this study highlight
the manner in which higher-education users envision the use of chatbots in educa-
tion, with potential implications on the creation of specific pedagogical scenarios,
accounting also for the learning context, chatbot technology, and pedagogies that
are deemed appropriate in each scenario.

Keywords: Educational chatbots · Higher education · Pedagogical uses ·
Technology-enhanced learning

1 Introduction

Dialogue systems and conversational agents, including chatbots, are becoming ubiqui-
tous in modern society. Chatbots – also called machine conversation systems, virtual
agents, dialogue systems, and chatterbots – comprise computer programs that are used
to simulate auditory and/or textual conversations with users, or other chatbots using nat-
ural languages [46, 56, 59]. Even though chatbots have been around for decades, with
their origins dating to the 1950s with the so-called Turing test, a renewed interest in
chatbots appeared in 2016, due to massive advances in artificial intelligence (AI) and a

© Springer Nature Switzerland AG 2021
P. Zaphiris and A. Ioannou (Eds.): HCII 2021, LNCS 12785, pp. 230–250, 2021.
https://doi.org/10.1007/978-3-030-77943-6_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-77943-6_15&domain=pdf
http://orcid.org/0000-0002-9985-0333
http://orcid.org/0000-0002-3570-6578
https://doi.org/10.1007/978-3-030-77943-6_15


Envisioned Pedagogical Uses of Chatbots 231

major usage shift from online social networks to mobile-messaging applications [10].
Nowadays, chatbots are becoming a trend in many fields such as personal assistants on
mobile devices, in customer service, in medicine and healthcare, and lately in education
[45, 56].

1.1 Chatbots in Education

Given that nowadays a significant part of the learning and teaching process utilizes Infor-
mation and Communication Technologies (ICT), chatbot technology can be considered
an important innovation for e-learning [11] for addressing the needs of the learning
community (i.e., learners and instructors) [8]. A chatbot solution might offer support
for different teaching and learning tasks, depending on its architecture and technology
used (i.e., retrieval-based models, [36] and generative models, [47]). On the one hand,
chatbots have the potential to facilitate students’ learning and offer interactive learning
experiences for the students, and even smoothen the transition of secondary-education
students into university environment or help to increase university enrolment (e.g., the
Pounce chatbot introduced at the Georgia State University for safeguarding students’
successfully transition to college). On the other hand, chatbots can ease the instructors’
workload, by acting as teaching assistants and enacting the role of tutors, e.g., by answer-
ing student’s questions and to FrequentlyAskedQuestions (FAQs), by sending reminders
to the students for upcoming deadlines, or even by conducting online assessments.

Chatbot solutions have been already applied inmultiple educational contexts, such as,
in health and well-being interventions [1, 7], in medical education [28], in mathematics
education [30], and in language learning [4, 17, 25, 26, 32]. Also, their use in learning
scenarios can be identified in recent studies, in which chatbots appear to function as
teaching assistants [18], as tutors supporting students in learning general knowledge
subjects [13], for motivating students [40, 57], for feedback provision andmetacognitive
thinking triggering [29, 35] and as formative assessment solutions (e.g., peer assessment
chatbots in Lee and Fu study [34]). Similar chatbot uses, serving teaching and learning
purposes, have been identified in the literature review of educational chatbots for the
Facebook Messenger [48], such as recommending learning content to users, providing
feedback, questions, and answers (Q&A), setting goals andmonitoring learningprogress.

In recent years there has been an attempt to further exploit the capabilities of educa-
tional chatbots, especially for large-scale learning scenarios at universities or in massive
open online courses (MOOCs), since chatbots have the potential to provide individual
support and feedback to students with no further financial or organizational costs for
the providers [56]. Nevertheless, the effectiveness of chatbots in education is complex
and depends on a variety of factors, such as students’ individual differences and person-
ality traits [22, 49], their educational background, their social and technological skills
[38, 39] their self-efficacy and self-regulated skills [49], and instructors’ willingness
and their attitudes towards using chatbots in routine teaching [8]. Also, when chatbots
do not meet certain requirements such as easy use and access, they add little value to
the learning process, including cognitive, meta-cognitive, and affective dimensions, and
there is a high possibility of not being used by the students [20]. Further, one of themajor
challenges relates to the development and sustainable use of a smart chatbot, capable of
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delving into content-related topics and offering personalized guidance and feedback to
the learners [37].

Therefore, the design of new chatbot solutions and their meaningful integration in
higher education presupposes a good understanding of users’ personal traits, their needs,
and expectations, as well as, an examination of their perceptions towards educational
technology [27, 43], the adoption of an appropriate pedagogy [19], and last but not least,
a confrontation of technological challenges and potential limitations, that come relate to
the Natural Language Processing (NLP) research field [58]. In addition, current chatbot
applications suggest that conversational user interfaces still face substantial challenges,
also related to the human-computer interaction (HCI) field [16].

1.2 Users’ Expectations for the Use of Chatbots in Higher Education

Several chatbot solutions have already been designed, developed, and tested, as resulting
from the review of literature on chatbots in education. Yet, chatbot initiatives often ignore
user needs and user experiences [10]. As the field of chatbots is gradually expanding,
developers and designers have an urgent need to understand the user needs that motivate
the future use of chatbots, which is required tomake successful automatic conversational
interfaces [10].

Brandtzaeg and Følstad [10] outline some of the new needs and challenges posed
by the emergent trend of chatbots. Those include, among others, the need for: (i) having
an effective and efficient accomplishment of productivity tasks, (ii) obtaining assistance
or information, (iii) using chatbots for fun or entertainment, (iv) addressing social and
relational factors, (v) reducing loneliness, or enabling socialization. Previous research
along these lines and with the focus on educational chatbots has also already been done
to some extent, projecting possible uses of chatbots in education [21, 33, 48, 50, 55].
Findings of those studies outline the potential use of chatbots as career advisors [33,
54], as intelligent tutors answering students’ questions [21, 55], as means for improving
users’ soft skills [54], and as means for formative assessment implementation with the
provision of qualitative feedback [55]. Moreover, users’ expectations for the design
characteristics of chatbots have been already explored (i.e., recognition; visibility of
system status; anthropomorphism in communication; knowledge expertise, linguistic
consistency; realistic interaction) which may enhance the feeling of trust and support
students in a personalized and interactive way [50].

2 Research Questions of the Study

A few educational chatbot solutions have already been designed and developed inHigher
Education, being yet an emerging educational technology within many countries. The
examination of users’ needs and expectations has been explored to some extent, with
a focus on chatbots’ characteristics and HCI implications. However, an investigation
of how higher-education students and educators envision the meaningful integration of
chatbots in higher education in a broader scope is still missing. In response to this, the
present investigation aims to document the envisioned pedagogical uses of chatbots in
higher education and the benefits and challenges related to their use. The following
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two research questions are being addressed in this study: (1) What are the envisioned
pedagogical uses of chatbots in higher education as proposed by learners, instructorswith
relevant experiences, and experts in the domain of chatbots? (2) What are the benefits
and challenges of using chatbots in education as perceived by experts in their proposed
pedagogical uses of chatbots?

3 Methodology

This is a qualitative injury. Data collection is based on in-depth, semi-structured inter-
views with various stakeholders, including students, instructors as well as experts in the
field of AI and educational chatbots.

3.1 Participants

Instructors and students from different local universities in Cyprus were invited to par-
ticipate in this study. Ten instructors and eight undergraduate students, with different
backgrounds (i.e., Multimedia and Graphics Art, Computers Science, Sport & Exercise
Science), volunteered to participate in semi-structured interviews. Also, all the partici-
pants had experienced at least once an interaction with a chatbot, regardless of the field
of application, as confirmed by the interview data. Additionally, experts from the field
of AI and educational chatbots participated in the study. Two came from academia (one
from each organization: Bellwether College Consortium, University College London -
Knowledge Lab) and two came from the industry (one from each organization: Sintef
Digital, CYENS Centre of Excellence). A total of 22 interviews were conducted via
teleconferencing. All the participants consent to anonymously use the data for research
purposes.

3.2 Data Collection

Data from in-depth, semi-structured interviews were considered to be the most impor-
tant source, serving the needs of our research aims, as they provided us with rich and
deep insights into the concepts under investigation [14]. The semi-structured interviews
were driven by two protocols, developed by the authors. The first protocol was used with
higher-education instructors and students and included questions on the previous expe-
rience of the users with chatbots (e.g., Have you used a chatbot before? With reference
to this previous experience, what would you change in the chatbot(s), so that it would
better address your needs?) and their needs and expectations on a potential chatbot use
(e.g., In your opinion, could a chatbot facilitate your learning/teaching progress? How?
Please explain your reasoning.). A slightly adapted version of the first protocol was used
with the experts, including questions on the state-of-the-art on pedagogical chatbots in
higher education in terms of areas of application (e.g., What is the state-of-the-art on
pedagogical chatbots in higher education? In terms of instructional designs integrating
chatbots? In terms of areas of application and learning scenarios?) and the potential
of educational chatbots to facilitate teaching and learning (e.g., How could chatbots
facilitate students’ learning in higher education?).
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The second protocol, was used merely with experts and included questions on the
added value of chatbots in education (i.e., What is the added value for chatbots in
higher education?), and the benefits and challenges raised in the proposed areas of
application, the potential and/or possible constraints of chatbots to offer personalized
learning experiences (e.g., What is the potential of chatbots in offering personalized
learning experiences, including personalized feedback to learners? What types of fea-
tures should chatbots have, serving this purpose?What are the possible constraints?).All
the interviews were recorded upon the interviewees’ consent and transcribed verbatim.

3.3 Data Analysis

For addressing the first research question of the study, the first dataset was utilized (use
of first interview protocol). The study adopted a grounded theory approach in order to
address the first research question. Specifically, the analysis of participants’ interview
transcripts followed an iterative analysis was conducted as described in Strauss and
Corbin [51, 52] and Thai, Chong, and Agrawal [53]. The coding operations employed
for the data analysis included an open-coding process for concepts and categories, axial-
coding for relationship between categories at their property and dimension levels, and
selective-coding for our results’ formation. All these required constant comparison as
an inherent task.

Our first step was to discover concepts through detailed examination of the data. We
started with open coding; this was a line-by-line coding in which key statements used
by the participants were noted, attempting to unitize the data. Open coding resulted in
a total of 32 codes. Throughout the process, we maintained memos on the process to
allow for selective coding, an iterative process of grouping and regrouping the codes into
core categories. However, as the analysis progressed, the code system was continually
trimmed down and refined for better understanding of the data and concepts underlying
in the data. In the end, 23 codes were kept (see Table 1).

Next, we carried out axial-coding (i.e., comparison of data observations) to find
the relationships that existed between the different codes corresponding to groups of
conceptual properties and dimensions [52].With the help of the literature,we categorized
the codes under more abstract higher-order classifications in two different levels: (i)
categories: different dimensions of the learning process (i.e., cognitive, metacognitive,
and affective domain, administrative work); (ii) sub-categories: specific type of activities
(e.g., counselling) and/or aspects of learning (e.g., emotional aspect). Following that,
we went through a third coding processes, using the codes, the sub-categories and the
categories which resulted in the previous steps. During this process, we related the
categories found in axial-coding to the core category which represents the main theme
of this study, that is the learning process. With the use of techniques, such as, the use of
diagrams, sorting, and reviewing through memos, we concluded to three higher-order
categories, reflecting the chronological intervention of chatbots in the learning process.

For addressing the second research question of the study, the second dataset was
utilized (use of second interviewprotocolwith domain experts). In this case,we adopted a
thematic analysis approach [41] involving an open coding process followed by clustering
of the emerged codes into broader themes portraying the (i) benefits and (ii) challenges
of the proposed pedagogical uses of chatbots.

https://doi.org/10.1007/978-3-030-77943-6_tbl1
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4 Results

4.1 Envisioned Pedagogical Uses of Chatbots in Higher Education (RQ1)

The data analysis revealed various envisioned pedagogical uses of chatbots in higher
education which can potentially facilitate learning (Table 1). Those uses can be clus-
tered based on the domain of learning that they serve (e.g., cognitive and affective) and
instruction-related tasks (i.e., administration) and also the phase in which they are situ-
ated with respect to the learning process (i.e., prospective, on-going, and retrospective
intervention).

Proactive Intervention. This higher-level category refers to uses of chatbots in edu-
cation which focuses on the cognitive learning domain (i.e., assessing students’ prior
knowledge and setting-up learning goals), on social aspects of the affective domain,
such as, the promotion of inter-social interactions among learners (i.e., the chatbot con-
necting students’ with common educational paths and initiating an interaction among
those) and on the easing of administrative work (i.e., the chatbot providing adminis-
trative information for the university to freshmen) for smoothening the transition of
secondary-education students into the university environment. Those uses were pro-
posed by instructors and experts, whereas the students did not make any reference to the
potential proactive use of chatbots. Indicative quotes from the interviews tangling the
above-mentioned uses are given below (Table 2).

On-Going Intervention. This higher-level category refers to uses in which the chatbot
can facilitate the on-going learning process and can be clustered in two different learning
domains: cognitive and affective. In addition, a category corresponding to administrative
work that facilitates or accompanies the learning and teaching process also emerged
through the data analysis.

The first category involves uses with the chatbots targeting cognitive aspects of
learning (see Table 3). Namely, one use relates to the role of the chatbot as a remote
tutor in the learning process. Experts referred to the role of the chatbot as a remote tutor
helping the instructor in lecturing and delivering content to the students and responding to
students’ content-related questions. Students and instructors also envisioned chatbots as
tutors for responding to students’ content-related questions. Specifically, the instructors-
interviewees pointed out the need of having a chatbot responding to students’ content-
related questions, rather than administrativematters, since the latter can be also addressed
now through the mass amount of information that students already receive in social
networks and e-learning systems. Specific functionalities that the chatbots could have
for serving this use were also proposed. A functionality that the chatbot could have,
is posing a question at the end of the conversation for assuring that the conversation
has successfully taken place and the content-related issues have been resolved. Another
functionality could allow the chatbot to share relevant resources with the students. Apart
from the pedagogical value of this use of chatbots in the learning process, it also benefits
the instructors in the sense that is saves time, but also the chatbot could be available at any
time of the day, thus helping the students to receive immediate support, as acknowledged
by the interviewees.
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Interviewees further proposed a tutoring role of chatbots for offering tutorials for
basic concepts of a course, supporting the learners while studying a new language, and
even delivering a specific lesson that a student missed in the class. In addition, the

Table 1. Envisioned pedagogical uses of chatbots in higher education

Higher-level categories Categories Sub-categories Codes

Proactive Cognitive Assessment Assess prior conceptual
knowledge

Affective Social Promote inter-social
bonding of learners with
common educational
paths

Administrative Induction Provide introductory
information about the
university

On-going Cognitive Remote tutor Tutorials; respond to
content questions;
shared resources;
mediator to the
instructor

Cognitive Formative assessment Assess conceptual
understanding; offer
personalized feedback

Affective Emotional Offer psychological
support to the students;
fulfil the feelings of
loneliness and anxiety

Affective Motivational Motivate the students
and query about
students’ satisfaction
with their performance

Affective Social Promote inter-social
bonding of learners

Administrative Counselling Offer course
counselling; students’
affairs services

Administrative Reservations Book meetings with
instructor; book a slot at
the Lab

Administrative Course information and
admin processes

Provide information
about course deadlines;
offer support in
submissions; collect
assignments; respond to
FAQs

(continued)
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Table 1. (continued)

Higher-level categories Categories Sub-categories Codes

Administrative Surveys Facilitate teaching
evaluation

Retrospective (Meta)cognitive Reflection Act as personal
reflective tool

Cognitive Learners’ summative
assessment

Conduct quizzes

Table 2. Indicative quotes for the proactive intervention of chatbots in higher education

Sub-categories Codes Indicative quotes

Assessment Assessing prior knowledge “I would like a chatbot that could test
students’ prior knowledge at the
beginning of the semester, especially
when the course has a prerequisite.”
(Instructor #3)

Social Inter-social bonding of learners with
common educational paths

“You might have a component beneath
the chatbot that identifies how
students seem to follow some
educational path because of their
background […] and the chatbot could
proactively propose connections with
other peers with similar educational
paths so that they can form a study
group to work together.” (Expert #2)

Induction Introductory information about the
university

“The chatbot could give some
instructions to freshmen students e.g.,
some information about student life,
or about the university processes.”
(Instructor #5)

instructors proposed specific instances in which remote tutoring, namely meaningful
conversations between chatbots and students for learning purposes, could be beneficial
for the students. One of these instances includes the scenario in which the chatbot can act
as a guide in problem-based learning; in other words, the chatbot can offer step-by-step
support in problem solving tasks to the students. In another instance, the chatbot could
intervene in critical benchmarks and check points of the learning process, interacting
with the students and making sure that the core learning objectives have been met. In
addition, interviewees from the three categories (expert, instructor, students) proposed a
mediating role of the chatbot in the learning and teaching process. In this occasion, the
chatbot, while interacting with the students in content-related topics, has the capability
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to understand when the instructor should intervene in the chatbot-student conversation;
therefore, the chatbot is acting as the mediator with the instructor to intervene in the
conversation.

Table 3. Indicative quotes for the on-going intervention of chatbots in higher education in the
cognitive domain

Sub-categories Codes Indicative quotes

Remote tutor Tutorials; respond to content
questions; shared resources; mediator
to the instructor

“I can imagine having a chatbot that
helps you get all your lectures online.
Chatbot being remote tutor could be
very helpful for lecturers in this
situation” (Expert #4)

Social Inter-social bonding of learners with
common educational paths

“Definitely, chatbots could help in
content-related questions and
problems, which I see that many
students face similar problems, and it
takes time to see one by one.”
(Instructor #4)

Induction Introductory information about the
university

“I usually read late in the evenings,
and when a question may arise during
my study, I would like to have a
chatbot to help me and address my
questions.” (Student #8)

Another major sub-category under the cognitive domain of chatbot educational uses
includes the implementation of formative assessment. In this case, the chatbots can be
designed for assessing students’ conceptual understanding on a topic, offer personalized
and direct feedback to the learners and even identify learning difficulties of the learners.
However, one of the experts stressed the importance of having well-designed chatbots
for this educational use, as there might some risk that the chatbot will cause frustration
and irritation to the students if it fails to provide meaningful responses.

The second category of the on-going chatbot uses serves affective aspects of the
learning process, namely, emotional, motivational, and social aspects of learning (Table
4). The interviewees proposed the potential of chatbots to offer psychological support
to the students and to fulfil the feelings of loneliness and anxiety (i.e., emotional), to
motivate the students during their learning journey and query them in short conversations
about their satisfaction with their performance (i.e., motivational), as well as, to promote
inter-social bonding of learners and learners with mentors (i.e., social). For the social
bonding idea, the experts referred to personalization and adaption of chatbots to respond
to language, cultural and social norms of the students. Nevertheless, the social bonding
ideawas facedwith some concerns from the experts’ side. Cultural differenceswere cited
as a potential barrier in designing technological solutions that can really serve social
bonding and explained that this is an area that needs further research and development.
Besides this, the application of chatbots for social bonding was seen with caution by
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some of the interviewees (i.e., instructors and students), as they could not see any value
of chatbots mediating in the social bonding with other humans.

Table 4. Indicative quotes for the on-going intervention of chatbots in higher education in the
affective domain

Sub-categories Codes Indicative quotes

Emotional Offer psychological support to the
students; fulfil the feelings of
loneliness and anxiety

“One part that has been in my mind for
several years now, that maybe chatbots
can help with, is in psychological
support rather than educational
support, in the sense that the chatbots
understand the psychology of the
students” (Instructor #2)

Social Inter-social bonding of learners
with common educational paths

“The increase of anxiety and loneliness
we see especially among the higher
education students, it’s increasing for
sure. And having that chatbot at least
feels like they’ve listened to There
might be a great opportunity there”
(Expert #3)

Motivational Motivate the students and query
about students’ satisfaction with
their performance

“I would add the affective part as well.
That is, the chatbot should be smart
enough to look at how satisfied the
student is with his or her own
performance if there are issues that
need to come to the teacher’s attention
beyond the cognitive part.” (Instructor
#3)

Last, the fourth category of on-going chatbots uses in the learning and teaching
process encompasses complemented administration tasks (Table 5). In particular, the
chatbot could be used for course counselling (i.e., course counselling, students’ affairs
counselling, and services), for reservations (i.e., arrange and book meetings between a
student and the instructor or for making a reservation in the laboratory and other univer-
sity premises), and for course information and administrative processes (i.e., collecting
students’ assignments throughout the semester, reminding students for course dead-
lines, facilitating and offering support during the submission process of assignments
and responding to FAQs of the students that deal with administration). Last, the chatbots
can be used for module feedback provision that typical takes place at the end of the
academic semester and as part of the instructors’ evaluation. Students’ responses could
be shared directly with the instructor, thus leaving room for improvements in the course
delivery.
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Table 5. Indicative quotes for the on-going intervention of chatbots in higher education in
complemented administration

Sub-categories Codes Indicative quotes

Counselling Course counselling; students’
affairs services

“… or to use a chatbot for
getting an immediate response
that you need from the students’
affairs, instead of waiting a few
hours when the issue is urgent”
(Student #8)
“It could offer support as a
curriculum guide and for course
counselling” (Student #3)

Reservations Book meetings with instructor;
book a slot at the Lab

“I often need to go to the lab to
use the 3D printer, the laser and
other equipment, but in our
university, we have a big
problem in making a reservation
for the lab. I would like to have
a chatbot making a reservation
for the lab” (Student #3)
“to make an appointment with
me via a chatbot would be a
good choice” (Instructor #1)

Course information and
admin processes

Information about course
deadlines; offer support in
submissions; collect
assignments; respond to FAQs

“The majority of the questions
are like, when is the deadline,
where should we submit … so a
chatbot responding to all these
FAQs would help!” (Instructor
#2)

Surveys Facilitate teaching evaluation “Instead of the standard
questionnaires given to students
at the end of the semester, the
chatbot could do a
mini-interview with the students
to give me a richer feedback on
my lesson. This could take place
several times during the
semester.” (Instructor #3)

Retrospective Intervention. Uses in which the chatbot can facilitate the learning pro-
cess retrospectively were proposed by experts and students; those uses have been clus-
tered under the metacognitive domain. Chatbots may appear as personal reflective tools,
getting in short conversations with the students, but also the instructors, for helping them
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to reflect on the learning and teaching process. Also, the chatbots can be used for sum-
mative assessment, with the implementation of quizzes and tests that measure students’
conceptual understanding of a topic (see Table 6).

Table 6. Indicative quotes for the retrospective intervention of chatbots in higher education in
the metacognitive domain

Sub-categories Codes Indicative quotes

Reflection Act as personal reflective tool “I think you could use it for
educators and for students as a
personal reflective tool. So, a
chatbot that would help you
understanding your learning
behavior, that would kind of sit
on your shoulder virtually and
monitor certain things”. (Expert
#4)

Learners’ summative
assessment

Conduct quizzes “Maybe the bot could do
something like a quiz, giving you
a percentage of your correct
answers at the end of the quiz.”
(Student #3)
“One approach could be, using
the chatbots to do assignment, do
quizzes” (Expert #1)

4.2 Benefits and Challenges of the Proposed Pedagogical Uses (RQ2)

As it has been revealed from the interview data, the envisioned uses of educational
chatbots bears several advantages but also challenges, often linked to technological
affordances and constraints. Among the advantages (see Table 7), the cognitive offload
of the users was mentioned. That is, from the users’ perspective cognitive offload was
explained in the sense that they do not need tomemorize pieces of information, deadlines,
etc., when a chatbot can offer this type of information easy and quickly via a short
interaction with the user. Then, from the instructors’ perspective, cognitive offload was
explained in the sense that the chatbot can reply to FAQs. More benefits include the low
development cost, the capability of chatbots to address the needs of large-scale classes,
the chatbots’ availability to interactwith the users at any timeof the day and their potential
to interact proactively with the users and display precisely the information that the users
are searching for. In addition, the type of interaction that takes place between chatbots
and users can be characterized as a human-like and enjoyable and can be considered
appropriate for online teaching and learning. In addition, the personalization aspect has
been acknowledged as an advantage, since a sufficiently advanced chatbot should be able
to accommodate the particularities of the user or the student interacting with a chatbot.
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Table 7. Indicative quotes from the experts’ interview data on the benefits of the proposed
pedagogical uses of chatbots

Codes Indicative quotes

Cognitive offloading “So instead of having to remember things for
myself or having to solve a certain task in a
prescribed way the chatbot allows offloading my
cognitive effort to a machine.” (Expert #2)

Low-cost development “… for some chatbots getting started is really
easy so that the cost of starting out by getting a
minimum value products chatbots is low, much
lower than any kind of development projects.”
(Expert #1)

Personalization “A sufficiently advanced chatbot should be able to
accommodate the particularities of the user or the
student interacting with a chatbot. […] therefore,
offering personalized feedback back to the
students I think is a second potential for benefit
by using chatbots in the classroom.” (Expert #2)

Availability at any time “One benefit is the continues feedback to the
students in the sense that the students can ask as
often as they choose for feedback on their
progress or on their next steps and a teacher
might not be available all the time to give this
feedback, so the first benefit is to have this
continues opportunity for feedback” (Expert #2)

Appropriate for large scale classes “The benefits are of course the efficiency that can
be used with chatbot in education space
especially for large classes” (Expert #3)

Easy to retrieve information “I think chatbots have their main benefit when
they are able to provide users with help in a more
convenient manner than students could have got
otherwise” (Expert #1)

Human-like and enjoyable interaction “I think that if the chatbot is able to represent
content in a dialogue manner the content will
likely be better and more engaging and more to
the point than if the content is given in a sort of
text post on a website. So, the benefit can be that
chatbots forces us to make better content or at
least content that fits a way of interacting for the
user” (Expert #1)

Appropriateness for online learning and
teaching

“I think right now it is the perfect time, as pretty
much all of all the universities are moving
completely online […] the fact that everything is
being put online now, shows the opportunity to
have a chatbot.” (Expert #3)

(continued)
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Table 7. (continued)

Codes Indicative quotes

Proactive intervention “By having a proactive intervention from the
chatbot to the students they could help them to
propose new variations of the questions that the
students missed.” (Expert #2)

Table 8. Indicative quotes from the experts’ interview data on the challenges of the proposed
pedagogical uses of chatbots

Codes Indicative quotes

Personalization technology limitations “Now, chatbots come with pre-determined skills for
rather narrow domain of discourse. Having
unconstrained chatbots would essentially solve the AI
problems we have now, and we are far from doing
that” (Expert #2)

Ethical considerations “I would see that the primary challenge in my mind is
the ethical dimension of the employment of chatbots
in the classroom or in education in general […] I think
there is also a concern of how to handle the data that is
gathered from a chatbot interacting with a student”
(Expert #2)
“Then there is also the data that involves with the
collection of data, data privacy issues are always of
concern” (Expert #3)

High maintenance cost “.. on the challenge side the cost of maintaining a
chatbot that has advance capabilities are quite high.
So, starting out is easy and cheap, maintaining is
something growing into something that is costly and
challenging” (Expert #1)

UX problems “You just have to find out what the capabilities of the
chatbot are, and I think that this can also be a
challenge, because the users might feel frustrated if
they are not aware of what the chatbot should be able
to do.” (Expert #1)

However, the application of chatbots may be accompanied with challenges (Table
8). Personalization, even though being viewed as a potential benefit, it has been also
listed among the challenges, as the technology is not ready yet to fully support this
functionality, according to the experts in the domain. Related to the previous constraint,
another challenge proposed by the experts, includes the limitation of a chatbot to handle
complex conversations and the high error rate at the beginning of their use, which can
evolve via machine learning techniques. As the domain expert-interviewees explained,
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this challenge affects in a great extent the successful application of pedagogical scenarios
for students’ learning support, assessment, and personalized feedbackprovision.Another
major challenge that was revealed in our analysis, deals with ethical considerations
around the application of chatbots in education. This challenge bears several dimensions.
First, a chatbot-student interaction can be viewed as an educational intervention which
raises ethical questions in case of undesirable effects. Second, an orthogonal ethical
consideration involves data privacy issues; that is the data that is gathered from a chatbot
interacting with a student and its further use for research or policy making purposes.
Finally, the experts argued that sustainability of use, high maintenance cost and potential
user experience (UX) problems which might cause feelings of frustration to the users,
were also outlined. Related to the latter point, it was explicated by one of the experts that
it is necessary for the users (e.g., learners) to be aware of the capabilities of the chatbots
and adjust their expectations accordingly, to avoid feelings of frustration.

5 Discussion

5.1 Envisioned Pedagogical Uses of Chatbots in Higher Education (RQ1)

In this study, we sought to identify how higher-education users and experts in the domain
of educational chatbots envision pedagogical uses of chatbots in higher education, as
well as the benefits and challenges related to their use. The qualitative analysis relied
on 22 in-depth, semi-structured interviews with learners, instructors, and experts in
the domain of AI and chatbots. Our analysis disclosed envisioned pedagogical uses
applicable for three distinct phases of the learning process: prospectively, on-going,
and retrospectively. It further revealed a wide spectrum of potential uses of chatbots
that the particular interviewees consider appropriate and meaningful to be integrated
into higher education, covering core dimensions of learning in the cognitive [3, 9] and
affective (emotional, motivational, social) [31] learning domains. In addition to the
above-mentioned categories, we have documented uses of chatbots that support the
conduction of administrative tasks that relate to the learning and teaching processes.
Using technology effectively in administrative activities could provide more access to
information resources and ease the teaching and learning processes [42]. Likewise, the
proposed chatbot uses have the potential to increase administrative efficiency and even
lead to innovative administrative approaches.

Even though several envisioned pedagogical uses have been already identified as
chatbot solution in previous studies, such as chatbots acting as teaching assistants [18],
as tutors [13], for feedback provision and metacognitive thinking triggering [29, 35],
and as formative assessment solutions (e.g., peer assessment chatbots in Lee and Fu
study [34]), still our findings portray potential uses of chatbots in a wider spectrum
of educational applications. In addition, our analysis provides a useful categorization
of chatbots’ uses into three distinct phases of the learning process and into different
learning domains. In this sense, our findings depict in a non-fragmented manner the uses
of chatbots in education, as envisioned by the participants of this study.

Of particular interest is the fact that chatbots have been suggested by our participants
as means to enacting the role of the facilitator in problem-based tasks, while also inter-
vening in the learning process, and interacting with the students in check points. This
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use aligns with two learning approaches. First, it aligns with the inquiry-based learning
approach [2], in which the instructor appears as a facilitator intervening in the so-called
check points for discussing with the learners; likewise, when appropriately trained, chat-
bots could enact this specific role. Second, this chatbot use relates to the problem-based
learning model [44], during which the learners are engaged in self-directed learning,
to examine and solve a given problem. Overall, chatbots were envisioned by the inter-
viewees as facilitators in problem-based and inquiry-based learning and teaching. Such
pedagogies adhering to principles of active learning and collaboration fall under the cat-
egory of socio-constructivist learning theories (i.e., constructivism by Piaget and socio-
culturalism byVygotsky). Even though current chatbot solutions do function as teaching
assistants and tutors in the classrooms [13, 18], yet the framing of those solutions within
an appropriate pedagogy seems to be still scant and little research has been conducted
with this focus [57]. The need to design chatbots to support such pedagogical uses, with
implications in pedagogical contexts, is imperative. This requires an understanding of
learning as an active process on the behalf of learners, whose prior knowledge and the
interaction with the social environment has a catalyst role to play in their knowledge
construction.

5.2 Benefits and Challenges of the Proposed Pedagogical Uses (RQ2)

The realization and potential success of these pedagogical uses is associated with their
technological affordances and constraints. First, a human-like interaction with chatbots,
as described by some of our participants, can be considered appropriate for online teach-
ing and learning, especially in the post-covid era that we are experiencing nowadays.
Further, among the advantages that chatbots bring into education, is their low develop-
ment cost, as acknowledged by our participants, consistent with what is already pro-
posed by previous scholars [56]. However, interviewees in this study also argued about
the high costs of maintaining the use of chatbots, which might have implications for the
widespread use of chatbots by educational organizations. More advantages include the
cognitive offload of the users (e.g., bots responding to FAQs), chatbots’ availability to
interact with the users at any time of the day, and their potential to interact proactively
with the users. Consistent with previous authors, this proactive role can be achieved
because chatbots can initiate a ‘dialogue’ with the user and adjust the content of the
communication appropriately, considering the user’s location or clickstreams, making
the user feel that s/he is personally addressed [24].

The appropriateness of chatbots for large-scale classes has been acknowledged by
our participants. Onewould think that chatbots, as applied in education, can be a solution
to the inadequate individual support that students receive in large-scale courses and/or
MOOCs [23], with no further financial and organizational costs for the providers. In
sum, chatbots can potentially provide essential individual student support especially in
large scale classrooms, in which the provision of individualized feedback and support is
demanding for educators. Moreover, the interactions among chatbots and the users can
be automatically analyzed (e.g., by employing sentiment analysis as a proxy to measure
users’ satisfaction, as proposed by Feine, Morana, and Gnewuch, [15]), thus providing
another advantage of using chatbots in education. Analysis of this nature can be used
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to understand the users’ requirements and therefore improve the service or product that
the chatbot is serving.

Despite all these advantages, there are several constraints that hinder the maximum
performance of educational chatbots. For instance, even though chatbots can evolve
via machine learning techniques and through evaluating conversations with users, the
error rate at which a chatbot works is initially high [36]. Also, according to the same
authors, even though chatbots can simplify the administrative work of educators by
disclosing supplementary information to students about their courses, they often fail to
solve content issues. This becomes a bit problematic when chatbots are meant to be used
for meaningful formative assessment purposes and content-related guidance provision.
Let alone, as indicated by the experts in our study, when chatbots do not comprehend the
users’ requests and questions, even in administrativematters, they could cause frustration
originating from ineffective communication.

Shortcomings in the use of chatbots include the usual disconnect between the vision
of what AI powered chatbots or intelligent tutoring systems could be, and what they
really are [5]. This could be attributed to the approaches used in practice, which are
mainly simple. Also, research innovations in the field, often do not get integrated into the
systems deployed at scale; that is, systems being used at scale in education are generally
not representative of the full richness that research systems demonstrate. Therefore,
even though there is an initial intend from researchers to develop systems that can use
reinforcement learning to improve themselves [6], few systems incorporate this capacity
[5].

Finally, another major challenge deals with ethical considerations on the application
of chatbots in education. As with all novel technologies, chatbots also entail ethical and
privacy implications. Besides, chatbots comprise AI entities and, therefore, they must be
subject to the ethical standards applicable toAI [12]. As derived fromour data, especially
in the field of education, chatbots may be hindered by ethical considerations in relation
to the actual educational intervention, but also the type of interactions that take place,
and the way the conversation data are being further used and exploited. Those concerns
are expected to be encountered in chatbots’ integration in an educational context, and
thus, appropriate attention should be given to each potential chatbot use, according to
the purpose that the chatbot serves each time.

6 Implications and Limitations

The findings of this study can have implications for researchers and educators in higher
education, but also, software designers and developers in the field of chatbots. The
proposed pedagogical uses of chatbots that can be exploited for the creation of specific
pedagogical scenarios, accounting also for the added value of a particular chatbot use,
the learning context, users’ characteristics, and particular needs, chatbot technology, and
pedagogies that are deemed appropriate in each scenario.

Finally, in this work, the participants (learners, instructors, and one of the four
experts) came from a single country, as they were reached by convenience. In future
work, the authors should aim to have participants from a wider region and other cul-
tures. Our results, although not generalizable, offer an in-depth analysis of current and
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future opportunities and challenges related to the use of chatbots in higher education.
This study contributes new knowledge in the area, and we hope it will spark interest,
research, and development in the field of educational chatbots in higher education.
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Abstract. With COVID-19, colleges had to change the way they handle educa-
tion. Students had to adapt to remote learning instead of the face-to-face learning
they are used to. The transition to remote learning has proved to be difficult, but
most courses have translated over without any problems. Unfortunately, the same
cannot be said for the lab courses,which traditionally have students conduct hands-
on experiments. In order to achieve the same level of effectiveness that the labs
had prior to COVID-19; a new system is required. The long-term goal of this work
is to develop a complete immersive Virtual Reality (VR) chemistry lab. In the VR
lab space, the student can handle chemicals and equipment to simulate an actual
chemistry lab. Using a VR headset and haptic gloves, the user will be able to freely
move and interact with the virtual lab, fellow students, and their teacher. Due to
COVID-19 restrictions, instead of the students testing the virtual experience, we
presented a 6-min video demonstration of our immersive VR chemistry lab to
109 General Chemistry students. Students filled out pre- and post-questionnaires.
80% of the students either strongly agreed or agreed with the statement, “I think
learning general chemistry with VR and haptics will be more engaging than a
standard lecture”. For the statement, “I think undergoing the chemistry lab train-
ing in a VR environment rather than watching videos will help me learn the basics
of chemistry lab better”, 71.8% of the students strongly agreed or agreed with the
statement.

Keywords: Chemistry · Virtual reality · Haptics

1 Introduction

The onset of the COVID-19 pandemic has drastically changed the way chemistry is
taught at academic institutions. Starting in March 2020, many U.S. colleges and univer-
sities closed their doors to in-person learning causing students to learn remotely. This
greatly hampered the instruction of chemistry labs, where students typically conduct
experiments using chemicals and instruments. Instead, students watch videos of experi-
ments, write lab reports on provided data, perform at-home experiments, and use virtual
simulations [1]. However, students did not get the hands-on experience of learning the
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correct protocol towork in a lab and handlemodernmachinery and hazardous chemicals.
Given that many schools remain closed to in-person learning, it has become imperative
to develop a way that students can learn the skills and techniques of conducting chem-
istry experiments without having to physically be in the lab. Benefits of a virtual lab
would also extend beyond the end of the current pandemic. Students who cannot attend
lab because they are pregnant, in the military, or are handicapped would benefit from
alternative lab experiences that still adequately prepare them for working in a lab [2].
Even before the pandemic began, the utility of undergraduate labs for General Chemistry
courses was called into question [1, 3, 4]. Labs are expensive to conduct [5], and many
academic institutions were already experiencing a strained budget. Furthermore, it was
questionable if students were actually learning the intended goals [1, 3, 4].

However, despite the cost and questions about learning, if done correctly, labs can
be a vital part of the General Chemistry learning experience. Johnstone purposed that
chemistry is taught in a three-pronged approach—the symbolic, the microscopic, and
the macroscopic. The lecture sections generally emphasize the symbolic material (the
chemical symbols, abbreviations, math equations, and variables) and the microscopic
material (atomistic movements). Lab is the place where students can learn about chem-
istry macroscopically, that is, how chemical reactions affect the environment and the
surroundings, and students can make connections between the macroscopic and the
microscopic and symbolic worlds [6, 7].

Our solution to remote lab instruction is to use virtual reality (VR) head-mounted
displays (HMDs) with haptic gloves. VR is beneficial for student learning for multiple
reasons including making abstract ideas seem tangible and making students be actively
engaged [8]. Our simulation will allow students to explore a realistic lab setting while
handling machinery and chemicals. Students can interact with the avatars of other stu-
dents, the lab assistants, instructors, as well as a “Virtual Buddy” who can act as a
resource by answering questions. The haptic gloves will allow the students to feel the
weight of the glassware and to handle the lab equipment and chemicals in a safe and
controlled manner.

As mentioned above, there is uncertainty about the intellectual benefit that General
Chemistry students gain from taking lab. Part of the problem can be attributed to the
cognitive overload that students experience [9]. Typically, in a college teaching lab,
students are introduced to the instruments and chemicals when they are conducting
the experiments. Students not only have to learn the chemistry, but how to handle the
equipment and materials as well. Some students do not take lab as part of their high
school chemistry course. Even if they had, they may not have seen the same types of
instruments and machines. Many of the chemical names sound foreign to the students,
which creates confusion [6, 7]. To counter this, Brigham Young University and Purdue
University require that their students record videos to verify that they know how to
use the equipment before conducting actual experiments. At BYU, instructors have
noted a decrease in broken glassware and safety issues [1]. For over three semesters at
the University of Western Australia, approximately 75% of level-1 Chemistry students
opted to participate in a 360° virtual tour the lab with over 90% of students saying that
they agreed that the lab tour familiarized them with the lab setting and approximately
70–90% agreed that they felt prepared for lab [10]. By introducing the lab setting and
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materials to students in a safe manner that students can explore on their own time, we are
hoping to prepare students for actual experiments so that they can focus on the chemical
reactions and learning goals rather than be distracted by the lab setting.

Another potential benefit of VR-lab training is self-efficacy. Self-efficacy is defined
as the student’s belief that their actions can lead to success in a chosen subject or task [11].
A study of students in a social studies class show that student’s self-efficacy impacted
their goals and eventual academic achievement in the class, which suggests that self-
motivation has a large impact on student success [12]. A study of first-year college
students shows a direct correlation between student expectations and student success
[13]. Therefore, to increase student retention, it would make sense to invest and improve
student confidence. The role of VR in increasing self-efficacy needs more research, but
there are some promising signs [9]. One way to enhance a student’s self-efficacy is to
give that student a sense of control [14]. An immersive VR environment would provide
this for the student [9]. A meta-analysis of computer simulations and gaming in the
classroom showed that students who used interactive computer simulations had more
cognitive gains and a better attitude about learning than those in a traditional learning
environment [15, 16]. A 2019 study about VR-lab safety training for engineering stu-
dents showed that students in an immersive VR environment had increased motivation
and self-efficacy compared to students reading the lab manual or using VR on a desk-
top computer [17]. VR training has also been shown to improve the self-efficacy of
participants undergoing training for negotiating [18] or classroom teaching [19]. In our
planned VR lab space, students would handle their own equipment and chemicals in a
safe environment with easy access to a “Lab Buddy,” which acts as a resource when the
instructor and lab assistants may not be available. Thus, students would control their
own learning experience, which should strengthen their confidence when they are ready
to conduct experiments in an actual lab.

VR has been used in classroom instruction for decades. Computer simulations have
been used to augment lab instruction as far back as 1980 [20]. VR-haptic surgery training
has been used since 1998 [21, 22] and remains an important tool for training doctors
and surgeons before practicing on patients. VR has been used to train surgeons in how
to do laparoscopies, carotid stenting, and ophthalmology [8]. VR-trained surgeons were
29% faster and six times less likely to make mistakes while performing laparoscopic
cholecystectomy gallbladder dissection than surgeons with traditional training [8, 23].
These studies show that VR training is effective at preparing doctors. We believe that it
can be equally as effective as preparing students for their chemistry courses.

VR has already been in use to teach organic chemistry [24], physical chemistry [25],
and biochemistry [26, 27]. In previous studies, students have found that using VR to
teach chemistry to be very fun and educational. The “Bug Off Pain” VR game teaches
students about the impact that toxins have on pain signaling pathways in the body. In a
post-game survey, students reported feeling engaged and motivated to learn more [27].
This and other chemistry VR learning platforms, such as Labster [28], EduChemVR
[29], VR-ENGAGE [30], Molecular Zoo, Peroxiredoxin Fish Tank, Protein Backbone
Explorer, Nano Simbox iMD, Water VR [31], and MEL Science [32] rely on HMDs,
whereas our proposed simulation will allow students to “touch,” “feel,” and “handle” the
chemicals and lab equipment with the use of haptic gloves. Our chemistry lab simulation
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is designed to allow students to access the lab in a safe and comfortable setting in a
way that will give students confidence for the time that they first approach the actual
chemistry lab. By being prepared in a virtual space, we anticipate that students will feel
more comfortable and have increased confidence, whichwill encourage them to continue
with their chemistry education.

2 Methods

2.1 Application

Our fully immersive virtual environment has four main components: a) Virtual Scene,
b) Haptic glove, c) Companion- “Virtual Buddy”, and d) Database. Figure 1 shows the
overall system design.

Fig. 1. Overall system design.

The virtual scene has two capabilities: a classroom and a lab. For a realistic render-
ing of the scene, we used High Definition Render Pipeline and Physically-based Ren-
dering (PBR) [33, 34] in Unity software package. PBR uses bi-directional reflectance
distribution function (BRDF) [35, 36] to approximate accurate light-flow models.

We placed an interactive periodic table on the wall of our scene (as seen in Fig. 2).
The periodic table has a CPK Color toggle button which changes the colors of elements
in the periodic table to CPK colors, which are used to distinguishing atoms of different
chemical elements. Clicking on an element in the periodic table will spawn the selected
element on the table. Radius and color information for each element will be stored in
our MySQL [37] database.
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Fig. 2. First-person view in the virtual scene.

2.2 Video Demo

Due to the restrictions of COVID-19, instead of students testing the virtual experience,
we presented a 6-min video demonstration of our immersive VR chemistry lab to 109
General Chemistry students at Hendrix College. The video demonstration was two-fold.
The first part included information about VR HMDs, haptic gloves, and the reasoning
of the study. The students were informed that the study goal is to simulate an actual
chemistry lab experience through VR that will allow them to handle chemicals and
equipment. They were provided a general overview of the steps they must accomplish:
a pre-video questionnaire (which they have already did prior to watching the video),
complete watching the video, and then complete a post-video questionnaire. The second
part was a full demonstration of our virtual chemistry lab. In the demonstration, we
showed a walk-through of the virtual scene which consisted of navigating the lab from a
first-person point of view. The students were shown the virtual equipment, white board,
the periodic table on the wall, the safety equipment, and the workspace available. The
safety equipment is composed of various eye cleaning stations/emergency showers and a
fire extinguisher. As the avatar was walking around the virtual avatar, the students could
see what the avatar is seeing and hear information about how they would experience this
in VR.

The secondpart also included the interactionwith the periodic table to create elements
in the scene and compounds by connecting the elements. The students were shown how
to pick a particular element from the periodic table and use it in the interaction. Once they
select an element the atomic representation of that elements appears. Bringing elements
into proximity will form an ionic bond between the two elements, while moving them
further will break that bond.

2.3 Questionnaire

The questionnaire started with a general description of the video that the students are
about to see as well as a statement on the goal of conducting the study and instructions
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on filling the questionnaire. This was followed by questions about the participants’
demographics. The demographic data were collected to deduce conclusion about the
data, however, they were kept anonymous.

Prior to watching the video, students answered a pre-questionnaire about their back-
ground in chemistry and gaming, and their interest, motivation, and preparedness in
learning chemistry. The pre-video questionnaire is comprised of Likert-like multiple
choice questions (as seen in Fig. 3) and descriptive open-ended questions where the
students would fill out information in a given space. The open-ended questions include:
“What is your chemistry background?”, “Why are you enrolled in chemistry?”, “How
do you feel about your chemistry course?”, and “How do you feel about your chemistry
lab?”.

Fig. 3. Likert-like multiple pre-video questions

After the demonstration of the video, students were given a post-video questionnaire
with open-ended and Likert-like questions which outlined how the use of VR and hap-
tics would be beneficial in learning. In both the pre- and post-video questionnaires, the
Likert-like questions were anchored with labels strongly agree, agree, neutral, disagree,
and strongly disagree (as seen in Fig. 4). The open-ended question for post-video ques-
tionnaire was “How has your perception of the study of chemistry changed as a result
of this video?”.
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Fig. 4. Likert-like multiple post-video questionnaire questions

3 Results

In this study, a survey consisting of 14 questions is conducted on a total of 109 students.
For the statement, “I think learning general chemistry with VR and haptics will be
more engaging than a standard lecture”, 42.7% of the students strongly agreed with
the statement, 37.3% agreed, 11.8% was neutral, 5.5% disagreed, and 2.7% strongly
disagreed. For the statement, “I think undergoing the chemistry lab training in a VR
environment rather than watching videos will help me learn the basics of chemistry lab
better”, 30% of the students strongly agreed with the statement, 41.8% agreed, 17.3%
was neutral, 8.2% disagreed, and 2.7% strongly disagreed.

The following 7 questions are more relevant for our analysis, and the rest are more
related to chemistry itself. For each question, we also use a short abbreviation to sim-
plify tables and visualization of correlation data. These abbreviations are shown in
parentheses.

1. (Interested) I am interested in learning about chemistry.
2. (Anxious) I feel anxious about working in a chemistry lab.
3. (Learning) I enjoy learning through standard lectures.
4. (Experience) I have experience playing computer and video games.
5. (Undergoing) I think undergoing the chemistry lab training in a Virtual Reality (VR)

environment rather than watching videos will help me learn the basics of chemistry
lab better.
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6. (More engaged) I think learning general chemistry through VR and Haptics will be
more engaging than a standard lecture.

7. (Prefer) Iwill prefer the immersiveVR learning experience to the learning experience
from a standard lecture.

For each survey questions, there were a total of 5 possible answers; 0: Strongly
Disagree, 1: Disagree, 2: Neutral, 3: Agree, 4: Strongly Agree,

Namely instead of categorical data, we have ordinal values. Therefore, instead of chi-
square type tools for correlation analysis, we used Spearman’s Rank-Order correlation
formula. Because all of our data (i.e. answers) are ordinal values rather than categorical.
We are not using Pearson’s correlation formula, because we are not interested in linear
relationships, rather we are looking for monotonic relationships, whether linear or not.
Basically, Spearman’s correlation measures monotonic relationships. In the following
table, we have the so-called p-values, where a small value indicates a strong “monotonic”
correlation, and a large value implies the lack of correlation.

Our p threshold is selected as 0.05, i.e. if a p-value is less than 0.05, we conclude
that there is a strong correlation between two variables. All p-values which are below
0.05 are highlighted, except the ones along the diagonal which have perfect correlation
because of being identical variables.

Table 1. Table of p-values for the selected questions. Small p-values are highlighted, yellow
background indicates positive correlation, whereas gray background is used for negative
correlation.

In Table 1, we see a couple “islands” of “zeros” representing highly correlated
variables. The first one is

Island 1 (Experience, Undergoing, More Engaged, Prefer): This island indicates
a strong correlation between Experience, Undergoing, More Engaged, Prefer, more
precisely.

• (Experience) I have experience playing computer and video games.
• (Undergoing) I think undergoing the chemistry lab training in a Virtual Reality (VR)
environment rather than watching videos will help me learn the basics of chemistry
lab better.

• (More engaged) I think learning general chemistry through VR and Haptics will be
more engaging than a standard lecture.
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• (Prefer) I will prefer the immersive VR learning experience to the learning experience
from a standard lecture.

As it is clear from this analysis, students who have previous gaming experience will
prefer the use of such tools, will bemore engaged, and find these tools very advantageous
for a better learning experience.

Island 2 (Learning, Interested):

• (Interested) I am interested in learning about chemistry.
• (Learning) I enjoy learning through standard lectures.

The purpose of these questions was simply to assess the reliability of our dataset.
These are logically correlated questions, but thewordingwas quite different. If amajority
of students answer a significant portion of the survey almost randomly without reading
carefully, onewould expect either noor very lowcorrelationbetween these twoquestions.
However, our analysis shows a very strong correlation between the two, which is an
indication of a reliable dataset or survey result.

Island 3 (Undergoing, Anxious):

• (Anxious) I feel anxious about working in a chemistry lab.
• (Undergoing) I think undergoing the chemistry lab training in a Virtual Reality (VR)
environment rather than watching videos will help me learn the basics of chemistry
lab better.

All of the correlations discussed so far, were positive correlations, whereas here
we have a negative correlation. Basically, students who feel anxious about working in
a chemistry lab think that undergoing the chemistry lab training in a Virtual Reality
(VR) environment rather than watching videos will NOT help them learn the basics of
chemistry lab better. In other words, students who are anxious about chemistry do not
find these tools really useful to improve their learning experience.

In Fig. 5, we have a visual representation of p-values matrix. While dark blue like
colors are representing small p-values, i.e., strong correlation, yellow like colors indicate
large p-values, namely lack of correlation. A color bar shown on the right summarizes
the relationship between colors and numerical p-values.

Figure 6 show that, majority of students are interested in learning about chemistry.
However, the second graph shows that not all enjoy learning through standard lectures.
In other words, they would like to see better alternative tools to be used for teaching.

The results from Fig. 7 shows that the proposed immersive VR chemistry tool will
be useful not only for a special group of students, but for a broader audience. Because,
although a good number of students do not have any gaming experience, some of them
still believe that these VR tools will improve their learning experience.

We see a large group of students who answered Neutral (as seen in Fig. 8). These
two figures show that, most students consider VR tools as something which will improve
their learning experience; however, they seem to be a bit confused and possibly scared
about using such tools in a standard lecture.
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Fig. 5. Spearman’s p matrix in color image format (Parula colormap).
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Fig. 6. Comparison of “Interested” and “Learning” answers.
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4 Conclusion

With COVID-19, many colleges have had to change the way they handle their education.
As a result, students have been unable to engage in face-to-face learning and most
educational establishments have switched to remote learning in order to ensure the
safety of the students, professors, and staff. Remote learning has its advantages but is
not as effective as in-class instruction, especially for lab environments.

In this study, we created a preliminary interactive virtual chemistry learning envi-
ronment using HMDs. Due to the restrictions of COVID-19, instead of students testing
the virtual experience, we presented a 6-min video demonstration of our immersive VR
chemistry lab to 109 General Chemistry students. After the demonstration of the video,
students were given a post-video questionnaire with open-ended and multiple-choice
questions which outlined how the use of VR and haptics would be beneficial in learn-
ing. In the post-video questionnaire, students answered 14 multiple choice questions as
strongly agree, agree, neutral, disagree, and strongly disagree. For the statement, “I think
learning general chemistry with VR and haptics will be more engaging than a standard
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lecture”, 42.7% of the students strongly agreed with the statement, 37.3% agreed, 11.8%
was neutral, 5.5% disagreed, and 2.7% strongly disagreed. For the statement, “I think
undergoing the chemistry lab training in a VR environment rather than watching videos
will help me learn the basics of chemistry lab better”, 30% of the students strongly
agreed with the statement, 41.8% agreed, 17.3% was neutral, 8.2% disagreed, and 2.7%
strongly disagreed.

We also conducted the Spearman’s rank correlation coefficients and p-values to
analyze the correlation between multiple choice questions. It has been observed that
studentswho have previous experiencewith computer and video games prefer immersive
VR learning experience compared to standard methods. The Spearman’s test showed a
p-value of 0.0069 suggesting a strong correlation between the two. Students who have
previous experience with gaming, findVR tools more effective compared to online video
tutorials. The Spearman test p-value was 0.0163 also suggesting a strong correlation
between the two. Student who feel anxious about chemistry labs find VR tools more
effective compared to online video tutorials. Our study showed a Spearman test p-value
of 0.0163 also suggesting a strong correlation between the two. We have observed no
significant correlation, p-value of 0.5628, between the interest level of students to learn
chemistry and their level of interest for VR and haptic tools. This result shows that the
proposed immersive VR chemistry tool will be useful not only for a special group of
students, but for a broader audience.
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Abstract. Since reduction of personal contact is key in fighting the
COVID-19 pandemic, remote communication solutions saw a rise in
importance. Next to the more common forms like video and audio confer-
ence calls, telepresence solutions are also becoming more popular. Telep-
resence robots can be remotely driven and allow, with the help of cameras
and displays on the robot and the users’ side, face-to-face communica-
tion with onsite personal, establishing a remote telepresence. Depending
on the model, the height of the robot can be adjusted by the remote
user. Even though the effect of the height in relation to onsite people
is being researched, the effect on the users’ side has not been examined
immensely. Therefore, this work examines the effect of the difference in
height between a telepresence robot and its user on the users’ spatial
awareness. Subjects have experienced the usage of a telepresence robot
driving at a fixed height through a video. Afterwards, they filled out a
questionnaire, which asks the user to answer questions about the expe-
rience. These questions were regarding the spatial awareness of the user
in the remote location, asking them to estimate different parts of the
tour. Their estimations were mapped to the users’ height, allowing to
correlate the difference in height and the users’ spatial awareness. The
work has shown, that only the perceived height of the telepresence robot
was affected by the difference in size. However, more tests have to be
conducted, to factor in multiple robot heights.

Keywords: Telepresence robots · Remote communication · Spatial
awareness

1 Introduction and Background

Since reduction of personal contact is key in fighting the COVID-19 pandemic,
remote communication solutions saw a rise in importance, with downloads of
video conferencing apps in march 2020 being magnitudes higher than in the
fourth quarter of 2019 [1]. Next to the more common forms like video and audio
conference calls, telepresence solutions are also becoming more popular. Telep-
resence Robots are in general movable platforms with cameras, speakers, a micro-
phone and a display. A remote user can log into the robot to control it, while
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P. Zaphiris and A. Ioannou (Eds.): HCII 2021, LNCS 12785, pp. 268–277, 2021.
https://doi.org/10.1007/978-3-030-77943-6_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-77943-6_17&domain=pdf
http://orcid.org/0000-0002-7649-4786
http://orcid.org/0000-0002-5093-6195
https://doi.org/10.1007/978-3-030-77943-6_17


Effect of Height in Telepresence Robots on the Users’ Spatial Awareness 269

experiencing the onsite surroundings on a computer screen. Simultaneously, the
users’ face is being projected live onto the robots screen, allowing onsite personal
to communicate with the user in a face-to-face manner, establishing a remote
telepresence.

This form of telepresence allows to be implemented in a wide variety of
fields. In teaching oriented environments like schools and universities, telep-
resence robots can be deployed to be used by lecturers and students attend-
ing classes [2,3]. Students using the robots in educational tasks have shown to
embrace teamwork more and improve in conflict management and coordination
[4]. Additionally, students motivations has shown to be positively improved when
using robots [5–7]. Groups of people can solve challenges through multiple robots
which has shown to have a positive team building effect [8]. Furthermore, the
private sector has shown an increased interest in telepresence robots being used
in personal homes [9].

Some models of telepresence robots allow the user to change the robots height
e.g. with a telescopic pole. This could theoretically allow the user to set the robots
size to match his or her own height. But not all telepresence robots feature a
changeable height or are limited to ranges that cannot perfectly represent all
humans. Additionally, the functionality might be hidden in the user interface
or come with a drawback, like a reduced speed at greater heights, which even
though available, does not encourage the user to change the height or even
knowingly change it to be smaller than himself or herself. This leads to many
telepresence users not having the telepresence robot adjusted to their seize and
thus experiencing the world on a different height than they are used to.

2 Research Question and Hypotheses

The effect of the height of telepresence robots has been subject of many studies
before. A study has showed that its size does not effect a remote instructors’
authority and a shorter than life-size robot was perceived friendlier the instruc-
tors’ students [10]. Furthermore, when used by persons in leadership roles, a
study has shown that locals found the robot user less persuasive when the robot
was smaller than himself [11]. But what effect a difference in height between the
user and the driven robot has, had not been investigated immensely. To establish
an immersive telepresence on the user side, the user should experience the same
spatial awareness, as he would being onsite. Therefore, this work investigates the
following question:

RQ1: Does the difference in height of a telepresence robot effect the users’ spatial
awareness?

Since spatial awareness is a complex construct, that cannot be measured by a
single data point, Elito’s and Czarnolewski’s “Everyday Spatial Behavioral Ques-
tionnaire” was used to split the research question in three measurable hypotheses
[12]:
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H1: The difference in height between a telepresence robot and its user does
affect the users estimation of sizes seen through the telepresence robot.

H2: The difference in height between a telepresence robot and its user does
affect the users estimation of the telepresence robots driven distance.

H3: The difference in height between a telepresence robot and its user does
affect the users estimation of the height of the telepresence robot.

3 Approach

Because the usage of telepresence robots varies heavily from user to user, a uni-
form experience could not be achieved by performing the test on actual telep-
resence robots. To generate a homogeneous experience the participants can be
exposed to, a video of the usage of a telepresence robot was used in the study.
It shows the web interface of the used telepresence robot, featuring mainly the
robot’s view of its surroundings. To allow the participants to view the video, it
was uploaded to the popular video platform YouTube.

The used telepresence robot was a Double 2 from Double Robotics. It features
a telescopic pole allowing the camera to be lifted from 119 cm up to 157 cm high.
This maximum was also the height used for the experiment, as it is closer to
the average human height, allowing the differences to the users heights to be
proportionate greater. The size of the telepresence robot did not change during
the video. Figure 1 shows a screenshot of the uploaded video.

Fig. 1. Recorded video uploaded to YouTube. The Pepper robot is visible in the dis-
tance. Link to the video: https://youtu.be/a3NxMjaAxbE

In order to have the participants estimating a driven distance, the telepres-
ence robot drove during the video through a room and a hallway, totalling a

https://youtu.be/a3NxMjaAxbE
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distance of 27.7 m. As mentioned in Sect. 1, the higher the robot, the slower its
speed. Since the telepresence robot drove at maximum height it was rather slow
and took 2 min and 5 s for this distance. During this commute, fairly common
objects like doors, chairs, fire extinguishers and a one liter Coca Cola bottle were
placed, to allow the user to get a sense of the scale of the environment.

The estimation of sizes was also a main subject of this work. To not have
the participants estimate a size previously known to them, a rather uncommon
item was needed for them to guess. The 121 cm high Pepper humanoid robot
from Softbank Robotics fits this specification and was placed on the route. Par-
ticipants can see the robot early on in the video, 20 s after it started, as the
telepresence robot approaches it until it stops in front of it. Afterwards, at sec-
ond 50, the telepresence robot turns and continues its route, with the Pepper
robot out of sight for the rest of the video. This allowed the participants to
see the Pepper robot for 30 s uninterrupted from different distances, creating a
baseline to consider their estimation about its size.

Next to the estimation of a completely unknown size, the estimation of a
relative common object was prepared. Since an adult human man is probably
seen by every participant on a daily basis, one was part of the video for its height
to be estimated. With 178 cm the person was about average for a German adult
man [13]. The person is visible between minute 1:34 and 1:50. In these 16 s,
the participant can see him from different angles and distances, allowing the
participant to estimate his size in questionnaire afterwards. Figure 2 shows the
person in the video.

Fig. 2. Cropped video frame containing the person.

The participants were asked to watch the video once and then immediately
fill out the questionnaire seen in Sect. 4.
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4 Methods

In order to examine the research questions and hypotheses (refer to Sect. 2), a
quantitative questionnaire was designed which participants filled out at the end
of the experiment. The designed questionnaire (listed below) is based on the
findings of Elitos’s and Czarnolewski’s “Everyday Spatial Behavioral Question-
naire”, which concluded, that estimating the size of a previously seen object or
estimation a distance are valid data points to measure someone’s spatial aware-
ness [12]. In addition to the questionnaire, information about the participants’
age, gender and, most importantly, their size were collected.

1. Estimate the total driven distance of the telepresence robot.
2. Estimate, how tall the white robot in the video was.
3. Estimate, how tall the person in the Video was.
4. Estimate, how tall the driven telepresence robot was.

5 Results and Analysis

Participants (N = 39) were aged 19 to 51. Moreover, 21 (53.8%) were male, 17
(43.6%) female, and 1 (2.55%) did not specify their sex. The average participant
was male, 25.85 years old (σ = 6.4) and 174,13 cm (σ = 8.4) tall.

Since every hypothesis is based on the difference in height between a telep-
resence robot and its user, each data point needed an additional. This value
was called ΔParticipantSize and was calculated by subtracting the participants’
height with the height of the telepresence robot. This concluded, that the aver-
age participant was 17,13 cm (σ = 8.4) taller than the telepresence robot. Every
participant was 0 cm to 31 cm taller than the telepresence robot.

Additionally, the estimations of the size of the Pepper robot, the size of the
human, the driven distance and the height of the telepresence robot also got
compared to the actual measured values, creating four new Δ-values. Since all
data points are metric, Pearson correlations were used to determine relationships
between the values. The used significance level was p ≤ 0.05.

Estimation of Sizes

The null hypothesis of H1 states, that the difference in height between a telepres-
ence robot and its user does not affect the users estimation of sizes seen through
the telepresence robot. To prove this, there cannot be a statistical significant cor-
relation between ΔParticipantSize and ΔPepperRobot or a statistical significant
correlation between ΔParticipantSize and ΔPerson.

The participants average guess of the height of the Pepper robot was only
7 mm smaller than the actual robot (σ = 25, 7 cm) with ΔPepperRobot ranging
from −71 cm to +39 cm. The participants average guess of the height of the
person was 1,1 cm smaller than the actual person (σ = 4 cm) with ΔPerson
ranging from −8 cm to +4 cm. This smaller standard deviation was expected, as
humans have a general knowledge on how tall other humans are.
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There is no significant correlation between the variable ΔPepperRobot and
the variable ΔParticipantSize with r = 0.061 p = 0.714. The corresponding graph
can be seen in Fig. 3.

There is a small, positive correlation between the variable ΔPerson and the
variable ΔParticipantSize with r = 0.181 p = 0.27. The corresponding graph can
be seen in Fig. 4.

As both p-values are above the significance level, the null hypothesis of H1
cannot be rejected.

Fig. 3. ΔPepperRobot and ΔParticipantSize, r = 0.061, p = 0.714

Fig. 4. ΔPerson and ΔParticipantSize, r = 0.181, p = 0.27
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Estimation of Driven Distance

The null hypothesis of H2 states, that the difference in height between a telepres-
ence robot and its user does not affect the users estimation of the telepresence
robots driven distance. To prove this, there cannot be a statistical significant
correlation between ΔParticipantSize and ΔDistance.

The participants average guess of the driven distance of the telepresence
robot was 15 m over the measured distance (σ = 43 m) with ΔDistance ranging
from −22 m to +172 m.

There is no significant correlation between the variable ΔDistance and the
variable ΔParticipantSize with r = −0.039 p = 0.816. Therefore, the null hypoth-
esis of H2 cannot be rejected. The corresponding graph can be seen in Fig. 5.

Fig. 5. ΔDistance and ΔParticipantSize, r = −0.039, p = 0.816

Estimation of the Height of the Telepresence Robot

The null hypothesis of H3 states, that the difference in height between a telep-
resence robot and its user does not affect the users estimation of the height of
the telepresence robot. To prove this, there cannot be a statistical significant
correlation between ΔParticipantSize and ΔTeleRobotHeight.

The participants average guess of the height of the telepresence robot was
−3.7 cm under the measured distance (σ = 24 cm) with ΔTeleRobotHeight rang-
ing from −57 cm to +43 cm.

A Pearson correlation was performed to test whether there was a relationship
between ΔTeleRobotHeight and ΔParticipantSize. The results of the Pearson
correlation showed that there was a significant positive relationship between
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ΔTeleRobotHeight and ΔParticipantSize, r = 0.408, p ≤ 0.01. Therefore, the
null hypothesis of H3 is rejected.

Figure 6 shows the data in addition to a regression line. This regression line
intercepts the x-axis at x = 20, meaning that participants who are 20 cm taller
than the telepresence robot, are on average more likely to guess the right telep-
resence robot height.

6 Threats to Validity

As the experiment was conducted with only one fixed height of the telepresence
robot, the results are limited to this specific height. Repeating the experiment
with a different height could lead to different results. Due to technical limitations,
the video quality was substandard. This could have influenced participants’ esti-
mations. Also, the dimensions to be estimated could be known independently
from the experiment, as participants could be familiar with the Pepper robot
and the person in the video. Additionally, participants could be familiar with
the location the video was shot, allowing them to estimate the driven distance
not only by means of the video. All participants were larger or the same height
than the used telepresence robot. Also, conducting the experiment with humans
smaller than the used telepresence robot could lead to different results. The par-
ticipants’ age was mainly between 20 and 30 years. Having the participants more
distributed between all age groups could have lead to different results.

Fig. 6. ΔTeleRobotHeight and ΔParticipantSize with regression line, r = 0.408, p =
0.01
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7 Conclusion and Outlook

The results of this study show, that the difference in size between a telepresence
robot and its user does have an effect on parts of the users’ spatial awareness. It
seems to only affect the perceived height of the telepresence robot, but not exter-
nal factors like object sizes and distances. This means, that in situations, where
the users’ perception of external sizes is key, the robots height is not a concern
and can be adjusted to fit other needs, such as an increased movement speed
at smaller heights. On the other hand, in situations, where the users’ perceived
height is more of a concern, the telepresence robots height should be adjusted
accordingly to the users’ size to have the spatial awareness least affected. The
tests concluded, that this height might be 20 cm below the participants’ size, but
as discussed in Sect. 6, this might be only true for the in the experiment used
height. This is why this topic needs more research regarding spatial awareness
at different robot heights. If those confirm our findings and create a conclu-
sive result, it could create an incentive to telepresence robot manufacturers to
empathize on the height of their product, either by asking users their size before-
hand and adjust, or by simply mentioning the effects of the height difference to
its users.
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Abstract. Since the corona pandemic, the demand of remote commu-
nication solutions has increased significantly. A more uncommon plat-
form to communicating remotely is given through telepresence robots.
Telepresence robots are used by schools and universities for giving lec-
tures or for students attending classes. In human-robot teams or at uni-
versity, robots are also used for teamwork. However, the use of telep-
resence robots in virtual team building exercises has not been investi-
gated immensely. Therefore, this work examines if telepresence robots
are suitable for virtual team building exercises. Moreover, it is investi-
gated whether an overall team building effect can be achieved. Thereby,
subjects are divided in smaller telepresence robot groups (communicat-
ing via video conferencing). In turn the smaller telepresence robot groups
communicate with the overall group through their telepresence robot. As
team building exercises Pictionary as well as a QR code scavenger hunt
were performed. The study took place as part of the virtual freshmen
week at the faculty of computer science and business information sys-
tems. Team building was measured through a quantitative questionnaire.
The results show that an overall team building effect could be achieved
and that telepresence robots can be used successfully for virtual team
building. However, the team building effect was significantly higher in
the small telepresence robot groups than in the overall group.

Keywords: Telepresence robots · Virtual team building · Remote
communication

1 Introduction and Background

Since the ongoing COVID-19 pandemic, the need of remote communication solu-
tions has increased immensely. Moreover, since teamwork and collaboration are
facing challenges as nearly every activity takes place digitally, universities mostly
use Zoom or other video conferencing platforms for lectures and other activities.
These platforms offer a great opportunity for discussing and conducting activi-
ties virtually. However, the part of motion we usually have in activities such as
moving freely in the lecture room or the building is missing. Building connections
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with fellow students in virtual classes is harder compared to face-to-face classes
as there is less opportunity to talk and most students leave the virtual room
straight after the lecture ends. This is especially hard for freshmen as they are
not familiar with the university system and they do not know any of their fellow
students. Also, getting to know fellow students is aggravated. In order to enable
freshmen to get to know each other, we designed, conducted, and evaluated a
virtual team building event by means of telepresence robots. We used telepres-
ence robots as a novel approach for team building, as online games might be
too ubiquitous these days. As telepresence robots have not been used frequently
for team building, related work could not give insight whether they are suitable
for team building in bigger groups or not. Therefore, we examined if telepres-
ence robots are suitable, and if an overall team building effect can be achieved.
Thereby, in each iteration around 20 participants (overall group) where divided
into four smaller groups (called robot group in this work). Within the smaller
groups the participants communicated with each other through video conferenc-
ing, while the smaller groups communicated through telepresence robots with
the other smaller groups (refer to Sect. 2). All in all, 184 subjects participated. In
the following we will discuss related work regarding telepresence robots, virtual
teams, and robots in team building.

Telepresence Robots
Apart from more common remote communication platforms such as Zoom,
also robots can be used in communicating remotely. Telepresence robots are
mobile robots which are especially designed for communicating remotely. They
are equipped with cameras, microphones, a screen as well as motion control.
Thereby, telepresence robots enable their operators to feel more present at the
remote location. Moreover, operators can move freely and are not dependent on
another person to turn camera view.

This element of moving freely was also positively stated by subjects partic-
ipating in a study which examined the influence of using telepresence robots
in long distance relationships [1]. Also, in what way telepresence robots impact
human perception as well as conversations, was examined. In a study by Tsui
et al., subjects visited an art gallery at first through a telepresence robot and
afterwards in person. Conversations with a person in the gallery as well as the
gallery itself were perceived fairly akin [2]. The work of Keller et al., systemati-
cally investigated this aspect further with respect to human affinity. The results
of the study show, that there is no significant difference regarding perceived
human affinity towards a person, whether a guided tour in a university is under-
taken in person or through a telepresence robot [3]. This pleads for further suc-
cessful usage of telepresence robots in social interactions. Moreover, Keller et al.
also measured human affinity towards a humanoid robot interlocutor. The results
indicate that there is no significant difference regarding human affinity, whether
it is interacted with a humanoid robot in person or through a telepresence robot
[4]. This suggest that telepresence robots cannot only be applied successfully
in human-human interactions but also in human-robot interactions. Moreover,
that there seems to be no difference in perceived human affinity in both cases,
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also benefits the use of telepresence robots in collaboration and virtual team
building. Furthermore, the results of a study investigating the potential use of
telepresence robots in German homes, indicate that people could imagine to have
one at home [5].

Furthermore, multiple studies have examined the use of telepresence robots
in a learning environment. They concluded, that telepresence robots can be effec-
tively deployed for students, that are medically not able to visit a classroom [6].
In addition, a study showed, that this form of distant learning is more effective as
more common screen-based video-conferencing solutions [7]. Mobility was also a
highly valued feature for students attending classes through telepresence robots
[8]. Also, having teachers using this displacing technology indicated to create
positive learning attitudes [9]. Moreover, it has been shown, that the usage of
telepresence robots is not affected by the users’ size regarding spacial awareness
at the distant location [10]. This allows school children and graduate students
alike to use the same robots.

Virtual Teams
As other challenges occur in virtual teams compared to face-to-face teams, the
literature review of Morrison-Smith and Ruiz deals with these challenges of col-
laboration. Moreover, they developed remedial strategies to illuminate and cat-
egorize these challenges [11]. Since collaboration tools are used in the sense of
communication, studies also examined on which communication level informa-
tion is ultimately processed in virtual teams and compared with face-to-face
teams. For this purpose, a subdivision of the meaning was created on three
levels [12]. In addition, researchers also dealt with the design and construction
of team-building games in virtual worlds. The development of these games are
based on principles from social psychology such as in Ellis et al.’s work [13].
This helps team members to develop better communication and cooperation
skills [14]. Moreover, the study of Lin et al. has shown that factors of social
dimensions need to be taken into account at an early stage in the formation
of virtual teams. A research design within this study has been developed that
includes the factors that affect the effectiveness of virtual teams [15]. Moreover,
they developed a questionnaire to measure the effectiveness of virtual teams on
multiple dimensions such as relationship building and cohesion. They designed
their questionnaire based on a conducted literature review. We developed our
questionnaire to measure the effectiveness of telepresence robots in virtual team
building based on Lin et al.’s questionnaire.

Robots in Team Building
In order to examine human-robot collaboration, a study conducted a trial to
investigate the effect of team building activities on humans when team building
took place between humans and robots. It was found that human perception of
robots improved after the team building activities were carried out [16]. Further-
more, the performance of a human-robot team has been investigated and it has
been found that when a robot takes over the coordination tasks, the performance
is improved [17]. Using robots in education, students were also brought closer to
the topic of teamwork and were made aware of coordination mechanisms that
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should help to clarify and manage conflicts [18]. Furthermore, studies have shown
that the usage of robots impacts students’ motivation positively [19–21].

Also, telepresence robots were applied in teamwork activities. In the study of
Tsui et al., they investigated the use of a telepresence robot in teamwork when
one team member of the company is based at another location. The results show
that some robot drivers felt more engaged with their team compared to regular
video calls [22].

2 Research Questions and Hypothesis

As outlined in Sect. 1, research on virtual teams has been widely undertaken,
mostly from a company working situation. Also, games have been proofed for
successful team building. Likewise, robots involved in teamwork showed positive
effects. Nevertheless, only little research has been undertaken regarding telep-
resence robots in virtual team building. Mostly interactions between humans
and how they are influenced by the use of a telepresence robot were investi-
gated. However, whether multiple telepresence robots can be used successfully
in team building especially involving a bigger group had not been investigated
immensely. Therefore, this work investigates the following questions:

RQ1: Are telepresence robots suitable for virtual team building exercises?
RQ2: Can a team building effect be achieved in the robot groups?
RQ3: Can an overall team building effect be achieved with subjects divided in

smaller groups that communicate with each other by means of telepresence
robots?

Thereby, it is assumed that a higher team building effect is present within the
robot groups (which communicate via video conferencing) compared to the over-
all group (communicating through telepresence robots with other telepresence
robot groups). This might be the case as communication in the robot groups
themselves is simpler and less influenced by possible technical issues. Therefore,
the following hypothesis will be examined:

H1: If subjects are divided in smaller groups that communicate with each other
through telepresence robots, then a greater team building effect is present
within the small groups as in the overall group.

3 Approach

In the study were five Double 3 robots (seen in Fig. 2) from the company Double
Robotics used [23]. Four of them were in use with an additional robot as a backup
in case of technical difficulties. Double 3 robot is a telepresence robot consisting
of a head and a base part. The base consist of two electric engines allowing the
robot to move freely around and self balances the rest of the robot. In the head
are two 13MP Cameras integrated, allowing the user to access the robot’s view
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with different zoom levels. In order to see the operator’s face on the robot it
also has a 9.7” LED-backlit Multi-Touch LCD screen. The robot can either be
controlled by using arrow keys, WASD keys, or by clicking on the desired spot
to which the robot automatically navigates with the help of multiple sensors.

The participants (N = 184) of this study were all freshmen participating in
the university’s orientation week of the computer science and business informa-
tion systems department. One day before, they met in person during the orien-
tation week. The group consisted of 20 participants maximum plus 4 guides. All
participants were constructed to meet up in a Zoom video conference meeting
[24] at a set time. After a brief explanation from one of the guides about the
following steps, all participants were randomly divided into four smaller groups
consisting of 5 participants maximum and one guide. These smaller groups com-
municated in so-called breakout sessions, small video conference meetings with
the ability to share your screen with others present in the meeting. After all par-
ticipants joined these, the guide of each group explained how to use a previously
generated link to connect to the telepresence robot. Limitations to do so, like
the necessity to use the Google Chrome Browser and the inability to control the
robot with a mobile phone were communicated the day before, so participants
had enough time to setup the needed software and hardware. Since each group
only got to control one robot each, the driver of the telepresence robot had to
share his or her screen, so the other participants could also hear and see the
robot’s actions. To allow every participant to control the robot at least once,
multiple tasks were given between which the participants exchanged the driver.

(a) One of the guides (b) Zoom call

Fig. 1. Guide and Zoom call

The first task, which allowed the participants to get used to the interface and
the controls, was to drive from a starting point along a hallway to the cafeteria.
This environment was familiar to the participants, since they were there shortly
the day before. On their way they met the guides, they were communicating
with, as they were onsite with the telepresence robots. Since all groups had the
same tasks, all telepresence robots would meet each other there, allowing the
robot drivers to talk to each other. At the same time, the rest of the groups
could follow the action through the shared screen of the driver while talking to
him or her and with each other.
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Double 3 telepresence robots have the ability, besides displaying the opera-
tor’s face, also to show a given website on its screen. The current robot driver was
now asked to let the robot show an instance of the aggie.io website [25]. Aggie.io
is a collaborative drawing space, allowing multiple users to draw together on
the same canvas. The whole robot group was now asked to also open said web-
site and draw a given object. Each team had a different object to draw. The
possible objects were: forklift truck, dwarf, a native American, and a kangaroo.
Since all robots were now showing different paintings of the different groups,
the drivers task was to position each other in a way that allows the robots to
see each other so that the groups could play a game of Pictionary though the
telepresence robots.

The next task was to find and scan four hidden QR codes in the previously
mentioned hallway. Since the robot itself has no build in QR code scanner, the
participants used their mobile phones to scan these codes. The difficulty in this
task was the QR code being captured by the robots camera, streamed to the
controller’s device and again streamed to the other participants in the group
through the screen share, which deteriorated the image quality in every step,
making the code hard to scan. To overcome this obstacle, the driver had to drive
as close and straight on to the codes as possible, to allow his or her teammates
an easy scan. The codes itself contained a letter each. With the letters being B,
I, T and S the participants had to assemble them into the right code word BITS.

(a) Pictionary (b) QR code scanning

Fig. 2. Tasks
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The experiment always lasted an hour maximum, though some groups fin-
ished earlier than others. In the end, all participants were asked to fill in a
questionnaire (refer to Sect. 4).

4 Methods

In order to examine the research questions (refer to Sect. 2), a quantitative ques-
tionnaire was designed which participants filled in at the end of the experiment.
Additionally, the participants had the opportunity to give qualitative feedback
by evaluating the freshmen orientation week.

Questionnaire
The designed questionnaire (listed below) consists of five categories: relationship
building, cohesion, communication, coordination, and satisfaction. Each category
consists of four quantitative questions. Therein, two questions relate to the sub-
jects’ robot group (question 1 and 3) and the other two questions to the whole
group (question 2 and 4). Moreover, a 7-point Likert scale is applied where 1
means “not at all” and 7 “very”. The questionnaire is based on the work A model
to develop effective virtual teams by Lin et al. [15]. Therein, also a 7-point Likert
scale and the five categories are applied. As the sixth category “performance”
did not suit entirely to our experiment, this category was not applied. Moreover,
two questions per category of Lin et al.’s work were chosen and adjusted towards
the study settings and the use of telepresence robots.

Relationship Building

1. I had the feeling that my robot group had a common goal.
2. I had the feeling that the whole group (all robot groups together) had a

common goal.
3. I have the feeling that I have established a connection to my robot group.
4. I have the feeling that I have established a connection with the whole group.

Cohesion

1. I had the feeling that my robot group was working together.
2. I had the feeling that the whole group was working together.
3. I had the feeling of being integrated in my robot group.
4. I had the feeling of being integrated in the whole group.

Communication

1. I had the feeling that we communicated effectively in my robot group.
2. I had the feeling that we communicated effectively throughout the group.
3. I had the feeling that my robot group was listening to me.
4. I had the feeling that the whole group was listening to me.
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Coordination

1. I had the feeling that the coordination within my robot group worked well.
2. I had the feeling that the coordination within the whole group worked well.
3. I knew what I had to do within my robot group.
4. I knew what I had to do within the whole group.

Satisfaction

1. I was satisfied with the commitment of my team members in my robot group.
2. I was satisfied with the commitment of my team members throughout the

whole group.
3. I felt comfortable in my robot group.
4. I felt comfortable in the whole group.

Qualitative Feedback
During the whole experiment, participants gave feedback about the experiment
itself. Also, qualitative feedback was collected through the freshmen orientation
week evaluation by means of a questionnaire about the complete orientation
week. Therein, participants had the opportunity to write about what they espe-
cially liked and disliked about the week. Thereby, only feedback that could be
specifically linked to the experiment was used in the virtual team building’s
evaluation.

5 Results and Analysis

For analysing data, IBM’s SPSS was used. As the samples are from the same
population and conducted Kolmogorov-Smirnov tests showed that the data is not
normally distributed, Wilcoxon signed-rank tests were applied for each category.
Thereby, the applied tests were two-tailed at the significance level of p ≤ 0.05.

Demographics
Participants (N = 184) were aged 17 to 36. Moreover, 134 (72.8%) were male,
37 (20.1%) female, and 13 (7.1%) did not specify their sex. 74 (40.2%) sub-
jects started studying e-commerce, 55 (29.9%) computer science, and 55 (29.9%)
business information systems. The average participant was male, 20.85 years old
(σ = 2.82), and started studying e-commerce.

Team Building
In each category of the applied questionnaire, question 1 and 3 refer to the small
robot groups whereas question 2 and 4 refer to the whole group. The results of
the robot group as well as of the whole group in each category are computed by
adding both selected values of the 7-point Likert scale. So, a minimum of 2 and
a maximum of 14 points can be achieved. Thereby, we define that if an average
of 7 points is achieved, then we consider the category of virtual team building
by means of telepresence robots as successful.

Relationship building was rated as M = 9.95 (σ = 2.53) in the robot group
and M = 7.76 (σ = 3.06) in the whole group. The conducted test shows that
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there is a significant difference between relationship building between the whole
group and the robot group (Z = −9.55, p < 0.001). The distribution of the
ratings can be seen in Fig. 3.

Fig. 3. Relationship building

Likewise, cohesion was rated as M = 10.84 (σ = 2.56) in the robot group
and M = 8.52 (σ = 3.30) in the whole group. Moreover, a significant difference
between both groups could be detected (Z = −9.41, p < 0.001). Figure 4 shows
the distribution of the rated cohesion.

Fig. 4. Cohesion

Communication was perceived as M = 11.01 (σ = 2.50) in the robot group
and M = 8.02 (σ = 3.41) in the whole group. Furthermore, a significant dif-
ference between both groups could be observed (Z = −9.58, p < 0.001). The
distribution of the communication rating is illustrated in Fig. 5.

Coordination was perceived as M = 11.31 (σ = 2.63) in the robot group
and M = 9.66 (σ = 3.20) in the whole group. Moreover, a significant difference



Driving Success: Virtual Team Building Through Telepresence Robots 287

Fig. 5. Communication

Fig. 6. Coordination

between both groups could be identified (Z = −7.97, p < 0.001). Figure 6 shows
the distribution of the coordination rating.

Satisfaction was rated as M = 11.73 (σ = 2.38) in the robot group and M =
10.67 (σ = 2.67) in the whole group. Also, a significant difference between both
groups could be identified (Z = −6.78, p < 0.001). Moreover, the distribution of
the satisfaction rating is shown in Fig. 7.

Considering the distributions of the robot groups and the whole group, it can
be seen that a higher team building effect (point score) could be achieved in the
robots group regarding all categories. Also, the applied statistical tests support
this significant difference as all p < 0.001. Therefore, evidence supporting H1 is
found.

Nevertheless, an overall team building effect could be achieved as the means
of the whole group in each category are above the average of 7 points. There-
fore, telepresence robots can be successfully applied for virtual team building,
especially in the robot groups.
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Fig. 7. Satisfaction

Qualitative Feedback
During the experiment, as well as in the freshmen orientation week evaluation,
participants stated, that they had fun driving the robots and solving the chal-
lenges. Also, that it was an event and something new to them was stated. More-
over, some of them wished for more time to spend with the robots and the
exercises. In cases, where technical difficulties (see Sect. 6) hindered the opera-
tion of the robot, some participants stated to not like the experiment. Still, the
overall feedback was predominantly positive.

6 Discussion

The results of the study show that telepresence robots can be used successfully in
virtual team building (RQ1). Moreover, a team building effect could be achieved
in the robot groups (RQ2) as well as an overall team building effect (RQ3).
Thereby, all research questions (see Sect. 2) could be answered. Furthermore,
evidence supporting H1, that the team building effect in the robots groups is
higher compared to the overall group, is given.

Furthermore, the quantitative feedback was mostly positive. Some partici-
pants stated that it was special and totally new to them. Moreover, they enjoyed
controlling the robot and taking part in the exercises. However, some subjects
stated that they did not like the experiment as technical difficulties hindered
controlling the robot.

Moreover, other factors which might have influenced participants’ rating
and may limit the study’s results occurred. Due to technical difficulties such
as disturbed audio transmission, communication between the robot groups was
affected. Therefore, instructors helped coordinating occasionally. Moreover, some
subjects faced difficulties controlling the telepresence robot due to software or
hardware issues. Therefore, less time for team building exercises was available
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in some groups, as those issues needed to be fixed in order to continue. All in
all, this might have influenced participants’ ratings.

Finally, not only online games [13,14], robots on-site [18–21], or robots as
team colleagues [16,17] but also telepresence robots can be applied successfully in
team building exercises as this work indicates. Moreover, the results of this study
go hand in hand with findings of other studies which showed that telepresence
robots can be successful used in education and company teamwork [6–9,22].
Nevertheless, future work has to evaluate telepresence robots in virtual team
building in more depth. Also, measures increasing the overall team building
effect need to be researched further. Moreover, it would be good to enhance
audio transmission between the robot groups.
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Abstract. In the Plan for New-generation Artificial Intelligence Development
promulgated by the state in recent years, the introduction of artificial intelligence
and immersive teaching into smart education has been put forward, aiming to con-
struct the online education model with an XR integration and to build interactive
learning environment through the energizing of 5G. This project discusses about
how to design education products integrating virtual and real factors so as to effec-
tively improve the situationality and experience of children in the learning ofmusic
theory, mobilize children to learn through visual sense, kinesthesis, hearing and
other senses with the help of AR recognition technology, thus presenting abstract
concepts and theories to the children in a more intuitive way, thus improving their
learning efficiency. Finally, the researchers designed and developed a set of game
products for music learning combining software and hardware, and a usability test
of the prototype was conducted so as to carry out the iterated design. The design in
this project addresses the problems of boredom and passive learning seen in chil-
dren learning music theory in the traditional way, combines obscure knowledge
of music theory with interactive games, thus promoting children learners’ under-
standing of music theory. The way of immersive learning with an integration of
virtual and real factors, interactive means and perception methods have improved
the learning efficiency and creativity of the learners, optimized the design and
realization process of the interaction and feedback mechanism, and brought about
game-changing changes to educational ideas and teaching approaches.

Keywords: Interactive design · Children’s products · AR recognition · Online
courses

1 Background

In the era of rapid development of the information society, artificial intelligence tech-
nology has been popularized in all aspects of our lives. Studies have shown that highly-
immersive learning experience, which can make children more focused, engaged and
creative during the learning process, provides better learning outcomes than lowly-
immersive experience [2]. AR, namely Augmented Reality technology, can integrate
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the environment of the real world with the virtual world, thus bringing the reality into
the virtual world, and integrating the virtual world into real conditions [1]. The project
focuses on children’s immersive smart music education, and the research is completed
in cooperation with the smart education team of an enterprise. Through the analysis of
preschool children’s cognitive characteristics and needs for music education, in combi-
nation with the research of AR technology in children products, this project extracts the
design points based on preschool children’s needs for music learning, develops the pro-
totype product in the process of iterative experiment and design, and further optimizes
the design through usability testing.

2 Current Situation of Currently Available Children’s Educational
Products and Trends

The authors conducted a lot of research on smart products for children’s education
at home and abroad, and found that most of the currently available products focus
on developing children’s ability in specific subjects such as mathematics, Chinese and
English. For example, in foreign market, there are such products as “AR Math Game”,
which cultivates children’s math ability [1]; and “SpeechBlocks”, which helps children
with English learning [11]; in Chinese market, there are “Read Boy”, a brand of early
education tablets and “MarvellousCircuit” [4], a brand of circuit education aid used in the
teaching of physics, etc. The authors have found that there are few educational products
based on music learning, especially on the learning of music theory. At present, there
are mainly “Drums”, which helps practice rhythm and reaction speed, and “Children’s
Music Cognition”, which helps children play a few simple nursery rhymes. Both of them
have a common problem: they are limited to music playing, but do not cover the most
fundamental knowledge of music in their functions. By means of literature review, the
authors conducted research and analysis on the content of music theory courses and
children’s music courses, and found that in children’s music learning courses, obscure
and complex knowledge of music theory (chords, sums, etc.) is more difficult to teach,
and introductory courses usually teach relatively simple things like notes and beats. This
study will further conduct the innovative design of the immersive introduction learning
of music theory for preschool children.

3 User Study

The target population of this study is children aged between 4–7 years, who have short
attention span, poor ability of autonomous learning. They are at the initial stage of
concrete thinking ability and have no patience to accept complex and boring content.
Through the analysis of the training target in the Guide to the Learning and Development
of Children, we have learned that the abilities that preschool children need to develop
include artistic perception (musical sense, aesthetic sense), understanding of appearance
description (color, size, shape), basic mathematical ability, basic expression and social
contact, and perception of basic physical attributes (quality, volume) [5]. Through a close
observation of children in this age group for a period of time, the authors have found
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Fig. 1. Cultivation targets of children aged 3–6 years (from the authors)

that preschool children are more sensitive to musical sense -- they can swing to rhythms
and can feel different emotions transmitted in music (Fig. 1).

Through an interview survey of 30 families with children, the authors studied the
learning status of preschool children, and analyzed the common problems of preschool
children in learning: a. Toomany tutoring classes have deprived the happiness of learning
and made children tired of learning before they go to school; b. Preschool education is
turned into “primary school education” too early; c. Direct instillation of knowledge is
not conducive to children’s all-round development; d. In traditional classrooms, children
do not have enough concentration; e. Parents attach great importance to education, but
they do not have enough time and energy to teach their children, and their professional
knowledge is not complete enough to enable them to do so.

4 Game Design

This study designs and develops an AR recognition-based game to help preschool chil-
dren aged between 4–7 years to learn music theory, and designs the supporting hardware
and software. In the game, when children take out an object and put it in the recognition
area, the system will recognize it and then gives feedback (music feedback and feedback
of whether the operation is right or wrong). The learning of music theory mentioned in
this paper is discussed with the knowledge of chord as an example. Children can first
learn music theory step by step, and then play the music piece and the chord. The music
theory game involves various types of interaction and feedback mechanisms.

4.1 Tangible Interaction

In the interaction of game levels such as level 1, children need to take out the blocks
according to the voice instructions of the game, assemble them through self deliberation
according to the prompts and then put the them in the recognition area, where the
system will then recognize the blocks. After correct recognition, the children put aside
the blocks that have been assembled, and then carry out the subsequent chord assembling.
The assembling of different blocks represent different chord tones in the game. After all
the chords in a music piece (the number of chords selected is 3–5) are assembled, the
entire accompaniment of the music will be carried out. The theme of the music does not
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change and is continuously played. The sound of chords will be inserted in the music
only when the correct chords are taken out in time. When a chord is missed or the wrong
blocks are picked during the period, the chord sound will not be played in the music.

4.2 Touchscreen Interaction

The game interface is designed for touchscreen interaction based on mobile terminals.
The steps designed in the game are: “starting the game - playing the background story
- selecting levels - playing the chord course - tangible assembling -AR recognition”.
To enter the game, click the “Play” button; When playing the background story, click
anywhere on the screen to skip the video, and click anywhere on the screen at the end
to switch to the level selection page; Click the level menu to enter the game; After
entering the level, the game plays a video explaining the concept of a chord, and then
two buttons will appear on the screen: “Try again” or “Continue the game”, and again,
click anywhere on the screen to continue at the end of each level.

4.3 Feedback Mechanism

When the building block corresponding to the first note is successfully recognized,
the mobile terminal will play the sound of that note, thus enhancing children’s sense of
learning experience and sense of achievement, and stimulating their learning interest and
curiosity. When a whole set of blocks are assembled, the sound of corresponding chord
will be played after successful recognition. Finally, the sound of completion rewards will
be played when the game is successfully completed, which will visually enrich the game
and produce some changes. When the whole piece is accompanied in a big level, the
keynote is played constantly. In terms of chord accompaniment, the sound of chord will
be played when the chord corresponding to the paragraph of a single unit is recognized.
Otherwise, the sound of chord will not be played. Successfully played chords will get
points, while wrong or vacant chords won’t get any point. At the end of the level, there
will be statistics of score and ranking, thus stimulating children’s initiative.

5 The Key to Design Implementation

5.1 Principle Experiment of the Recognition Technology

The immersive music education product based on AR recognition relies on the camera
recognition of mobile terminals. In order to verify the feasibility of the recognition
technology, two recognition schemes were prepared: ➀ The rear camera of iPhone11
can recognize static objects placed on the desktop in a space. ➁ Other front or rear
cameras recognize plane graphs (if building blocks need to be recognized, stickers must
be designed to assist the recognition). Based on the two recognition experiments, the
authors have conducted two related experiments of the cameras, turning once and twice
respectively, as shown below:
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Experiment 1. Rear camera of iPhone 11 with two turnings. The iPhone11 was chosen
as the game device, and the lens steering device was designed using the principle of light
reflection on plane mirrors. For ease of use, the desktop area in front of the phone need
to be reflected into the lens. Therefore, two mirrors are needed to realize the transverse
change of the optical path. If the vertical angle remains unchanged, the path of the
reflected light will be wider when the included angle of the mirrors is obtuse. The mirror
facing the camera needs to have an angle greater than or equal to 45° with the cross
section formed on the back of the phone (as shown in Fig. 2). Under the condition
that the angle between two mirrors remains fixed, the authors changed the angle of the
whole device in the vertical direction, and carried out the simulation diagram drawing
of several reflection structures. The proposal shown in the figure below is the optimal
one (as shown in Fig. 3).

Fig. 2. Comparison of the light path
width (from the authors)

Fig. 3. The optimal proposal (from the authors)

Experiment Conclusion. The authors modeled the draft model from the Angle shown
in Fig. 3. As shown in Fig. 4, the two surfaces in the upper right corner we pasted with
glass for verification, and it was found that due to the auto focus function of iPhone, the
problem of focus instability occurred when facing the two mirrors. The focusing states
of the picture changed too frequently, making it impossible to recognize the picture
successfully. So the second recognition experiment was designed.

Fig. 4. Modeling of the draft model (from the authors)
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Experiment 2. Recognition of plane graphs with the cameras of other devices. The
authors conducted the design for the second recognition method. The second method
uses the front-facing camera for recognition. Considering the ease of operation for chil-
dren, a recognition area was set on the product. The front camera can recognize blocks
that children place in the area. A mirror was installed to reflect the image in the gray
recognition area of the desktop to the front-facing camera.

Experiment Conclusion. In the experiment, it’s found that the image formation in single
reflection is stable and the focus is not changed randomly. There is no problem in the
recognizing effect of the stickers.

5.2 Design of the Supporting Product

After the test of the recognition technology, the authors began to design the supporting
product for themobile terminal. In the front of the supporting product, anAR recognition
area and a block assembling panel were designed to facilitate various ways of game
playing. The built-in drawers on both sides of the product can store teaching aids. The
detail of the drawer buckles makes it not easy to be detached. At the same time, division
of the recognition area solves the problem of children’s poor spatial response and reduces
their cognition burden when using the device. The way of mirror reflection makes the
recognition more cost-effective. The supporting product can also be used as an iPad
or phone stand, thus realizing higher rate of repeating utilization. Figure 5 shows the
processing effect of the physical model.

Fig. 5. Renders and physical models of the final proposal (from the authors)

The authors also designed the APP interface and recognition stickers, from the story
background, detailed content of knowledge for explanation, specific ways of gameplay,
and changes of difficulties (as shown in Fig. 6). ➀ Explaining the story background: this
can attract children’s attention and interest to play, the content of the story also has a
certain degree of motivational effect. ➁ Inviting the user to participate in the chord part
of the game: it shows that the chord is not the theme of the song, but bears the role of icing
on the cake instead. The authors chose the knowledge of chord, which has not appeared
in children’s music education, and then simplified the obscure knowledge. In order to do
this, the authors have done a lot of learning, understanding and research, summed up the
connotation of chord, and simplified it.➂ In level 1, single chords are taught, which then
leads to the entire chord. The design of the stickers has a corresponding relationship with
the notes, and there are certain rules, explaining and guiding the children to do things
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step by step. The blank space in the design encourages children to think by themselves.
It allows children to constantly deliberate while playing the game, thus developing their
ability of logical thinking. ➃ Level 2 and Level 3 follow the same way as Level 1. ➄
In the big level, children play along with the music, and the system simulates the real
effect of playing. ➅ Considering that the piano can help beginners consolidate their
basic skills and make it easier to understand [9], the authors referred to the seven keys of
the piano when designing game stickers, which correspond to CDEFGAB respectively.
There is a gray scale below, with falling notes on the left and rising notes on the right,
thus reaching the range of 49 keys of the piano. This leaves room for the design of
more difficult games later. ➆ The game cultivates such skills as autonomous thinking,
memorizing, comprehension, strategy and musical sense.

Fig. 6. The design of the APP interface and the stickers (from the authors)

5.3 Operation Process of the Game

The specific operation process of the game is as shown in Fig. 7. When children see the
game instructions on the iPad or mobile interface, they will put corresponding blocks or
the combinations of blocks in the recognition area, so as to have learning interaction and
pass levels according to the feedback shown on the interface. In addition, spare blocks
that have been assembled can be arranged on the gray assembling panel for easy access.

5.4 Usability Testing

In the stage of lab usability test, the authors verified whether the design can help children
better understand and learn the knowledge of music theory by observing and recording
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Fig. 7. Demonstration of game operation (from the authors)

the behavior performance of a 5-year-old boy with no knowledge of music and a 7-year-
old girl with some foundation of music theory and playing skills during the music game
of the product (as shown in Fig. 8) and analyzing the problems during the use. The task
flow in the test is: first, we told the story behind the music theory game to stimulate their
interests in the game; Then we played the video of chord story for input learning, so as to
help them understand the basic concept of chords; Finally, we guided the children to play
the primary level 1 and the advanced level 4, observed their behavior during the game
and the problems they had, and assisted them with explanation and provided guidance
when necessary. In the test, both children were interested in the assembling of Lego
bricks, and both of them liked the music game. But the test also revealed some problems
of the design: ➀ Children often get Lego blocks in order to build the shapes they want,
and will sometimes easily ignore the rules of the game; ➁ The AR recognition area
and the feedback mechanism need to be improved, children are impatient when playing
interactive games.➂Childrenwithout knowledge ofmusic aremore likely to understand
the concept of chords in the game, while children with a foundation of music theory may
find it more difficult to understand (due to the influence of the instrument knowledge they
have learned) ➃ The rhythm of the advanced level is fast, and children cannot quickly
understand the appearance of each chord; ➄ The basic points of knowledge in the game
content are not easy to understand, such as the concept of “stave”, etc., requiring further
optimization of the content.

Fig. 8. Usability testing of the prototype product (from the authors)
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6 Conclusion

To sumup, the tangible gameandmusic feedbackbasedon immersive interaction brought
more excitation and immersive experience to beginner-level children. As an “Internet+”
solution of traditional tangible music instruments, this design helps children understand
what these tangible blocks represent and guides them to play music with the assembled
blocks, thus enabling them to participate more in the interaction of music theory and
promoting their physical coordination, spatial ability, etc. in a new way of learning.

The following aspects need to be considered more in our work of optimization and
iteration in the future. First, AR games are a novelty for children, but when the feeling of
novelty disappears, they will lose their interest in the games [6], we need to further study
how to design games to not only increase children’s learning experience, but also improve
the difficulty of the games and enrich the interactive content, so as to keep children fresh
and motivated to learn more; second, in addition to the most basic knowledge of music
theory, such as chords, we also need to focus on the games of other knowledge points (the
playing method of higher-order games with a wider range), the design of dynamic effect
and voice interaction, and the collection of big data for children’s individual learning.
In future research, we will focus on these fields and design gameplay, interaction and
feedback mechanisms in detail so as to effectively provide children with immersive and
stimulating learning experience.
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Abstract. This paper presents the continuous research in enhanced learning in
heritage with user experience evaluation. The objective is to evaluate learning
methodologies with students of architectural degree with visualization technolo-
gies applied in projects for the understanding of heritage. The projects are devel-
opedwith the aimof enriching howweexperience our patrimonyusingAugmented
Reality techniques. The main contribution of this research is the design of expe-
riences that embrace new technologies and tourism, to offer innovative projects
for the enhancement of cultural and natural heritage. The present research shows
the results of the last workshop. The purpose was to develop an AR video game
applied to Architectural Heritage for children. The analysis of user experience is
based in quantitative and qualitative surveys. Results extracted from the evaluation
reveals that ‘motivation’ category was the best valued by the students. The main
conclusions are that AR technology applied in applications for visitors of heritage
sites improves the user experience, PBL methodology enhances learning with the
use of new technologies and evaluation methods demonstrates the adoption of AR
is acceptable by students in development of innovative projects.

Keywords: Augmented reality · Heritage · Enhanced learning · User experience

1 Introduction

ARfor the visualization of architectural heritage is demonstrated as a useful technique for
the reconstruction and analysis of ancient urban settlements and for the understanding
of valuable culture of ancient civilizations [1]. The significance of reconstruction of
digital culture heritage are to preserve, protect and interpret of our cultural and history
[2]. Other factors must be considering for the mass public adoption and acceptance of
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the use of new technologies [3]. The results show that both perceived usefulness and
perceived enjoyment has a direct impact on the intention to use mobile AR applications.

Videogames combined with new visualization technologies provides strategies
focused on user’s engagement of technology [4]. The implementation of mobile AR
applications for cultural heritage improves visitors’ understanding of the site and its
history via an engaging and playful games that connects the site with museums where
the objects that have been excavated from the site are exhibited [5].

Enhanced Learning in education with technology is a consummate factor, and the
implementation ofARneeds to be evaluatedwith a propermethodology. Previous studies
in educational programs have been conducted in architecture representation [6] and its
adequation to AEC industry transformation [7].

Education programs are considering to include new visualization technologies for
the enhanced learning in architecture representation [8]. It is validated as a potential
resource in students’ achievement of their learning specific competences in architecture
degree. This validation process uses mixed methods that verifies motivation, satisfaction
and performance of students [9–12].

In May 2014, the AM “International Augmented Med” workshop was held in
Empuries, promoted by organizations that exchange experiences and technical assis-
tance in the promotion of innovative services within the tourism sector. The Barcelona
School of Architecture from the Polytechnic University of Catalonia (UPC) participated
in partnership with i2CAT Foundation, in the European International Augmented MED
project (IAM), developing new augmented reality techniques applied to ancient Greek
and roman buildings in the Empuries archaeological site.

As a result of the transversal learning between architects, archaeologists and com-
puter scientists, and the good results obtained, a framework agreement was signed
between the Museum of Archeology of Catalonia and the UPC to establish a collab-
oration in training-oriented programs and projects. academic, research, dissemination
andmanagement in the fields of archeology and architectural heritage.Within this frame-
work, from May 2014 to 2019, four workshops were held to study methodologies for
disseminating the heritage of Empuries through new technologies.

The workshop allows participants to learn different disciplines in order to visually
communicate architectural or spatial content in the best possible way. The contents
of the workshop are based on new technologies, the generation and representation of
videogames for mobile devices while enhancing learning in AR.

2 Method

2.1 Workshop

The methodology was a project-based learning (PBL) structured in four phases for the
design of a human computer interaction system with videogames and evaluation of user
experience. The First phase was the introduction by experts and collection of data form
the archeological site with techniques of photogrammetry using cameras and drones, the
second phase consisted in the digital 3D reconstruction of the site and the modeling of
the ancient buildings, the third phase was the design and development of the videogame
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that includes the 3D content, the fourth phase was the presentation and user experience
evaluation with quantitative and qualitative surveys.

Phase 1. The experts in archeology and heritage from theMuseum contributed to define
accurate 3Dmodels and achieve the maximum realism possible to reconstruct the result-
ing spaces (Fig. 1). Students used real-time rendering software and video game engines.
Several techniques and softwarewill be tested during the process of development. Geom-
etry datawas collected on site, after groups used software for digital reconstruction. Since
the workshop took place on the museum’s premises, it allowed the results to be verified
upon completion.

Fig. 1. Phase 1. Archeologist and museum experts introducing content to students

Phase 2. Proposals were developed by groups with students of architecture, video
games, programmers and experts). The projects included the digital 3D reconstruction
of the site and the modeling of the ancient buildings with software for 3D modeling,
aerial photogrammetry with drones, AR and VR (Fig. 2).

Fig. 2. Phase 2. Photogrammetry and Virtual Reality reconstruction techniques

Phase 3. Students created mobile AR applications including the digital reconstruction
of the settlement. The proposal was oriented for a possible real use in the Museum of
Empuries, for that reason, the target users will be children that visit the museum, the
projects should be videogames designed as an adventure at the same time as a lesson
(Fig. 3). The applications were videogames adapted to devices such as tablets, mobile
phones or AR glasses.
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Fig. 3. Phase 3. Augmented Reality application developed by students during the workshop

Phase 4. The proposals were presented to the experts and archeologists from the
museum to evaluate the adequation to the requirements and accurate approach to the
historical content (Fig. 4).

Fig. 4. Phase 4. Presentation of the project to museum experts and archeologists

The analysis of user experience was based in Likert grading format for quantitative
surveys. It was in the second part of the survey, the Technological Acceptance Model
(TAM). For qualitative evaluation it was used a Bipolar Laddering Assessment (BLA).
There was a population of 25 participants, of whom 68% were men and 32% women,
with varied ages ranging from 20 to 72 years. It was also a heterogeneous group in terms
of nationalities, with Spain with the highest participation with 14, followed by Mexico
and the United States, Cuba, Norway, Ukraine and Israel.

2.2 User Experience Evaluation

System Used for Data Collection: Anonymous paper questionnaire, distribution and
recovery during the workshop.



306 I. Navarro et al.

Description of the Questionnaire Used: The questionnaire consists of 2 blocks, the first
of which includes 20 multiple-choice closed questions. At the end of this section, 4
dichotomous or excluding questions are included, with the aim of inducing the second
section on augmented reality. This second block consists of 20 statements, where the par-
ticipants rated the Likert scale of 7 categories, the degree of agreement with the proposed
statements, being 1 “totally disagree” and 7 “totally agree”. In addition, this section con-
tains an open-ended question, in which the participant can contain the comments they
consider appropriate on the relationship of the workshop.

Construction of Indicators: Once the responses were grouped by topic and based on
their arithmetic means, four quality indicators were constructed, which are: understand-
ing, motivation, utility and ease of use. These indicators give an idea of the degree of
satisfaction achieved by the group in a global way.

Finally, in order to delve into the degree ofmotivation of each participant in relation to
the rest, a specific indicator was constructed for this area through Principal Component
Analysis (PCA). In it, 72.84% of the variance of the responses was explained with
only three components. And once these components and their contribution rates were
estimated, each of the participants was rated according to the index derived from a
general expression that weights the scores achieved for each main component, by the
square root of its variance [13] (Fig. 5).

Fig. 5. Formula used for the construction of the motivation indicator of the participants.

3 Results

Population
A convenience sample was used, being this one, students from different universities of
architecture and videogame development and design.

• There was a population of 25 participants, of whom 68% were men and 32% women,
with varied ages ranging from 20 to 72 years. It was also a heterogeneous group in
terms of nationalities, with Spain with the highest participation with 14, followed by
Mexico and the United States (2 each) in addition, one from Cuba, Norway, Ukraine
and Israel. Of the 25 participants, 3 did not specify nationality.

• 68% of the respondents indicated that it is the first time that they participated in a
Workshop of this type.
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Questionnaire - First Section
The first section of the survey sought to find out howmuch the population is used to using
ICTs on a regular basis. What you want to understand are the preferences of the students
regarding the technological and digital tools, to understand the use they make of them
in their daily life. One of the tools where this survey was emphasized is in augmented
reality.

• The survey showed that the most used devices by the participants are the mobile or
smart phone (100% use it), followed by the laptop (92%), where 19 operate Windows
and 4 Mac. The fixed computer is used by 72%. Some devices, such as video game
consoles, tablets, and digital cameras, are also popular devices (Fig. 6).

Fig. 6. Devices. The graph shows the students’ responses to the question: which device from the
following list do you usually use?

Fig. 7. The graph shows the students’ responses to the following statement: use the mobile phone
to:
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• 88% of the participants indicated that they use the computer to study, 80% for leisure,
76% said that they obtain general information and 68% use it to work professionally,
buy online or on social media (Fig. 7).

• Mobile is commonly used for leisure and social media (88%), general information
(76%), internet shopping (52%) and only 40% of icon use for study or professional
work.

• The devices with which the participants connect to the Internet are mobile phones,
where 100% connect with their smartphone, while 88% use their laptop and 60%with
their fixed equipment. Only 44% generally connect to the network with a tablet.

• All participants indicated to connect to the network from their home, 76% also connect
from the university, 60% said they use mobile data, 52% mentioned connecting from
work and only 20% usually use a public WIFI network.

• 100% of respondents use email and search engine services. 88% usually make down-
loads on the web. 80% use social networks for work, study, leisure or friendship. 72%
see general news and 60% architecture websites, while 52% use internet services to
chat or play.

• The social networks most frequented by the participants are WhatsApp first, where
100% of the respondents indicate that they have an account in this application. They
are followed by Instagram with 80% and Facebook and Dropbox with 72%. The least
used applications were Spotify, Pinterest and Twitter (Fig. 8).

• Most of the participants had the Android operating system on their smartphone (60%)
while iOS was used by 40%.

• All the participants indicated that they know it is augmented reality and virtual reality.
Even 84% said they had used it before, of which 60% did it through a smartphone or
tablet game, 42% at an exhibition, while less than 33%used it at home, in an organized
event, a professional project or an attraction in a shopping center.

• Regarding the mixed reality, only 36% of the respondents indicated knowing it, while
56% said they did not know what it was about. It should be noted that two of the
participants omitted their response.

Fig. 8. The graph shows the students’ answers to the question: in which applications or social
networks do you have open accounts?



Heritage Augmented Reality Applications for Enhanced User Experience 309

Questionnaire – Second Section
The second section of the survey sought to recover the opinions and experiences of the
population on the use of RA during the workshop. The objective is to observe your
preferences in the use of this tool as a means of learning. This second part consists
of 20 items with the option of forced response (only one possible), to obtain the eval-
uation of the following categories: understanding, motivation, utility and ease of use.
These indicators were constructed as explained in method. Students chose from from
the following options: strongly agree, strongly agree, agree, neutral, disagree, strongly
disagree, strongly disagree. A score based on the Likert scoring method is assigned to
each answer. Next, the data with the mean scores for each of the categories are presented,
specifically, the frequencies in percentage are presented (Fig. 9).

Understanding Ease of use Motivation Utility
Score 71.4 57.9 90 84.3
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Fig. 9. The graph shows the valuation of augmented reality.

The previous graphic shows that the motivation category was the best valuated by
the students, obtaining a total score of 90 and this means 6.3 out of 7. This indicates
that there was a very favorable attitude towards augmented reality. It was also concluded
that the participants consider that AR had a positive impact on their understanding,
that’s why they gave the utility a value of 84.3 and the mean of 5.9 out of 7. Regarding
understanding with the use of the system, the survey yielded a favorable result where
the participants claimed to have had a clear and understandable interaction of the AR,
the value given was 71.4 and the mean of 5 out of 7. Finally, the least valued concept
was ease of use, with a score of 57.9 and the mean of 4.05, where many, not being so
familiar with this system, consider that it was still somewhat complex to use and to use
in their usual practice (Fig. 10).

The constructed motivation indicator shows the following results in relation to age
and the fact of having attended the course for the first time (Table 1).
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Fig. 10. The image shows the mean valuation of augmented reality

The highest score was obtained by a 39-year-old woman (above the average) who
had never attended a course of this type followed by two participants aged 37 and 41. In
a correlation analysis between the motivation indicator, and age and attendance at the
course for the first time, a slightly positive relationship (0, 27) with age and negative
with having attended the course (–0, 44).

Table 1. Motivation index for each participant

ID Age First time in a
workshop

Motivation index

1 22 si 0,39

2 23 si 0,79

3 32 no 0,83

4 64 no 0,65

5 34 si 0,67

6 26 no 0,69

7 32 no 0,99

8 39 no 1,00

9 23 no 0,70

10 30 no 0,87

11 72 si 0,54

12 25 si 0,90

13 22 si 0,71

14 21 si 0,23

15 20 si 0,73

16 37 no 0,99

17 41 si 0,99

18 20 si 0,67

(continued)
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Table 1. (continued)

ID Age First time in a
workshop

Motivation index

19 27 si 0,75

20 21 si 0,50

21 33 si 0,59

22 20 si 0,15

23 21 si 0,00

24 21 si 0,28

25 34 si 0,97

4 Discussion

Results extracted from the evaluation reveals that ‘motivation’ category was the best
valued by the students, obtaining a total score of 90 and the mean of 6.3 out of 7 (Likert
scale). This indicates that there was a very favorable attitude towards augmented reality.
It may also mean that motivation is one of the most important factors for their learning.
It was also concluded that the participants consider that AR had a positive impact on
their understanding, that is why they gave ‘utility’ a value of 84.3 and the mean of 5.9
out of 7. Regarding ‘understanding’ with the use of the system, the survey yielded a
favorable result where the participants claimed to have had a clear and understandable
interaction of the AR, the value given was 71.4 and the mean of 5 out of 7. Finally, the
least valued concept was ‘ease of use’, with a score of 57.9 and the mean of 4.05, where
many, not being so familiar with this system, consider that it is still somewhat complex
to use and to use in their usual practice.

Motivation also seems to be correlatedwith age andwith being the first time attending
the course. Thus, older people, above the average, showed higher levels of motivation,
especially those who attended the course for the first time. It may be because young
people are more used to experimenting with technology for learning.

5 Conclusion

The main conclusions are that AR technology applied in applications for visitors of
heritage sites improves the user experience, PBL methodology enhances learning with
the use of new technologies and evaluation methods demonstrates the adoption of AR
is acceptable by students in development of innovative projects. Motivation is the most
important factor in AR technology learning. This factor generally increases with the age
of the participants and the fact of using it for the first time.
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Abstract. Mixed Reality technologies are on the rise in the educational sector.
However, research shows that there is still a lack in knowledge concerning the
evaluation of these technologies. In this paper we present a research on current
practices in evaluation for Mixed Reality. For this purpose, we selected 94 pub-
lications from between 2015 and 2021 and reduced them to 45 which included
formal evaluation processes. We then adapted a classification scheme by Duenser
et al. [5] and categorized these papers according to their evaluation methods. We
present our overall findings and explain some examples more detailed. The results
are then compared to previous work outside and within the MiReBooks project
and applied on the didactical framework. This allows us to illustrate the develop-
ment of this sector over the last years and it helps us to enhance our own evaluation
approaches. First results also show that there is a rise in evaluation approaches
recently and that the overall goals for these processes did not change much from
2008.

Keywords: Mixed Reality · Evaluation for Mixed Reality · User evaluation ·
Evaluation methods

1 Introduction

Virtual Reality (VR) devices and other Mixed Reality (MR) technologies were not just
invented in the last years. They have been a topic for scholars for over 50 years by now.
The possibilities of these tools lead to a tremendous potential as a learning platform. A
variety of studies explain some of the many ways to integrate these technologies into the
classroom [1]. Especially in the mining engineering sector and its education system, the
industry had to face massive changes over the past few years. In many countries mining
operations became unprofitable, got closed or did get privatized [2]. This development
does notmake it easier for students to experiencemining operation in practice and on site.
In order to face these challenges, the project MiReBooks focuses on the development
of a Mixed Reality framework supporting professors and students of mining education.
This framework offers tools, methods, examples, and technologies that bring Mixed
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Reality intomining education [2]. Research shows, despite already finding use in today’s
classrooms, MR has still not found its way into the tertiary education sector fully [1].
In addition to that, formal evaluations of MR applications have only been a topic for
researchers for a few years by now [5].

Beginning with a short description of MiReBooks itself, we give some insight into
the key data of the project. In the main chapter of this paper, we examine the current
state of evaluation that was done in the recent years within the field of MR. The authors
will give an overview of these studies, which will also be classified according to their
evaluation type. The goal of this step is also to get a first impression of how the sector
has developed over the last years. The results will then be discussed in view of our own
research process and how the gathered data can help improving this task. We will also
give an outlook on upcoming evaluation researchwithin theMiReBooks project. Finally,
the authors will present the didactic concepts behind the project and apply the results of
our study on them.

2 The MiReBooks Development and Research Project

2.1 Mixed Reality in Education

Mixed Reality (MR) describes a continuum between reality and virtuality. It includes
Virtual Reality (VR), Augmented Reality (AR) and different stages between [10].Within
the last years, techniques are finding their way into the educational sector more and
more [11]. However, MR is still not widely acknowledged by teachers in the tertiary
educational sector [1].

As already mentioned in the introduction chapter, MR is a potent technology for
enhancing learning processes in different ways. Especially the interactive and immersive
nature of virtual environments brings potentials not only for serious games and three-
dimensionalworlds: Granic [7]mentions that entertainment is not the primary purpose of
MR technologies, but to increase themotivation of learners and involvement into learning
activities. In addition, virtual learning environments (VLEs) should also be beneficial
in terms of learning outcomes [7]. Dawley and Dede [12] state that MR experiences
enable situated learning. This concept is widely acknowledged as a powerful didactic
concept. Schiffeler et al. [13] also mention that collaborative forms of MR can promote
communicative skills and problem-solving by interaction with other students.

Overall, lecturers confirmed positive effects ofMR in education [14]. However, there
is still not a lot of empirical evidence within the field to confirm such expectations in
general [8,9]. Using MR in mining courses is a particularly challenging task and there
is still little knowledge of their efficient usage in mining engineering education [15].

2.2 The MiReBooks Project

We already introduced shortly into the difficult situation of the mining industry and its
educational sector. This situation has led to a decline of social acceptance and damages
the public image of the raw materials industry [2]. Following the sector becomes less
and less attractive for students, while the demand in the sand, gravel and quarry industry
is rising [18].
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To counteract this, the European Institute of Innovation & Technology (EIT) Raw
Materials launched the project MiReBooks (Mixed Reality Books) in 2018 [15]. 14
Pan-European partners work on different methods, technologies, and tools to address
the current problems in the field of mining education. The purpose of the project is to
increase the attractiveness of mining engineering for students [3]. The researchers work
on possibilities to transfer theoretical knowledge into practical work [14]. This is one
of the major challenges within the mining sector [19] since blasting, loading of rubble
onto trucks or visiting a mine in general lead to safety risks, logistical challenges, and
further problems [14].

Kazanin and Drebenstedt [19] compared the educational sector for leading countries
in the mining industry like USA, Russia, and Germany. This research showed that edu-
cation programs must meet “changing demands of national and global mining industry”
and that it should incorporate “active involvement of the professional community in the
process of training” [19]. Knowing these constraints, we can state that highly practice-
oriented teaching in the field of mining engineering education is difficult to implement
[14].

A possibility to ensure a more practical way of teaching is the use of MR. These
technologies can be a helping toolwhen trying to overcome such constraints. Lee [20] and
Winn [21] state thatARandVRenablemore natural processes for interactionwith virtual
objects. According to Radu [22] such interaction increases the quality of the learning
outcomes. Santos et al. [23] could also measure a positive effect on the performance of
students using AR compared to traditional methods in their meta-analysis.

The MiReBooks project uses these findings and creates a framework for assisting
teachers and students in mining engineering education. It is “a new digital learning
experience that explores the way mining is taught, applied and changed in the future”
[14]. We use AR and VR technologies to enhance traditional learning material. These
learning experiences allow lecturers to provide situations similar to hard-to-get real-life
experiences. The didactical concept behind the project will be discussed after explaining
the literature study and explaining our results.

3 Evaluation of MR Tools in Education

As described in the previous chapters, Mixed Reality is still a rather little researched
topic when used as a teaching method. Especially in the domain of mining engineering
education, the use of MR in the classroom is a relatively new approach [15]. To enhance
these new tools, it is mandatory to evaluate the learning outcomes and technologies
themselves. However, as Swan et al. [16] could show, evaluation processes are not
conducted as often as expected. In 2004 they produced a study that reviewed over 1,100
articles frommultiple sources connected toAugmentedReality. From these publications,
only 21 described some form of formal user evaluation [16]. Santos et al. [23] conducted
a meta-analysis in 2014, where they analyzed 87 research articles on augmented reality
learning experiences. 43 of these papers included formal user studies which measured
factors like ease of use, satisfaction, immersion, student motivation or performance [23].
This shows that there has been an increase of evaluation processes in MR over the last
years. However, there is still limited knowledge about MR as an educational tool and
there is even less information about fitting evaluation methods for these technologies.
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Duenser et al. [5] put up the theory that the main reasons for this lack of user
evaluations in AR could be “a lack of education on how to evaluate AR experiences,
how to properly design experiments, choose the appropriate methods, apply empirical
methods, and analyze the results.” These aspects can be found within the six stages
of evaluation design, presented by Oliver [17]. Therefore, evaluation design consists
of “identification of stakeholders, selection and refinement of evaluation question(s),
based on the stakeholder analysis, selection of an evaluation methodology, selection of
data capture techniques, selection of data analysis techniques, and choice of presentation
format”. It is alsomandatory to understand, that evaluation processes should be designed
in an iterative or cyclic way to maximize benefits.

3.1 Research Design

After showing the difficulties and challenges connected with the evaluation process of
MR tools in education, it is nowmandatory to explain the researchmethod.We started by
defining the searchqueries. Thesewere the terms “VirtualReality”, “AugmentedReality”
and “Mixed Reality” connected with strings like “evaluation”, “study”, “education” or
“classroom”. The research was conducted on the academic databases ERIC Database,
Researchgate, IEEE Xplore and LearnTechLib. We also performed a search on Google
Scholar. Additional constraints were the date of publication and availability of each
paper. The authors focused their research on works, which were published between
2015 and 2021 and are freely available online.

The authors then selected 94 papers for a first examination where they were checked
for relevance. After this selection process 59 publications remained in our selection
from which further 15 were dropped. These papers were excluded because they either
only suggested an evaluation, the actual evaluation was explained in a different paper
or the study did not evaluate an MR technique or tool itself. We then began with the
formal analysis of the remaining 45 papers by classifying their aspects according to a
predefined grid. Our main interest was the evaluation techniques used in each study. For
this purpose, we adapted the approach by Duenser et al. [5] and created a grid to classify
each paper into five types:

1. Objective Measurements
2. Subjective measurements
3. Qualitative analysis
4. Usability evaluation techniques
5. Informal evaluations

As our research goal was getting insight into current state-of-the-art practice in MR
evaluation, we decided to allow assignment of one paper to multiple categories. We
wanted to generate an overview of all used techniques and put them in perspective.
This differs from the original approach by Duenser et al. [5], as they only classified
each paper according to its main evaluation approach. However, the analysis of multiple
papers showed, that a clear assignment to only onemethodwould have been problematic.
Several researchers conducted multilayered studies with multiple measurement goals
which complicate the assignment to only one category. Another deviation of the original
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concept was made when the authors decided to check each paper for explanations of an
iterative development process. Beside these formal aspects, which were registered into
an Excel sheet while reading each paper, the authors also took notes about factors like
evaluation types, research outcomes or study participants. The results of this analysiswill
be discussed in the following chapter. The authors will also talk about some examples
in more detail.

3.2 Results

Examination of the 94 initial papers led to 59 publications, which met our general
selection criteria. From these, 15 were dropped due to different reasons. Lee et al. [28]
and Merengo et al. [30] did both not conduct a study within their papers, but rather used
feedback from studies that have been explained in different publications. Takala et al.
[29] developed and evaluated a course on creating VR experiences, which did not match
our research question. Thanyadit et al. [31] created a promising AR tool which allowed
the lecturer to supervise a group, using VR, but did not conduct an evaluation. Despite
their scientific value, these publications were discarded, because they did not contain
any information on practical evaluation techniques.

The remaining papers presented different studies which were categorized according
to the evaluation techniques used, mentioned in the former chapter. The most common
participants in these evaluations were students. 31 publications presented a study, where
this group of test subjects were represented and 22 of them were carried out in the area
of higher education. Aside from educational settings, other studies were carried out
in the context of professional work or medicine, therefore another common group of
participants were patients or representatives from the specific domain. One example of
a study with patients was explained by Summers et al. [32], where the researchers used
a variety of methods to evaluate their application, like observations or a questionnaire.
Only two papers contained experts as the test subjects and there were four publications,
which did not describe the test subjects in detail aside from sex or age. The number of
evaluators varied between five and 829. The last number stems from Scullion et al. [9],
where the researchers first let 720 participants answer a questionnaire about subjective
experiences and later conducted another survey with 102 students on three different
universities.

As mentioned in the research design chapter, the authors also took notes on explana-
tions of iterative evaluation processes. It turned out, that many studies were conducted
within such a procedure. However, only nine publications described such iterative eval-
uation processes more detailed. Examples for this can be found in Pombo et al. [33] and
Shahriari-Rad et al. [34]. A detailed description of a multilayered evaluation design is
presented in Lozada-Yánez et al. [35]. The researchers of this paper explained five stages
of testing, which started with a first review of their test environment in the construction
phase. The original items were then validated according to their relevance and clarity.
After this stage, the test was further adjusted, and a pilot study was conducted. As a final
step, the researchers performed a reliability analysis of the obtained data.

Overall, we found 21 methods about objective measurement and 29 about subjective
measurement. 16 publications contained a qualitative analysis and five used usability
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Fig. 1. Types of evaluation techniques by year and publication date.

evaluation techniques. Another five described informal evaluation approaches. The dis-
tribution of all analyzed papers and the types of evaluation techniques they presented is
shown in Fig. 1.

Fig. 2. Overview of types of evaluation techniques found in all publications.
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Objective Measurements
This category includes studies, which conducted objective measurements. Aspects,
which are measured in this category are consumed time, error rate, accuracy, scores,
number of actions or other objective factors. As seen in Fig. 2, we found 21 papers,
which conducted such objective methods in their evaluation. This marks the secondmost
common category in our research. An example for this is Caputo et al. [36], where partic-
ipants had to solve tasks in MR with different types of object manipulation. Researchers
measured aspects like execution time or actions per task and additionally measured
subjective factors with a post-test questionnaire.

Subjective Measurements
In this section, the authors selected papers that measured subjective experiences of the
participants. Common techniques are questionnaires, subjective ratings, or judgements.
As depicted in Fig. 2, subjectivemeasurementswere themost common type of evaluation
techniques among all publications with 29 studies. Papers categorized under this term
often measured aspects like immersion, authenticity, preferences, motivation, mental
effort, or attitude towards the application. An example for such techniques can be looked
up in Lemheney et al. [37].

Qualitative Analysis
In this category the authors collected studies with formal user observations, formal or
semi-structured interviews or classification of behavior. 16 papers were classified in
this category. Summers et al. [32] is one example for such methods, as the researchers
observed the behavior of patients during VR sessions and compared it with a control
group.

Usability Evaluation Techniques
This category compiles studies with evaluation techniques that measure interface usabil-
ity like heuristic evaluation, expert based evaluation or think aloud method. However, it
is still possible to measure factors of system usability with other techniques. This cate-
gory strictly consists of papers which used the aforementioned methods. With 5 studies,
that could be attributed to this section, it was the least common category together with
informal evaluations. Examples for papers with this evaluation type are Chujitarom et al.
[38] and Nuanmeesri et al. [39] as they both conducted expert based evaluation.

Informal Evaluations
These are papers which included informal user evaluations like observations, informal
collection, or user feedback. It must be stated that an attribution to this category was
a bit problematic since it was not always possible to clearly detect such kind of eval-
uation. Therefore, only papers that unambiguously described an informal evaluation
were selected. This led to 5 papers collected under the term informal evaluations. As
shown in Fig. 2 this category is the least common one together with usability evaluation
techniques.
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4 Discussion

After gathering data about evaluation techniques used in MR over the last five years,
we can now compare these findings with each other, with older data and with our own
previous research within the MiREBooks project.

As depicted in Fig. 2, subjective methods were the most common type of evaluation
methods used. These findings affirm the assumption, that researchers are still actively
trying tomaximize user experience in terms of immersion ormotivation and it also aligns
with our own motivations within the MiReBooks Project. We can propose the theory,
that objective factors like error rate or consumed time are not seen as important as these
subjective aspects. However, objective factors are still considered to be very important
to a large number of researchers, as the difference between the number of objective and
subjective evaluation methods is rather small.

There is also another explanation to this observation. In most studies subjective
measurements act as a kind of addition to the main research topic. Many authors focused
on other aspects and only conducted a subjective questionnaire after the main evaluation
process. This could also explain the difference betweenour study and the study conducted
by Duenser et al. [5] from 2008. While we allowed attribution of one paper to multiple
categories, Duenser et al. only categorized them according to their main focus. In their
publication, the authors presented objective measurements as the most common type of
evaluation between 1995 and 2007, while subjective methods were only second or third
in most years. However, both studies show, that the overall number of conducted studies
about evaluation in MR is steadily rising.

In 2004, Swan et al. [16] only identified 21 from 266 AR-related papers, that con-
tained information about formal user evaluation processes, which are about 8%. Four
years later, in 2008, Duenser et al. [5] conducted a similar study and identified 161
(~29%) of 557 papers, that included evaluation. Santos [23] also found 43 (~49%) for-
mal evaluation approaches within their 87 research articles on Augmented Reality in
2012. In our own research we selected 94 papers and identified 59 (~63%) publications
connected with evaluation processes and 45 (~48%) explaining an informal evaluation
of MR. These numbers clearly show a positive trend in the amount of evaluation within
Mixed Reality. However, this conclusion is limited, as our own study differs in some
aspects from the other three and shares similar limitations.

Another observation that coincides with the work by Duenser et al. [5] is the low
number of usability testing. In their findings, this category was only identified in studies
between 2003 and 2007 and it was the least common type in every year, just like in our
own study. This suggests that usability is not seen as important to MR applications as
factors like immersion, motivation, or performance data.

We can also compare the findings of our research with our own previous evalua-
tion approaches within the MiReBooks project. The most common evaluation methods
attribute to the category about subjective measurements. The researchers within the
MiReBooks project explained their findings of subjective measuring methods within
three publications. There were multiple methods to measure subjective aspects like
questionnaires or interviews [3,14]. In addition to that, another study conducted an eval-
uation of the usefulness of 360° videos in VR [4]. Feedback forms were used to capture
the individual perception of each participant. Another important area was usability of
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different tools [14]. These findings can now be used within the didactical framework of
MiReBooks.

5 Applying the Results on the Didactical Framework ofMiReBooks

Based on the current findings and basic didactic principles, the didactic concept of the
MiReBooks project is presented below. The concept includes current research findings
and aims to take into account the interdisciplinary expertise of the project consortium on
technical and didactic requirements in the best possibleway.Overall, the didactic concept
addresses four phases of integrating MR technologies into teaching. The planning phase
(I), content production (II), the implementation phase (III) and evaluation and reflection
(IV). The whole procedure is visualized in Fig. 3.

Fig. 3. Four phases of integrating MR technologies into teaching.

The planning phase (I) mainly includes reflection on the learning objectives to be
achieved. Based onWHAT is to be taught, suitable media and technologies are selected,
taking into account the organizational framework conditions as well as individual skills
and prior knowledge [14]. Teachers are supported in this process by a decision matrix
and a planning table [14]. Here, the basic concept of Bloom’s educational objective
taxonomy is taken into account [24]. The application of this taxonomy supports teachers
in better structuring their individual teaching units or even entire curricula.

The content production phase (II) differs for each medium. For example, Khodaei
et al. [25] discuss the specific requirements and different steps in the production of 360°
videos. The individual skills and prerequisites of the teacher must obviously be taken
into account here aswell.Within the framework of the guideline developed in the project,
it is pointed out that the targeted development of own MR contents definitely requires
the support of technically experienced staff, which was confirmed by various teachers
using MR technologies [3]. The MiReBooks project also aims to provide teachers with
an authoring tool to share content, adapt it and make it usable for themselves.

The implementation phase (III) refers to the actual use of MR technologies in teach-
ing. Within the MiReBooks project, four different test lectures (open pit bench blasting,
hard rock underground drift development, hauling in mining, and continuous surface
mining) were developed and conducted at several European universities. The integra-
tion of MR technologies is preceded in the project by an examination of the learn-
ing objectives, organizational prerequisites (such as size of the classroom or number
of participants) and individual skills and competencies of the teachers. This provides
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opportunities to use the technologies in large groups (teacher-centered learning) as well
as in small groups (student-centered learning). Especially in student-centered settings,
the approach of integrating MR technologies follows Kolb’s concept of experiential
learning, which is based on active experiencing the learning content [26].

Within the aforementioned lectures, different sets ofMR hardware components were
included.During the test lectures, classical teachingmaterials, such asPPT,Whiteboards,
Blackboard were used and combined with small breakout sessions providing MR based
experiences. In total, there were 12 test lectures (four on open pit bench blasting, three on
hard rock underground drift development, two on hauling in mining, and another three
on continuous surface mining). Previously, all lecturers were asked to fill a storybook on
their lectures containing the aim and use of the respective media for a certain learning
objective.

In the last phase of evaluation and reflection (IV), a mixed-method approach is
applied to evaluate the use of MR technologies. Thus, questionnaires with vali-dated
scales, e.g., System Usability Scale [27]) are used to assess the usability of the technolo-
gies. In addition, questionnaires are used to assess the experience of MR technologies
in teaching, which were supplemented with qualitative open questions. Subsequently,
interviews are conducted to explore the possibilities and limitations of MR in mining
engineering education.

6 Conclusion and Outlook

We began our paper with the statement that evaluation processes in MR are still a very
little researched scientific field. To support this statement we presented multiple works,
which already conducted analysis of this topic and practical examples. After explaining
the key data of theMiReBooks project, we dealt with evaluationmethods and techniques.
In the main chapter of this publication, the researchers presented a literature research of
45 MR related papers, which conducted formal evaluation. We categorized these works
by adapting an approach by Duenser et al. [5] and compared the findings to their data
and to further research that has been done within the MiReBooks project.

This research showed that the amount of evaluation in MR is steadily increasing.
Where Swan et al. [16] only identified about 8% of all selected papers to be focused
on evaluation in 2004, we could measure about 48%. This is another increase from the
29%, Duenser et al. [5] found in 2008. However, there are some clear limitations within
our approach. First, we included all MR-related papers, while Duenser et al. and Swan
et al. only researched on AR-related publications. Therefore, the comparability of them
is limited. Second, our literature research was far smaller, as we only selected 94 papers,
while Duenser et al. found over 6000 initial papers which were then reduced to 557,
which were related to AR. Third, the main source for our research were ERIC Database
and Researchgate supplemented by IEEE Xplore, LearnTechLib and Google Scholar.
To overcome these limitations, a future research could extend the time delimitation
to ten or 15 years. In addition to that, the number of analyzed papers should also be
increased. Thesemeasures could help, confirming our findings concerning developments
of evaluation in MR and a comparison to older works would not be as necessary as in
this paper.
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Overall, the research approaches to date show, that MiReBooks mainly focused on
subjective measurements. This is also consistent with the results from our literature
research and show again, that perception and attitude of participants are very important
to the developers of VR tools. Researchers also conducted face-to-face interviews, which
belong to the category of qualitative analysis. Methods that are attributed to objective
measurement have not been used within these papers and therefore mark a possible gap
for future research.

Concerning the MiReBooks project, we could confirm, that the evaluation
approaches to date were consent to the current standard. By mainly focusing on subjec-
tive measurements, which were supplemented by qualitative methods, the researchers
adhered to common practice in Mixed Reality. However, objective evaluation methods
or usability evaluation techniques were absent from previous publications. Therefore, a
future research could focus on testing the developed tools in terms of error rate, time
consumption or accuracy or utilizing usability testing. This could not only lead to new
insights withing the development of the MiReBooks tools, but in evaluation of Mixed
Reality as a general. As the MiReBooks project is still ongoing, there will be further
evaluation approaches in the future. One topic, which is currently undergoing a planning
phase is about remote evaluation concepts.
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Abstract. This work takes a look at different aspects of technical assis-
tance systems acceptance (smart home, cleaning robots, telepresence and
humanoid robots) in daily life in German homes. The use of smart home
technologies is increasing as well as the development of social and telep-
resence robots to improve the life and care for people in need and the
elderly. Research to develop a robot assisting in daily life by living in
an average German household is less focused. This paper describes an
approach to find out what Germans actually would like to have as tech-
nical support in their homes. Qualitative interviews to find important
aspects of the use, the way such a robot should look like and work were
conducted. Some interview partners already use smart home equipment.
A quantitative questionnaire was used to reach a higher number of parti-
cipants in order to get an overview about the distribution of the different
opinions found in the interviews. The results indicate that Germans are
not highly interested in having a robot in their own homes. Using tele-
presence robots seems to be even less interesting than a humanoid robot
in their home. Otherwise, there was a wish for systems supporting the
participants’ health, for example by monitoring health data. Support to
communicate with others was not wanted by many participants, nor that
the robot should meet social needs. The main reasons against any robots
were data security concerns and the question how a robot could enhance
the participants’ daily life.

Keywords: Social robots · Telepresence robots · German smart homes

1 Introduction

The use of smart home technologies has consistently increased in the past five
years [1]. Studies showed that Germans would like to have smart home tech-
nologies not only to save energy, but also for safety reasons and to live a more
comfortable life.

Manifold studies researched the development of robots which allow elderly,
sick or disabled people to live independently longer in their own homes [2].
In addition to support for daily life activities, such as staying mobile, taking
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medications, and preparing food, those studies also focused on the social aspects
of the use of these technologies.

Social robots were developed to motivate people by presenting instructions
for mental or physical exercises, talk with them or only to be a companion
reacting to the owners’ attention by moving. A social robot to support the life
of everybody by living in an average household was less focused on in recent
research. Currently, only two German universities are developing such a system
independently. One is the Center for Cognitive Interaction Technology (CITEC)
at the University of Bielefeld and the other one is the University of Siegen.

A telepresence robot is a way to communicate remotely, for example to stay
in contact with family or friends. Such robots are equipped with communication
technologies to allow an interaction similar to a video call. One advantage over
using a tablet or computer for a call is that the person controlling the robot
can move the camera during the video call independently. Also, human affinity
towards a person seems to be similar meeting through a telepresence robot like
their affinity meeting physically [3].

Looking at the age of smart home users in Germany, 15.2% of the users were
between 18 and 24 years old and more than 50% between 25 and 44 years (26.8%
25–34; 26.6% 35–44) in the year 2020 [1]. Only slightly over 30% were aged
over 44 years (18.2% 45–54; 13.2% 55–64). This indicates that there is a relevant
interest in technical support in average German households not only in elderly
care facilities or retirement homes.

However, what Germans actually would like to have as technical support in
their homes has not been investigated immensely. Therefore, this work takes a
look on different aspects of the acceptance of technical assistance of the daily
life in German homes.

Thereby, the main question is: At which aspects of their private life would
Germans like to have technical support? (RQ1) The research focuses on partic-
ipants’ definition of daily life aspects, as well as on the concrete definition how
that support should be. Other key elements were the attitude towards telepres-
ence robots and social robots in general and how they should look. The question
if smart home concepts should be extended with social robots or be kept func-
tionally and technically only, was also a point of interest.

2 Related Work

Smart home technology is the connection of devices with each other and the
possibility to control them online. This programming or use of the devices usu-
ally can be done using a smartphone, a tablet, a language assistant, or a remote
control unit. The global market and consumer research company Statista distin-
guishes six categories of smart home technology (see Table 1) [4]. The revenue of
each of those six categories has increased constantly in the last four years and
the research institute Statista predicts further growth over the next five years.
The biggest growth can be seen in smart household appliances. Also the number
of smart homes in Germany in total as well as in each category increased while
the revenue per smart home decreased.
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In 2017, 986 Germans were asked why they use smart home devices and why
they do not [5]. The participants were between 18 and 59 years old and already
had smart home technology or planned to buy smart devices within the next
12 months. Those already living in a smart home mentioned the most important
factor to establish a smart home was their fun with the technology and get-
ting modern devices. The group only planning the use focused on saving energy,
increasing their security and simplifying their daily life. Both groups also identi-
fied increased comfort as an important factor. The top reason not to buy smart
devices was the expense in accquisition and upkeep. Other reasons included con-
cerns about data security, the technical complexity, no need for smart technology,
and the lack of compatibility with existing devices and software.

Table 1. Categories of smart home technology [4]

Category Description

Control and connectivity Intelligent home network (smart speakers, central
control units, programmable control buttons, smart
plugs)

Smart appliances Household appliances (e.g. fridge, coffee machine,
robotic vacuum cleaner)

Security Surveillance products (e.g. security cameras),
programmable and remote control door locks, risk
monitoring (e.g. smoke detectors)

Home entertainment Multi-room entertainment, connected remote controls,
streaming devices

Comfort and lighting Improvement of the living atmosphere (sensors,
actuators), connected and remote controllable light
sources

Energy management Control and reduction of energy consumption
(automated heating control, timers, sensors)

A robot in general is a machine doing something due to the program running
inside it [6]. They can be attached to a wall or floor or be mobile, be designed
to work without others around them or together with or around humans or ani-
mals. Those machines are used in factories to do repeating or heavy work or in
research and military to perform tasks in dangerous environments. They are also
used to do things humans are not able to, like moving very precisely in robot
assisted surgery. Another branch of robots are robots as toys or service robots
to do housework.

Robots assisting humans in their daily life can be divided whether they have
social aspects or not [7]. The group with social aspects contains service robots
which physically do something for their user and companion robots whose main
purpose is to be there for their user and support social interaction. It is also
possible that a social robot has both of those aspects.
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An important dimension of robots living with humans is the communication.
Next to screens or remote controls, communication is oftentimes possible with
voice. Robots can process human speech and talk to them. Language assistants
are voice-controlled robots. They can be used to answer the users’ questions
from the internet, modify texts saved on the cloud or as control for smart home
equipment.

In 1994 the three year Ontario Telepresence Project, as part of the Interna-
tional Telepresence Project, ended [8]. In the report of the findings of the col-
laboration between the University of Toronto, Carleton University and industry
partners, telepresence is defined as “the art of enabling social proximity despite
geographical or temporal distances through the integration of computer, audio-
visual, and telecommunications technologies.” [8]. The ability to feel present in
a distant environment is another part of telepresence. To enhance that feeling,
telepresence robots allow not only to see, hear and speak through the tech-
nology, they also enable the user to move around and decide where he or she
wants to go and what he or she wants to see without being dependent on the
help of somebody who is at that distant environment.

Moreover, telepresence robots can be used for communication in private or
business settings as well as in education.

There is current research on the effect of telepresence robots on human-
human interaction as well as on human-robot interaction [3,9,10]. A case study
gave couples living in a long distance relationship the possibility to use a tele-
presence robot and found out, that this added a new dimension of closeness to
the relationship. In contrast to video calls it was now possible to have a look to
the partners back or communicate by moving towards or away from the partner
[11]. Another study examined the influence of telepresence robots on the success
of team building exercises [12].

Other studies investigated the perception of the distant environment depend-
ing on the robots physical properties. One focused on the influence of the height
of the camera of the telepresence robot on the spatial awareness of the user [13].

Another field of usage of telepresence robots is the contact to caregivers as
part of telemedicine, which can be extended by telemonitoring systems [14].
Such a system provides access to measured health data like temperature or
heartrate which can support the caregivers decisions about needed treatment
[15]. Such systems can enhance the quality of life and the ability to live longer
independently in one’s home. The development of smart assisted living has the
goal to allow sick or elderly people to live as long as possible in their own homes.
To reach this goal different technologies like sensors, smart home devices or
robots can be used [16].

3 Methods

First of all research in literature was done to get an overview about existing
smart home concepts and the development of robots as well as the attitude of
Germans to smart home, robots and social robots.
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Interview
The second part was a qualitative study using a semi-structured interview with
four interview partners. The structure ensured the same sequence of topics in
each interview. For each topic were only the key points defined, which should
be mentioned, but not the explicit questions and their order. That allowed the
interview leader to react to the answer the interview partner gave to open ques-
tions.

For the development of the catalogue of questions, different theoretical
aspects were evaluated. First of all, Maslow’s hierarchy of needs and Alder-
fer’s alternative ERG (short for the three aspects Existence needs, Relatedness
needs, Growth needs) were used [17,18]. While Maslow categorized human needs
and motivations into the five levels Basic needs, Safety needs, Social belonging,
Self-esteem and Self-actualization, Alderfer simplified the system into three cat-
egories of subjective perception of wishes and satisfaction. Those categories are
Existence Needs, Relatedness Needs and Growth Needs. Thereby, existence needs
include Maslows first two levels, the relatedness needs the third and the external
part of the fourth. The growth needs summarize the remaining parts of Maslow’s
hierarchy.

Based on these theories, the three clusters physiological need, social need,
and security were defined for this work. The aspects situation and interaction
with robots and social influence of robots of the NARS were part of the cluster
social [19]. The NARS is the negative attitudes towards robots scale, which was
developed to measure the attitudes of humans toward communication robots in
their daily life [20].

Other studies found that an important aspect of acceptance of robots is
the perception, which was added as a fourth cluster [21,22]. This includes
the perceived security and intelligence of the robot as well as its appearance in
contrast to its role.

The aspects of the Almere model, which was created to test the acceptance of
robots assisting in private households, could also be mapped to those four clusters
[7]. For each of the three main aspects (smart home/household robot, social
robot, telepresence robot) of the study, questions to all clusters were formulated.

To get different opinions two groups of interview partners were found. One
who uses smart home technologies and the other one who does not. In both
groups were singles and people living in a long term relationship or with their
family. Some interview partners lived in an apartment for rent and others in
their own house. All in all, four persons were interviewed. After each interview
a transcript was created. Those transcripts were compared and evaluated after
all interviews took part.

Questionnaire
Since there were so manifold answers given in the interviews, a questionnaire
was used to get an idea about the percentage of Germans agreeing to each given
opinion. The quantitative online questionnaire was created from the interview
questions with respect to the interview partners’ answers.
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Table 2. Questionnaire

1. How do you use the following in your household?

2. /4a./6a./8a. I use technical devices/cleaning robots/language assistants/smart
home equipment in my household, because...

3. /5a./7a./9a. Do you have security concerns using technical devices/cleaning
robots/language assistants/smart home equipment?

4b./6b./8b. Why do you not use cleaning robots/language assistants/smart home
equipment?

10. Regardless of the mentioned concerns – for which activities would you like
support?

11. How would you like to use the following in your household?

12. Please rank the following options to get support in your household

13. Why have you chosen that ranking?

14. /26. Can you generally imagine living with a robot in your household/imagine
using a telepresence robot?

15. Can you imagine getting assistance from a robot to live longer independently?

16. I would get a robot, by the time

17. Do you know the concept of a social robot?

18. /27. A robot/telepresence robot in my household should ... do

19. /28. What do you want to use the robot/telepresence robot for?

20. /29. How can you imagine such a robot/telepresence robot to look?

21. How do you want to control the robot?

22. How important are the following properties of the robot?

23. When I get visitors,

24. /30. What concerns do you have if a robot is at your home/using a
telepresence robot?

25. Which of the following aspects did you know talking about telepresence?

For the translated questions refer to Table 2. Depending on previous answers
either the questions version a or b was shown to the participant. Answer options
were presented to the participants from which they could choose, except for
question 13. Those options were answers the interview partners had given. Only
the questions 12, 14, 17, and 26 did not allow the participant to add more answer
options. The questions 1 and 11 used a scale to map the kind of usage consisting
of the options manually, remote or via app, automated, other/no matter how,
not at all. Question 19 used the scale if I tell him, if it is necessary, automated,
not at all. Likert scales were used for the questions 21 and 22 containing the
options absolutely, willingly, unwillingly, not at all, respectively very important,
important, not very important, not important, not at all. The answer options for
question 12 were a ranking from first choice, second choice, third choice, and
fourth choice. Additionally, the option not at all was given, which was the only
one who could be chosen more than once.



332 K. Winterstein et al.

All in all, 45 people filled in the questionnaire. That allowed a first look on
the distribution of the given answers.

4 Results

The top reasons why Germans use smart home technologies are security, the pos-
sibility to save energy and the increase of their comfort. The main reasons not to
use smart home technologies are ethical and economical concerns, psychological
and social aspects, as well as technical and legal uncertainty.

Especially for elderly people it can be interesting to use social robots to
get encouraged and activated by them. They can also allow them to train their
social skills without the pressure to have to fulfill the expectations of their human
interaction partners. Thereby, they help their users to satisfy emotional as well
as communication needs. The German Ethics Council warns about the risk to
lose even more contact and social interaction to humans when living with a social
robot [23].

Telepresence robots include systems to monitor vital signs and access that
data remotely. That way a health caregiver or physician can supervise them and
ensure that the monitored person is getting help if needed. The second advantage
is the possibility to stay in contact with relatives and friends over large distances
using a video call functionality [24].

The robots are usually equipped with a camera and a monitor so the two
interaction partners can see and hear each other. The difference to a phone call
is that the caregiver does not only see what the user of the telepresence robot
wants him to see and has more possibilities to get an impression of the health
and living conditions of his communication partner.

Interview
All four interview partners used household supplies like a stove top or a washing
machine. Two of them also owned a robotic vacuum cleaner. Even though all
interview partners knew what smart home technologies were, only one used it.
Most reasons mentioned why not more technical support was used in the house-
hold were, that they do not need or want support in those fields, or it is easier
to perform those tasks manually. One interview partner mentioned that he is
faster vacuuming himself then preparing the room to allow the robotic vacuum
cleaner to work, since he would have to move furniture and carpets.

All interview partners stated that they do not need a robot to live with them
because there is so much other technology. Even though the impression was that
there are no activities for a robot left to do, all said they would live with a
robot when they need support in old age. While two of the interview partners
want the robot not until they really need it, the other two would like to test its
functionality as long as they are still mentally and physically unimpaired. But
also one of the last group confessed that he would probably not meet his own
intent to get the robot early. The desired functions of such a robot were to bring
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things or to remind the user of important things. Social aspects – like holding
conversation – were no functions of interest for the interview partners.

While three interview partners described the look of a robot in their home
as humanoid, kind and harmless, the other one does not care, as long as the
look fits into his home. More important than the look was the functionality and
safety of the robot. The contact of the robot with visitors seemed totally normal
for two of the interview partners. The other two would not want the robot to
get in contact with their visitors. They mentioned that they would prefer to ask
the visitors to do the tasks the robot does if they are on their own.

The opinion towards telepresence robots was the same by all interview part-
ners. They were not feeling like it would be necessary or improve their life very
much. But the reasons for this opinion were different. The interview partner who
already used smart home technologies mentioned that he already has access to
cameras, different sensors and geolocation data, as well as a system that reco-
gnizes if he falls down and sends an alarm to his contacts. He also could not
imagine using a telepresence robot to visit somebody or an interesting site. He
already can do video calls and watch online videos of sites he is interested in. If
he wants to explore something like an exhibition, he prefers to go there physi-
cally. The other interview partners mentioned, that systems detecting if they fall
down or a way to easily make a call in an emergency situation seems to be useful
especially in higher age. But they still do not want to be monitored (especially
not via video) all day. They also pointed out, that nowadays different systems
are on the market that allow to answer calls even if you are not very mobile any-
more. One interview partner also explained that video contact to medical staff
is not reasonable today, since the German health care system requires personal
contact in the end. In his opinion there is no big enough difference to have a
video call now or not if you have to see the health care provider in two hours in
person anyway.

The reasons against smart home technology as well as a robot in his or her
own home were manifold but similar for each technical manifestation. All devices
with contact to the internet had the risk of data collection, storage, use (legal
and illegal), unwanted remote control, and would be a potential access point for
hackers. Additionally, one interview partner had concerns what happens if he
spills water over the devices or if a robot would accidentally harm him. All devices
listening and especially those using video cameras have the risk of violating the
privacy of the user or other persons being in the monitored area.

Questionnaire
In the following, the results of the online questionnaire will be discussed. From
the 45 participants only 35 answered questions about their age and sex. Those
participants were between 18 and 60 years old. The average age was 35.6 years
(σ = 13.6). 19 participants stated they were male, 14 female, and 2 did not
specify.
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Figure 1a shows that male participants want more technical support in their
daily life than female participants. No women mentioned that they would like
to have support in communication.

Generally, there was a wish to increase technical support. Figure 1b shows
that the wish of that support still focuses on single devices to be controlled
manually (first choice of 61%). The second choice was to use single devices
remote controlled (56%). Far after the option of a smart home concept some
participants could also imagine getting that support from a robot (25% as sum
of first to third choice, 47% fourth choice) but also 28% can not imagine getting
supported by a robot at all.

(a) Wish for support by gender (b) Ranking: kind of support

Fig. 1. Support

Regarding how a robot should look like at home, 48% pointed out that they
could imagine the robot to look like a human. Only 14% thought about a robot
looking like an animal and 34% wanted something looking like an object. The
most given answer to the question of how the look of the robot should be, was
that it should fit into the look of the home itself (52%).

Many participants (87%) can imagine living with a robot, but 64% of those
people have no idea what advantage the use of a robot would have for their life
at the moment. Of those, 84% mentioned that they would use a robot to stay
longer at home if they are elderly. 91% would like to get the robot as long as
they are mentally and physically unimpaired to test how to control the robot.

Asking what that robot should do, no one wanted only social aspects. 30%
would like a combination of social and technical aspects, 70% prefer a robot to
only doing its functional job. Figure 2a shows that over 70% want the robot to
do housework as well as bring them things. A remember function is also wanted
by 38% if they tell him, but also if it is needed (34%) or automated (28%).
Caregiving activities (45% if they tell him; 42% if needed) and the support of
movement (59% if they tell him; 31% if needed) are wanted if the robot is told to
or if it is needed. The only aspect more participants want automated than any
other option, was the motivation to move (38% automated; 34% if I tell him).
31% of the participants did not want the functionality that the robot holds
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conversation with them or their visitors and supporting social contacts. Also,
17% pointed out, that the robot should not motivate them to think or move.

Overall, 22% said, that they can not imagine using a telepresence robot. 72%
could imagine the use, but had no idea for what. Only 8% claimed that they
would use a telepresence robot. All those participants were male. Thereof, 15%
of the male participants could not imagine using a telepresence robot and 85%
could imagine it (15% yes and 70% yes, but at the moment I don’t know for
what). Female participants answered with 36% no and the remaining 64% with
yes, but at the moment I don’t know for what.

Of those participants who could imagine using a telepresence robot, 70%
would like to use it to guarantee their health care. Also, 59% liked the idea that
somebody notices if something happens to them. Only 33% could imagine using
the telepresence robot to maintain their social contacts. Less than a third said
that they would like a telepresence robot to make it easier for them to contact
somebody (26%) or to get contacted by somebody (18%).

Asking what a telepresence robot shall do, 54% of the participants wanted
a supervision of their health data as well as support if they get elderly (ref.
Fig. 2b). 43% of the participants wanted the robot to be used to communicate.
But only 14% of the female participants chose that answer. While 37% would
like a telepresence robot also to do housework, only 14% - only males - wanted
also social needs to be met by the robot.

(a) Robot (b) Telepresence robot

Fig. 2. Duties

Similar to the imagination of robots in the own home, 37% answered with
similar to a human, matching to my home as well as don’t care and 26% would
want something looking like an object. Also here, 44% could imagine the telep-
resence robot to look like a human or similar to a human, but only 11% could
imagine it to look like an animal.

The reasons why the participants would not use cleaning robots, were mainly
the expenses in acquisition (32%) as well as concerns about data security and
the opinion that the use has no benefit for them (19% each). Data security
concerns were also the most often given answer to the question, why no language
assistant was used (51%). Oftentimes, this was mentioned in combination with
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the continuous connection to the internet, which the user cannot control (39%)
as well as an access point for hackers (27%). Other reasons were that the parti-
cipants simply do not want a language assistant (37%), they do not see a benefit
in using one (34%), or they do not need it (27%) and are able to perform the
tasks that it would support on their own (20%).

Reasons for the participants not to use smart home technology also were con-
cerns about data security and the permanent communication with the internet
(37% each). Followed by providing an access point to hackers (32%). Next to the
expenses in acquisition (24%). The advantage of using smart home technologies
was not seen by 27% of the participants. The answers I do not want a smart
home, I do not need one, I can perform the supported tasks on my own were
mentioned by 20% of the participants respectively. Only 15% were concerned
about malfunctions. The reason that it is not possible due to the current living
conditions applied only to 12% of the participants.

Thinking about a robot living in their own household, 84% of the participants
who could imagine getting a robot were concerned about the data security and
the legal monitoring by relatives or the company the robot sells. Next to the
concern not to be able to control the robot (60%), 57% also worried about the
robot being an access point for hackers which could gain control over it. 27%
were concerned about technical issues as well as household security – for example
causing a fire – or that the robot starts to take on a life of its own. Only 22% were
concerned about getting physically harmed. The low percentage of participants
worrying about emotional violation (5%) was probably caused by the fact that
most of them already mentioned that the robot should not satisfy their social
needs.

The main concerns for the participants about telepresence robots were data
security (76%), legal monitoring, and a violation of their privacy (73% each) as
well as giving an access point to hackers (65%). 46% worried not to be able to
control the telepresence robot or that the health care system is not ready yet to
provide reasonable help remotely (27%). Concerns about technical malfunctions
were expressed by 24% and that the telepresence robot takes on a life of its own
by 22% of the participants. 14% found a robot for their use case overdesigned.

5 Conclusion and Outlook

To know the impact of different aspects on the acceptance of social as well as
telepresence robots in Germany, allows researchers to create highly accepted and
functional products. The advantage of such products is, on the one hand, the
economical benefit. On the other hand, they make good support in daily life
available to a wide range of people.

The aspects of their private life were Germans would like to have technical
support (RQ1) are mainly cooking, cleaning, laundry, reminders as well as light,
temperature, and access control as illustrated in Fig. 1a. Men in general wish
more support than women and some men also want support in communication.

The results of the questionnaire suggest that Germans mostly would prefer
single devices or smart home concepts before the use of a robot to support their
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daily life. That in combination to the high percentage not wanting social aspects
with the robot, lead to the question, if the development of robots for everyone
is an important field of research today.

A robot looking like a human or thing, would be more accepted than one
looking like an animal. But the most important factor regarding the look of the
robot, would be if its design matches to the design of the users’ home.

The attitude towards telepresence robots is similar to the one towards social
robots. Here, also most of the ones who could imagine using one, were not sure
what they should do with it. The fields of usage are seen mostly in increasing
the users’ safety by having an eye on its health data and the possibility that
someone notices when something happens. The idea to communicate through the
telepresence robot was more acceptable for the participants than to communicate
with the robot itself. Like with the social robot most participants can imagine
the telepresence robot to look like a human or fitting into their home. The look
of an animal seems not to be so pleasing.

Further research is needed to answer the question if the findings are similar
with a larger group of participants or in other countries. Also, the question of the
desired appearance will be subject to further research. Regarding to the results
of this work, an interesting aspect is the uncanny valley problem, which makes
non-human characters perceived stranger the more indistinguishable they are
from humans [25].
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