
Don Harris
Wen-Chin Li (Eds.)

 123

LN
AI

 1
27

67

18th International Conference, EPCE 2021
Held as Part of the 23rd HCI International Conference, HCII 2021
Virtual Event, July 24–29, 2021, Proceedings

Engineering Psychology 
and Cognitive Ergonomics



Lecture Notes in Artificial Intelligence 12767

Subseries of Lecture Notes in Computer Science

Series Editors

Randy Goebel
University of Alberta, Edmonton, Canada

Yuzuru Tanaka
Hokkaido University, Sapporo, Japan

Wolfgang Wahlster
DFKI and Saarland University, Saarbrücken, Germany

Founding Editor

Jörg Siekmann
DFKI and Saarland University, Saarbrücken, Germany



More information about this subseries at http://www.springer.com/series/1244

http://www.springer.com/series/1244


Don Harris • Wen-Chin Li (Eds.)

Engineering Psychology
and Cognitive Ergonomics
18th International Conference, EPCE 2021
Held as Part of the 23rd HCI International Conference, HCII 2021
Virtual Event, July 24–29, 2021
Proceedings

123



Editors
Don Harris
Coventry University
Coventry, UK

Wen-Chin Li
Cranfield University
Cranfield, UK

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Artificial Intelligence
ISBN 978-3-030-77931-3 ISBN 978-3-030-77932-0 (eBook)
https://doi.org/10.1007/978-3-030-77932-0

LNCS Sublibrary: SL7 – Artificial Intelligence

© Springer Nature Switzerland AG 2021
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-77932-0


Foreword

Human-Computer Interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, and having more impact on people’s everyday life, as an
ever-growing number of human activities are progressively moving from the physical
to the digital world. This process, which has been ongoing for some time now, has been
dramatically accelerated by the COVID-19 pandemic. The HCI International (HCII)
conference series, held yearly, aims to respond to the compelling need to advance the
exchange of knowledge and research and development efforts on the human aspects of
design and use of computing systems.

The 23rd International Conference on Human-Computer Interaction, HCI Interna-
tional 2021 (HCII 2021), was planned to be held at the Washington Hilton Hotel,
Washington DC, USA, during July 24–29, 2021. Due to the COVID-19 pandemic and
with everyone’s health and safety in mind, HCII 2021 was organized and run as a
virtual conference. It incorporated the 21 thematic areas and affiliated conferences
listed on the following page.

A total of 5222 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 81 countries submitted contributions, and 1276 papers and
241 posters were included in the proceedings to appear just before the start of the
conference. The contributions thoroughly cover the entire field of HCI, addressing
major advances in knowledge and effective use of computers in a variety of application
areas. These papers provide academics, researchers, engineers, scientists, practitioners,
and students with state-of-the-art information on the most recent advances in HCI. The
volumes constituting the set of proceedings to appear before the start of the conference
are listed in the following pages.

The HCI International (HCII) conference also offers the option of ‘Late Breaking
Work’ which applies both for papers and posters, and the corresponding volume(s)
of the proceedings will appear after the conference. Full papers will be included in the
‘HCII 2021 - Late Breaking Papers’ volumes of the proceedings to be published in the
Springer LNCS series, while ‘Poster Extended Abstracts’ will be included as short
research papers in the ‘HCII 2021 - Late Breaking Posters’ volumes to be published in
the Springer CCIS series.

The present volume contains papers submitted and presented in the context of the
18th International Conference on Engineering Psychology and Cognitive Ergonomics
(EPCE 2021), an affiliated conference to HCII 2021. I would like to thank the
Co-chairs, Don Harris and Wen-Chin Li, for their invaluable contribution to its
organization and the preparation of the proceedings, as well as the members of the
Program Board for their contributions and support. This year, the EPCE affiliated
conference has focused on topics related to human performance and error, cognitive
processes, cognitive psychology in aviation and air traffic control, and cognitive
psychology in interaction design.



I would also like to thank the Program Board Chairs and the members of the
Program Boards of all thematic areas and affiliated conferences for their contribution
towards the highest scientific quality and overall success of the HCI International 2021
conference.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
appreciation to Abbas Moallem, Communications Chair and Editor of HCI Interna-
tional News.

July 2021 Constantine Stephanidis

vi Foreword
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Validation of Virtual Reality Cognitive
Assessment for Pilots Across the Lifespan

Oluchi Audu(B) , Kathleen Van Benthem(B) , and Chris M. Herdman(B)

Carleton University, Ottawa, ON K1S 5B6, Canada
oluchiaudu@cmail.carleton.ca, {kathyvanbenthem,

chrisherdman}@carleton.ca

https://carleton.ca/ace/

Abstract. This research reports on the acceptance and responses to aVirtual Real-
ity (VR) cognitive health screening tool for younger and older pilots. Currently,
there are few cognitive assessments that examine the cognitive health of pilots
across the lifespan. The cognitive assessments tools for pilots that do exist index
a variety of domain-independent functions which do not translate to real-world
risks during flights. Furthermore, domain-independent functions such as process-
ing speed, are negatively affected by age thereby making these tools potentially
biased against older pilots. CANFLY, a 3-Dimensional (3D) virtual reality sim-
ulator, addresses the need for a domain-specific cognitive assessment tool which
assesses cognitive functions that pertain to real-world flight such as situation
awareness and prospective memory. While CANFLY addresses the problem of
validity and generalization to real-world risk, it is also important to ensure that
older pilots do not experience the systematic bias that can occur with the use of
domain-independent cognitive assessment tools. Some possible age-related issues
that could potentially arisewithVR cognitive assessment tools include unexpected
negative effects (such as simulator sickness or discomfort), or a general lack of
acceptance of 3D flight simulation devices amongst older pilots. To examine age
effects in VR flight, forty-seven pilots (four females), between the ages of 17 and
71, flew two sessions, the first in a standard full-scale simulator and the second in
a VR flight simulator. The tasks in the VR flight were designed as the cognitive
health screening tool and indexed key domain-dependent cognitive factors such
as situation awareness and prospective memory. After the two sessions, the pilots
were also asked to describe their experience with the 3D VR simulator compared
to the standard flight simulator. Thus, the present study examined whether or not
simulation environment and pilot age had an effect on flight performance. Inter-
actions between the pilot age and effect of the simulation environment were also
investigated. Age was also explored as a factor in the acceptance of the VR flight
environment and the presence of cybersickness after the VR flight. The results
showed that older pilots performed worse for a number of flight tasks, but that
there was no interaction effect between age and flight simulation environment on
situation awareness and prospective memory. There was a preference for the VR
simulation over the full-scale simulator, and this was seen in both age groups. No
effect of age was found for the cybersickness measures, although there was a small
trend for pilots of all ages to experience slightly increased symptoms associated
with queasiness after the VR flight. Findings from the present research show that

© Springer Nature Switzerland AG 2021
D. Harris and W.-C. Li (Eds.): HCII 2021, LNAI 12767, pp. 3–18, 2021.
https://doi.org/10.1007/978-3-030-77932-0_1
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older pilots are not likely to experience bias from the VR technology or cybersick-
ness symptoms in a VR cognitive health screening tool. Results support the use
of VR as a useful platform for evaluating domain-dependent cognition for pilots
across the lifespan.

Keywords: Cognitive-assessment older pilots · VR flight simulator · CANFLY ·
Human-computer interaction · Cognition · Aging

1 Introduction and Background

The general aviation pilot population is growing older. As of 2019, the average age of
U.S. general aviation pilots stood at 44.2 years [1]. The average age of Canadian general
aviation pilots in 2017 had risen to 60 years, which is 5 years older than the mean age
reported in 2012 [2]. Furthermore, it is currently typical for general aviation pilots to
fly beyond the age of 70, even into their 80’s and 90’s [3]. This aging cohort of pilots
raises important questions about the relationship between age and piloting performance
as well as viable means with which older pilot’s could be assessed and deemed fit for
flying. In an attempt to address the notable trend of age advancement in the aviation
sector, the Federal Aviation Administration (FAA) established the “Age-60” rule that
required airline pilots to retire upon reaching their 60th birthday. However, there has been
a persistent debate regarding the efficacy of this rule. The major argument that has been
posed against this notion is based on the fact that The Age 60 Rule was not based on any
scientific data showing that general aviation pilots aged 60 and older were any less safe
than younger pilots [4]. Furthermore, various research has shown no apparent medical,
scientific or safety justification for The Age 60 Rule and pilots in general aviation have
also stated that the use of age as a single criterion of older pilot fitness represents age
discrimination in the aviation sector [5].

Alternative ways to assess pilot’s fitness would be to develop individually-based
pilot performance assessment. In terms of physical assessment, the FAA requires the
examination of general aviation pilots every year and this involves typically vision tests,
Electrocardiogram (ECG), lung function, chest X-ray, ear function and so on [6]. On the
other hand, there are currently few assessments that examine the cognitive health of pilots
across the lifespan despite the significant role cognition plays in pilot performance. To
address the need of a cognitive assessment tool specifically for pilots in general aviation,
the CANFLY, a virtual reality cognitive screening tool, was developed and is undergoing
validation tests. In the CANFLY, the cognitive screening is embedded within standard
flying tasks which in turn are presented within realistic flight scenarios for general
aviation pilots. While CANFLY addresses the need for a domain-dependent cognitive
assessment tool, it is important to ensure that this system accommodates older pilots,
who, in the past, have experienced systemic bias when tested with standard cognitive
assessments [5]. Thus, the goal of the present research was to examine if either flight
simulation environment (standard full-scale versus VR flight simulator) or age group
had any main or interaction effects on domain-dependent cognitive performance. This
research also explored whether age affected the acceptance of a VR flight environment
and if the VR flight simulation produced any cybersickness in pilots. This research aims
to identify any potential disadvantages the VR simulator may have towards older pilots.
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1.1 Cognition and Flying

In general aviation, the significance of screening for cognitive dysfunction in pilots
cannot be downplayed, as this risk management strategy could reduce accidents and
potentially save the lives of travellers. The association between pilot cognition and
accident risk is apparent in the annual reports linking pilot-related to 75% of accidents
within the General Aviation sector [7]. Furthermore, various research has shown that
pilot judgement was associated with 66% of crashes [8] while most of the pilot-related
accidents occur during takeoff or landing, which are both situations where demands on
pilot cognition are greatest [9].

Domain dependent cognitive factors associated with the field of general aviation
include: Prospective memory and situation awareness. Prospective memory refers to the
cognitive function that involves remembering to carry out a planned action or recall a
planned intention in the future [10]. There are generally three types of prospective mem-
ory, the first, prospective memory proper, involves holding an intention in memory over
a period of time (e.g. remembering to file a flight plan). The second type of prospec-
tive memory involves memory for vigilance which relies on maintaining an intention in
one’s consciousness while simultaneously engaging in other tasks (e.g. checking alti-
tude at regular intervals while flying). Lastly, habitual or routine prospective memory
involves remembering to perform tasks that are performed routinely, such as remem-
bering to complete radio calls at a regular location in a flight pattern. Dismukes (2007)
found that pilots performed all three types of prospective memory tasks during routine
flights thereby providing evidence for the significance of prospective memory while
flying [11]. Studies have shown that flight-related prospective memory failures typically
involve conditions involving high workload [12].

Situation awareness is another significant cognitive factor involved in pilot perfor-
mance. Situation awareness can be simply described as one’s knowledge and perception
of environmental elements and events [13]. Situation awareness is not just being aware
of what the current events entail, but also being able to understand what is likely to occur
in the nearest future given the current situation and this is a significant prerequisite for
decision making, particularly in dynamically changing situations. In order to establish
the meaning of “knowing what is going on” and what that entails, Endsley (1995) devel-
oped a model which posits three distinct levels of situation awareness [14]. The first
level is the perception of elements in the environment which involves the knowledge
and perception of objects, events, people, and environmental factors. Perception of ele-
ments also involves the current state of these elements such as their location, condition,
and actions. In general aviation, an example of this level of situation awareness would
be the pilots accurately perceiving their aircraft and it’s system, as well as perceiving
the weather conditions and emergency information if need be [15]. The next level of
situation awareness is the comprehension of the current situation which involves inte-
grating the information perceived so as to understand the significance of these elements
to the desired goal or outcome. For example, a pilot forming a mental picture using the
information gathered while perceiving elements in the environment. The final level of
situation awareness is the projection of future statuswhich is the highest level of situation
awareness and involves the ability to project the future status of elements in the envi-
ronment. After perceiving and comprehending the situation, it is important to use this
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information to predict likely future status of the environment which would potentially
be important for decision making. For example, a pilot anticipating a need to refuel and
making the decision to land in the next airfield based on that anticipation.

1.2 Ecological Validity of Cognitive Assessment Tools

Despite the significant role cognition plays in pilot performance, there are currently
only a few cognitive assessments that examine the cognitive health of pilots across the
lifespan. The most prominent one is CogScreen AE [16] which is a cognitive screening
tool that was designed to measure the underlying cognitive and information process-
ing abilities associated with flying [17]. The CogScreen battery indexes a variety of
domain-independent functions, such as processing speed and working memory. The
problem with this tool and other assessments of domain-independent cognitive func-
tions is their limited ecological validity and weak application to real-world risk during
flight. Furthermore, domain-independent cognitive functions (e.g., processing speed)
are notoriously negatively affected by older age [18]. One of the prominent arguments
presented by older pilots in a 2005 lawsuit against the FAA’s ‘Age 60’ rule stated that
CogScreen - AE does not sufficiently identify age-related cognitive functions that would
impact pilot performance [19].

Rather, what is needed in the aviation sector are cognitive screening tools that index
domain-dependent cognitive functions which are factors that actually pertain to real
world flight such as pilot situation awareness and prospectivememory. It is important that
the cognitive screening tool shows strong associations with critical incidents and are not
age-biased [20]. To address the need of an ecologically valid cognitive assessment tool
in the general aviation sector, Van Benthem&Herdman (2014) developed and examined
the efficacy of a virtual reality cognitive health screening tool integrated into simulated
flight scenarios [20]. CANFLY [20] is a virtual-reality based flight simulator which
indexes domain-dependent cognitive factors such as the aforementioned prospective
memory and situation awareness. The cognitive screening process is embedded within
standard flying tasks which in turn were in turn presented within realistic flight scenarios
for General Aviation pilots.

1.3 VR Symptoms and Age

It is important to ensure that older pilots do not experience systematic bias that typically
occurs while using cognitive assessment tools. With virtual reality, some age-related
issues that could potentially arise include VRISE (virtual reality induced symptoms and
effects) which is an aspect of the VR user experience that includes nausea, queasiness,
dizziness, disorientation or a general discomfort while using the Virtual reality tool
[21]. Various studies have shown that the use of head mounted devices while using VR
interfaces increases the chances of a user experiencing VRISE [22, 23]. In addition,
physiological changes over the lifespan, such as a decline in the visual and vestibular
senses, could potentially make older people more prone to simulator sickness while
using virtual reality tools [24].
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1.4 Present Research

The present work examined whether age had an effect on pilot user experience with
a virtual reality cognitive assessment tool. The major goals for this study included:
examining whether age had an effect on both pilot performance and interaction with a
VR cognitive assessment tool, comparing the physical responses and acceptance of the
VR flight simulator to that of a standard 2-dimensional full-scale flight simulator, and
lastly identifying any potential disadvantages the VR flight simulator may have posed,
particularly towards older pilots. As mentioned above, the flight activities in the VR
flight simulator were designed for cognitive screening, whereby key domain-dependent
cognitive factors were assessed during the flight.

2 Method

2.1 Participants

Forty-seven pilots (four females) flew two sessions, the first in a standard full-scale flight
simulator and the second in a VR flight simulator. The pilots were between the ages of
17 and 71 years, certified with a minimum of a current student permit and solo cross-
country experience. Pilots were recruited from local flying clubs associations, and flight
training units. Inclusion criteria included having a valid aviation medical certification
and having logged a minimum of one pilot-in-command hour in the previous 24 months.
Participants completed informed consent procedures in accord with the university ethics
board requirements.

2.2 Study Instruments

Full-Scale Flight Simulator. Participants flew an aircraft simulator constructed from a
Cessna 172 Fuselage and cockpit. The cockpit displayed flight information via a virtual
‘6-pack’ (i.e., the primary flight controls) and was equipped with a variety of controls
including yoke, throttle, and flaps. The graphics were produced by Prepar3D (Lockheed
Martin) “on the fly” and were modeled after real world aerodromes and surrounding
terrain (Fig. 1).

Virtual Reality Flight Simulator. The 360° virtual flight environment included the
interior/exterior of the Cessna 172 and all the exterior terrain details were delivered
via an Oculus Rift VR headset. The virtual environment was rendered using Lockheed
Martin’s Prepar3D software. As shown in Fig. 2, to complement the functionality of
the virtual cockpit, a prototype flight control unit was designed and built in-house. The
location of the simulator controls mirrored the location of controls present in the VR
Cessna 172 cockpit (e.g., yoke, throttle, and flaps) (Fig. 3).
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Fig. 1. Environment and interior of full-scale Cessna 172 flight simulator (left door removed).

Fig. 2. Flight control unit: An insert figure (top right of flight control unit) shows the VR goggles
and sample graphical display. Labels in figure are added

2.3 Procedure

Participants flew two sessions, the first in the full-scale flight simulator and the second
in the VR flight simulator. In session one, after a full briefing regarding the flight pro-
cedures, demographics and pilot experience questionnaire and simulator training flight
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Fig. 3. Views of the virtual cockpit as seen through the VR goggles.

and practice, participants flew a one-hour cross country flight. The flight tasks were
designed to represent a search and rescue familiarization, which included changes in
altitude and flight over both a level and hilly terrain. Throughout the flight, participants
were required tomake aswell as listen to radio calls fromother aircraftswhile completing
tasks that measured prospective memory and situational awareness. As part of a larger
research agenda on aging, pilot performance, and biometric indices of mental workload,
researchersmonitored for all occurrences of critical events during the one-hour flight and
participants were also provided with a wireless electroencephalography (EEG) headset
and biometric measures wristband to wear during the flight simulation. In the second
session, participants received training and practice in the 3D VR flight simulator. They
practiced the prospective memory task, the situation awareness queries and how to fol-
low the prescribed four legs of the test simulation route. During the VR flight simulation,
participants wore head-mounted VR goggles, which also delivered engine sounds and
messages from other aircrafts and air traffic controllers (via external headset speakers).
The pilots flew four legs, which included take-off, pattern activity, cross-country flight,
approach and landing. The tasks in the second session flight were designed as the cogni-
tive health screening tool and indexed key domain-dependent cognitive factors (situation
awareness, prospective memory, taskmanagement, and task-related flight performance).
Afterwards, the participants were asked a series of user-experience questions pertaining
to the VR flight simulator. Queries indexed their preference for either the first standard
simulator versus the VR simulator, and their history with motion sickness and other VR
products. Before and immediately after the VR flight, participants were also asked to
rate (on a scale from 1 to 6) their perceived level of cybersickness symptoms: queasiness,
dizziness, and disorientation. A cybersickness variable was derived from the difference
between the post- and - pre-flight summed symptom score.
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2.4 Study Measures

Age. For the purposes of age-related analyses, the age groups were split at age 55, with
pilots aged 17 to 54 belonging to the younger age group.

Situation Awareness. Situation awareness performance was measured using queries
presented during brief pauses occurring between the segments of each flight. In the full-
scale simulator there were two sets of queries and in the VR simulator there were four
sets of queries. For level 1 SA the queries focused on the pilots ability to detect and retain
information regarding the call signs, intentions, and aircraft type for the other aircraft. In
each leg of the flight there were two or three other aircraft that they heard making radio
calls, via their headset. Scoring reflected the amount of detail that could be recalled,
with scores ranging from 0 (no correct details) to 4 (complete details). An example of
a level 1 SA query is “Please report the call signs for all the aircraft you heard during
this segment of flight”. The level 2 SA measure was based on the accuracy of the pilots
reported ownship (where they located themselves on a map) and the position of all other
aircraft they heard during that segment of the flight. The level 2 SA scores ranged from
0 (beyond an established perimeter of the actual location) and 2 (very close to the actual
position). These level 2 SA queries were conducted following the level 1 SA queries,
during the pauses. The percent correct scores for each session were totalled separately
for levels 1 and 2 SA. The levels 1 and 2 SA scores were standardized separately (using
a mean of 1 and standard deviation of 1) to permit statistical comparison of each level
of SA across both simulator conditions.

Prospective Memory. Prospectivememorywas indexed via the pilots ability to remem-
ber to make radio calls when predetermined events occurred during the flight. In the full-
scale simulator, the prospective memory task related to making the one of two pre-set
radio calls whenever they detected a right facing arrow on a display to the right side of
the cockpit (but out of view). In the VR environment, pilots were instructed to push the
radio call button whenever they heard the word “traffic” being spoken by other aircraft
or ground services personnel on their radio. Both prospective memory scores were con-
verted to the percentage of correctly completed calls. While these indices of prospective
memory differed in their associated trigger (one was visual and one was auditory) both
relied on detecting peripheral cues in the environment, and then completing a radio
communication-like task. The percent correct scores for each session were totalled and
a percent correct was calculated. All scores for both sessions were standardized (mean
of 1 and standard deviation of 1) to permit statistical comparison across both simulator
conditions.

Simulator Environment Preference. Simulator preference was indexed via two
queries that were posed at the end of the second session. This query asked pilots to report
on their preferred simulator environment and then provide open-ended comments as to
why they selected either the full-scale or the VR simulator as their preferred simulation
environment.

Cybersickness. Cybersickness symptoms were based on Kennedy et al. (1993) Sim-
ulator Sickness Questionnaire (SSQ) [25]. The full SSQ queries 16 criteria associated
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with cybersickness (e.g., salivation, nausea, dizziness, disorientation, vertigo). However,
factor analysis has shown that all of the cybersickness symptoms from the SSQ load onto
three distinct factors that can be characterized as related to nausea (or queasiness), dizzi-
ness, and disorientation [26]. Thus for expediency, in this experiment only three queries
were presented at the beginning and the end of session 2 (pre and post VR simulator
flight). The three queries used a seven-point self-rating scale and asked participants to
indicate their perceived level of queasiness, dizziness, and disorientation.

3 Results

3.1 Pilot Age and Expertise

The age range of the pilots was 17 to 71 years. Pilot certification levels were categorized
into six groups, ranging from 1-student pilot, 2-recreational permit, 3-visual flight rules
(VFR)private pilotwith no additional ratings, 4-VFRprivate pilotwith additional ratings,
5-Instrument flight rules (IFR) private pilot, and 6-airline, air transport, or military pilot.
The most common certification was “4-VFR private pilot with additional ratings”. As
shown in Table 1, total flight hours, recent pilot-in-command hours, number of years
certified and total simulator hours were also collected.

Table 1. Age and experience ranges

3.2 Comparison of Performance in Full-Scale Versus VR Simulator

A series of univariate factorial ANOVAs were conducted to investigate whether stan-
dardized scores for situation awareness and prospective memory would differ between
simulator environments. The second between-group factor was age group, and was used
to determine whether there was a main effect of age on flight performance and whether
age might interact with simulator environment.

Situation Awareness Level 1
There was a significant effect of age on level 1 SA, such that older pilots performed
with lower accuracy than the younger pilots, F(3,84) = 21.30, p < .001. There was
no main effect of simulator environment (p > .1). However, as shown in Fig. 4, there
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was a trending, but non-significant interaction between simulation environment and age,
where in the VR simulator the effect of age was less pronounced than in the full-scale
simulator, F(3, 84) = 3.087, p = .08.

Fig. 4. Interaction between age and simulator environment on level 1 situation awareness

Situation Awareness Level 2
For level 2SA, there were no significant main effects of age, F(1, 89) = 2.07, p = .15,
or simulator environment, p > .1. There was also no significant interaction between
simulation environment and age, F(1, 89) = 1.763, p = .19.

Prospective Memory
There was a significant trend regarding the effect of age on prospective memory, such
that older pilots had more prospective memory failures than the younger pilots, F(1,94)
= 3.16, p = .08. However, this effect appeared to be driven by a significant interaction
between simulation environment and age, F(1, 94)= 6.113, p= .02: as shown in Fig. 5,
the negative effect of age was seen primarily in the Full-Scale simulator condition.

3.3 Simulator Preference and Cybersickness

As shown in Fig. 6, pilots expressed a preference for the VR simulator (25/45) over the
full-scale simulator (17/45). The preference for the VR simulator was seen in both older
and younger pilots, with no effect of age found for simulator preference, X2 = 1.62, p=
0.44. Two participants were ambivalent regarding their simulator preference and were
not included in this analysis.

Open-ended Responses to Simulator Preference. A qualitative review of the open-
ended responses to the simulator preference item was conducted. With respect to partic-
ipant experience flying in the VR environment wearing the head mounted device (HMD)
compared to standard full-scale simulator, three themes emerged: realism/fidelity, enjoy-
ment/ease, and immersiveness. Most of the pilots described the VR simulation as more
enjoyable and realistic and a more veridical representation of a real-life flight. Eight
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Fig. 5. Interaction between age and simulator environment on prospective memory

Fig. 6. Simulator preference by age group

pilots indicated that their experience in the VR simulation was quite similar to that of
the standard full-scale simulator. Negative comments about the VR flight simulator were
relatively rare and tended to reflect discomfort with the HMD and some visual symptoms
such as blurred graphics.

Cybersickness. With respect to the cybersickness queries, a series of repeated mea-
sures ANOVAs were conducted to investigate the effect of the VR flight simulation on
queasiness, dizziness, and disorientation (pre and post flight). Age group was used as a
between group factor to investigate whether pilot age would interact with any VR flight
simulation effects.

Queasiness. There was a slight increase in queasiness symptoms after the VR flight,
however this trend was not significant, F(1, 45)= 3.87, p= .06, η2p = .08. As illustrated



14 O. Audu et al.

in Fig. 7, there was no main effect or age or significant interaction between pre and post
VR flight and age group, p > .1.

Fig. 7. Effects of VR flight simulation on Queasiness

Dizziness
There was no significant main effect of the VR flight simulation on dizziness, F(1, 45)
= 0.69, p= .41, η2p = .02. There was also no main effect or age or significant interaction
between pre and post VR flight and age group, p > .1.

Disorientation
There was a significant main effect of the VR flight simulation on disorientation, such
that the post flight disorientation (M= 1.68) was higher than the pre-flight disorientation
(M = 1.36), F(1, 45) = 6.89, p = .012, η2p = .13. There was no main effect of age or
significant interaction between pre and post VR flight and age group, p > .1.

4 Discussion

As part of an effort to ensure that older pilots do not experience systematic bias that typi-
cally occurs while using cognitive assessment tools, the present work provides evidence
towards validating a virtual reality cognitive assessment tool for pilots. User-experience
queries were incorporated into the cognitive screening process to investigate pilot age
might have an effect on preference of simulation environment or cybersickness and thus
disadvantage older pilots during the VR cognitive screening. Before and after the VR
cognitive screening, participants rated their symptoms of queasiness, dizziness, and dis-
orientation. Also, pilot performance (measured by tasks relating to situation awareness
and prospective memory) in both the VR and full scale flight simulators was observed.
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The results show that there was a significant deleterious effect of age on level 1 SA.
This implies that in the level 1 SA tasks, inwhich the participantswere required to answer
questions about aircraft call signs, type and intention, older pilots answered these queries
with lower accuracy compared to younger pilots. On the other hand, there was a non-
significant interaction between simulation environment and age thereby implying that
the simulation environment played no role in the age effect seen on performance in level
1 SA. However, as shown in Fig. 4, there was a trending but non-significant interaction
between simulation environment and age such that the difference in performance caused
by age was slightly less prominent in the VR simulation. This was an expected result as it
suggests that the VR simulator may serve to eradicate issues that older pilots could have
experienced in the full scale simulator. This result pattern is quite unique as previous
studies in the field typically highlight challenges VR poses towards older users [21, 27].

Furthermore, the results showed no significant effect of age on level 2 SA, suggesting
that in the level 2 SA tasks, in which the participants were asked to answer questions
regarding the location of themselves and others in the simulation, older pilots performed
with similar accuracy as the younger pilots. There was also no significant interaction
between simulation environment and age meaning that the older and younger pilots
performed with similar accuracy in both the full scale simulator and VR simulator.

The prospective memory tasks required the participants to remember to make radio
calls at intervals. The results showed that therewas a significant trend regarding the effect
of age on performance such that older pilots had more prospective memory failures than
the younger pilots. This negative effect of age appeared to be driven by the significant
interaction between simulation environment and age as the effect was primarily seen
in the Full-Scale simulation. The detrimental effects of age on prospective memory are
quite evident in the literature as various studies have shown that older people are more
likely to forget intended actions compared to younger people [28, 29].

There was a general preference for the VR simulator over the full-scale simulator.
This preference most likely stems from the various advantages of VR simulation. Firstly,
compared to a standard simulator, VR allows for a fully immersive and more engaging
experience for the participants such that the simulation greatly resembles a real-life
flight. Also, being a relatively novel technology, the general preference for VR could
have been as a result of the enthusiasm from experiencing a VR flight simulation. This
acceptance of the VR flight simulation compared to the full scale also extended to
the physical symptoms involved while using the simulation as there was no significant
effect of time in the VR simulator on queasiness or dizziness. However, there was a
small but significant increase in disorientation symptoms after the VR flight. There were
no significant interactions between pre and post VR flight cybersickness symptoms
and age group; thereby, implying that older pilots were not disadvantaged (in terms of
experiencing cybersickness) while using the VR flight simulation.

Concerns over the use of virtual reality with older populations stem from the pos-
sibility that physiological changes over the lifespan such as a decline in the visual and
vestibular senses could potentially make older people more prone to simulator sick-
ness while using virtual reality tools [24]. Excessive optic flow in the periphery and the
incongruence between visual and vestibular messaging could lead to negative physical
symptoms amongst older people using VR systems [24, 30]. In addition, various studies
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have shown that older participants in highly immersive virtual environments were more
likely to experience cybersickness when compared to younger participants [24, 30, 31].
The present work is encouraging in that cybersickness symptoms were minimal not only
amongst younger participants, but also older participants.

There are explanations for why the VR flight simulation did not elicit negative
physical symptoms among the participants. The first pertains to the short duration of the
test. Excluding the 15-min briefing and practice, the participants spent approximately
30 min within the Virtual reality flight simulation. Studies have shown that the longer
one spends within a virtual environment, the more likely the chances are of getting
simulator sickness [32]. Hence, the relatively short amount of time spent within the VR
simulator could be a potential explanation as to why participants did not experience
cybersickness. It is also significant to note that the participants were provided with brief
intermittent breaks where no visual information was displayed and all virtual movement
was suspended which possibly reduced the chances of experiencing simulator sickness.

5 Conclusion

Although there is interest and motivation in the field to improve older pilot safety, there
has been relatively little development in ecologically valid cognitive assessment of older
pilots. The results of this study show that the head-mountedVR systemwaswell accepted
by both older and younger pilots. These findings imply that VR could potentially be a fair
and ecologically valid cognitive assessment tool for older pilots. Also, this acceptance of
VR simulation can be applied to other domains such as driving, where domain-specific
cognitive testing would be as significant.
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Abstract. In aircraft accident investigations, the classification of causal factors
to different parts of the organisational hierarchy ranging from upper-level man-
agement to frontline operators has been known to differ depending on accident
investigators’ national culture backgrounds. There however remains a research
gap in assessing how within-group, intra-cultural variations between individual
values and attitudes can affect the attribution of accident causes, particularly in
culturally diverse environments. The present research involved thirty (N = 30)
accident investigators’ categorisation of causal factors of the same incident using
the Human Factors Analysis and Classification System (HFACS) [1]. Rather than
using geopolitical countries to categorise participants into groups, individual cul-
tural values were assessed using Hofstede’s six-dimension model in order to cap-
ture intra-cultural variations [2]. The frequency of participants selecting a HFACS
category as contributory were compared with their six Hofstede’s dimensions. It
was discovered that the attribution of accident causes to categories in the Unsafe
Acts of Operators level (HFACS Level 1) were driven by the investigators’ Power
Distance and Long-Term Orientation dimensions; categories in the Preconditions
ofUnsafeActs level (HFACSLevel 2)were unaffected by investigators’Hofstede’s
dimensions; and the higher HFACS levels concerning supervisory and organisa-
tional influences (Levels 3 and 4) were moderated by Uncertainty Avoidance and
Long-Term Orientation. Findings of the present research can provide insight into
sources of bias in accident investigations and inform adjustments for consequential
training and operational changes.

Keywords: Accident investigation · Aviation training · Cultural differences

1 Introduction

A primary goal of aviation accident investigations is to objectively highlight human
factors errors in the lead up to the accident. Whilst the existing literature indicates
that approximately 60 to 80% of accidents were at least partly caused by human error
[3], it is inappropriate to simply attribute aircrew error as the sole cause of aircraft
accidents. Errors committed by the crew should be considered as the end result of a
number of underlying factors in the causal sequence of events. The objective of accident
investigations is to identify these underlying deficits in task performance, so that remedial
training and design strategies can be formulated accordingly [4].
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The Human Factors Analysis and Classification System (HFACS), diagrammatically
described in Fig. 1, is an analytical framework for the categorisation of underlying
human causes of aviation accidents [1]. The model provides 18 categories of errors,
spread across four levels, for which causal factors of accidents can be attributed. The
first level of HFACS, Unsafe Acts of Operators, classifies the active failures of frontline
operators. The second level, Preconditions for Unsafe Acts, encompasses both latent
and active failures in the context of substandard conditions and practices. The third level
of Unsafe Supervision traces the latent failures up to the front-line supervisory level.
The fourth and highest level, Organisational Influences, involves latent failures at the
upper levels of management, such as unsatisfactory supervisory practices and decisions.
As the framework provides a taxonomy representing system-wide inadequacies leading
to human errors, ranging from the conditions of frontline operators to failures at the
organisational level, it provides users with the ability to develop targeted and data-driven
intervention strategies [5].

Although HFACS encompasses system-wide aspects of human error, accident inves-
tigators’ categorisation of accident causes into the HFACS model remains a subjective
pursuit. For example, the same error may be categorised by some investigators as a front-
line operator fault,whereas othersmay consider it a supervisory deficiency. Investigators’
own backgrounds may change the yardsticks and norms used to assess behaviours of
other groups, and the interpretation of language and culturally accepted ways of doing
things may become ‘lost in translation’ [6]. In a comparison of British and Taiwanese
investigators’ attribution of causal factors using HFACS, Li et al. [7] found significant
differences in the utilisation of Perceptual Error, Adverse Mental States, Planned Inad-
equate Operations, and Organisational Climate categories. They found British inves-
tigators more likely to attribute shortcomings to higher-level management than their
Taiwanese counterparts, possibly due to cultural differences in respect and deference to
the organisational hierarchy. They also found that Taiwanese participants underused the
category of Adverse Mental States, instead opting to use with greater frequency the Per-
ceptual Error category, which carried less social stigma. However, the use of nationality
as the unit of analysis disregards intra-cultural, individual-level differences in values
and preconceptions [8]. For example, British and Taiwanese nationals differed inconsis-
tently across six dimensions of culture (see Table 1) [2]. This is particularly relevant in
aviation as accident investigation teams are often multi-national, and even in domestic
investigations it is necessary to work with organisations or professions with different
cultural preconceptions [6]. To gain a clearer understanding of the cultural mechanisms
influencing accident error classification, there is a need to measure cultural behaviours
at the individual level.
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Fig. 1. The HFACS framework [7].

Hofstede’s six-dimensionmodel of culture (see Table 1) provides validatedmeasures
of individual preferences and behaviours across six dimensions of Power Distance (PD),
Individualism-Collectivism (IDV), Masculinity-Femininity (MAS), Uncertainty Avoid-
ance (UA), Long- vs. Short-TermOrientation (LTO), and Indulgence vs. Restraint (IVR)
[2]. These dimensions provide validated, scalar measures of specific, individual-level
cultural traits, providing in greater detail intra-cultural differences which may be lost in
conventional, nationality guided categorisations of culture. Therefore, the goal of this
study was to assess whether accident investigators’ own cultural dimensions had any
influence on their attribution of causal factors across the 18 HFACS categories.
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Table 1. Characteristics defined by Hofstede’s cultural dimensions [9] and examples of country
differences [2].

Dimension High Low Taiwan United
Kingdom

Power Distance (PD) Acceptance of a
hierarchical order
between people,
where everybody
has a place

Desire for equal
distribution of
power and
demands
justification of
inequalities

58 35

Individualism-Collectivism
(IDV)

Preference to take
care of one’s self
and their
immediate family
only

Unquestioned
loyalty towards
strong, cohesive
in-groups

17 89

Masculinity-Femininity
(MAS)

Achievement,
assertiveness, and
competition

Cooperation,
modesty, and
caring for others

45 66

Uncertainty Avoidance (UA) Uncomfortable
with uncertainty
and ambiguity,
desires strong
codes of behaviour
and intolerant of
unorthodox ideas

More relaxed
attitudes. Practice
is more important
than principles

69 35

Long- vs. Short-Term
Orientation (LTO)

Fosters adaptation,
perseverance, and
thrift. Oriented
towards future
rewards

Look towards the
past, preferring to
maintain traditions
whilst being
suspicious of
societal changes

93 51

Indulgence vs. Restraint
(IVR)

Relatively free
gratification of
desires

Human drives
suppressed by
strict social norms
and regulations

49 69

2 Method

2.1 Participants

This analysis utilised the responses from30 accident investigators comprising of aviation
industry professionals (pilots, airline safety managers) as well as collegiate aviation stu-
dents and faculty. Participation was voluntary, no identifying information was collected,
and participants had the right to terminate the survey at any time. Ethics approval was
provided by the Cranfield University Research Ethics system (CURES/12290/2020).
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2.2 Research Design

Data collection was by a survey instrument, hosted digitally on the Qualtrics system.
Participants were recruited by referral sampling, with an anonymous hyperlink to the
survey sent via email. Thehyperlinkfirst directed participants to a participant information
and consent page. If the participants provided their consent, they were then redirected
to the main survey to begin the coding process.

The survey included 24 five-point Likert-scale questions drawn from the Values
Survey Module (VSM: Hofstede and Minkov, 2013) which were used to compute Hof-
stede’s six cultural dimensions for each respondent (see Table 1). These questions were
followed by the HFACS coding process, where contributing factors underlying the mid-
air collision between a Tupolev Tu-154 and a Boeing 757 aircraft over Uberlingen on
July 1, 2002, adapted from the official accident report (Bundesstelle fur Flugunfallunter-
suchung [10]), were listed alongside checkboxes for each of the 18 HFACS categories.
Participants were instructed to tick the boxes corresponding to the HFACS category or
categories for which they wish to attribute the contributing factor.

3 Results and Discussions

3.1 Statistical Analysis

Data collected from September to December 2020 was processed and analysed using
SPSS. The VSM items were compiled into scores for the six cultural dimensions. A
median split for each dimension was carried out to separate responses into high and low
groups for the PD, IDV, MAS, UA, LTO, and IVR dimensions. The presence (coded
1) or absence (coded 0) of each HFACS category were assessed, with each category
counted a maximum of only once to avoid over-representation from any single causal
factor. Chi-square analyses were then performed to determine the strength of association
between the six cultural dimensions and each of the 18 HFACS categories.

3.2 Errors at the Operator Level

The results indicate that the PD and LTO dimensions were influential in attributing errors
to the Unsafe Acts of Operators level (HFACS level 1; see Fig. 2). High-PD respondents
were significantly less likely than low-PD respondents to indicate the Decision Error
category as a factor (χ2(1, N= 30)= 7.23, p< .01), and longer-term orientation (high-
LTO) was linked to decreased utilisation of the Perceptual Error category (χ2(1, N =
30) = 4.82, p < .05).

These findings are complementary to previous research comparing HFACS attribu-
tion between accident investigators of different nationalities, and supports the present use
of cultural dimensions, rather than nationality, to categorise different respondent groups.
In a comparison between British and Taiwanese investigators on the use of HFACS, Li
et al. [7] found that operator-level error categories (HFACS level 1) weremore frequently
utilised by Taiwanese investigators, whilst British investigators were more likely to be
critical of higher-level management (HFACS level 3 and 4). Aside from nationality, what
were the variations in cultural values between the British and the Taiwanese that caused
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Fig. 2. Percentage of respondents indicating causal factors at HFACS level 1, against PD and
LTO dimensions.

this interpretive difference? According to Hofstede et al. [2], British culture is low-PD
and low-LTO, whereas Taiwanese culture is high-PD and high-LTO (see Table 1). When
this information is integrated with the findings of the present research, which found
high-PD linked to fewer selections of HFACS level 1, and high-LTO linked to more
selections of HFACS level 1, it is possible to infer that Taiwanese investigators’ greater
use of HFACS level 1 was influenced by their LTO values.

3.3 Supervisory and Organisational Errors Determined by Long-Term
Orientation

On the third and fourth HFACS levels of Unsafe Supervision and Organisational Influ-
ences, the classification of causal factors were shaped by investigators’ UA and LTO
dimensions. There were significant differences between the high and low UA groups in
attributing errors to the Failure to Correct a Known Problem category, with high UA
investigators more likely to attribute errors to this category (χ2(1, N = 30) = 7.03, p <
.01; see Fig. 3). LTO was found to influence the level of attribution to the Organisational
Process category, with longer-term oriented (high-LTO) respondents selecting this cat-
egory to a significantly greater extent than their low-LTO colleagues (χ2(1, N = 30) =
7.50, p < .01; see Fig. 3).

To make sense of these findings, it is necessary to delve into the values that each
cultural dimension and HFACS category represents. High-UA individuals have an incli-
nation for the work process to be dictated by rules and regulations [2], and the HFACS
category of Failure to Correct a Known Problem refers to instances where supervisory
failures may be considered to implicitly foster an atmosphere which encourages rule-
violation [1]. The greater number of attributions of supervisory failures by high-UA
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Fig. 3. Percentage of participants of high and low UA groups attributing factors to the Failure
to Correct a Known Problem category, and percentage of high and low LTO groups attributing
factors to Organisational Process issues.

respondents may therefore reflect investigators’ greater volition for following rules and
order. The finding of high-LTO respondents’ greater frequency of indicating Organisa-
tional Process as a causal factor may be reflective of longer-term oriented (high-LTO)
individuals’ workplace values. According toHofstede et al. [2], high-LTO values at work
are reflected by beliefs such as that disagreement does not hurt, and that managers and
workers share the same aspirations. Thus, higher-LTO accident investigators may be
more likely to attribute errors to categories at the higher organisational levels (HFACS
levels 3 & 4).

However, the finding of high-UA and high-LTO investigators’ greater tendency to
attribute errors to the supervisory and organisational levels were unexpected when con-
sidered in conjunction with the other cultural dimensions. This is because high-UA,
high-LTO cultures are typically also high-PD (e.g. Taiwan, see Table 1), and in high-PD
cultures individuals are typically reluctant to criticise higher-level authorities (HFACS
levels 3 & 4). A review of previous literature offers several possible explanations. First,
the propensity to attribute causal factors to higher HFACS levels is said to be influenced,
amongst other things, by the investigators’ personal desire to be told what to do [7]. As
high-UA signifies a fear of ambiguous situations and a desire for strict rules, it is pos-
sible that in situations of high ambiguity, high-UA investigators may be more inclined
to blame management for not providing adequate rules and guidance. Secondly, there
exists a body of research questioning the efficacy of PD in aviation professions, with
shared training experiences and in-group membership known to override the effects of
power distance hierarchies [8, 11]. Thirdly, the LTO dimension is reflective of Confucian
authority, where the unequal status, power-distant relationships come with an expecta-
tion of reciprocation [12]. Viewed from this angle, the attribution of factors to the higher
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HFACS levels may possibly be considered as positive feedback to ensure team success,
rather than a criticism of supervisory and organisational management.

3.4 Application of Findings

Data aggregated from HFACS analyses can be utilised for the identification of potential
training interventions. The findings of cultural dimensions effects on HFACS categori-
sation helps to paint a clearer picture of biases in the analysis phase of training design.
For example, the finding of high-LTO respondents’ lesser tendency to select Perceptual
Error but a greater tendency to select Organisational Process can be taken into account
when analysing aggregated data on commonly indicated deficits. In this case, when the
accident analysis teams or organisational culture are known to be high-LTO, a low tally
of Perceptual Error should not be mistaken as an indicator of non-issue, and similarly
a high tally of Organisation Process factors should not be considered literally. This can
help to counteract the effects of subjective biases in performance evaluation, thereby
ensuring that subsequent training is well-targeted and operationally-relevant [4].

The results also makes it possible to infer the needs and desires of trainees with
different cultural dimensions. This is a rich source of information for the design and
development of training and intervention programmes. Consider the five intervention
approaches in the Human Factors Intervention Matrix (HFIX) which includes organ-
isational, human, technology, task, and physical environment interventions [13]. As
reflected by their more frequent use of the Failure to Correct a Known Problem cat-
egory, it can be implied that participants with higher UA desired more supervisory
guidance and more active supervisory management. If the training audience is high in
UA, then a greater focus on organisational interventions within HFIX may possibly be
more effective than designing intervention strategies based on the other four approaches.

4 Conclusion

Objectivity is a primary goal of aircraft accident investigations. However, previous
research on how accident investigators of different nationalities interpreted identical
events differently were insufficient in highlighting specific cultural variations in values
and preferences which create interpretive differences. Using Hofstede’s six-dimensions
of national culture as the basis for comparison, the results indicate that the attribution
of causal factors to acts at the frontline operator level (HFACS level 1) were influenced
by accident investigators’ own PD and LTO levels, whereas the use of higher levels
representing supervisory and organisational errors (HFACS levels 3 & 4) were driven
by investigators’ UA and LTO. These findings can be applied in training development,
with biases in the attribution of error taken into account during the analysis phase of
training design. The needs and desires of the target audience can also be inferred from
the results and utilised for the design and development of instructional systems.
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Abstract. Based on the concept of Pilots’ Professionalism Lifecycle Manage-
ment System put forward by Civil Aviation Administration of China, this paper
aims to develop a Floating Iceberg Model of Pilots’ Psychological Competence,
which shows that professional adaptability of psychological competence consist
of professional competence and social competence and formed on the basis of
personality traits and cognitive abilities, meanwhile, mental health status fluctu-
ates with the changes of professional adaptability and surrounding environment
in a certain range above and below the water. There are flow channels among the
modules in the iceberg, so it is necessary to explore the key flow factors within
cognitive abilities and personality traits that contributes to pilots’ professional
adaptability, as well as the ways of their influence on professional competence
and social competence, and to clarify that whether gates can be set to control
and guide the flow of key flow factors. This paper lists the dimensions and indi-
cators, assessment methods and stages, the key psychological indicators closely
related to core competency, work style competency, and abilities of coping with
“black swan” and “grey rhino” during the whole pilots’ professionalism lifecycle.
It provides some suggestions for the future research direction and the challenge
of pilots’ psychological competence construction and psychological competency
assessment.

Keywords: Psychological competence model · Psychological competency
assessment · Professionalism lifecycle management system · Professional
adaptability of psychological competence

1 Introduction

It is impossible to foresee all plausible accident scenarios, especially in today’s aviation
system where the system’s complexity and high reliability mean that the next acci-
dent may be something completely unexpected [1]. Evidence-Based Training (EBT)
addresses this by moving from pure scenario-based training to prioritizing the develop-
ment and assessment of defined competencies, leading to better training outcomes. Eight
pilot competencies [2] (application of procedures, communication, aircraft flight path
management-automation, aircraft flight path management- manual control, leadership
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and teamwork, problem solving and decision making, situation awareness and manage-
ment of information, workload management) proposed by International Civil Aviation
Organization (ICAO) and another competency [3] (application of knowledge) proposed
by European Aviation Safety Agency (EASA) are being used for competency-based
training and assessment (CBTA).

Civil Aviation Administration of China (CAAC) issued the “Guidance on Compre-
hensively Deepening Flight Training Reform of Transport Airlines” in June 2019, and
issued the “Roadmap for the Construction and Implementation of the Airline Transport
Pilots’ Professionalism LifecycleManagement System in China” [4] in December 2020.
ProfessionalismLifecycleManagement (PLM)System [4] is a qualificationmanagement
system covering theory, personnel, equipment, procedures and support system, which is
proposed by CAAC. PLM takes career competency as the center, evidence-based train-
ing as the driving force, work style construction as the traction, assessment evidence
of core competency and professional adaptability (of psychological competence) as the
basics, covering the whole elements and whole cycle of pilot training as features, and
continuously improving the “grey rhino” and “black swan” riskmanagement and control
ability of pilot.

PLM integrates three evaluation dimensions which are core competency, psycholog-
ical competency and work style competency into career competency, and establishes an
evaluation model with multi-dimensional, full cycle and big data integration based on
the same underlying methodology of index system construction. In PLM, EBT is the
foundation of trainingmethodology, andEBT integrationwill be steadily carried forward
in the five stages of Pilot Professionalism Lifecycle from ab initial, F/O (first officer),
PIC (pilot in command), TRI (type rating instructor) to DPE (designed pilot examiner).
CBTA constructs nine core competency and behavior indicators of pilots, which can
be obtained from training operational data. To make sure that the individual psycho-
logical competences of pilots meet the requirements of psychological competency, the
mental health status and professional adaptability of pilots can be obtained from the psy-
chological competency assessment, which is an effective tool to control the increment
of entering the industry and screen pilots already in training. Work style competency
puts forward relevant requirements from pilots’ personal behavior standards, personal
guarantee of safety and self-improvement, which can be obtained from the work style
competency evaluation. Through training, pilots’ three competency to cope with the two
risks are continuously strengthened.

2 Research Progress on Psychological Competency

The psychological competency proposed by CAAC refers to the conformity of mental
health and professional adaptability with the requirements of career competency [4]. It
is formed on the basis of heredity, under the influence of education and environment,
through the practical training.

2.1 Mental Health

Studies have determined that almost 80% of aviation accidents are caused by human
errors. Human factor has been widely recognized as a key factor to ensure aviation
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safety and efficiency [5]. As the key safety personnel, pilots’ mental health has become
one of the key factors to ensure aviation safety.

The World Health Organization (WHO) [6, 7] defines health as a state of complete
physical, mental and social well-being and notmerely the absence of disease or infirmity.
Mental health is further defined as a state of well-being in which the individual realizes
his or her own abilities, can cope with the normal stresses of life, can work productively
and fruitfully, and is able to make a contribution to his or her community.

Aviation is a high risk, high reliability, safety critical industry. Pilots’ poor health
may pose a risk to the safety of the system and the public. The safety management
system (SMS), as provided for by ICAO Annex 19, is intended to support the identifi-
cation of hazards and the mitigation of risks associated with the potential outcomes of
those hazards. The effectiveness of an SMS depends on a positive safety culture and an
environment, which supports the health and performance of all persons working within
the aviation industry [8]. Psychological problems amongst aircrew present a threat to
flight safety, given the ensuing impairments to task performance. Three years after the
Germanwings crash in which a pilot deliberately flew a jet into a mountainside, the
regulations made by EASA seek to prevent a similar tragedy by providing all pilots with
access to a support program in case of mental health problems and by making European
airlines perform a psychological assessment of pilots before they start work [9].

2.2 Professional Adaptability of Psychological Competence

Professional adaptability (of psychological competence) refers to a person who is
engaged in the professional pilot work must have certain psychological competence [4].
Through psychological assessment and selection, the talents suitable for commercial
transportation flight are selected for training, and then the qualified pilots are trained,
which can lay the foundation for flight safety and effectively save the training cost.
Psychological selection, including basic cognitive ability, psychomotor ability and per-
sonality evaluation etc., has become a necessary link to recruit ab-initio pilot all over
the world [10].

EASA puts forward that psychological assessment should include cognitive abili-
ties, personality traits, operational and professional competencies, and social compe-
tences in accordance with crew resource management principles [9]. In the pilot apti-
tude test (PAT) guidance material [11] developed by IATA, six dimensions (English
language proficiency, basic mental ability, composite mental abilities, operational abili-
ties, social-interpersonal abilities, personality traits) should bemeasured covering pilots’
professionalism lifecycle which are all directly related to the eight pilot competencies
[2] developed by ICAO.

To describe the transfer of ab-initio pilot selection methods from Germany to China,
the different phases of test development and evaluation were carried out byDLR in coop-
eration with Civil Aviation Flying College of China, which found that the reliabilities for
the personality questionnaire as well as for the tests of memory, mental concentration,
and spatial abilities seem to be equivalent with the German versions [12]. The number
of correct responses had significant positive correlations for both ab initio and licensed
pilots with measures of quantitative and spatial abilities, visual memory, multi-tasking,
and psychomotor performance, but not with personality, at the same time the number of
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incorrect responses was correlated with emotional instability and openness for licensed
pilots but not with measures of cognitive ability [13]. There was a strong relationship
between visuospatial ability, field-independence and spatial orientation in flight [14].
Trait mindfulness had a direct and negative effect on airline pilots’ incident involve-
ment, but an indirect effect on incident involvement through influencing risk perception,
and flight experience has the negative and direct effect of trait mindfulness on incident
involvement [15]. The best predictors of success in training were instrument compre-
hension, mechanical principles, and aviation information based on the meta-analysis
[16]. Emotional quotient has a significant impact on theoretical performance and flight
performance and shows moderate level of correlation with crisis response ability for
the psychological selection of student pilots [17]. The new scales should be used in
those instances in which accurate measurement of the attitudes is needed, specifically to
assess the contribution of pilots’ attitudes to accident involvement and to assess of the
impact of training [18]. Hazardous attitude is a psychological risk element that has sig-
nificant negative effects on severe exceedance behaviors of pilots and the flight operation
performance levels of pilots were also affected by the psychological risk level [19].

2.3 Relationship Between Mental Health and Professional Adaptability

Neuroticism within the Five Factor Model of personality is mostly strongly associated
with poor stress regulation [20, 21], that is linked to mental health [22]. Personality
studies has demonstrated some particular variables have strong effects on mental health,
such as self-esteem [23] and self-monitoring [24]. During recent decades, special interest
has developed in the positive rather than the negative aspects of mental health [25], such
as resilience [26, 27], hardiness [27–29] and mental toughness [30] are factors which
act as protective ones and improve mental health. Better perception, understanding,
and management of emotion of individuals with higher emotional intelligence make it
less likely that they will experience mental health problems and emotional intelligence
has useful additional predictive information over and above the Big Five Dimensions
for mental health functioning [31, 32]. Emotional intelligence and proactive coping
had protective potential in the prevention of depression and anxiety [33]. Mindfulness
primarily influences pilots’ anxiety indirectly by affecting burnout [34].

It is time to pay more attention to healthy aspects of personality and mental process
or in other words good mental health in order to find what kind of features are prominent
in healthy individuals rather than what kind of features should not be seen in individuals
and also in order to include wellness and mental health promoting factors [35].

3 Floating Iceberg Model of Pilots’ Psychological Competence

Based on previous studies, this paper proposes a floating iceberg model of pilots’
psychological competence, as shown in Fig. 1.
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Fig. 1. Floating iceberg model of pilots’ psychological competence

3.1 Structure of the Model

The structure of the model is as follows:

• Bottom of the iceberg - professional adaptability
• Professional adaptability is a kind of professional competences and social compe-
tences formed on the basis of personality traits and cognitive abilities. These are
relatively stable after formation, but may become stronger (iceberg condensation) or
worse (iceberg thawing) due to the influence of external environment.

• Middle of the iceberg - mental health status
• The mental health status fluctuates with the changes of professional adaptability and
surrounding environment within a certain range above and below the water. We need
to explore the relationship between mental health status and the elements of each
module of the professional adaptability as well as the surrounding environment.

• Tops of the iceberg - performance
• Pilots’ professional adaptability and mental health, such as sub-health and high stress,
directly affect their performance.

• Around the iceberg - environment
• Environment includes organizational environment (temperature - organizational
safety culture), working environment (Storm-emergency/black swan or grey rhino)
and daily life environment can make the iceberg floating, condensing or thawing.

3.2 Mechanism of the Model

There are flow channels among the modules in the iceberg, so it is necessary to explore
the key flow factors within cognitive abilities and personality traits that contributes to
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pilots’ professional adaptability, as well as the ways of their influence on professional
competences and social competences, and to clarify that whether gates can be set to
control and guide the flow of key flow factors. For example, pilots with certain person-
ality traits have stronger communicative competence, and pilots with good information
processing ability have better situational awareness.

The personality traits and cognitive abilities of an adult have been formed before the
recruitment to be a pilot, and they can be screened out more suitable for the flying pro-
fession through the evaluation. On this basis, their professional competences and social
competences have certain plasticity, like the condensation and thawing of iceberg, which
are necessary to be strengthened during the training and be selected when upgrading.

As for the floating iceberg model, one’s professional adaptability psychological
energy (iceberg volume) needs to reach a certain value. The higher the value is, the
better the mental health state is, the better the performance is, and the more resistant to
the disturbance and erosion of external environment. Meanwhile, the better the external
environment is, the higher the professional adaptability psychological energy is (iceberg
condensation is strong), and the more stable the mental health state is (iceberg floating
is weak).

4 Professional Adaptability Assessment of PLM

Psychological competency assessment is to assess one’s psychological and mental qual-
ity through a series of scientific assessment tools, so as to make the match between the
individual and profession more scientific and reasonable, reduce accidents and improve
work efficiency. Some inherent risks of professional adaptability defects cannot be con-
trolled or mitigated by flight training, or the training cost is unacceptable. Psychological
assessment is the first defense line to be professional pilots, and it is also a tool for us to
screen the talents.

Based on psychological competency index system, psychological competency
assessment is to assess what specific abilities and skills are required for a person to
evidence competence within each competency phase. The preliminary index system of
professional adaptability includes basic psychological abilities, comprehensive psycho-
logical abilities, operational competences, social-interpersonal competences and per-
sonality traits. Table 1 lists the dimensions and indicators, assessment methods and
stages, the key psychological indicators closely related to core competency, work style
competency, and abilities of coping with “black swan” and “grey rhino”.

General information includes age, education background, interests, family status,
effective social relations, major life changes, social pressure, etc.

Flight experience includes flight hours, license, type ratings, examination results.
Health status includes medical certificate, mental health.
Spatial abilities (dynamic) include flight path management with manual control and

automatic management
Professionalism includes responsibility, self-discipline, motivation, etc.
Individual stability includes stress resistance, resilience, impulse control, etc.
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Table 1. Professional adaptability assessment matrix of PLM

Professional adaptability of
psychological competence

Assessment
method

Assessment stage Associated core
competency

Associated work
style competency

Abilities of coping
with black swan &
grey rhinoDimension Indicator

Personal
information

General
information

Questionnaire,
Interview, Docs

Professionalism
Lifecycle

×

Flight experience × ×
Health status

Basic
psychological
abilities

Information
processing

PC-based
psychometric
tests

AB-initial

Spatial abilities
(static)

Memory capacity

Technical
comprehension

Reasoning

Logical ability

Long-term
concentration

Eye-hand-foot
coordination

Comprehensive
psychological
abilities

Allocation of
attention

Psychometric
apparatus tests,
PC-based
psychometric
tests

To be a F/O ×

Multi-tasking ×
Psychomotor
abilities

×

Spatial abilities
(dynamic)

×

Operational
competences

Problem solving
and decision
making

PC-based
psychometric
tests,
FSTD-based
tests, work
samples
psychometric
tests

To be a F/O,
PIC,TRI, DPE

×× ××

Workload
management

×× ×

Situational
awareness and
management of
information

×× ×

Social and
interpersonal
competences

Communication Standardized
interviews,
Group scenarios

To be a PIC, TRI,
DPE

××
Leadership ×× ×
Teamwork ×× ×

Personality traits Professionalism Standardized
interviews,
PC-based
psychometric
tests,
FSTD-based
tests

Professionalism
Lifecycle

××
Individual
stability

×× ××

Risk propensity ×× ××
Application of
procedures and
compliance with
regulations

×× ××

Risk propensity includes hazardous attitudes, emotional stability, sensation seeking,
etc.

The current assessment dimensions and indicators mainly refer to IATA’s guidance
material [11]. Scientific psychological assessment tools can play the role of screening
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and controlling increment at critical time points, such as to be a student pilot, entry
transport airlines and key technology level promotion, and can also continuously iden-
tify the psychological characteristics and professional adaptability defects of existing
pilots. The pilot psychological competency index system needs to be combined with
the characteristics of the pilot’s core competency and work style competency, and rely
on the operation data for long-term tracking to continuously improve the assessment
model. In the future, combined with the development of assessment method and collec-
tion of assessment data, the assessment index system of psychological competency will
be revised and improved according to the reality and safety culture of civil aviation in
China.

5 Problems and Prospects

There are still some problems and prospects for the Floating Iceberg Model of Pilots’
Psychological Competence:

• The cognitive abilities and personality traits closely related to flight operation perfor-
mance should be found to control the increment of entering the industry by collecting
and tracking individual psychological data and flight data of pilots.

• The key flow factors of cognitive abilities and personality traits that are closely related
to the professional competences and social competences as well as the flow channels
between them should be explored to screen pilots already in training. At the same
time, flow factors with plasticity should be improved through training.

• The flow factors within each dimension of professional adaptability that can affect the
mental health status aswell as the flow channels should be identified, so as to recognize
the pilots who need to be focused. It is necessary to identify the key channels that
working environment (emergency incidents) and organizational environment (safety
culture) affect mental health, in order to carry out psychological intervention after
emergency and the construction of safety culture.

• Mental health is a fluctuating mental state, which needs to be continuously monitored.
Nowadays,many organizations have carried out EmployeeAssistance Program (EAP)
and peer support for pilots, andwe can also consider establishing a confidential mental
health status reporting system in the future, so as to identify individual and group
psychological distress as early as possible, and provide assistance in time.

• On the basis of initial assessment index system for the professional adaptability in
PLM, we need to develop assessment instrument, collect and analyze data, gradually
revise the index system and assessment methods, and finally build an assessment
model which can be integrated into flight training.

• The construction of psychological competency for PLM needs the joint efforts of the
whole civil aviation industry, including civil aviation authorities, operators, approved
training organizations, research institutes and pilot representative bodies.
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Abstract. The fatigue of the pilots in the flight tasks affects his cog-
nition of flight data and the ability to operate the aircraft correctly.
Due to the increasing number of daily flights, the probability of fatigue
flying becomes higher, which is harmful to flight safety. Therefore, the
research on how to detect pilot’s fatigue during flight tasks is of great
significance to ensure the safety of aviation. A simulation study with 11
groups of pilots was conducted to examine the correspondence between
pilot’s fatigue and their physiology data when they performed normal
pilot flight training tasks. Result show that as fatigue accumulates, the
participants’ pupil diameter, heart rate, and duration of fixation on the
area of interest are significantly different from the beginning of the exper-
iment, we also proposed a comprehensive indicator to reflect the pilots’
fatigue through polynomial analysis of these changing physiology param-
eter.

Keywords: Fatigue · Flight tasks · Physiology data

1 Introduction

According to the report from the Aviation Safety Network, a total of 20 airliners
accidents occurred in 2019, resulting in 283 fatalities. Although the number of
fatalities has decreased compared to 2018, the number of accidents has exceeded
the five-year average number of airline accidents. Moreover, due to the particu-
larity of air traffic, airline accidents will cause serious loss of life and property
to the country and the individual. Many aircraft accidents are caused by pilot
errors which refer to flight operations and maintenance procedures during flight
tasks, and the fatigue is an important factor leading to pilot errors. In order
to ensure flight safety, it is necessary to study the index of fatigue induced in
flight tasks. The index of fatigue study could contribute to evaluate the pilots’
physiology state and to help improve flight safety.

The evaluation of participants’ fatigue level is hot research filed in ergonomics
and human-computer interaction, the effective methods for evaluating fatigue
can be divided into subjective methods, such as questionnaires (e.g., The Fatigue
Assessment Scale [1]), and interviews (e.g., Meesters [2]), and objective methods
that assess the fatigue status of participants by analyzing their physiological data
c© Springer Nature Switzerland AG 2021
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or behavioral performance. Compared with subjective evaluation, the advantage
of objective evaluation is that it is not affected by subjective factors and has
real-time performance. Many existing studies have shown that there is a strong
correlation between human fatigue and physiological signals, such as electroen-
cephalography (EEG) signals, electrocardiogram (ECG) signals, eye movement
data, and heart rate. These physiological data can be used to assess the fatigue
of participants during the experiment task.

The existing study of fatigue mainly focus on the Vehicle Driving tasks and
Visual Display Terminal Tasks (VDT), they linked fatigue to changes in physi-
ological data. Morales et al. [3] designed a driving experiment to prove that the
EEG-metrics were sufficiently sensitive to reveal the different levels of fatigue of
drivers. Because cascade is not voluntarily controlled [6], it is a suitable physio-
logical indicator that has the potential to provide an objective marker of fatigue
[10]. Previous research has found that in the laboratory environment, as the
fatigue of the participants increases, the cascade velocities will change (e.g.,
Schmidt et al. [11], M. Prsa et al. [12]). Murat et al. [5] proposed an effectively
method that uses both pupil diameter and focal accommodation to evaluated
fatigue. Yet, experiments in VDT and Driving tasks usually include a few tedious
video tasks or sleep deprivation to induce the fatigue of participants, which usu-
ally does not happen in a real operating environment, so the correctness of many
research results can only be confirmed in the experimental environment. The cor-
relation between fatigue and physiological indicator needs further research.

Research on aviation fatigue is more complicated, because the aircraft sim-
ulator is difficult to manufacture, and operating aircraft is a complex task that
requires a high focus on flight data, interaction with air traffic control, and adapt
to external contingencies [7–9]. The participants of previous studies on physio-
logical data were less professional trained. How the physiological data of pilots,
a population that was specially trained, will be influenced by fatigue have not
been adequately studied. To address the challenges above, a flight simulator is
required to be as realistic as possible, and the participants in the experiment
are required to have flight experience to reflect the changes in physiological data
of professionally trained people. Moreover, it should be noted that physiological
data are affected by a variety of factors, such as task complexity, the workload
of the task, and fatigue. The objective of the present research is to study the
effect of fatigue on pilots’ physiological data in the context of flying. Therefore,
in addition to designing a realistic experimental task, it is also a challenge to
eliminate the effects of other factors on participants’ physiological data.

In this study, we used various equipment to continuously monitored partic-
ipants’ heart rate, respiratory rate, and eye movements, such as fixation dura-
tion, cascade, and coordinates of gaze points. We hypothesized that participants’
fatigue would gradually increase with the accumulation of time in the experiment
and that their physiological data would reflect this phenomenon. The specific
details of the experimental and how we eliminate the influence of other factors
on physiological data are in the next section. Furthermore, we base on physiolog-
ical data proposed a multiple regression model that could output a prediction
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value as the indicator to evaluate the level of fatigue during flight tasks. To
conclude, our contributions are as follows

• To determine the effect of fatigue on the physiological data in the context
of flying, we analyzed the change of physiological data at various tasks and
found that the fatigue had a significant effect on physiological data.

• We proposed a multiple regression model to evaluate the fatigue level during
flight tasks and it yields satisfactory prediction.

2 Method

2.1 Participants

Participants were twenty certified male airline pilots, ages 30 to 50, flying hours
ranging from 1000 to 18000 h. All volunteers were in good health and had normal
visual acuity. The number of aircraft flight hours could affect physiological data
and operational behavior. Therefore, according to their flying age, they were
divided into ten crews, each of which includes a captain who has flying age of
more than 10000 h and a co-pilot who has flying age of fewer than 10000 h (did
not differ significantly between each group p − values > 0.05).

2.2 Apparatus

Flying Simulator. The experiment was conducted using a Level D full-flight
simulator that simulates the cockpit of CRY-200. Before the beginning of the
experiment, we adjust it according to the feedback from pilots in order to make
the laboratory environment closer to the real aircraft cockpit. The entire exper-
imental environment is shown in Fig. 1.

Eye Movement Tracker. Pilots’ gaze behaviors were recorded by Tobii
Glasses that is a head-mounted eye tracker with a 30-hertz sample rate developed
by Tobii Technology AB, and a scene camera to change the local coordinates of
gaze points from Tobii Glasses to the world coordinates.

Heart Rate Monitor. Since the accurate ECG monitor equipment will affect
the pilots’ normal operation, we did not monitor the ECG signal in this exper-
iment. We use Zephyr Bio harness, a Multi-channel physiological measurement
system developed by Zephyr Technology Crop, to monitor the heart rate at a
sampling frequency of 1 Hz. The respiratory rate was recorded by a chest strap
instrument.
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Fig. 1. The flight simulator used in our experiment. It is completely built according to
the cockpit of the CRY-200 aircraft

2.3 Experimental Design

To address the question of how to induce fatigue from flight tasks, we consid-
ered the conclusion of previous research that a 2-h driving time was a common
inducer of fatigue (Wijesuriya et al. [4]). Based on this, we designed an exper-
iment to induce the fatigue of participants, in which each crew member was
asked to complete 2 rounds of 2-h routine flight training, after each round of
experimentation, the captain and co-pilot will be exchanged. Each experimental
session consisted of fourteen flight tasks, all of which are common tasks during
flight training, such as manual flight, generator failure, and fuel imbalance. Each
task lasts about 10 to 20 min and there is a 5-min interval between the two
tasks. During the experiment, the participants were asked to wear equipment
to measure their physiological data, and there is a camera to record the opera-
tion behavior of the pilots. Eye movement (gaze points, cascade, fixation), pupil
diameter, heart rate, and respiratory rate were measured to indicate the fatigue
levels of participants.

2.4 Data Extraction

Physiological data are usually influenced by many factors, especially the difficulty
of the task, so a direct analysis of changes in participants’ physiological data
during the experiment does not reflect the effect of fatigue on physiological
data. In order to eliminate the impact of workload and task complexity, we
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extracted some sub-tasks that contained typical actions from video recordings,
such as checking the altimeter gauge or controlling the stick. We consider the
operation difficulty of these sub-tasks is the same, and then we compared the
number of executions of the sub-tasks and selected the sub-tasks that the pilots
would frequently perform in the 4-h experiment. We found that pilots have to
adjust the Mode Control Panel (MCP), as shown in Fig. 2 frequently during
flight training, so we analyzed the physiological data of pilots while operating
the MCP, including heart rate, respiratory rate, and pupil diameter, to find how
the fatigue would affect these data.

Fig. 2. Mode Control Panel (MCP) is the link between the pilots and the Autopilot
flight Director System (AFDS)

However, the pilots’ gaze is not always in the MCP area when operating the
flying simulator. In order to analyze the change of the pilots’ gaze points and
to obtain the information about which part of the console that the pilots will
focus on when they perform different tasks. We divided the console into several
Areas of Interest (AOI) based on the statistical distribution of the pilots’ gaze
points in the experiment (we show this statistical distribution as a heat map,
as shown in Fig. 3). Three AOIs are divided according to the heat map of each
crew, one is the altimeter area that the pilot needs to observe at all flight tasks,
and the other two AOIs are based on the brightness in the heat map. We choose
the most obvious area and the second most obvious area as the second and third
AOI.

The gaze points data captured by Tobii Glasses were local pixel position in its
coordinate system. In order to obtain the world coordinate pixel position of gaze
in the flight simulator, we calculated the transform matrix between these two
coordinates system and transformed the gaze points from the original coordinate
system to the world coordinate system of a scene camera.

(
Wx Wy 1

)
= P × (

X Y 1
)

(1)

where the Wx, Wy denotes the pixel position in the world coordinate, P denotes
the transform matrix, and X, Y represents the pixel position in the Tobii coor-
dinate.
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Fig. 3. (a),(b),(c) are the heat map of three captain’s gaze points, where the brighter
the color, the more pilot’s gaze points in the area. We divide the AOI according to the
color levels. (Color figure online)

We classify eye movements based on the velocity of the direction of the
eye. The velocity is most commonly given at visual levels per second (◦/s). We
determined that if the velocity of eye movement is below 30◦/s, the sample is
classified as fixation. Therefore, with the above AOI and classified eye movement
data, we can analyze the effect of fatigue on the eye data of pilots during the
flight tasks. The average fixation duration of each crew focus on the different
AOIs in experiment was calculated.

3 Experimental Results

In this section, measured data obtained in the experiment including heart rate,
pupil diameter, and fixation duration of different AOIs are discussed. Since the
participants would move their upper body in order to complete some training
tasks during the experiment, the respiratory rate monitor will have poor contact
with the participant’s body resulting in a loss of respiratory data. Therefore, only
a few numbers of participants’ respiratory rate was fully recorded. We thought
there a strong correlation between the heart rate and respiratory rate, so we did
not discuss the effect of fatigue on the respiratory rate.

We performed ANOVA to analyze the difference of the physiological data. In
the ANOVA analysis, the fatigue level accumulated over time is the independent
variable, participant’s heart rate, pupil diameter, and fixation duration are the
dependent variables. The analysis program is run in Matlab under the Windows
system.

3.1 Heart Rate Analyses

Each frame in the video recording of the experiment and the heart rate sampled
by Zephyr Bio harness has a corresponding Coordinated Universal Time (UTC)
timestamp. We recorded the start frame and the end frame of each time the
pilot operates the MCP. By aligning the timestamp of the sample data with the
timestamp of these two video frame, we obtained the heart rate data of the pilot
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while he performs the subtask, and we analyzed the changes in the pilot’s heart
rate with the accumulation of fatigue.

The boxplot of the heart rate of participants during one round of exper-
iment as shown in Fig. 4. From the heart rate distribution in Fig. 4, we can
have a result that the participants had a gradual decrease in heart rate with
the accumulation of fatigue during the experiment. A one-way(fatigue) analy-
sis of variance (ANOVA) performed for analyzed the effect of fatigue on heart
rate. ANOVA results show that the mean heart rate was significantly affected

Fig. 4. The boxplot of the heart rate of participants. The y-aix represents heart rate
(bpm), the x-aix represents flight training tasks performed by pilots in a round of
experiments and there is a 40-min interval between every two tasks. Each data point
represents the pilot’s heart rate during the operation of MCP

by fatigue (F (6, 217) = 11.27, P − value < .001 ). In order to analyze more
specifically the effect of fatigue on the participants, we analyzed the heart rate
changes of each participant, and the heart rate graphs of two of the participants
are shown in Fig. 5. In these two graphs, the y-axis represents the mean heart
rate of participants operating MCP in flight tasks. The heart rate significantly
decreases with the amount of time a participant was performed in the flight task.
We performed ANOVA to analyze the effect of fatigue on the mean heart rate
between each two crews. The ANOVA did not reveal significant effect of fatigue
on different participants (F (1, 14) = 0.35, P − value > 0.05).

3.2 Pupil Diameter Analyses

The process of pupil diameter extraction was the same as that of heart rate data
extraction, which is also the data of participants during the operation of the
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Fig. 5. The graph of two participants’ mean heart rate

MCP. During this period the participant will look at the altimeter, and because
of the light conditions of the cockpit and the fixed distance of the altimeter from
the participants, the pupil diameter of the participants will not be interfered with
by these two factors. The boxplot of pupil diameter of participants as shown in
Fig. 6.

The ANOVA revealed a significant effect of the fatigue (F (7, 361) = 6.71, P −
value < 0.01), the pupil diameter decreases with the accumulation of fatigue,
and the same trend are found in participants of different ages and flying ages.
According to the results of the ANOVA, there was no significant difference in
pupil diameter between each of two participants (Two of participants’ mean
pupil diameter are shown in Fig. 7, F (1, 14) = 10.3, P − value > 0.05).

As Fig. 6 and Fig. 7 showed, the pupil diameter decreases with time. It is
well known that the pupil is not subjectively controlled, but is regulated by
the automatic nervous system. The decreasing pupil diameter indicates that the
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Fig. 6. The boxplot of pupil diameter of participants. The y-aix represents pupil diam-
eter (mm).

deceleration in activity of the autonomic nervous system, and the fatigue of the
participants gradually increases.

3.3 Fixation Duration Analyses

We did not divide the AOI according to the location of aircraft cockpit instru-
ments, because through the experimental recording video, we found that the
participants do not pay attention to the aircraft windows and some other cock-
pit environment, so we considered showing the participant’s gaze point distribu-
tion first and then selectively dividing the AOIs according to the distribution of
gaze points. With this method, we can get the area where participants are more
concerned throughout the experiment and analyze the effect of the fatigue lev-
els on the fixation duration in the different AOIs. ANOVA was used to analyze
whether the effect of fatigue on fixation duration was significant and analyze
whether there were significant differences in the effects on each participant. As
a result of a one-way ANOVA performed on these data, a significant effect of
fatigue on mean fixation duration (F (7, 136) = 2.51, P − value < 0.05), and we
found that the fatigue has a main effect on the AOI2, which was the area of great-
est interest to participants in the experiment. (F (7, 40) = 2.3, P −value < 0.05).
A one-way ANOVA performed on both AOI1 and AOI3 revealed no significant
main effect of fatigue.

3.4 Multiple Regression Analysis

Through the analysis in Sect. 3.1, Sect. 3.2, and Sect. 3.3, it was demonstrated
that fatigue had a significant effect on participants’ pupil, heart rate, and fixation
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Fig. 7. The graph of two participants’ mean pupil diameter

duration, so the physiological data also could reflect the changes in fatigue levels
(Fig. 8).

Although the measured physiological data were affected by fatigue, they dif-
fered in the level of change and trend. We wanted to obtain a comprehensive
indicator to directly reflect the fatigue level of the pilots during flight tasks.
Therefor, we used multiple regression analysis to analyze these measured data.
The fatigue was the dependent variable, and we consider it to be increasing with
the amount of time. The physiological data of the participants corresponded to
independent variables. Therefore, the heart rate, pupil diameter, and fixation
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(a) crew1 (b) crew2

(c) crew3 (d) crew4

(e) crew5 (f) crew6

Fig. 8. The change of mean fixation duration in three different AOIs of six crews with
time. The y-axis represents the mean fixation duration (Ms), and the x-axis note the
number of flight tasks of a participant performed in one round of the experiment. The
different color of the line represent different AOIs, which are divided int three areas
according to the gaze points distribution. (Color figure online)
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duration were entered into the multiple regression model. Moreover, according
to the conclusion of Sect. 3.3, not all fixation duration are significantly correlated
with fatigue, and only the fixation duration of participants in AOI2 (areas of
greatest interest to participants) was affected by the fatigue. For the indepen-
dent variable of fixation duration, only the fixation duration time of AOI2 was
entered into the multiple regression model. Because the values and metrics of
the physiological data were different for participant, we normalized these phys-
iological data using the z-score normalization. The stepwise approach was used
to select the significant independent variables in the regression model. The final
regression equation was as follows:

RF = 2.67 ∗ PL − 1.294 ∗ HR + 0.8 ∗ FDaoi2 + 5.5 (2)

where the RF noted the rating score of fatigue, PL,HR correspond to the nor-
malized pupil diameter and heart rate, the FDaoi2 represent the normalized
fixation duration in the AOI2. The output of this model ranges from 0 to 10,
with 0 indicated that the participants were not fatigue and 10 indicated that
fatigue has reached a level that would affect the participants’ operation. The
square of multiple correlation coefficient was 0.56 (=0.752), and the results of
ANOVA for multiple regression was F (4, 28) = 11.36, P − value < 0.01. The
predicted fatigue score and the fitted curve as shown in Fig. 9. The result shows
that the proposed index consisting of PL,HR,FDaoi2 yielded a satisfactory
prediction to indicate the level of pilot fatigue during the flight tasks.

Fig. 9. The predicted fatigue score and fitted curve

Since we first normalized the physiological data, the magnitude of the par-
ticipants’ physiological data would not affect the correlation coefficient in Eq. 2,
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thus eliminating the effect of the difference in individual physiological base val-
ues. Therefore, the correlation coefficient is mainly related to the level of change
of the physiological data and the range of the output, which makes this index of
fatigue more applicable to various individuals.

4 Conclusion

In this paper, we designed a simulation experiment to study the effect of fatigue
on physiological data, in which participants were asked to complete two 2-h
rounds of the experiment. In order to simulate the real flying environment as
much as possible, our experimental flight simulator was designed according to the
real CRY-200 cockpit, and the tasks in the experiment are the tasks that pilots
perform in their daily training. Moreover, since the pilots are specially trained
population, their physiological data changes may be different from those of the
general public, so for the accuracy of the experimental data, our participants
were civilian aircraft pilots with flying age. We analyzed the effect of fatigue on
participants’ physiological data, and then proposed a composite physiological
index to indicate the fatigue level.

The experimental results show that fatigue during flight tasks will affect the
physiological data of the participants, and both the heart rate and pupil diameter
will decrease as the fatigue level increases. However, for fixation duration, fatigue
has different effects on the fixation duration of different AOIs. For example, the
fatigue did not have a significant effect on the fixation duration of the altimeter
are, while the fixation duration of the area that was participants paid the most
attention decreased. According to the stepwise ANOVA, it was demonstrated
that fatigue had a significant effect on physiological data.

Using physiological data that is significantly related to fatigue to entered to
multiple regression model, we obtained a comprehensive index indication of the
fatigue level of the participants while flying the flight simulator. The regression
model can yield a satisfactory prediction to indicate the fatigue level. The results
show that the fatigue level of pilots during the flight tasks could be effectively
evaluated using the analysis method in this study. The equipment used in this
study may not be available in the real flying context, and the extraction of
physiological data relies on the operation in sub-tasks from the video recording.
Further studies should investigate how to monitor fatigue of pilots in real time.
In addition, future work should also investigate the physiological data that could
continuously monitored during real flying context.
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Abstract. Cognitive ability test is an important part of pilot selection and is
always considered as the best indicator to predict pilot training efficiency. China’s
pilot cadets are selected from the age of 18. At present, researchers have pro-
posed whether this age can be appropriately advanced? Therefore, the research on
the relationship between cognitive ability and flight performance in adolescents
was started among 222 high school students in Junior Aviation School, in order
to provide theoretical basis for the daily training of high school pilot cadets. In
Study 1, 134 students completed 11 cognitive tests on Lenovo Myoga Tab 3 Plus
tablets and experienced flight driving for the first time. Their flight driving per-
formance were evaluated by their instructors. Pearson correlation results showed
that spatial cognitive ability (r = .244) and cognitive flexibility (r =−.186) were
significantly correlated with flight driving performance. Study 2 explored the rela-
tionship between executive function and flight driving performance. Inhibitory
control, working memory and cognitive flexibility were tested as the index of
executive functions with E-Prime 2.0 software (PST Inc.). The results of study
2 were similar to those of study 1. Spatial working memory (r = −.185) and
cognitive flexibility (r = .192) were significantly correlated with first time flight
driving performance. Our results support the idea that general cognitive ability is
an important predictor of success in pilot training, even in early adolescence. In
the future, more studies are needed to explore the plasticity of cognitive flexibil-
ity and spatial working memory in adolescents, and whether the improvement of
cognitive ability is beneficial to flight driving.

Keywords: Cognitive ability · Flight performance · Pilot candidate ·
Adolescence

1 Introduction

With the development of economic globalization and the increase of international affairs,
airplanes have become the first choice for people to travel. This makes Commercial
aviation one of the world’s largest industries. Pilot selection received a large amount of
concern because a candidate who fails would mean a higher cost than what is invested
for a more effective selection method. The notion that specific aspects of cognition play
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a crucial role in aircraft accidents suggests the potential benefit of implementing more
efficient cognitive screening procedures for pilots. Airlines also be required by aviation
regulatory authorities to pay more attention to the psychological wellbeing of pilots and
to the selection of them, to ensure a good ‘fit’ between the pilot and position. Mental
health and stability, personality and cognitive performance are increasingly relevant in
the pilot assessment and recruitment process. In addition, given the high cost to train as
a pilot, precise selection and efficient training are very meaningful.

In the pilot selection history, Germany developed special medical standards for pilot
in 1910 followed by the United States in 1912. In order to increase the effective of selec-
tion method, knowledge, cognitive ability, skills, and other individual factors have been
studied by researchers. Italy was the first country to launch pilot selection research pro-
gram. They concluded that attention, resistance to emotional stimuli, and psychomotor
activity are qualities of good pilot should have. A good airplane pilots is one who to a
sufficient speed of perception and to a notable degree of extension and distribution of
attention, adds constancy, precision, coordinating ability of the psycho-motor activity
and who possesses a sufficient inhibitory power emotive reactions not to be disturbed in
the above functions on account of emotional stimulus [1]. The U.S. Army Air Services
adopted a test battery which consisted of 23 tests that assessed a variety of medical,
physical, cognitive, psychological, and psychomotor attributes [2]. Subsequently, Strat-
ton, McComas [3] investigated the predictive utility of those test battery and found that
themost promising tests for determining aviation ability were judgment of relative speed
of moving objects, judgment of parabolic curves, and complex reaction time.

After the world war I, endurance, resistance to disorientation, and the speed and
accuracy of responses to visual and auditory stimuli have the attention of researchers.
Influenced by multiple aptitude theory, the research of pilot selection focused on intelli-
gence,mechanical comprehension, psychomotor, personality, and spatial ability inworld
war II. After world war II, most countries focused on the development of new forms of
multiple aptitude tests. Paper-and-pencil and apparatus-based testing were the main test
methods during this period. Since 1970, studies of multiple aptitudes and psychomotor
abilities have been prevalent [4]. In 1982, the Euro-NATO Aircrew Selection Work-
ing Group (ACSWG) was established to document information about pilot candidate
selection procedures and recommend best practices. They found that the highest rated
attributes for pilot were situation awareness, memorization, achievement motivation,
reasoning, perceptual speed, time sharing, agreeableness, selective attention, response
orientation, divided attention, emotional stability, and psychomotor coordination. In
addition to traditional multiple aptitude batteries, some counties examined the utility
of simulator-based apparatus tests that used a job sample approach in the 1970s. Since
the 1990s, computer-based testing of pilot aptitude has become commonplace. The UK
Royal Air Force identified five aircrew-ability domains: attention capacity, mental speed,
psychomotor, reasoning, and spatial. Though there have been advances in psychological
theory and measurement methods since world war I, the constructs being measured have
remained very stable. These includemedical/physical fitness, cognitive ability, academic
achievement, life experiences (including aviation experience/knowledge), psychomotor
ability, and personality. It is likely these constructs will continue to be important indic-
tors of pilot training aptitude. Hilton [5] identified three theoretical aspects: psychomotor
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skill/quickness, intelligence/aptitude, and personality/character. As we can see from the
pilot selection history, Cognitive abilities have been an important part in military pilot
aptitude selection test batteries since World war I, although measurement methods and
instruments vary cross many counties and different period.

Before 2015, pilot selection process commenced at the age of 18 in china. But
adolescence is a sensitive period of cognitive abilities development [6]. There is greater
plasticity in adolescence than adult period [7–10]. It means that training of cognitive
abilities associated with flight skill in adolescence can gain greater benefit than that in
adolescence. Advancing the time of screening and training process of pilot cadets seems
meaningful. A large number of researches have focused on the relationship between
specific cognitive ability and pilot driving performance in adult pilot [11–13]. So far,
there are few researches concerning the relationship between cognitive abilities and
flight skills in adolescent pilot cadets.

In the present study, considering that cognitive abilities have significant correlation
with flight skill in the adult pilot group. We want to explore the relationship between
cognitive abilities with flight skills in adolescent pilot cadets. There are two studies
to explore this issue. A wide range of cognitive abilities including attention, spatial
cognitive ability and executive function, were contained in study 1. Study 2 focused on
the relationship between executive function with flight skills.

2 Study 1: The Relationship Between Cognitive Abilities and Flight
Driving Performance in Adolescent Cadets

2.1 Methods

Participants. Participants were 143 high school pilot cadets (all male, ethnic Chinese,
sophomore) from four aviation school in china. Participants were all righthanded. None
of the participants had history of neurological or psychiatric illness.

Materials. The test battery including 10 cognitive tasks: processing speed task, go/nogo
task, cognitive flexibility task, depth perception task,mental rotation task, direction judg-
ment task, digital working memory span task, spatial working memory task, attention
span task, 3-back task. In go/nogo task, participants were instructed to respond by a but-
ton on pad screen when a pure green circle appeared (Go trials) and withhold responding
when a green circle with squares inside appeared (No-go trails). There are 45 Go trials
and 15 No-go trials. In the 3-back task, participants compared the current letter with the
letter presented two trials earlier. If both letters were the same, this was regarded as a
match trial. If both letters differed, it was regarded as mismatch trial. Participants were
asked to press the button for a match trial and withhold responding for a mismatch trial.
There are 30 mismatch trials and 10 match trials. In the depth perception task, partic-
ipants were presented with the destination and then destination was hidden by clouds.
The participants press button if the airplane icon reached the destination according to the
flying speed of airplane. In the cognitive flexibility task, participants were asked to click
the digitals and letters randomly distributed on the screen in the order of 1A2B3C….
The total time completing the task were recorded. In the spatial working memory, par-
ticipants needed to remember the flickering squares and point out all of them in the
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correct order to pass a trial. In the digital working memory task, participants were asked
to solve an addition or subtraction equations of single digits one by one and were asked
to remember the minuend digit. When all equations presented, participants need to write
down all the minuends in presented order. In the mental rotation task, participants were
presented with two rotated three-dimensional figures and were asked to judge whether
the two figures are the same. In the attention span task, participants were presented with
some white dots (4–9) on the screen in 200 ms. After the white dots disappeared, par-
ticipants tell the number of dots by click digital button. In the processing speed task,
participants were asked to click the digital (1–25) as order randomly distributed in the 5
× 5 squares. All tasks mentioned above were presented on LENOVOTM YOGA TAB 3
PLUS pad. The tests adopt the form of group measurement.

The flight driving performance scores are calculated from instructor pilot rating of
cadets flying performance organized by the Air Force. The cadet will be accompanied
and rated by the instructor during flight driving. The flight driving performance scores
are composed of three indices, including 6th sortie score, instructor rating score and
combined score. The score theoretically can range from 0 to 100. The higher the scores,
the better the driving performance.

Experimental Design. Relevant research was conducted in study 1. There are 10 cog-
nitive tasks in study 1 concerning attention, spatial cognitive ability and executive
functions. The main dependent variable indicators of those tasks include accuracy and
response time. Flight driving performance was obtained through a real military air-
craft driving with aviation instructor besides. Instructor rates the driving performance
of adolescent pilot candidate.

Data Analysis. All data were analyzed with SPSS 23. Pearson’s correlation analysis
were conducted to explore the relationships between 10 cognitive abilities with three
indictors of plight driving performance. According to the Kolmogorov-Smimov test,
all the indicators except for the 3-back task and the cognitive flexibility task are not
normally distributed. The logarithmic transformation was used to normalize the original
data, and then the bivariate Pearson correlation test was conducted.

2.2 Results

The descriptive results for the 10 cognitive tasks and flight driving performance are
displayed at Table 1.

Table 2 summarizes the correlational analyses results. seven of the 36 correlations
between the cognitive abilities and the flight driving performance were statistically sig-
nificant. Direction judgement task was positively correlate with three flight driving per-
formance scores. Spatial working memory task was positively correlate with two flight
driving performance scores. Cognitive flexibility and mental rotation task were posi-
tively correlate with one flight driving performance scores. Spatial working memory
task, direction judgement task, and mental rotation task measure the ability to maintain
and manipulate spatial-related information in mind. Cohen characterized correlations of
.10 as small, .30 as medium, and .50 or greater as large. All of the observed correlation
between cognitive ability tasks with flight driving performance range small to medium.
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Table 1. The descriptive statistics of 10 cognitive tasks

Subject Min Max Mean SD Skewness Kurtosis

GO/NOGO, Go acc 143 .91 1 .99 .01 −6.66 57.17

GO/NOGO, Nogo ACC 143 .67 1 .93 .08 −1.3 1.3

3-back ACC 143 .39 .95 .68 .12 −.1 −.68

3-back RT (ms) 143 477.50 1615.00 998.44 196.04 .38 .67

Depth perception task
(pixel)

143 38.86 281.37 121.06 44.47 1.11 1.48

Direction judgment task
ACC

143 .00 1 .69 .28 −1.18 .27

Cognitive flexibility RT
(s)

143 31.75 71.43 47.99 8.25 .59 −.12

Spatial working memory
ACC

143 .10 1 .74 .20 −.82 .29

Digital working memory
span

143 0 8 6.2 2.36 −1.54 1.50

Mental rotation ACC 143 .48 .92 .74 .09 −.71 .84

Attention span 136 4 9 7.41 1.69 −.93 −.45

Processing speed (s) 111 23.89 50.18 34.15 5.95 .53 −.35

6th sortie score 143 40 96 78.63 10.46 −.82 .73

Expert score 143 46 95 77.75 11.72 −.89 .18

Combined score 143 53.97 93.72 78.38 9.33 −.78 .04

Both processing speed task and attention span task show no significant correla-
tion with flight driving performance. There are also no significant correlations between
go/nogo task, 3-back task, and digit working memory span task with any indictors of
flight driving performance.

The correlation coefficients among 6th sortie score, expert score, and combined
score were large. This indicated that the three indictors for measuring flight driving
performance have a high internal consistency.

2.3 Discussion

Spatial cognitive ability and cognitive flexibility show significant correlation with flight
driving performance, consistent with previous findings found in adult pilot group [14–
16]. It can be concluded that spatial ability and cognitive flexibility are important to
drive airplane for adolescent pilot cadets.

No significant correlation between attention with three outcomes of pilot perfor-
mance be found in our study. This result consistent with the conclusion concluded by
Almamari and Traynor [17] that controlled attention (.10) had the lowest mean correla-
tions, less than general ability (.18), acquired knowledge (.19) and work sample (.34).
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Although perceptual speed be regarded as a significant predictor of aviator flying perfor-
mance [16], we didn’t found the significant correlation between processing speed task
with flight driving performance in adolescent pilot cadets group.

Go/nogo taskmeasures the ability to inhibit prepotent responsewhich called response
inhibition ability. 3-back task and digitworkingmemory taskmeasure the ability tomain-
tain and manipulate information in mind, and also reflect the cognitive resource level.
Pilots have higher level on cognitive resource than control group [18, 19]. But we didn’t
found significant correlations between response inhibition ability and working memory
ability with flight driving performance in adolescent pilot cadets group. Differing from
results of adult pilot group, it may indicate that inhibition response and working memory
play a less important role while adolescent pilot cadets drive airplane.

Executive functions refer to a family of top-downmental processes needed when you
have to concentrate and pay attention, when going on automatic or relying on instinct
or intuition would be insufficient [20]. There is general agreement that there are three
core EFs: inhibition (response inhibition and cognitive inhibition), workingmemory and
cognitiveflexibility [21].Response inhibition and semanticworkingmemorydidn’t show
significant correlation with flight driving performance, while spatial working memory
and cognitive flexibility show significant correlation with flight driving performance in
study 1. Study 2 was conducted to confirmed the findings found in study 1.

3 Study 2: The Relationship Between Executive Function
and Flight Driving Performance in Adolescent Pilot Cadets

3.1 Methods

Participants. 88 adolescent pilot candidates (all mate, ethnic Chinese, sophomore,
Mage = 17.2) from high school aviation school in china were recruited in study 2.
Participants were all righthanded. None of the participants had history of neurological
or psychiatric illness.

Materials.

Demographic. A self-report questionnaire was used to obtain information on age, and
other demographic descriptors.

GO/NOGO Task. In the GO/NOGO task, participants had to respond by pressing “A”
or “L button when a white circle and arrow was presented and inhibit responding when a
orange circle was presented. In the Go trial, participants press key “A” on the keyboard
when the arrow is pointing to left, and press key “L” when the arrow is pointing to the
right. There are 60 Go trials and 20 No-go trials.

Flanker Task. In the Flanker task, participants viewed stimuli presented one at a time
surrounded by either distracting or facilitating items. Distracting items are typically
associated with an opposite response (“incongruent” = pointing in opposite direction
to target stimulus), whereas facilitating items are typically associated with the same
response as the target stimulus (“congruent” = pointing in the same direction as the
target stimulus). Participants press key “A” on the keyboard when the arrow is pointing
to left, and press key “L” when the arrow is pointing to the right.
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2-Back Task. In the 2-back task, participants compared the current digit with the digit
presented one trials earlier. If both digit were the same, this was regarded as a match
trial. If both digit differed, it was regarded as mismatch trial. Participants were asked to
press the “Enter” button for a match trial and withhold responding for a mismatch trial.
There are 37 mismatch trials and 17 match trials.

Spatial Working Memory Task. We adopted a computerized version of the Corsi Block-
Tapping task, which proposed by Corsi in 1972 and has been widely used by many
researchers to assess spatial working memory [22]. In every trial, an array of 25 squares
in five columns and five rows appeared in the center of the screen, some of which then
flickered one by one. The participants needed to remember the flickering squares and
point out all of them in the correct order to pass a trial. The first session of three trials
presented three flickering squares. If the participant passed two or three trials, he would
pass the current session and enter the next with one more flickering square until he could
not pass at least two trials in a session. The score was calculated by the number of squares
in the last session passed. The order of the flickering squares was random.

Switch Task. On each trial, participants were presented with a digit located either on the
left or right of the screen. They were told to perform Larger/Smaller task when digit was
located on the left of the screen and to perform Odd/Even task when digit was located
on the right of the screen. Performing Larger/Smaller task, press key “A” for digit less
than 5 and press key “L” for digit more than 5. Performing Odd/Even task, press key
“A” for digit was odd and press key “L” for digit was even.

Flight Driving Performance. Check-flight grades in flight driving tests were recorded.
Instructor pilots assess candidate flight performance during each sortie using a scale
ranging from A to E. A is the best and E is worst.

All of those executive function tasks were presented with the software Eprime 2.0
(PST Inc.). Participants were required to response as fast and accuracy as possible when
performing tasks except for Corsi task.

Experimental Design. A desktop LENOVO computer with 23-inch monitor was used
to administer the tasks used in this study. After completion of demographic informa-
tion, executive function tasks were introduced. The administration order of tasks was
GO/NOGO task, Flanker task, digital 2-back task, Corsi task and task-switch. There are
exercise block before each test. The accuracy of exercise block of GO/NOGO, Flanker,
2-back task and task-switch were 85%, 85%, 85%, 90, respectively. A set of headphones
were given to each participant in this study to reduce mutual interference.

Participants received the flight driving test in the summer of 2020 and completed the
executive function tests in November of 2020.

Data Analysis. Statistical analyses were performed using SPSS 23. We performed a
Kendall’s correlation analysis to investigate whether executive functions correlated with
the flight driving performance since flight driving performance were ranked data.
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3.2 Results

The number of A, B, C, D, E is 21, 38, 21, 4, and 4, respectively.
The descriptive results of executive function tasks are shown in Table 3.

Table 3. Descriptive statistics of executive functions task

N. Mean SD Min Max Skewness Kurtosis

Reaction Time (ms) 88 290.17 35.00 230.25 451.17 1.88 6.43

GNG Nogo ACC 88 0.95 0.05 0.80 1.00 −1.03 0.61

GNG GO ACC 88 0.98 0.02 0.88 1.00 −1.70 3.50

GNG GO RT (ms) 88 392.43 31.99 315.50 486.77 0.37 0.56

Flanker Effect ACC 88 0.10 0.08 −0.05 0.35 0.55 −0.06

Flanker Effect RT (ms) 88 67.81 29.23 −5.76 144.92 0.04 0.16

2-back Total ACC 88 0.93 0.06 0.70 1.00 −1.57 2.61

2-back False Alarm 88 0.04 0.05 0.00 0.24 1.92 3.86

2-back Hit 88 0.89 0.13 0.24 1.00 −2.00 5.91

2-back Hit RT (ms) 88 561.73 125.62 374.14 937.21 0.61 −0.19

Corsi 88 6.03 0.88 4.50 7.50 0.05 −0.69

Switch Cost ACC 88 0.01 0.08 −0.31 0.19 −0.62 2.22

Switch Cost RT (ms) 88 159.96 167.64 −250.58 653.52 0.36 0.20

Kendall’s correlation analysis results show that Corsi task (r = −.185, p < 0.05)
and reaction time cost of task-switch(r = .192, p < 0.05) were significant correlated
with flight driving performance. No significant correlations were found between simple
reaction time,GO/NOGO task, Flanker task, 2-back taskwith flight driving performance.
See Table 4 for detail.

Nogo trial accuracy of go/nogo task was significantly correlated with flanker effect
accuracy (r = 0.202, p< 0.05). Corsi was significantly correlated with total accuracy (r
= 0.182, p < 0.05) and hit accuracy (r = 0.2, p < 0.05) of 2-back task. No correlations
were found between task-witching task with go/nogo task, flanker task, 2-back task, and
Corsi task.

3.3 Discussion

In study 2, we explored the relationship between executive function with flight driving
performance in order to confirm the results found in study 1 that spatial cognitive ability
and cognitive flexibility were significantly correlated with flight driving performance.
We focused on executive function because cognitive abilities significantly related to
flight driving skill were included in executive function. We reselected the paradigms and
participants to enhance the validity of our conclusions.
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In study 2, we chosen go/nogo task, flanker task, digit 2-back task, Corsi task,
and task-witching task to measure response inhibition, cognitive inhibition, semantic
working memory, spatial working memory, and cognitive flexibility, respectively. The
correlation analysis showed that spatial cognitive ability and cognitive flexibility were
significantly correlated with flight driving performance, which were consistent with the
results of study 1.

Response inhibition significantly correlated with cognitive inhibition. Semantic
working memory significantly correlated with spatial working memory. Semantic work-
ing memory significantly correlated with response inhibition and cognitive inhibition.
The correlations among executive functions indicated that inhibition, working memory
and cognitive flexibility are separated, consistent with the opinion of Miyake, Friedman
[21].

4 Discussion

Our main objective was to investigate whether the notion that the relationship between
cognitive ability and flight driving performance in adult pilot apply to adolescent pilot
cadets. We found that spatial cognitive ability and cognitive flexibility are significantly
correlated with flight driving performance in adolescent pilot cadets in study 1. Study 2
confirmed this result with different test tasks in another adolescent pilot cadets group.
Spatial ability is one of the central competences of airline pilots in adult group [23, 24].
This notion is confirmed in adolescent cadets by our two experiments.

Although Carretta [25] confirmed that attention is among factors that have consis-
tently shown a relation to flying performance and King, Carretta [12] proved that tests
of cognitive functioning, which include attention, can predict the training outcomes.
Rosario Cannavò [26] also compared attention factors directly between 50 experienced
pilot and 50 untrained people. The results showed that tasks performances of pilot group
are better than that of control group, including simple reaction time, multiple search,
color-word interference, ground interference, divided attention, and global vision. We
didn’t found the significant direct correlation between attention with flight driving per-
formance in study 1. It seems suggested that attention was less relevant to flight skill in
adolescent pilot cadets.

Inhibition control and working memory also be regarded as two important aspects,
given lots of information, such as monitoring cockpit information and receiving instruc-
tions from Air Traffic Control, are needed to deal with during flight driving. The facts
that pilots have a higher working memory span and inhibition control ability than con-
trol group were confirm by Rosario Cannavò [26]. But the results of our studies showed
no significant correlations between working memory and inhibition control with flight
driving performance. It seems that working memory and inhibition control plays a less
important role when flight driving in adolescent cadets. With the increasing of flight
driving experience, the role of working memory and inhibition control are becoming
more and more important.

From the perspective of compiling a cognitive ability test battery to screen pilot
candidate, it’s not that the more cognitive abilities included in test battery is the best
[17]. Performing a wide range of ability tests during the selection process does not
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necessarily improve the predictions or guarantee a better selection model. Almamari
and Traynor [17] confirmed that different test battery categories yielded different mean
validities, indicating that some abilities play a greater role in pilot performance than
others. Optimal balance between the quality and quantity of the tests included in the
battery is what really matters. Bringing the cognitive abilities closely relevant to pilot
skill into test battery can have the better predictive validity. We recommended that more
focus should be given to spatial cognitive ability (e.g., spatial working memory) and
cognitive flexibility when compiling pilot selection test battery.

The training of pilot is particularly difficult and expensive. For this reason, the selec-
tion processes are of fundamental importance. The aim of this research is to guide the
development of an optimized cognitive screening tool well-suited for the successful
selection of pilot candidates. Despite its potential utility, spatial working memory and
cognitive flexibility testing is relatively uncommon in pilot candidate selection. Prac-
tically, use of spatial working memory and cognitive flexibility testing in selection of
adolescent pilot cadets has the potential to reduce costs associated with pilot training
and improve the accuracy rate of excellent pilot. We contributed to establish that spatial
working memory and cognitive flexibility are reliable cognitive abilities to predict pilot
driving performance.

Of course, more researches are needed to confirm the relationship between cognitive
ability and pilot driving performance founded in adolescent pilot performance.
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Abstract. In recent years, with the continuous upgrading of technology, flight
accidents caused by aircraft failures have been greatly reduced. It has become the
most important cause of major aviation accidents that pilots operate aircraft into
complex state and fail to recover. It is very important to train pilots with UPRT, so
it is urgent to improve the UPRT performance of existing flight simulators. This
paper proposes an improved washout algorithm for UPRT scenario. The key point
of the algorithm is to combine the advantages of the washout algorithm based on
model predictive control and the classical washout algorithm. The washout algo-
rithm based on model predictive control (MPC washout algorithm) can simulate
large amplitude and low frequency motion better, and has greater space utiliza-
tion, while the classical washout algorithm is efficient and simple, and has better
simulation effect for small amplitude and high frequency motion. By setting the
exponential weighted fusion algorithm to fuse the output of the two algorithms, it
can have better dynamic simulation effect in large and small motion, and is more
suitable for UPRT scenario. In addition, it also saves the time of designing and
debugging algorithms or parameters separately for different missions.

Keywords: Classical washout algorithm · UPRT · MPC · Exponential weighted
fusion algorithm

1 Introduction

At present, in the field of civil aviation, the progress of aircraft manufacturing technology
has effectively reduced the aircraft accident rate. In the past decade, loss of control in
flight (LOC-I) has replaced controlled flight to the ground (CFIT) as the number one
cause of serious flight accidents [1]. In the field of aviation, UPRT refers to complex state
prevention and recovery training. The FAA announced that all new flight simulators in
the United States must have UPRT capability from March 12, 2019 [2].

After flight simulation training in UPRT scenario, pilots can greatly improve their
flight experience and ability of preventing and identifying complex states and changing
them in complex states. In UPRT scenario, dynamic simulation is the most important
part in the process of simulator design. Because the complex state in UPRT scenario
generally has large amplitude and high frequency motion, it is necessary to improve
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the motion simulation algorithm to achieve large amplitude and high frequency realistic
motion simulation.

The motion simulation algorithm of simulator is generally called washout algorithm,
which is also called motion cuing algorithm (MCA). It is widely used in the motion
simulation design of mechanical and electrical products such as aviation simulator,
vehicle simulator, navigation simulator and motion cinema.

Washout algorithm can simulate the movement of pilots in the limited space. When
the simulator provides the pilots with motion sense, it is restricted by the available
motion space. In order to enable pilots to sense motion without exceeding the physical
limits of the motion system, various motion washout filters have been used in the past.
A good tradeoff between motion perception and displacement requires minimizing the
perceptual motion error and keeping the platform within the physical boundary [3–6].

The main organ of human perception of movement is vestibular system, which is
mainly composed of otolith and semicircular canal, in which the otolith mainly perceives
linear acceleration, and the semicircular canal mainly perceives angular velocity of
rotation [7, 8]. Thewashout algorithmoutputs the linear acceleration of otolith perception
and angular velocity of semicircular canal perception in vestibular systemof human brain
by filtering and integrating, and controls the motion platform to generate motion by the
output signal. Finally, the motion platform slowly returns to the initial position at a speed
lower than human perception threshold, and prepares for the next motion simulation.

The first one to propose washout algorithm is Schmidt [9, 10], an engineer of NASA.
At this time, washout algorithm includes high pass filter module and low pass filter
module. Schmidt and Conrad’s work were later revised and further studied by Reid and
Nahon of the Institute of Aeronautics and Astronautics (UTIAS) of the University of
Toronto, adding the tilt coordination module, resulting in the generation of classical
washout algorithm [11–13]. The classical washout algorithm has the advantages of sim-
ple structure, fast and effective. In 1975, in order to solve the problem of fixed parameters
and low space utilization of the classical washout algorithm, Parrish et al. proposed a
Coordinated Adaptive washout algorithm [14]. Adaptive washout algorithm can adjust
algorithm parameters according to different inputs. In 1982, Sivan et al. applied opti-
mal control theory to washout algorithm and proposed optimal washout algorithm [15].
The optimal washout algorithm introduces the vestibular system of human to directly
optimize the calculation of the driver’s perception error, which is more accurate. The
classical washout algorithm has the advantages of fast running speed, simple structure
and suitable for adjustment, but it also has some defects such as insufficient utilization
of motion space and fixed parameters. Adaptive washout algorithm can make up for the
problem of fixed parameters, but it takes a long time to run and is difficult to debug.
The optimal washout algorithm introduces the driver’s vestibular model, which has the
highest fidelity, but the complexity is relatively increased, and the constraints are not
taken into account.

The above three algorithms are themost important three kinds ofwashout algorithms.
Nowmost simulators use one of the three algorithms, ormake someminormodifications.
Until 2003, Song et al. proposed a classical washout filter based on fuzzy tuning for
motion simulator to overcome the problemof fixed parameters and adaptation to different
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signals [16]. After that, Asadi,Mohammadi and others have done some research on fuzzy
adaptive washout algorithm [17, 18].

In 2009, Dagdelen et al. proposed a washout algorithm based on model predictive
control (MPC washout algorithm), which also attracted some attentions [19]. Garrett,
Mohammadi and Salisbury have made further research onMPCwashout algorithm [20–
24]. MPC washout algorithm takes advantage of online real-time optimization of model
predictive control and considering constraints. Therefore, MPC washout algorithm can
make better use of platform space and achieve better dynamic simulation effect.

This paper proposes an improved washout algorithm for UPRT Scenario. By fusing
the output of MPC washout algorithm and classical washout algorithm, the improved
washout algorithm proposed in this paper can not only adapt to high frequency and
low amplitude motion simulation, but also simulate low frequency and large amplitude
motion. The MPC algorithm can deal with the multivariable nonlinear system and is
suitable for solving dynamic simulation problems. MPC washout algorithm can take
constraints into account, so it can make more efficient use of the motion space of the
motion platform. For large amplitude and low frequency motion, it has better simulation
fidelity than the classical washout algorithm. Although the parameters of the classical
wash out algorithm are fixed and the space utilization is low, the classical washout
algorithm has the advantages of fast, simple and stable. MPC washout algorithm has
better effect for high frequency and small amplitude motion simulation. The innovation
of this paper is that by setting the exponential fusion weight function and fusing the
output of classical washout algorithm and MPC washout algorithm, a more balanced
dynamic simulation output is obtained.

2 Method

2.1 Vestibular System

Vestibular system accounts for about 30% of people’s perception of movement. Vestibu-
lar system is composed of semicircular canals and otoliths [7, 8]. The otolith and semi-
circular canal can sense the linear acceleration and angular velocity above a certain
threshold dTH , δTH respectively. So, the linear acceleration sensed by otolith is the vec-
tor sum of external force acceleration and negative gravity acceleration, also known as
specific force:

f = a − g (1)

where: f − specific force; a− actual acceleration; g− acceleration of gravity.
Otolith organ transfer function:

f

f ′ = kh(τAs + 1)

(τLs + 1)(τSs + 1)
(2)

where: f
′− input specific force; f − specific force after perception; kh− sensing gain

coefficient; τA, τL, τS− physical parameters.
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There semicircular canals transfer function models:

w

w′ = TLTAs2

(TLs + 1)(TSs + 1)(TAs + 1)
(3)

where: w
′− the input angular velocity of the semicircular canal organ; w− angular

velocity of semicircular canal organs after perception; TL,TS ,TA− physical parameters
of otolith model.

2.2 Classical Washout Algorithm

The classical washout algorithm is mainly composed of three parts: linear acceleration
high pass filter, angular velocity high pass filter and linear acceleration low pass filter
[10] as follow:

Fig. 1. Schematic block diagram of classical washout algorithm

In Fig. 1, to adapt to different platform space, the gain limit module is added. The
input acceleration and the reverse gravity acceleration are added to obtain the specific
force vector. Then remove the acceleration of gravity in the fixed coordinate system.

It processed by a high pass filter. At last, the high-frequency linear displacement
component is obtained by secondary integration.

The high pass filter is a third-order filter:

Hah = ah
a

= s3

(s + wm)(s2 + 2wahξahs + w2
ah)

(4)

where: wah,wm is the natural cut-off frequency, ξah is the filter damping.
The acceleration low-pass filter has only the longitudinal and lateral second-order

transfer functions:

Halx = fLx
fx

= w2
alx

(s2 + 2walxξals + w2
alx)

(5)

Haly = fLy
fy

= w2
aly

(s2 + 2walyξalys + w2
aly)

(6)
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where, walx,waly is the natural cut-off frequency. ξalx, ξaly is the longitudinal and lateral
acceleration.

Low pass acceleration channel is also called tilt coordination channel. The compo-
nents of gravity acceleration in lateral and longitudinal directions are used to simulate
the low-frequency sustained acceleration.

θsL = sin−1 fLx
g

(7)

ϕsL = sin−1 fLy
g

(8)

where, θsL, ϕsL is the angular displacement; fLx, fLy is the acceleration.
The high pass filter module are as follows:

Hwh = wh

w
= s2

(s2 + 2wwhξwhs + w2
wh)

(9)

where, wwh is the natural cut-off frequency; ξwh it is the damping coefficient.
We get the target angular displacement βS :

βs = βsH + βL (10)

2.3 Washout Algorithm Based on Model Predictive Control (MPC Washout
Algorithm)

For UPRT scenario, the combination of model predictive control and washout algorithm
can make the motion simulation process have more space utilization rate, the control of
each variable is more accurate. The MPC washout algorithm is generally divided into
four modes: longitudinal mode (pitch angular velocity and longitudinal acceleration),
lateral mode, up and down mode and yaw mode. In this paper, we use the vestibular
system as a prediction model (Fig. 2):

Fig. 2. Block diagram of vestibular system in longitudinal mode

The specific forces perceived by the vestibular system:

f
′
x = axcosθ + gsinθ ∼= ax + gθ (11)
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Transfer function based on otolith model, and differential equation:

f

f ′ = kh(τAs + 1)

(τLs + 1)(τSs + 1)
(12)

fx = kh(τAs + 1)

(τLs + 1)(τSs + 1)
∗ (ax + g

1

s
θ̇ ) (13)

Similarly, the transfer function of the semicircular canal:

θ̇

∧

= TLTAs2

(TLs + 1)(TSs + 1)(TAs + 1)
θ̇ (14)

Combine the two equations, for the state u = [
ax θ̇

]T
, we can derive:

ẋv = Avxv + Bvu (15)

yv
∧ = Cvxv + Dvu (16)

Av, Bv, Cv, Dv were fusion model state space equation parameters of vestibular
system. It was used as prediction system of the MPC washing algorithm. The block
diagram of the whole MPC washing algorithm is as follows (Fig. 3):

Fig. 3. MPC washout algorithm schematic module diagram

2.4 Exponential Weighted Fusion Algorithm

Due to the fixed parameters of the classical washout algorithm, it is not flexible enough,
so its space utilization is very limited. The abnormal complex state in UPRT scenario
is usually the state of large angular velocity and acceleration and high frequency. In
this case, MPC washout algorithm can better simulate the motion. In addition, for dif-
ferent flight training tasks, such as take-off, climb, landing these basic tasks, as well
as encounter stall, airflow, storm and other complex situations, using a single classical
wash out algorithm obviously could not meet the training requirements. For example,
if the washout algorithm in normal cruise is used to simulate the motion of stall flight,
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the fidelity of simulation will be greatly reduced. Furthermore, it is time-consuming and
energy-consuming to reset a set of parameters or algorithms for other scenarios. The
exponential weighted fusion algorithm proposed in this paper is to fuse the outputs of
the classical and MPC washout algorithm. To a certain extent, the two complementary
washout algorithms are combined to make it more balanced to simulate the movement
of more complex states.

The principle of the improved algorithm is: when the input value range is small, the
weight of the output value of the classical washout algorithm is expected to be greater;
when the input value range is large, the weight of the output value of MPC washout
algorithm is expected to be greater. The weights of the output values of the classical
washout algorithm and the MPC washout algorithm vary between [0 1], and the sum of
theweights is 1, so as to achieve the goal of balancing the dynamic simulation ofmultiple
scenes. In addition, the exponential weighted fusion algorithm has almost the same effect
as the classical and MPC washout algorithm for large and small amplitude motion. The
weight change function of exponential weighted fusion algorithm is as follows:

x = x0 ∗ eβ|u| (17)

β = 1

5
∗ loge(

xf
x0

) (18)

Class_Weight = |2 − x| (19)

MPC_Weight = |x − 1| (20)

where: xf = 2, x0 = 1, u ∈ [01].
For the twowashout algorithms, the constraints are set in advance, and the maximum

input value is nomore than 5.Draw the graph of exponential weight distribution function,
the independent variable is the input value, and the input value changes between 0–5.

Fig. 4. Class&&MPC weight (Color figure online)

The blue line in the Fig. 4 represents theweight of the output value ofMPCalgorithm,
as the input-u increases from 0 to 5, the weight of the output value of MPC algorithm
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increases from the lowest 0 to the highest 1; the red line represents theweight of the output
value of classical washout algorithm, and with the increase of the input amplitude, the
weight value gradually decreases from the maximum 1 to the minimum 0. The weight
curves of classical washout algorithm and MPC washout algorithm meet the design
requirements.

3 Experimental Design and Result Analysis

The experiment in this paper is a simulation experiment. The simulation program of
washout algorithm is based on MATLAB r2020a Simulink. In order to ensure the sim-
plicity of the experiment, this paper analyzes the longitudinal acceleration and pitching
angular velocity data of simulated flight in longitudinal mode. In addition, the flight data
is obtained from the motion variable data of simulated flight in flightgear2.8.0.5 flight
software.

In main process of this experiment, first we set up different flight tasks and simulate
flying Boeing 777 in flightgear2.8.0.5 software. In the flight process, the data of six
degrees of freedom in the flight process is used as the input source data through network
communication. Then the human vestibular system model perceives the output, and the
perceived output is filtered by MPC and classical washout algorithm respectively to get
the final output. The specific steps of the experiment are as follows:

1. Write C++ program, set socket client, set UDP network communication protocol
interface and IP address, set UDP communication protocol and configuration file of
output data of flightgear2.8.0.5 software.

2. Establish three block diagrams of Simulink washout algorithm. Firstly, the program
block diagram of the classical washout algorithm is designed, and the input signal is
transferred into the program block diagram of the classical washout algorithm after
passing through the vestibular system. Then the simulation block diagram of MPC
washout algorithm is designed. Finally, the exponential weighted fusion algorithm is
designed to fuse the output values of classical andMPCwashout algorithm program.

3. Simulate four flight missions in flightgear2.8.0.5 software:

a) Take off, climb to the designated altitude, level off.
b) Cruise flight, take a larger angle of attack flight.
c) Increase the angle of attack to stall and return to level flight after several seconds.
a) Take off in crosswind to the specified altitude, then keep level.

Each flight process lasts about 100 s−200 s, and the motion data of six degrees of
freedom in the flight process is ax, ay, az,wϕ,wθ ,wψ . These six values represent the
linear acceleration along the x, y, z axis and the angular velocity around x, y, z axis of
the simulator respectively.

Finally, we get the curves of longitudinal acceleration and pitching angular velocity
measured by the classical washout algorithm and MPC washout algorithm, the output
value after exponential weighted fusion, the expected value curve, and the original data
not perceived by vestibular system. A total of five curves are drawn in the same graph.
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The way of drawing pictures is the same, here we will explain the basic format and
meaning of pictures. There are four pairs of graphs, each of which represents the longi-
tudinal acceleration and pitching acceleration curves of a flight mission. The horizontal
axis of all figures represents the time, which starts from 0s. In each pair of graphs, the
longitudinal axis of the acceleration curve represents the acceleration in m/s2, and the
longitudinal axis of the angular velocity curve represents the angular velocity in rad/s.
In each of the four pairs of experimental result graphs, there are five curves with different
colors, which represent respectively:

1. Light green curve: raw linear acceleration or angular velocity data
2. Purple curve: the linear acceleration or angular velocity output value of the original

data perceived by the vestibular system of human brain
3. Yellow curve: output value of linear acceleration or angular velocity processed by

MPC wash out algorithm program
4. Light yellow curve: linear acceleration or angular velocity output value processed

by exponential weighted fusion algorithm program
5. Brown curve: the output value of linear acceleration or angular velocity processed

by classical wash out algorithm program (Figs. 5 and 6).

Fig. 5. Take off—longitudinal acceleration curve

The above two figures are the change curves of longitudinal acceleration and
pitching angular velocity during normal takeoff. The acceleration increases from
0m/s2 to 14.5m/s2, then decreases, tends to be stable and reaches the level flight state.

From the dynamic simulation of acceleration, the simulation effect of the classical
washout algorithm is the worst; the exponential weighted fusion algorithm is relatively
better, and the MPC washout algorithm is the best. From the dynamic simulation of
angular velocity, when the amplitude is less than 0.5 rad/s, such as t = 22 s−25 s,
the classical washout algorithm is better; the exponential weighted fusion algorithm is
relatively poor, and the MPC washout algorithm is the worst. When the amplitude is
greater than 0.5 rad/s, for example, when t = 45 s−50 s, the simulation effect of the
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Fig. 6. Take off—pitch velocity curve

classical washout algorithm is the worst; the exponential weighted fusion algorithm is
relatively better, and the MPC washout algorithm is the best (Figs. 7 and 8).

Fig. 7. Cruising flight—longitudinal acceleration curve

The above twofigures are the curves of longitudinal acceleration and pitching angular
velocity during simulated cruise flight. The acceleration is basically maintained between
10m/s2−12m/s2, which is a level flight state. The pitching angular velocity is affected
by the mis-operation at the beginning, reaching 1.6 rad/s, and fluctuates up and down
in the range between 0.2 rad/s−0.2 rad/s after it keeps stable.

From the dynamic simulation of acceleration, similar to the normal take-off state,
the simulation effect of the classical washout algorithm is the worst; the exponential
weighted fusion algorithm is relatively better, and the MPC washout algorithm is the
best. From the dynamic simulation of angular velocity, the whole is in a small range,
because the plane is in level flight, the small fluctuation may also be caused by error and
noise. Due to the influence of the perception threshold of vestibular system, the washout
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Fig. 8. Cruising flight—pitch velocity curve.

algorithm has little effect, and the demand for dynamic simulation is insufficient (Figs. 9
and 10).

Fig. 9. Excessive Angle of attack stall—longitudinal acceleration curve

The above two figures are the curves of longitudinal acceleration and pitch angular
velocity during the simulation of stall caused by high attack angle flight. In the process
of stall, the acceleration is changing rapidly, with a wide range of 4m/s2−10m/s2. The
maximum and minimum difference of pitch angular velocity is 13 rad/s, and there is a
direction transition from positive to negative, which is very dangerous.

From the dynamic simulation of acceleration, similar to the previous situation,
the simulation effect of the classical washout algorithm is the worst; the exponen-
tial weighted fusion algorithm is relatively better; the MPC washout algorithm is the
best. From the dynamic simulation of angular velocity, when the amplitude is less than
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Fig. 10. Excessive Angle of attack stall—pitch velocity curve

0.5 rad/s, for example t = 80 s−90 s, the classical washout algorithm is better; the expo-
nential weighted fusion algorithm is relatively poor, and the MPC washout algorithm
is the worst. When the amplitude is greater than 0.5 rad/s, for example t = 50−60 s,
the simulation effect of the classical washout algorithm is the worst; the exponential
weighted fusion algorithm is relatively better; the MPC washout algorithm is the best
(Figs. 11 and 12).

Fig. 11. Cross wind take-off—longitudinal acceleration curve.

The above twofigures are the curves of longitudinal acceleration and pitching angular
velocity during simulated crosswind takeoff mission. From the beginning of take-off,
the acceleration increases from 0m/s2−15m/s2, and then decreases gradually, but the
acceleration curve is very steep, which is not as smooth as that of normal takeoff. The
maximum pitching angular velocity of crosswind takeoff is about 3.2 rad/s, and the
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Fig. 12. Cross wind take-off—pitch velocity curve

minimum pitching angular velocity is about −1 rad/s. On the whole, the change range
is quite large, and similar to that state of normal takeoff.

From the dynamic simulation of acceleration, similar to the previous situation,
the simulation effect of the classical washout algorithm is the worst; the exponential
weighted fusion algorithm is relatively good, and the MPC washout algorithm is the
best. From the dynamic simulation of angular velocity, when the amplitude is less than
0.5rad/s, for example t = 28 s−32 s, the classical washout algorithm is better; the expo-
nential weighted fusion algorithm is relatively poor, and the MPC washout algorithm is
the worst. When the amplitude is greater than 0.5rad/s, such as t = 52 s−58 s, the sim-
ulation effect of the classical washout algorithm is the worst; the exponential weighted
fusion algorithm is relatively good, and the MPC washout algorithm is the best.

The above four experiments designed washout algorithm to deal with acceleration
and angular velocity signals respectively for ordinary flight state and complex flight
state. Compared with three different washout algorithms, it shows a trend in four kinds
of missions. Under the low frequency and large range of dynamic data, the simulation
accuracy of MPC washout algorithm is higher, followed by the accuracy of exponen-
tial weight fusion algorithm, and the effect of classical washout algorithm is relatively
poor. For high frequency and small amplitude motion data, the simulation effect of the
classical washout algorithm is relatively good, and the following degree is high. While
the accuracy of the exponential weight fusion algorithm is second, and that of the MPC
washout algorithm is relatively poor. In general, the exponential weight fusion algorithm
is the best for the balance between the complex state and the ordinary state, and can better
simulate the dynamic data of low frequency and high frequency.

4 Conclusion

Based on the actual requirements of civil aviation field for flight simulator with UPRT
function, this paper proposes an improved washout algorithm for UPRT scenario. In this
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paper, the exponential weighted fusion algorithm is used to combineMPCwashout algo-
rithm with classical washout algorithm, which makes the improved washout algorithm
have better adaptability to UPRT scenario.

This paper first introduces the vestibular system, introduces the perception process
of otolith and semicircular canal to linear acceleration and angular velocity, and gives
the transfer function model and parameter table of otolith and semicircular canal respec-
tively. Then, this paper introduces the classical washout algorithm framework, which
is mainly composed of three channels. The operation principle, limiting and satura-
tion are explained. The classical washout algorithm has the advantages of fast running
speed, simple structure and easy design, but also due to the fixed parameter. Then, this
paper introduces the principle and implementation process of MPC washout algorithm.
MPC washout algorithm is suitable for multivariable nonlinear systems, and can take
the input and output constraints into account. Finally, an improved washout algorithm is
introduced, which combines MPC washout algorithm and classical washout algorithm
by using exponential weighted fusion algorithm. The improved algorithm has better
simulation effect in the UPRT environment, and improves the adaptability to different
training tasks. To a certain extent, it can avoid the workload of designing and debugging
parameter sets or algorithms for different tasks.

The experimental results also verify the adaptability and balance of the improved
washout algorithm in small high frequency and large low frequency scenes.The improved
washout algorithm can better simulate the motion in UPRT scenario.

There are still many problems need to be further studied, such as the rules for setting
the constraints of the fusion algorithm and the principles for setting the range of index
weight. For the experimental process, the introduction of the physical model of the sim-
ulator Stewart model should be more convincing. Finally, the measurement of realistic
effect of pilots trained by washout algorithm is also a topic worthy of study [25]. It is
also hoped that the dynamic simulation experiment of stall flight can be carried out in the
actual simulator in the future, and the ergonomics evaluation of pilots’ training results
can be carried out, which is the place that needs to be improved in the future.
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Emotional Stressor on Human Errors in Flight:
A Heart Rate Variance Examination
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Abstract. This study aimed to examine the effect of emotional stressor on human
errors and arousal level in flight. 16 male pilot students were recruited as the par-
ticipants whom were required to complete one flight scenarios with tasks in three
different performance levels in low arousal (LA) and high arousal (HA) conditions
(with or without emotional stressor) respectively. The photoplethysmograph phys-
iological sensorwas used tomeasure heart rate (HR) and heart rate variance (HRV)
variables, the indicators of emotional arousal levels. The result indicated that emo-
tional stressor can cause an increase in emotional arousal level and a decrease in
human’s skill-based and rule-based errors. Besides there was a quadratic trend
for low frequency normalized unit (LF(nu)) and the number of calculation devi-
ation (NCD), a dimension of problem-based error, which provided a plausible
explain for the non-significance of the decrease in problem-based errors between
HA and LA condition combined with inverted U-shaped curve. These findings
have potential applications in preventing human errors before they occur.

Keywords: Emotional stressor · Human error · Arousal level · HRV

1 Introduction

As aircraft has become more reliable, human has played a more important role in con-
tributing to flight accidents. The safety report provided by Civil Aviation Administration
of China (CAAC) shows that the flight accidents caused by flight crews accounted for
67.90% of the total number in China in recent 10 years [1]. The unsafe acts consisting
violations and errors of flight crews were regarded as the direct reason of flight accidents
[2]. But unlike the violation, the error was defined as an unintentional deviation from
operation procedure or standard. Moreover, nearly 40% aviation accidents caused by
flight crews globally can be blamed for flight control errors, the skill-based error [3].

To prevent the harm caused by human errors, many studies used different theory
models to investigate the mechanisms behind them. Norman [4] proposed the activation-
trigger-schema system (ATS) to illustrate the formation of slip arguing that slip can be
divided three categories: errors in formation of an intention, faulty activation of schemas
and faulty triggering. Rasmussen [5] distinguished human behavior or performance
according to basically different ways of representing the constraints in the behavior of a
deterministic environment or system at three typical levels: skill-, rule- and knowledge-
based performance. Based on Norman and Rasmussen’ work, Reason [6] established

© Springer Nature Switzerland AG 2021
D. Harris and W.-C. Li (Eds.): HCII 2021, LNAI 12767, pp. 80–90, 2021.
https://doi.org/10.1007/978-3-030-77932-0_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-77932-0_7&domain=pdf
https://doi.org/10.1007/978-3-030-77932-0_7


Emotional Stressor on Human Errors 81

the generic error modelling system (GEMS) presenting an integrated picture of the
error mechanism operating at the three levels of performance mentioned above and
distinguishing these three basic error types at eight dimensions. In order to investigate
human errors in aviation accidents, Wiegmann et al. [7] put forward Human Factors
Analysis and Classification System (HFACS), in which the term of error was divided
into three types: skill-based error, perceptual error and decision error. And rule- and
knowledge-based errors were regarded as decision error because both of them were
caused by wrong intentions. Landman [8] proposed the conceptual model of startle and
surprise used to explain the impairments in flight performance in accident cases.

Besides theory model study, flight simulation test is also an important way to explain
the mechanism under human errors in flight. Since 1980s there were lots of studies
investigating human errors by flight simulation tests based on different theories, but a
few referring to performance levels [9, 10].

In flight, pilots are suffering multiple sources of stressors, one type of which is
emotional stressors [11]. According to Maymand [12], emotional stressors are related
to living or intellectual activities. When perceiving emotional stressors, self-regulating
processes start by automatically activating the autonomic nervous system (ANS) [13].
The ANS consists of the parasympathetic nervous system (PNS) and the sympathetic
nervous system (SNS) [14]. Electrodermal activity (EDA) also known as skin conduc-
tance is an independent index of SNS activities while heart rate (HR) and heart rate
variance (HRV) are influenced by interaction between the PNS and SNS activities [15].
So fluctuations in emotional arousal regulated by the ANS, are commonly indicated by
HR, HRV and EDA. Besides pupil size modulated by balanced activities of PNS and
SNS, is also considered an useful indicator of the level of emotional arousal [16].

There are some studies believing the high stress is a key contributor to human errors
in aviation [17, 18]. However, other studies argue that stress can reduce the possibilities
of errors and improve flight performance [12, 19]. The effect of stress on errors, a
dimension of performance, can be well illustrated in term of arousal [20–22]. Yerkes-
Dodson law speculates that the relationship between task performance and arousal level
can be represented by an inverted U-shaped curve, which means that there is an optimal
arousal level for a task performance and when one’s arousal level is too high or too
low, performance is predicted to be impaired [23, 24]. Moreover compared to difficult
tasks, in simple tasks performers have a higher threshold for arousal, and therefore,
an arousing stimulus can be tolerated well. So while a very high arousal level can be
advantageous in simple tasks, for difficult tasks it can cause a decrease in performance
[25]. For instance, Murray’s work reveled a significant quadratic trend for low frequency
normalized units (LF(nu)) and complex tasks including the post trail making task and
the 4-choice reaction time task instead of simple tasks, and concluded that simple tasks
can tolerate a larger variation of arousal levels and participants who were experiencing
lower arousal would complete the simple reaction time task as well as someone who
was experiencing high arousal [26].

In this study, we examine the effect of the emotional stressor on emotional arousal
level and human errors in flight.Moreover to investigate the relationship between arousal
level and human errors.
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2 Method

2.1 Participants

16 male pilot students (20.11 ± 1.03 years) from Civil Aviation University of
China(CAUC) were recruited as the participants. All participants had taken part in sim-
ulated flight before this test and were familiar with simulator environments. All of them
were given written informed consent 1 h before carrying out the experiment in accor-
dance with the local ethical board committee. This test was carried out in the Aviation
Safety and Human Factors Lab of CAUC.

2.2 Equipment

The flight simulator which included two parts: flight control part and flying environment
part, was used. The flight control part was composed of control column, a throttle con-
troller and a pair of rudder pedals for flight control and flying environment part is made
of three LCD screens. And the flight scenarios were designed based on the virtual world
in X-Plane 11 (see Fig. 1).

Fig. 1. Participant using the flight simulator

2.3 Experimental Setting

In this experiment, Cessna SP-G1000 was chosen as the aircraft. The experiment con-
sisted in completing one flight scenarioswith three different tasks in two conditions( with
or without emotional stressor) respectively in order to assess the effects of emotional
stressor on flight errors in three different performance level respectively.
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Table 1. Description of flight error variables

Variable Indicator Unit Description

Skill-based error Number of Heading
Deviation ( NHD)

count The number of deviation greater
than or equal to 10° from the
required heading

Heading Deviation Time
(HDT)

s Total time spent in heading
deviation

Rule-based error Number of Altitude
Deviation (NAD)

count The number of deviation greater
than or equal to 100 ft from the
required altitude

Problem-based error Number of Calculation
Deviation (NCD)

count The number of calculation
different from the model answer

Calculation Time (CT) s Total time spent in calculation

Flight Scenario. The traffic pattern lasting approximately 8 min from take-off to land-
ing was chosen as the flight scenario. The required heading of these five legs of the traffic
patternwere 342°, 252°, 162°, 72°, and 342°. During the flight scenario participants were
required to complete three tasks designed tomeasure the number of errors in three differ-
ent performance levels (skill-based level, rule-based level and problem-based level). At
the first task, participants were asked to fly the airplane in required heading of each leg
and any deviation greater than or equal to 10° from the required heading was counted
as an error. What’s more, the total time participants spent in such deviation was also
recorded. For skilled pilots the cognitive process of flying the aircraft at correct heading
is automated, so this task was designed to measure skill-based error. The second task
required participants to report their altitude when they first reached 300 ft in the depar-
ture leg, 1000 ft in the cross-wind leg and 300 ft in the final approach, and any deviation
greater than or equal to 100 ft from the required altitude was counted as an error, which
can be described as rule-based because the stored rule that has been acquired through
training or experience is applied: if (this situation occurs) then (do these actions). In
the third task, participants needed to calculate five mathematical exercises given by our
staff such as 45 + 37 and after mentally calculating the answer, spoken out it loudly,
and any deviation from the model answer was counted as an error. Besides the total time
participants spent in answering these fivemathematical exercises was also recorded. The
difficulty of all calculations was approximately equal, which were presented to simulate
problem-based tasks [9]. The detailed description of three types of errors can be seen
in Table 1. All participants had two chances to fly in this flight scenario with the same
tasks to ensure they were familiar with them before the formal test began.

Emotional Manipulation. We chose tomanipulate emotional stressor using the similar
method depicted in the study of Allsop and Gray [27, 28]. During the first simulated
flight scenario considered as the low arousal (LA) condition, the participants were left
alone in the flight simulator. When this scenario was completed, the participant was
informed that a selection for the coming flight training would accord to the simulated
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flight performance and they could have onemore chance to fly and the better performance
would be recorded for the selection assessment, which is considered as the high arousal
(HA) condition.

2.4 Physiological Measures of Emotional Arousal Level

As arousal level is regulated by activities of ANS, we chose SCL and pupil diameter as
the complementation of HVR and HR to indicate arousal level. HRV and HR indicators
was measured by Photoplethysmograph (PPG), a type of physiological sensor with a
small size (43 * 25 * 12 mm) and a sampling frequency of 64 Hz, and the transmitter can
wirelessly transfer the original data to computer. Meanwhile EDA was attained by EDA
physiological sensor with the same size and sampling frequency as PPG. In addition,
Tobii Glasses 2 eye-tracker including a glasses eye-tracker, a calibration card and a power
equipment, was used to measure pupil diameter. The detailed description of indicators
of emotional arousal level can be seen in Table 2.

Table 2. Description of indicators of emotional arousal level

Variable Indicator Unit Description

HR Mean HR bpm Heart rate corresponds to the mean
number of beats per minute

HRV Mean IBI ms Interbeat interval per minute

PNN50 % Proportion of n-n intervals which differ
more than 50 ms with respect to the
adjacent previous n-n interval

LF(nu) - The normalized low frequency component
of HRV

EDA SCL µs Skin conductance level of EDA

Pupil size Average pupil diameter mm The average diameter of left and right
pupils

2.5 Statistical Analysis

All statistical analyses were carried out using SPSS 25.0. At first normality was checked
for the indicator value distributions by Kolmogorov - Smirnov test. Then paired t test or
Wilcoxon signed rank test was used to judge differences in indicators of arousal level and
flight error between two conditions. Finally the regression analysis was used to examine
the relationship between arousal level and flight errors.



Emotional Stressor on Human Errors 85

3 Result

3.1 The Effect of Emotional Stressor on Arousal Level

Paired t test orWilcoxon signed rank test was used to to test the differences in the value of
physiological parameter representing arousal level between the two conditions according
to their distribution. Compared with LA condition participants in HA conditions showed
higher value in mean HR, and lower value in mean IBI and PNN50(p < 0.05), and LF
(nu) were also higher than LA condition, but its significance was just marginal (see Table
3). However the differences in SCL and pupil diameter between two conditions was not
significant.

Table 3. The difference in HR and HRV between LA and HA conditions

Variable Indicator LA condition HA condition Paired t test

M SD M SD t d p

HR Mean HR
(bpm)

84.875 9.688 88.000 9.647 − 2.248 15 0.040

HRV Mean IBI
(ms)

716.171 80.862 689.339 72.233 2.599 15 0.020

PNN50
(%)

12.229 11.204 9.236 10.064 2.821 15 0.013

LF(nu) 0.586 0.132 0.638 0.135 − 1.812 15 0.090

3.2 The Effect of Emotional Stressor on Flight Errors

As to errors, Wilcoxon signed rank test or paired t test was used to test the difference in
three different types of errors between two conditions. The results showed the skill-based
error and rule-based error were reduced significantly (p < 0.05) (see Table 4).

Table 4. The difference in flight errors between LA and HA conditions

Variable Indicator LA condition HA condition Wilcoxon signed
rank test

M SD M SD z p

Skill-based
error

NHD 4.188 3.146 1.813 1.721 − 2.365 0.018

HDT (s) 33.230 35.652 10.543 11.891 − 2.430 0.015

Rule-based
error

NAD 1.188 1.109 0.625 0.619 − 1.979 0.048
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3.3 The Relationship Between Arousal Level and Flight Errors

Finally the regression analysis for the HRV variables was completed for the both con-
ditions separately, only the HA condition revealed a significant quadratic trend for low
frequency normalized units andNCD (p< 0.05) ( see Table 5 and Fig. 2), and a quadratic
trend for PNN50 and the CT (p= 0.064) ( see Table 6 and Fig. 3). Please note the Y-axes
of these two figures are inverted in order to demonstrate the inverted-U relationship.

Table 5. The quadratic trend for LF(nu) and NCD in HA condition

Model abstract Parameter value evaluation

R2 F P Constant b1 b2

LF (nu) 0.418 4.673 0.030 7.572 -25.642 22.342

Fig. 2. The quadratic trend for LF(nu) and NCD in HA condition

Table 6. The quadratic trend for PNN50 and CT in HA condition

Model abstract Parameter value evaluation

R2 F P Constant b1 b2

PNN50 0.345 3.418 0.064 35.460 -1.564 0.039
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Fig. 3. The quadratic trend for PNN50 and CT in HA condition

4 Discussion

This study examined the effect of emotional stressor on human errors and the level of
emotional arousal in flight.Moreover to investigate the relationship between arousal level
andhumanerrors. Theparticipantswere informed toperform the trafficpattern from take-
off to landing, duringwhich they need to complete three flight tasks belonging to different
performance levels. This phrase was considered as LA condition. Participants were then
transferred to HA condition where they were asked to perform the same traffic pattern
and tasks. Lots of findings emerged from this study. First emotional stressor caused
an increase in emotional arousal level. Second emotional stressor caused a decrease in
human errors. Finally, there was a quadratic trend for LF(nu) and NCD. These findings
are explained in details below.

Physiological measures indicated that emotional stress was successfully induced by
themanipulation employed in the current test. Participants had significantly higher mean
HR and lowermean IBI inHA condition, comparedwith LA condition. The same pattern
as mean IBI was also found in PNN50. The participants’ LF (nu) in HA condition were
also higher than LA condition, but its significance was just marginal. Unfortunately the
increase in SCL and pupil diameter in HA condition is not significant, compared with
LA condition. These findings suggested that HA condition led to larger ANS response.
As mentioned above, the fluctuation of emotional arousal regulated by the ANS can
be indicated by HR and HRV [13] so the difference in these physiological indicators
indicated that the level of emotional arousal in HA condition is higher. The increase in
HR is in line with some previous studies with similar emotional stressor manipulated
in our current test, suggesting anxiety or the emotional stress was induced and the level
of arousal increased [19, 27, 28]. However these three previous studies did not measure
HRV indicators or the difference in HRV indicators between two conditions was not
significant, so the result in our studies can provide a new way of examining the effect of
emotional stressor on arousal.

There was a significant reduce in human’s skill-based errors and rule-based errors
in HA condition, compared with LA condition. This finding supported the work of
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Maymand [12] that emotional stressor can influence arousal level and improve human
attention level, thus improving flight performance. Gray et al.[28] found participants
with high scores on attention deviation showed a reduce in root mean square error of
the vertical deviations of the aircraft from the ideal glide-slope in the anxiety phase,
emphasizing the importance of attention in improving flight performance. According
to cue-utilization theory [25, 29], both under-arousal and over-arousal would have a
negative influence on attention and then cause an impairment in performance, but a
moderate level of arousal was associated with better performance. So we can concluded
that the arousal level in HA condition was more suitable for human’s skill-based tasks
and rule-based task, and therefore leaded to a reduce in errors in these two tasks compared
with LA condition.

Moreover, an inverted-U relationship between NCD and LF(nu), the indicator of
arousal level, was observed in HA condition. The same pattern is also found between
CT and PNN50 although their relationship only reached significant level marginally (p
= 0.064). In other two tasks there wasn’t such a relationship. According to Maymand
[12], physically manipulating the flight controls, the skilled-based behavior, is a simple
task, meanwhile making logical decision(including both rule-based and problem-based
tasks) is considered as a difficult task. But unlike problem-solving exercises that draw
on high levels of cognitive resources, for rule-based tasks participants can resort to
stored rules and just need retain ample mental capacity to comply with the relevant rules
and procedures [9], which means problem-based task is more difficult than rule-based
task. As mentioned in Yerkes-Dodson law, compared to difficult tasks, in simple tasks
performers have a higher threshold for arousal. So while a high arousal level can be
advantageous in simple tasks, for difficult tasks it can cause a decrease in performance
[23, 24], which can provide a plausible explain the appearance of inverted-U curve in
HA condition and the non-significance of the decrease in human’s problem-based errors
between HA and LA condition.

5 Conclusion

The presented study investigate the effect of emotional stressor on human errors of three
different performance levels and the level of emotional arousal. Moreover to examine
the relationship between arousal level and human errors in flight. Emotional stressor can
cause an increase in emotional arousal level represented byHR andHRV indicators and a
decrease in human’s skill-based and rule-based errors.Besides therewas aquadratic trend
for LF(nu) and NCD, a dimension of problem-based error, which provided a plausible
explain for the non-significance of the decrease in problem-based errors between HA
and LA condition combined with inverted U-shaped curve. These findings have potential
applications, as they suggest that it is possible to identify emotional arousal level during
operational activity, via changes in HR and HRV indicators, and there is a correlation
between emotional arousal level between human error. So the inclusion of physiological
sensors such as PPG into a cockpit could be a way to potentially prevent human errors
before they occur.
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Abstract. To evaluate the flight fatigue induced by flight time and task operations,
physiological indexes correlated with fatigue are selected and a comprehensive
fatigue evaluation methodology is established by comprehensive analysis of mul-
tiple physiological indexes. The influence of workload on physiological data is
avoided through subjective assessment of workload in each task. Every exper-
iment is implemented with 14 training commercial flight tasks on a CRJ-200
cockpit simulator (Level D) to obtain physiological data of the pilots. Observa-
tion analysis and multiple linear regression analysis are applied to find out the
relationships between fatigue level and physiological indexes. The achievements
from this work could help to improve the efficiency of flight fatigue evaluation
and contribute to real-time fatigue detection study in the future.

Keywords: Fatigue evaluation · Physiological index · Workload level ·
Observation analysis · Comparative analysis

1 Introduction

Benefited from the developments of automatic control systems,workload of pilots during
flight decreases year by year. However, the unfortunate crash accidents of Boeing 737
Max tell the world that pilots’ control authority is still the most important assurance of
flight safety at present. Since pilots play a vital role in the flight, they must maintain
sober and have rapid reactions. However, due to the complex flight control operations
and long-time flight duration, the appearance of fatigue is inevitable.

To avoid human errors caused by fatigue, evaluation of flight fatigue is a primary
task. Fatigue evaluation methods are generally divided into subjective evaluation and
objective evaluation. However, low concentration and slow response which could cause
human errors are usually ignored in subjective evaluations. Thus, objective evaluation
is more comprehensive, accurate and reliable.

Researches on objective fatigue evaluation have made great progress in recent years,
most of them use electroencephalogram (EEG), electrocardiogram (ECG), electromyo-
gram (EMG) and eye tracker to obtain the physiological data and eye movement data
for analysis.
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Niels Egelund [1] found a significant relationship between 0.1 Hz HRV and long
driving. Patel M. et al. [2] verified that spectral analysis of heart rate variability (HRV)
data from ECG can be as an indicator of driver fatigue. Hiago M. et al. [3] investi-
gated time-on-task effects on HRV and its relationship with self-reported and cognitive
performance. Lal et al. [4] proposed that EEG is strongly related with driving fatigue,
Wang et al. [5] set up an efficient means based on wireless EEG using power spectral
density (PSD) with sample entropy to detect driving fatigue. Liu et al. [6] utilized eye
movement indices to objectively assess the changes of attention allocation and work-
load. Carolina D.P. et al. [7] employed saccadic velocity to detect fatigue in military.
Lisa C Thomas, et al. [8] constructed a statistical/machine learning model to accurately
categorize fatigued data for pilots using pilots’ combined sensor data with a success rate
greater than 95%.

Most of the researches above use physiological indexes to evaluate fatigue, but rarely
distinguish whether the changes are caused by fatigue or workload. Furthermore, when
subjects’ fatigue is induced by working on uncorrelated tasks or sleep deprivation, it is
difficult to accurately simulate the fatigue under real conditions.

Hence, in our study, we propose a new method for index analysis in commercial
flight tasks for fatigue evaluation, in attempt to compute and analyze fatigue via control
the variable of workload level. We assume that fatigue is accumulated linearly with time.
Then under the same workload level, we utilize the observation analysis and multiple
linear regression method to carry out comprehensive analysis of multiple physiological
indexes.

A simulated flight experiment containing 14 consecutive tasks was conducted to
induce fatigue. During the experiment, multiple physiological parameters were mea-
sured. Tasks are classified under sameworkload levels according to the subjective assess-
ment. The aim is to distinguish physiological changes caused by real fatigue rather than
workload caused, and analyze the changes of same workload level in time order to dis-
cover the index change tendencies with fatigue and to establish a comprehensive fatigue
evaluation methodology.

2 Experiment

2.1 Subjects

Subjects are 17 civil aviation pilots, healthy with normal eyesight. The pilots are
divided into 11 crews, the average age is 39.1(±7.5) and average flying experience
is 7173.2(±5113.6) h. All the pilots are well trained and familiar with the flight control
operations.

2.2 Equipment

Experiment is conducted on a CRJ-200 Flight Simulator (Level D). Data acquisition
equipment include 2 pairs of Tobii Glasses eye trackers developed by Tobii Technology
AB, 2 Zephyr Bioharness multi-channel physiological measure systems and a Logitech
Camera. Eye movement data are obtained from eye trackers. Heart rate and respiratory
rate are obtained from the multi-channel physiological measure systems. The whole
experiment is recorded by the camera.
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2.3 Tasks and Procedures

Tasks. There are 14 commercial flight training tasks for each crew to conduct, such as
Standard Instrumental Departure (SID), Standard Instrumental Arrival (STAR), Engine
Fire, Fuel Imbalance, etc. For most crews, task orders are the same. And for the rest, task
orders are designed to make differences. Each task lasts for about 10 min to 20 min, total
experiment time is about 4 h, and a long rest is in the middle and divides the experiment
into 2 halves.

Procedures. Before the experiment day, pilots are asked to have a good sleep without
coffee or tea. Before experiment starts, pilots put on all the data acquisition equipment,
eye trackers are adjusted. Pilots fill a NASA TLX questionnaire soon after each task is
completed.

3 Data Analysis

The fundamental hypothesis in our study is that fatigue accumulates with flight time
and tasks, so that physiological data can be statistically analyzed in time order. Data
obtained in the experiment are preprocessed, and the following features are extracted
for analysis, mainly include heart rate (HR), pupil diameter (PD), respiratory rate (RR)
and their mean values of each task.

The data analysis includes observation analysis of task-time index change tendencies
under workload levels, and multiple linear regression analysis.

3.1 Workload Level Determination

This research focuses on analyzing the effect of fatigue on physiological indexes, the
interference of workload should be avoided in the analysis. Therefore, NASA Task Load
Index (TLX) is applied to calculate the total workload of each task so that physiological
data can be analyzed only associated with fatigue.

There are 6 factors in the TLX,which aremental demand, physical demand, temporal
demand, performance, effort and frustration. Pilot chooses a more important factor for
one task from a pair of factors, there are 15 pairs for each task. The pilot also gives each
factor a score from 0 to 100. Total workload for one task is calculated as below, in which
ni means the times of i th factor is chosen and Scorei means the score of i th factor.

Workloadtask =
∑6

i=1
Scorei × ni

15
. (1)

Five workload levels are defined as below.

workloadmin + (Level − 1) × workloadmax − workloadmin
5

≤ workload ≤ workloadmin

+Level × workloadmax − workloadmin
5

(Level = 1, 2, 3, 4, 5)

(2)

Then tasks are classified into the corresponding levels according to the totalworkload.
Since subjects have bias in their own subjective assessment, there is no correlation
between different subjects’ task workloads.
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3.2 Observation Analysis on Multiple Physiological Indexes

After the workload levels are defined, multiple physiological indexes are analyzed at
same workload levels in time order to explore the change tendencies without the inter-
ference of workload. Due to total workload is calculated with tasks, so that physiological
indexes are analyzed in form of mean value in task time. Several observation analyses
are shown as below. Pilot B and Pilot C in Crew 4 are more experienced with more than
10000 flying hours. The flying hours of Pilot A and Pilot D are both less than 1000 and
Pilot E is less than 3200, these three pilots are all less experienced.

Fig. 1. Workload level 1 of Pilot A from Crew 8

Pilot A. In Fig. 1, there are five tasks in workload level 1 of Pilot A, first two tasks are
from first half of the experiment and last three tasks are from the second half. All the
three indexes increase in the first two tasks. Mean HR decreases in the last three tasks,
and in the last task, mean HR is the lowest in five tasks. Mean PDs in the last three tasks
show a rise-fall tendency and are obviously lower in values than those of first 2 tasks.
Mean RRs in the last three tasks show a fall-rise tendency.
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Fig. 2. Workload level 1 of Pilot B from Crew 4

Pilot B. In Fig. 2, there are five tasks in workload level 1, all the tasks are in the first
half of the experiment. Mean HR changes in a rise-fall type, and in the last task, the
mean HR is the lowest. There is a general trend of increase in mean PD, the values in
first three tasks almost equal to each other and are much lower than those in the last two
tasks. Mean RR shows a general rise up tendency except for the first task.

Pilot C. In Fig. 3, there are five tasks in workload level 3, the mean heart rate of Pilot C
decreases in the first half experiment and increases in second half. Mean pupil diameter
changes in the opposite way with mean heart rate. Mean respiratory rate shows a general
decline tendency and becomes lowest in the last task.

Pilot D. In Fig. 4, there are five tasks from first half experiment in Level 2. All indexes
obviously decline with time.

Pilot E. There are both three tasks in Level 2 and Level 3 (both are middle-stage work-
load levels), but three data for each index are not enough for observation analysis. Due to
the largest workload deviation among the six tasks is less than 1.5 times of the distance
of Level 2 and Level 3, physiological indexes of the six tasks are combined for analysis.
Although there are two outliers in mean HR and mean PD, the lines in Fig. 5 still present
general decline tendencies. It is obvious that mean RR declines with time.

Results of Observation Analysis. Line charts from five pilots are shown above.
Through comparative analyses, mean HR of four pilots (except for Pilot C) changes
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Fig. 3. Workload level 3 of Pilot C from Crew 4

in a similar general decline tendency. Mean HR of Pilot C changes in an opposite ten-
dency compared with other four pilots. Mean RR of Pilot C, Pilot D and Pilot E, changes
in a similar general decline tendency, but mean RR of Pilot A changes in a rise-fall type
and that of Pilot B is in an increase trend. The situation of mean PD is almost the same
as that of mean RR, except for the mean PD of Pilot A changes in a fall-rise type.

The physiological indexes of two more experienced pilots from same crew change
in almost opposite tendencies. On the contrary, the physiological indexes of two less
experienced pilots from same crew, Pilot D and Pilot E, change in an almost same type,
all the three indexes show a decline trend with time.

3.3 Multiple Linear Regression for Fatigue Evaluation

Multiple linear regression is applied to investigate the effect of fatigue on physiological
indexes and establish an equation for fatigue evaluation. According to the results of
observation in Sect. 3.2, the physiological indexes of more experienced pilots change in
opposite tendencies. Therefore, MLR is only applied to establish a fatigue equation for
less experienced pilots, using the physiological data of middle-stage workload levels in
five less experienced pilots with flying hours less than 3200 h.
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Fig. 4. Workload level 2 of Pilot D from Crew 11

In MLR, the dependent variable is fatigue and independent variables are mean HR,
mean PD and mean RR. Since fatigue is assumed at the beginning of Chapter 3 to
accumulate with time, it is scored linearly from 0 to 10 with task order. Moreover,
because physiological indexes of pilots differ from each other, only variation values are
meaningful for analysis, normalization is applied to avoid the differences in physiological
base values of different pilots. Hence, normalized physiological data are utilized to build
the MLR model. The MLR equation is shown as below:

FS = −0.983 × HR + 0.136 × PD − 6.693 × RR + 8.409 (3)

where the FS denotes fatigue score, HR, PD and RR are the normalized values of cor-
responding indexes. Fatigue score is calculated through this MLR equation, the value
ranges from 0 to 10, which represent the fatigue levels. In the ANOVA results of MLR,
F = 39.918, value p < 0.001 and R2 = 0.945.



98 X. Yang et al.

Fig. 5. Workload level 2 and Level 3 of Pilot E from Crew 11

4 Discussion

Analysis based on task workload level could explore the effect of fatigue accumulation
on physiological indexes without the interference of workload. The use of mean value in
analysis effectively removes the interference of instantaneous errors, but due to the data
calculation time step is 10 to 20 min, short-time significant changes which can detect
fatigue are also covered up. Therefore, this methodology is efficient when observing the
fatigue-induced physiological indexes change tendencies in a long-time experiment, but
it is not suitable for real-time fatigue detection. The most important meaning of multi-
ple physiological indexes in fatigue evaluation is that multiple indexes can effectively
avoid the inverses and omissions which could be easily caused by data errors in single
physiological index situations.

The observation analyses carefully investigate objective effects of fatigue accumu-
lation on multiple physiological indexes for each pilot. However, the results of the
comparative analysis based on flying experience didn’t come up with an expected result.
Differences between pilots are described in detail in the observation analysis section.

Application of MLR is to establish a comprehensive equation to evaluate fatigue
levels without the interference of workload. Results of MLR in this paper show that HR
and RR of less experienced pilots are strongly affected by fatigue, and the PD is slightly
affected by it. Young pilots usually have a better eyesight than older ones and their eyes
are more difficult to get tired.

The experiment with 14 commercial flight tasks includes large amounts of complex
operations, different pilots have different operation habits. Furthermore, blind operations
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cannot be applied during flight because of the big number of buttons and screen displays.
Thus, the eye and bodymovements are random, the consequence of all the large amounts
of random movements is that physiological indexes and their change tendencies of
different pilots are usually with huge differences. Hence, the MLR equation of less
experienced pilot cannot be directly applied to other pilots without adjustment.

5 Conclusions

In this paper, fatigue caused physiological index changes are analyzed without the inter-
ference of workload, observation analysis reveals the effects of fatigue on multiple
physiological indexes. Comparative analysis is applied to investigate the relations of
results from different pilots. Heart rate, pupil diameter and respiratory rate are chosen
to establish multiple linear regression equation.

Through the observation on physiological index change tendencies inworkload level,
it is found that there is a general decline trend in mean HR and mean RR for most
pilots during the experiment, but there is no significant change tendency in mean PD.
More experienced pilots in same crew may have opposite physiological index change
tendencies.

According to the MLR equation, it comes to a conclusion that there is a general
decline trend in HR and RR for most less experienced pilots in the long-time experiment,
and the pupil diameter tends to increase.

Amethodology is established to help us evaluate fatigue in the future. First, workload
levels are defined with subjective assessment. Then control the variables of workload
level, change tendencies of physiological indexes can be individually observed with
fatigue and avoid the interference of workload at same time. Multiple linear regression
equation is established for fatigue evaluation of less experienced pilots.
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Abstract. The present research reports on the effects of age and situation aware-
ness (SA) on the neural processing of auditory tone stimuli presented during a sim-
ulated flight experiment to understand how pilots integrate auditory information
into their mental models. Understanding the neuro-cognitive processes involved
in transforming physical auditory stimuli into cognitive representations is impor-
tant in the study of aviation psychology as a great deal of information about the
environment that pilots receive and use to manage their flight is auditory (e.g.,
radio communication). Electroencephalogram (EEG) data was collected while 51
pilots conducted a one-hour flight in a Cessna 172 full-scale simulator and were
presented with auditory tones. Markers were simultaneously added to the EEG
data to reflect the onset of each tone and the pilot button response they were
tasked with. Grand average event-related potentials (ERPs) related to the audi-
tory tones compared neural responses for both the older (51+ years) and younger
(<51 years) pilot groups. The relationship of age to accuracy of SA models was
also investigated by indexing pilot mental models of the relevant environment.
Findings showed that auditory information is not always well-integrated into SA
models, and this was particularly true for older pilots. Furthermore, changes in
how auditory information is processed in the brain may contribute to the nega-
tive age-effects seen in pilot SA. This research is important in informing efforts
to enhance safety in general aviation. Effective strategies to improve pilot SA
may include visual technologies to augment the auditory information available to
pilots.

Keywords: Linguistics · General aviation · Human-computer interaction ·
Neuroscience · Cognition · Aging · General aviation

1 Introduction and Background

1.1 Background

Older age has been associated with higher risk of critical incidents in the general avia-
tion population [1]. One plausible explanation for higher rates of accidents found among
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older pilots is related to the normal declines in cognition seen in older age. For exam-
ple, both standardized cognitive tests, as well as flight simulation research, has shown
that older pilot cognition is subject to the same negative effects of age, as is found in
the general population [2]. That is, unlike what may be speculated about this popula-
tion, pilot experience and expertise may not offer protection against normal age-related
declines in cognition [3, 4]. In aviation psychology research, basic cognitive functions
show declines in older pilots, including information processing speed, attention, exec-
utive functioning, and memory, [2, 5, 6]. In a three-year longitudinal study by Taylor
et. al (2007), older pilots performed worse on almost all performance tasks in simulator
environments than did their younger counterparts (e.g., traffic avoidance, communica-
tion, and monitoring instruments) [7]. Furthermore, situation awareness (SA), may also
be negatively impacted by older age [8].

SA is one of the key domain-specific cognitive abilities that pilots utilize duringflight.
As defined by Endsley (1998), SA is the ability to perceive elements in the environment
and use this information to further project and plan for action in the future [9]. Air-to-air
radio communication is a critical means by which pilots maintain up-to-date SA models
and maintain safety during flight. In general aviation, SA requires the integration of
auditory information via radio communicationmessages. Specifically, pilots use auditory
information to build amental operating picture of the position and characteristics of other
aircraft in the relevant airspace. In light of the increased risk of critical incidents in older
pilots, advancing our understanding of the effects of normal aging in aviators, and in
particular, on SA, is critical to pilot safety [10, 11].

Situation Awareness. To avoid critical incidents, pilots must frequently update their
mental models of the environment they are flying in and project for future action. SA
drives decision-making and in turn is considered a crucial aspect of safe outcomes for
pilots. Endsley (1997) outlined a three-level model of SA, where the first level involves
the perception of elements in the environment [12]. Specifically, a pilot should be able
to recognize items in their environment and distinguish their relevant features, including
their status, attributes, and dynamics [12]. Pilots should also be aware of the properties of
the aircraft or tools that they are using [12]. Visual and auditory information is prevalent
at this level [12]. Level-1 SA is essential for building the second and third levels of SA,
which involve the comprehension of the elements and dynamics of the environment and
how to project these elements into future activity [12].

The effects of aging on SA have been examined in both the general population and
the pilot population. Using a driving simulator experiment, Bolstad (2001) found that
older adults performed worse on SA tasks while driving cars than did younger adults
[13]. In a study examining change detection in air traffic and instrument malfunctions,
Coffrey et al. (2007) found that older pilots struggle more than their younger peers
to detect unexpected critical events in a simulated environment [14]. An association
between older age and lower SA performance in a simulator have also been found in the
literature [8]. Although the literature has shown these common findings, a more detailed
investigation of age and factors involved in SAmodel building is needed in the literature.

Air-to-Air Radio Communication. One of the main ways in which pilots contribute to
maintaining up-to-date and accurate mental models is through the processing of aurally
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presented information in the form of air-to-air radio communication (ATC) messages.
Pilots are highly trained to utilize ATC communication as it is a contributing factor
in Level-1 SA building. Radio messages contain critical information regarding other
aircraft flying simultaneously (e.g., other pilot’s aircraft type, call sign, location and
intention). Pilots hear this information, process it conceptually and then manipulate
it to make crucial decisions accordingly. The investigation into ATC communication
and risk factors associated with this flight task is therefore an integral component of
understanding the factors involved in safe flying.

Previous literature in aviation psychology has found older age to be associated with
the reduction of ATC communication task abilities. In one previous study, older pilots
showed greater difficulty reading-back ATCmessages than younger individuals [15]. As
part of their longitudinal study using a flight simulator, Taylor et. al (2005) investigated
age-related effects on the executions of ATC communications [16]. The findings of this
study showed significant age-related effects on communication performance such that
older age was associated with lower performance scores on tasks involving the execution
of tasks inATCmessages [16]. Since these broadcasts are auditory, these types of findings
point to the importance of further investigating the effects of age on the processing of
aurally presented information in general aviation.

Auditory Processing and EEG. Neurological studies are not as common in the domain
of aviation psychology when discussing the processing of aurally presented informa-
tion. However, neurological techniques such as electroencephalogram (EEG) have been
useful, reliable, and objective tools used to understand the process by which individ-
uals process auditory information. One type of neural analysis that can be conducted
with EEG is Event-Related Potential (ERP). ERP is a measure of the neural response or
electrical activity to a specific stimulus, measured in hertz (Hz). ERPs are time-locked,
meaning that they are specific to the response at a certain time that the stimulus is present
at and therefore, have great temporal resolution. When analyzing ERPs, components are
examined, which are systematic or characteristic deflections in the data. Investigating
different measures using ERP responses allows for a comparison of brain responses
depending on the variables in place.

Many studies have used this technique to investigate the processing of auditory tones,
commonly in oddball paradigms or attention tasks. These types of studies are reliable
means to understand auditory processing along a temporal timeline, since stimulus detec-
tion (N1) and later processing (P2) components can be easily traced. An auditory ERP
can be broken up into three phases [17]. In the earlier stage, within the first 10ms, the
Auditory Brainstem Response occurs [17, 18]. These are seven slight peaks, generated
in the auditory cortex and brainstem, that occur when there is a discharge of synchronous
auditory neurons, generating their nerve and brainstem structures [17, 19]. In the fol-
lowing 50ms, the middle stage, auditory cortex neural activity responses occur [17, 18].
In the later stage, functional brain activity and information processing occur, mainly in
the auditory and frontal regions, as well as in other areas [17, 18]. In the later stages,
there is the N1 component, commonly related to stimulus detection and the P2 and P3
components, commonly related to neural processing in auditory and frontal regions [17,
18, 20, 21].
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1.2 Present Research

The objective of the present research was to investigate the effects of age on the pro-
cessing of auditory tone stimuli presented during a simulated flight experiment. SA
behavioural data was analyzed to provide a greater understanding of what elements con-
tribute to poorer SA abilities in the older pilot population. Additionally, ERPs frequently
presented auditory tone stimuli were utilized as simple stimuli that can be investigated
using an EEG system and provide insight in the pilot auditory processing mechanisms.

An exploration into the segments of communicated messages was conducted. The
radio communication analyses investigated the effects of age on the types of information
used in buildingoperational pictures of the environment.Aneural analysiswas conducted
to investigate age effects on processing auditory information at different cognitive levels
(stimulus detection or processing). Pilot performance on SA tasks were also grouped
(higher versus lower performers) and a neural analysis was additionally conducted to
see if low performers showed patterns in their neural responses as compared to high
performers. This research is important in informing the body of research in aviation
psychology in efforts to enhance safety in general aviation. Effective training strategies
or performance technologies can use these results to inform their system design.

2 Methods

The research outlined in this paper uses data collected as part of a larger study investi-
gating general aviation safety and pilot factors. The present study was approved by the
university ethics committee operating under the Canadian Tri-Council Code of Ethics
for psychological research.

2.1 Participants

Licensed pilots were recruited from local pilot associations, flying schools and clubs.
Inclusion criteria included having a pilot permit and medical certification to fly, as well
as pilot-in-command hours in the past 24-months prior to the study. The final sample
included 51 pilots (4 female). Pilot age varied (M = 46.29, SD = 17.44). For analyses,
the participants were divided into a younger (n = 26, aged 17–50) and an older group
(n = 25, aged 51–71). Participants provided written informed consent and received
refreshments and paid parking as compensation for their participation.

2.2 Briefing

The researchers guided the pilots through an introductory PowerPoint presentation in
order to familiarize the participants with the study purpose, the task requirements, and
the equipment that will be used, for both the practice and experimental sessions. The
presentation also contained information about the planned flight route, including the
two legs they would be flying in, and flight parameters, such as altitudes, headings, and
airspeeds for the outbound and inbound segments of the route. Participants ran through a
practice session before beginning the experiment and were encouraged to ask questions
if they were unsure of any tasks or procedures.
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2.3 Materials

Pilots flew in a Cessna 172 Level 6 Flight Training Device (see Fig. 1). Within the
cockpit, the flight instruments included a yoke, throttle, and flaps. Participants wore an
EEG headset to record data pertaining to their neurological states. The EEG headset that
was used was the EMOTIV EPOC + 14 channel wireless EEG system [22]. To record
the EEG data, the EMOTIV software TestBench was used, applying a bandwidth of .2
to 45 Hz before further processing in EEGLAB, an open-source software running on
MATLAB v. R2020a [23].

2.4 Flight Task Design

Participants were instructed to fly the first leg of the route, adhering to the planned
headings, airspeeds, and altitudes. The route began at a small general aviation aerodrome
at the Gatineau airport, heading westerly along two rivers. There was then a 10-min cross
country portion before reaching the Carp local general aviation aerodrome (see Fig. 2 for
a sample flight path). During the flight, air-to-air radio messages were broadcasted from
local pilots. Participantswere instructed to listen for thesemessages as theywould be then
asked questions about their content. The pilots wore earbuds to receive the broadcasts.
The messages were presented in earbuds that the pilots wore during the flight. There
were 14 radio messages in total, which contained information about other aircraft flying
simultaneously (e.g., other pilot’s aircraft type, call sign, location and intention).

Throughout the flight 1000 Hz auditory tones were presented every four to seven
seconds and pilots were told to respond to them by clicking on a button on the yoke.
The tones were 100 ms in length and were played from two speakers that were placed
behind the pilot. TheEEGheadset recorded data pertaining to these auditory tone stimuli.
Throughout the recording, markers (or triggers) were simultaneously added to the EEG
data to reflect the onset of each tone and the pilot button response using Psychopy 3.0.
Although pilots were tasked with clicking the button when they heard the tones, they
were told to maintain the “aviate, navigate, and communicate” rule as their priority and
to ignore the tones if they were busy attending to other tasks.

After completing a touch-and-go at the second aerodrome, experimenters paused the
flight and participants were asked to indicate where other aircrafts were located on amap
and report on the details of the radio messages heard. After the queries were completed,
the participants continued onto the second leg, mirroring the first. Upon completion of
the second leg, participants flew one touch-and-go at the first aerodrome and the aircraft
turned onto the downwind. Once on the downwind, the simulation was over, participants
exited the aircraft, and the same queries were conducted. The total duration of the flight
was approximately 60 min.
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Fig. 1. Participant in the Cessna 172 simulator

Fig. 2. Sample flight path

2.5 Behavioural Variables

Radio messages from other aircraft were separated into their common components:
aircraft type, call sign, location and intention. In natural environments, pilots do not
always verbalize all the components in the calls. Therefore, the message segment of
greatest interest in this work was the Type segment, which was least frequently reported.
Scoreswere based on the level of detail provided and ranged from0 (no details of Type) to
2 (perfect recall of type of aircraft). The second index of SA of interest were responses
related to pilot knowledge of the position of each aircraft at the time of the pause.
Responses were marked on a map, and the Position scores were based on proximity
to the actual position of the other aircraft. Scores ranged from 0 beyond a reasonable
perimeter to 2 (very close to the actual aircraft position). Participants never saw the
other aircraft, but instead had to build a picture of the airspace and its elements based on
knowledge of aircraft characteristics and information from the aircraft radio messages.
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For both indices of SA (Type and Position) the queried took place at the pause between
the two segments of the flight.

2.6 EEG Variables

Electroencephalography Recording and Processing. EEG data was collected using
the EMOTIV EPOC + 14 channel wireless EEG system (see Fig. 3). The EEG headset
followed the international 10–20 system channel system and placementswere referenced
to electrodes P3 and P4. The recordings were collected at 2048 Hz, and downsampled to
256 Hz. Data was transmitted wirelessly from Bluetooth to an iMac desktop computer.
Independent Component Analysis was used to clean the EEG data of noise compo-
nents, such as eye, muscle or electrode movements and identify neural responses to
the tones. Once flagged, components were automatically removed, and the recordings
were re-referenced. A second cleaning was then performed. Following the automated
pre-processing, subjective visual inspection was conducted to remove remaining high
probability artifacts such as electrode “pops” or remaining blinks/lateral eyemovements.
The final subset of the sample was 33 participants.

Fig. 3. EMOTIV EPOC EEG System [22]

Event-Related Potential (ERP). Epochs were created based on the triggers inserted
by Psychopy 3.0, indicating the onset of the tones at −2000 to + 2000 ms. The Study
function in EEGLAB created a grand average of the ERPs across the final subsample of
participants at key brain regions. Datasets were grouped according to age of participant
(split at age of 50-years) to permit the examination of age effects on neural responses
to the tones. A second analysis was conducted on SA performance groups. Using SPSS
[24], Z-scores were created from the total radio message scores from both legs of the
flight. The Z-scoreswere then split as below 0 (low scores) and 0 and above (high scores),
creating two groups.

Brain Regions of Interest (ROIs). The areas of interest investigated in the analyses
were auditory and frontal regions (see Fig. 4). Auditory regions (location at electrode
T7 and T8) were of interest as these areas process sounds and their components. Frontal
regions (location are the electrodes F3, F4, FC5 and FC6)were of interest as they relate to
executive functioning following the sounds (e.g., decision making). In the ERP analysis,
there was an investigation on whether there were differences in neural responses at
the N1 component, related to stimulus detection, P2 and later components, related to
information processing.
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Fig. 4. EEG Electrode Location of the Brain ROIs

3 Results

The first results presented in this section are the SA performance analyses. The out-
come variables for this first section are the mean SA performance scores for older and
younger pilots of the radio call segment of Type. The second section will examine the
neural responses to the repeated tone stimuli which were presented while the pilots were
simultaneously engaged in the flight tasks. The outcome variables for these analyses
will be the neural responses for both age groups as well as both performance groups,
at the N1 component, related to stimulus detection, P2 and later components, related to
information processing in different brain regions.

3.1 Situation Awareness Analysis

Univariate ANOVAs were conducted to investigate the effects of age on the mean SA
performance scores corresponding to key SA queries conducted during the simulated
flight. As shown in Fig. 5, for the first leg of the flight, there was a significant effect
of age on the Type segment of the radio calls, such that older pilots were less likely to
recall Type information than younger pilots, F(1, 49) = 4.74, p = 0.034, ηp2 = 0.089.
This pattern was repeated for the second leg of the flight, where older pilots were again
less likely to recall Type information from the radio messages, as compared to younger
pilots, F(1, 49) = 4.75, p = 0.034, ηp2 = 0.089.

Univariate ANOVAswere also conducted to determine any effects of age on position
information of other aircraft, another important aspect of the pilot’s operational picture.
There were no significant effects of age on position information in the second leg.
However, in the first leg, older age was associated with poorer recall, F(1, 49) = 4.28,
p = 0.044, ηp2 = 0.082.
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Fig. 5. Effect of age on Type segment of radio calls in both legs of flight.

3.2 Event-Related Potentials Analysis

To test for significant differences between the two groups, the EEGLAB software
conducts t-tests at every millisecond post-stimulus for the selected epoch length.

SA and Event-Related Potentials. Illustrated in Fig. 6, is the average ERP linked to
the onset of the tones for both the lower SA performing as well as the higher performing
groups in a frontal region, closer to the frontal eye fields, (e.g., electrode F4). At the N1
component, there was no significant difference in the processing of the tone between the
two groups. Also observed in this electrode’s data, is a significant difference (p< 0.05) in
the processing of the tone at the P200 component such that pilots who performed worse
on SA tasks have greater amplitudes at this stage in the auditory processing pipeline.

Age and Event-Related Potentials. Illustrated in Fig. 7 is the average ERP linked to
the onset of the tones for both the younger group as well as the older group of pilots in
an electrode related to auditory processing (e.g., electrode T8). At the N1 component,
there was no significant difference in the processing of the tone between the two groups.
There is a significant difference (p < 0.05) observed in the processing of the tone after
the P200 component such that older pilots have attenuated neural responses at this stage
of auditory processing.
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Fig. 6. SA Performance and Event-related Potentials in the Frontal Eye Fields. Note. The grey
bars indicate significance with a threshold of p < 0.05.

Fig. 7. Age and Event-related Potentials in the Auditory Cortex. Note. The grey bars indicate
significance with a threshold of p < 0.05.
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4 Discussion

The present research examined SA in general aviation through a behavioural and neural
perspective. SA performance scores, collected during a simulated flight, were analyzed
to investigate the age-related effects on pilots’ abilities to build mental models of their
environment from auditory information (e.g., ATC messages). Additionally, a neural
analysis of auditory tone processing was used to examine whether an association can be
made between amplitude responses to auditory stimulus between the lower and higher
performing participants, as well as between older and younger age groups.

Behavioral Analysis. In the behavioural analysis, age-related effects on mean SA per-
formance scores corresponding to key SA queries were examined. Of interest was the
effect of age on mean performance on the Type segment, as this is a critical feature of
ATC messages and was also the least presented information in the broadcasted mes-
sages. Significant effects of age were found on the mean performance scores for the
Type message segment. Moreover, in the first leg flown, older pilots scored lower on
one of the positioning tasks, where they had to indicate on a map the location of other
aircraft.

These general age-effects on SA performance results support previous findings [8,
13]. The method of analysis in this study, examining the performance of message seg-
ment recall and positioning performance is uncommon in the literature. However, the
deleterious effects of age on these indices of SA may be attributed to working memory
(WM) ability declines, as seen in the aging population [25]. WM is needed in building
SA models as new information must constantly be added to existing models in order to
update the picture they have of the situation [12]. Declines in SA abilities have previously
been found to be associated with declines in WM abilities [12, 26]. One assumption in
the literature is that with an increase in age, there is a reduction in the capacity to retain
information in the mind while simultaneously processing or integrating other informa-
tion of other cognitive tasks [25]. In a flight scenario, pilots use ATC communication
to integrate information into their SA models and make decisions accordingly. Perhaps,
in the present scenarios, given that the segment for Type is normally at the beginning
of the messages, older pilots may struggle to maintain these bits of information in their
WM as they are still processing and retaining subsequent information.

Linguistic literature on speech comprehension found age-related difficulties to pro-
cess complex syntactic structures as a result of poor WM abilities [27]. Although the
radio messages may not be considered syntactic in the traditional sense, ATC messages
follow a syntax in which pilots are trained to follow, understand and utilize during flight.
The process of integrating ATC messages into semantic concepts mirrors regular sen-
tence processing in that the meaning of the whole is dependent on the meaning of its
parts [28]. If pilots are not keeping the first message segment in their WM, this can
contribute to decreased SA abilities.

Another potential cause of the lower performance scores in the Type segment can
be attributed to the linguistic features of the messages. Ziccardi et al. (2020) have inves-
tigated linguistic features of radio message segments and found that the aircraft Type
segment had strikingly higher overall pitch than the other components [29]. There have
been studies that found there to be age-related declines in auditory temporal processing
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and cognition for audiometrically normal hearing adults [30]. Therefore, it can be that
at higher-cognitive processing of temporal information, such as pitch, older pilots may
struggle more with these message segments. Future studies need to control for these
factors and test message segments more in debt to better understand what is happening
at this level.

Neural Analysis. In order for pilots to build SA models from radio communication
messages, an extensive cognitive process occurs. In short, the message creates an acous-
tic wave, whose features are first processed by the auditory system and then further
processed by the brain and transformed into concepts, which are then fed into other
cognitive systems to be integrated into SA models [15]. At any stage of this process of
converting ATCmessages into mental concepts, SA can be affected. The neural analysis
conducted focused on the point in which sounds are processed in the brain, right before
the concepts are created and further processed into SA models.

Firstly, an investigation into how pilots process the auditory information presented
during flight was conducted on lower and higher SA task performing groups. The elec-
trodes relating to the Frontal Eye Fields showed significant effects of performance groups
on neural activation. No significant differences were seen at the N1 component, how-
ever, at the P2 component, pilots who had poorer task performance presented larger P2
component amplitudes than pilots who had higher task performance. The frontal area
of the brain is commonly associated with executive functions and decision making [31].
Therefore, individuals who performed better on SA tasks may have beenmore immersed
in those flight-relevant tasks and allocated less neural resources to the auditory tone task.
At the same time, the pilots who performed worse may have allocated more of their neu-
ral resources to the auditory tone task rather than the SA tasks. This is problematic as,
although tone-related tasks are not usually present during flight, there are plenty of other
flight-irrelevant visual or auditory cues that present themselves during such dynamic
and complex flights and pilots still have to maintain up-to-date mental models of the
environment they are flying in.

In the second neural analysis, an investigation into how older and younger pilots
processed auditory stimuli presented during flight was conducted. For electrodes index-
ing activity over the auditory cortex significant effects of age on neural activation were
found. No significant differences were seen for the N1 component, however, for the
P2 component, older pilots presented larger component amplitudes after the P2 point
than their younger peers. Previous literature of ERPs in auditory cortical regions, have
associated the N1 component with the detection of sounds [20, 21, 32]. The lack of
significant differences between these two age groups are not surprising as pilots should
have audiometrically normal hearing and are tested for this. Therefore, the detection
of sound should be similar in the auditory cortex at this component for both groups.
Age effects were, however, observed in later components. The role of the P2 component
and its subsequent peaks have been linked to neural activation in relation to informa-
tion processing and task performance related to sound in the auditory cortical regions
[18]. This result suggests that in the auditory cortex, there are age-differences in later,
cognitive processing of the information related to sounds. These results support studies
that show age differences in the P2 component in various auditory tasks [33] and studies
that show older age to be associated with larger P2 components when presented with
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auditory information [34, 35]. Age differences in later processing of auditory stimu-
lus can, therefore, negatively affect later SA model building constructed from auditory
information.

5 Conclusion

This study can informefforts to enhance pilot safety duringflight. The results presented in
this research suggest that age-related declines in SA awareness abilities may result from
processing issues along the auditory pipeline. Results provide evidence that the cognitive
processing components of messages may vary depending on what information is shared
or the order in which certain components are presented. This aspect of research in ATC
communication has not been extensively examined and requires further exploration to
better understand the underlying mechanisms behind the phenomenon that aircraft type
seems to be the parts of messages that older pilots struggle the most with.

A better understanding of these preliminary results can provide insight into creating
different methods either of broadcasting information regarding other aircrafts or in train-
ing pilots to allocate those cognitive resources to this critical information. For instance,
perhaps a more concise syntax can be created that would allow older participants to
store all elements of messages in their WM. Or perhaps visual cues need to be present
simultaneously to decrease the amount of auditory information pilots need to store while
integrating into their mental models. These developments can potentially decrease the
effect of older age on SAmodel building and in turn, decrease the greater critical incident
rates in this pilot population.

Efforts in pilot communication technologies can be informed by the neural findings
of this study. Lower SA performing pilots were associated with larger P2 component
amplitudes in the frontal eye regions in comparison to the higher performing pilots. It is
not clear whether the lower performers made the tone task a priority consciously or not,
but these findings suggest that while simultaneously engaging in other flight activity,
this group allocated great neural resources for executive functionning to flight-irrelevant
tasks. This is an important finding as it suggests that agemay not be the only contributing
factor involved in poorer performance on SA tasks. Greater emphasis on flight training
courses or devices (e.g., VR systems) need to be allocated to training on how to drop
distractions and monitor important information. Further research into where pilots are
allocating their neural resources should be conducted to further understand this finding.

Additionally, older age was associated with greater amplitudes in later components
(following P2) in the auditory regions. This suggests older pilots struggle with higher-
order processing of sound information. Amore extensive investigation of sound features
therefore, needs to be conducted to better understand what facets of sound processing
are affected by age in the aviation population to create technologies that may potentially
modulate certain sound features when presenting broadcasted information.

The findings in this research point to the importance of further researching the audi-
torily presented information along the auditory pipeline in pilots and creating alternative
broadcasting technologies in order to counter the effects of aging on auditorily presented
information and subsequent mental picture building.



114 A. Ziccardi et al.

References

1. Li, G., Baker, S., Qiang, Y., Grabowski, J., McCarthy, M.: Driving-while-intoxicated history
as a risk marker for general aviation pilots. Accid. Anal. Prev. 37, 179–184 (2005)

2. Hardy, D., Satz, P., D’Elia, L., Uchiyama, C.: Age-related group and individual differences
in aircraft pilot cognition. Int. J. Aviat. Psychol. 17, 77–90 (2007)

3. Hardy, D., Parasuraman, R.: Cognition and flight performance in older pilots. J. Exp. Psychol.
Appl. 3, 313–348 (1997)

4. Parasuraman, R., Sheridan, T., Wickens, C.: Situation awareness, mental workload, and trust
in automation: viable, empirically supported cognitive engineering constructs. J. Cogn. Eng.
Decis. Making. 2, 140–160 (2008)

5. Causse, M., Dehais, F., Arexis, M., Pastor, J.: Cognitive aging and flight performances in
general aviation pilots. Aging Neuropsychol. Cogn. 18, 544–561 (2011)

6. Van Benthem, K., Herdman, C.: Cognitive factors mediate the relation between age and flight
path maintenance in general aviation. Aviation Psychol. Appl. Hum. Factors 6, 81–90 (2016)

7. Taylor, J., Kennedy, Q., Noda, A., Yesavage, J.: Pilot age and expertise predict flight simulator
performance: a 3-year longitudinal study. Neurology 68, 648–654 (2007)

8. Van Benthem, K., Herdman, C.: The importance of domain-dependent cognitive factors in
GA safety: Predicting critical incidents with prospective memory, situation awareness, and
pilot attributes. Saf. Sci. 130, 104892 (2020)

9. Endsley, M.: Design and evaluation for situation awareness enhancement. Proc. Hum. Factors
Soc. Annual Meeting 32, 97–101 (1988)

10. COPA Financial Reports. https://copanational.org/en/copa-financial-reports/
11. Bazargan, M., Guzhva, V.: Impact of gender, age and experience of pilots on general aviation

accidents. Accid. Anal. Prev. 43, 962–970 (2011)
12. Endsley, M.: Supporting situation awareness in aviation systems. In: 1997 IEEE International

Conference on Systems, Man, and Cybernetics. Computational Cybernetics and Simulation
(1997)

13. Bolstad, C.: Situation awareness: does it change with age? Proc. Hum. Factors Ergon. Soc.
Annual Meeting. 45, 272–276 (2001)

14. Coffey, E., Herdman, C., Brown, M., Wade, J.: Age-related changes in detecting unex-
pected air traffic and instrument malfunctions. In: 2007 International Symposium on Aviation
Psychology (2007)

15. Morrow, D., Menard, W., Stine-Morrow, E., Teller, T., Bryant, D.: The influence of expertise
and task factors on age differences in pilot communication. Psychol. Aging 16, 31–46 (2001)

16. Taylor, J., O’Hara, R., Mumenthaler, M., Rosen, A., Yesavage, J.: Cognitive ability, expertise,
and age differences in following air-traffic control instructions. J. Syst. Integr. Neurosci. 20,
117–133 (2005)

17. Lakey, R.T., et al.: Event-related-potential (ERP) markers of traumatic brain injury (TBI)
severity and cognitive function – Understanding how the brain works and thinks post TBI. J.
Syst. Integr. Neurosci. 7 (2020)

18. Trainor, L.: Event related potential measures in auditory developmental research. Dev.
Psychophysiol.: Theory Syst. Methods 69, 102 (2008)

19. The Auditory Brainstem Response: Still an Important Tool for Neurodiagnos-
tics! https://canadianaudiologist.ca/the-auditory-brainstem-response-still-an-important-tool-
for-neurodiagnostics/

20. Hyde, M.: The N1 response and its applications. Audiol. Neurotol. 2, 281–307 (1997)
21. Näätänen,R., Sams,M.,Alho,K., Paavilainen, P.,Reinikainen,K., Sokolov,E.: Frequency and

location specificify of the human vertex N1 wave. Electroencephalogr. Clin. Neurophysiol.
69, 523–531 (1988)

https://copanational.org/en/copa-financial-reports/
https://canadianaudiologist.ca/the-auditory-brainstem-response-still-an-important-tool-for-neurodiagnostics/


Electroencephalographic Signals and Pilot Situation Awareness 115

22. EMOTIV.: Emotiv Epoc+ User Manual. https://emotiv.gitbook.io/epoc-user-manual/ (2018).
Accessed 10 Jan 2021

23. Delorme, A., Makeig, S.: EEGLAB: an open source toolbox for analysis of single-trial EEG
dynamics including independent component analysis. J. Neurosci. Methods 134, 9–21 (2004)

24. SPSS Software. https://www.ibm.com/analytics/spss-statistics-software
25. Salthouse, T.: Working memory as a processing resource in cognitive aging. Dev. Rev. 10,

101–124 (1990)
26. Catherwood, D., et al.: Mapping brain activity during loss of situation awareness. Hum.

Factors: J. Hum. Factors Ergon. Soc. 56, 1428–1452 (2014)
27. Norman, S., Kemper, S., Kynette, D.: Adults’ reading comprehension: effects of syntactic

complexity and working memory. J. Gerontol. 47, P258–P265 (1992)
28. Pelletier, F.: The principle of semantic compositionality. Topoi 13, 11–24 (1994)
29. Ziccardi, A., Van Benthem, K., Herdman, C.M.: A language-oriented analysis of situation

awareness in pilots in high-fidelity flight simulation. In: Stephanidis, C., Antona, M., Ntoa,
S. (eds.) HCII 2020. CCIS, vol. 1294, pp. 639–646. Springer, Cham (2020). https://doi.org/
10.1007/978-3-030-60703-6_82

30. Füllgrabe, C., Moore, B., Stone, M.: Age-group differences in speech identification despite
matched audiometrically normal hearing: contributions from auditory temporal processing
and cognition. Front. Aging Neurosci. 6 (2015)

31. Lara, A., Wallis, J.: The role of prefrontal cortex in working memory: a mini review. Front.
Syst. Neurosci. 9 (2015)

32. Woldorff, M., Hillyard, S.: Modulation of early auditory processing during selective listening
to rapidly presented tones. Electroencephalogr. Clin. Neurophysiol. 79, 170–191 (1991)

33. Passow, S., et al.: Electrophysiological correlates of adult age differences in attentional control
of auditory processing. Cereb. Cortex 24, 249–260 (2012)

34. Daffner, K., et al.: Mechanisms underlying age- and performance-related differences in
working memory. J. Cogn. Neurosci. 23, 1298–1314 (2011)

35. Lubitz, A., Niedeggen, M., Feser, M.: Aging and working memory performance: electro-
physiological correlates of high and low performing elderly. Neuropsychologia 106, 42–51
(2017)

https://emotiv.gitbook.io/epoc-user-manual/
https://www.ibm.com/analytics/spss-statistics-software
https://doi.org/10.1007/978-3-030-60703-6_82


Cognitive Psychology in Air Traffic
Control



A Preliminary Field Study of Air Traffic
Controllers’ Fatigue for Interface Design

Zhenling Chen1, Jianping Zhang1(B), Wenchao Jing2, Xiaofei Peng1, Pengxin Ding1,
Yiyou Chen1, Xiaoqiang Tian1, Yanzhong Gu1, and Guoliang Zou3

1 The Second Research Institute of Civil Aviation Administration of China,
Chengdu 610041, China

zhangjp@caacsri.com
2 Southwest Regional Air Traffic Management Bureau

of Civil Aviation Administration of China, Chengdu 610202, China
3 Air Traffic Management Regulation Office, Civil Aviation Administration of China,

Beijing 10071, China

Abstract. Air traffic controllers’ fatigue onduty affect their performance and even
threaten aviation safety. But the design and promotion of air traffic management
systems seldom consider dynamic changes of fatigue for controllers on duty. The
aim of this study was to detect changes of fatigue for controllers on duty along
with different task loads andworking schedules. Fatigue influence sleep,mood and
perception of controllers, and the three kinds of index employed to characterize
their fatigue. A field investigation with 3 × 4 levels of two factors including
task load and working schedule was carried out at one busy area control unit in
China. 156 effective questionnaires (52 person times) were collected and analyzed
with statistical methods. Primary results of repeated measure variance analysis
showed that the accumulation of task load resulted in their sleep subscale scores
increased very significantly, mood subscale scores and perception subscale scores
decreased very significantly. Results of independent measure variance analysis
showed that the influence of working schedule was also very significant to their
sleep subscale, mood subscale and perception subscale scores. And the results
of multiple factors covariance analysis showed that the interaction of task load
and working schedule was significant. These primary results need to verify with
large number of samples. These results clearly indicated that air traffic controllers’
fatigue dynamically changed on duty. And the results will promote the design of
new smart and adaptive air traffic management system which should take the
dynamical change of controllers’ fatigue and even capacity in to account.

Keywords: Air traffic controller · Fatigue · Task Load ·Working schedule

1 Introduction

The rapid growth in commercial air travel, both in China and worldwide, is putting
immense pressure on air traffic management (ATM). Consequently, ATM technological
systems keep iteration and updating in order to meet the demands for enhanced capacity,
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efficiency, and safety [1, 2]. And air traffic controllers (ATCOs) tend to work with
more and more complex and powerful ATM systems, in which a proficient interaction
between humans and computer systems is crucial to provide a safe and efficient service.
Therefore, it has reached a consensus that the design of ATM systems needs to fit ATCOs
ability demand [3]. For example, Brink, et al. established a new interface prototype that
enables controllers to manipulate multiple flows of traffic by facilitating interaction with
a path-planning algorithm [4]. IJtsma, et al. proposed to design an adaptive automation
system to balance air traffic controller workload between underload and overload [5].
Borst, et al. put forward a prototype ecological interface for tactical conflict detection and
resolution in the horizontal plane to assist ATCOs in fault diagnosis of automated advice
[6]. Most of these studies regard ATCOs’ ability and performance during operational
duty as static stability. However, is the ATCOs’ capacity to perform their duties stable
during operational duty although they have got training and hold certifications?

The responsibility of ATCOs work is to avoid collisions of aircrafts with barriers on
the ground, andwith other aircrafts, and to guide aircrafts orderly and efficiently flow [7].
Therefore, ATCO has to monitor the aircraft assumed in the air-sector, and command the
pilots for safe, efficient and smooth navigation, intervening in case of risk of infringing
the prescribed safety separations between aircrafts. They tend to suffer fatigue during
operational duty under such a multitask mode and stressful work environment [8, 9].
Recent years, along with the rapid increasement of flights in China, ATCOs’ task loads
increase quickly and their safe pressure increases fast in their daily work. For example, In
July 2014, ATCO at Tianhe Airport, Wuhan slept on duty [10]. Obviously, fatigue is able
to reduce ATCOs’ capacity to perform their duties [8, 9]. What’s more, fatigue results in
human body biochemical metabolic changes [11, 12], makes his mood worse to cause
aggressive behavior, and brings about perceptive ability decreased [13, 14]. Bad mood
and reduced perception affect ATCOs’ capacity to perform their duties very possibly.
All this means that the state of ATCOs’ ability during operational duty is dynamically
changing. In this paper, we examined the changes of ATCOs’ fatigue characterized as
sleep, mood and perception three aspects during operational duty with a cross sectional
field investigation in order to provide the trend information on dynamical changes of
ATCOs for the design of smart and adaptive ATM systems.

2 Experiment

2.1 Study Design

ATCOs’ task load and working schedule were designed as two independent variables
in this study. A two factors mixed experimental design with 3 × 4 levels showed in
Table 1. The 3 levels for task load set as 0 for rest, 0.5 for working in the middle of
a shift, and 1.0 for complete working of a shift. The 4 levels for working schedule set
as shift I (morning, 8:00–12:00), shift II (afternoon, 12:00–18:00), shift III (evening,
18:00–24:00), shift IV (deep night, 24:00–6:00).

2.2 Participants and Questionnaire Survey

ATCOs were recruited as volunteers in this study, who worked at one busy area control
unit in China where the number of controlling flights was nearly 4000 a day during our
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Table 1. Two factors mixed experimental design with 3 × 4.

Factor Task load Working schedule

Levels 0 Shift I

0.5 Shift II

1.0 Shift III

Shift IV

survey period (from 26 to 28 Aug. 2019). They were regularly assigned to work for
continuous two days and rest next continuous two days. All of them got quite enough
rest before work. All the ATCO volunteers participating in the survey held certificates
of competency. The general information of ATCO volunteers showed in Table 2.

Table 2. General information of ATCO volunteers in the study.

Age Gender People number Shift I Shift II Shift III Shift IV

23–42 Male 52 15 15 15 7

Mean 29.6

On the premise to limit disturbance to minimum possible to ATCOs’ work, we
selected one scale developed in our previouswork as the fatigue questionnaire whichwas
simple and easy to understand. And the reliability and validity of the scale was verified
with ATCOs during operational duty in the previous work [15]. The scale contains 7-
item as sleepy, anxious, feel confident, irritable, able to concentrate, energetic, and slow
degree of nerve, respectively. There are 10 degrees from 10 to 100 for each item, 10
represented the lowest degree, and 100 represented the highest degree. After reading the
instructions on the scale, the volunteers were asked to select the value of each item to
indicate how they currently feel.

The ATCO volunteers were required to fill out the questionnaire just before, in the
middle, and just after their duties. Sixty ATCOs were recruited and fifty-eight ACTOs
completed the scale three times as before, in the middle and after their duties.

The study protocol was approved by the Ethics Committee of the Second Research
Institute of Civil Aviation Administration of China. All ATCOs participating in the
experimentwere providedwith and signed an informed consent form.All relevant ethical
safeguards have been met with regard to subject protection.

2.3 Statistical Analysis

Collected questionnaireswere analyzedwith statisticmethodsmainly including repeated
measure variance analysis, independent variance analysis, multiple factors covariance
analysis, and so on. In order to conveniently analyze and easily understand the results, 7-
item of the scale was divided into three subscales as sleep subscale (SS) including sleepy,
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mood subscale (MS) including anxious, feel confident and irritable, and perception
subscale (PS) including able to concentrate, energetic and slow degree of nerve.

3 Results and Discussion

156 questionnaires (as 52 persons) past the box plot test and applied to statistical analysis.
The reliability of the questionnaires was very high (Cronbach’s α, 0.85).

3.1 Influence of Task Load

Firstly, we investigated the influence of task load to ATCOs’ fatigue with three aspects
including sleep, mood and perception, respectively. Before ATCOs’ duty, their task loads
set as 0. In the middle of ATCOs’ duty, their task loads set as 0.5 considering that there
are regulations on balance of task loads by opening or closing sectors for very high or
very low task loads in the ‘Air traffic control rules for civil aviation’ in China. And after
ATCOs’ duty, their task loads set as 1.0. The scores of ATCOs’ SS, MS, and PS before,
in the middle, and after duty showed in Fig. 1.
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Fig. 1. Changes of ATCOs’ fatigue with their task loads. (Color figure online)

Repeated measure variance analysis employed to the collected effective question-
naires to investigate the influence of task load to ATCOs’ sleep, mood and perception,
respectively. Results of ATCOs’ SS showed that the influence of task load was very
significant (P< 0.001, Fig. 1, black line). Multiple comparison analysis of the repeated
measure data discovered that the SS scores in the middle of duty (mean 37.5) and after
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duty (mean 46.7) were very significant increased compared with that before duty (mean
30.0), respectively (P = 0.006, P < 0.001), and the SS scores after duty (mean 46.7)
increased very significantly compared with that in the middle of duty (mean 37.5) (P <

0.001). These results indicated that the ATCOs’ task loads resulted in their SS scores
rapid increasing, and they kept to increase rapidly along with work time extension as
task load accumulation. It was worth to notice that in the middle of duty, ATCOs’ sleep
changed very significantly compared with that before duty when they had performed
duty only for 2 or 3 h. Therefore, it’s a legitimate implication that ATCOs’ sleep was a
dynamical change process during they performed operational duty.

Then, for ATCOs’ MS, results showed that the influence of task load was very
significant (P < 0.001, Fig. 1, red line). Multiple comparison analysis of the repeated
measure data discovered that the MS scores in the middle of duty (mean 81.0) and after
duty (mean 75.5) were significant and very significant decreased compared with that
before duty (mean 86.0), respectively (P = 0.016, P < 0.001), and the MS scores after
duty (mean 75.5) decreased very significantly compared with that in the middle of duty
(mean 81.0) (P < 0.001). These results indicated that the ATCOs’ task loads resulted
in their MS scores rapid decreasing, and they kept to decrease rapidly along with work
time extension as task load accumulation. The results were similar with that of another
survey for military drivers on their mood in China [14]. It’s important to notice that in
the middle of duty, ATCOs’ mood changed significantly compared with that before duty
when they had performed duty only for 2 or 3 h. It’s reasonable to speculate that ATCOs’
mood was a dynamical change process during they performed operational duty.

At last, for ATCOs’ PS, the results, similar to that of MS, showed that the influence
of task load was very significant (P < 0.001, Fig. 1, blue line). Multiple comparison
analysis of the repeated measure data discovered that the PS scores in the middle of duty
(mean 72.8) and after duty (mean 62.3) were significant and very significant decreased
compared with that before duty (mean 81.4), respectively (P = 0.011, P < 0.001), and
the PS scores after duty (mean 62.3) decreased very significantly compared with that in
themiddle of duty (mean 72.8) (P< 0.001). These results indicated that the ATCOs’ task
loads resulted in their PS scores rapid decreasing, and they kept to decrease rapidly along
with work time extension as task load accumulation. The results were in accord with that
of the survey for Chinesemilitary drivers on their perception [14]. Similar to themood, in
the middle of duty, ATCOs’ perception changed significantly compared with that before
duty when they had performed duty only for 2 or 3 h. It’s reasonable to speculate that
ATCOs’ perception was a dynamical change process during they performed operational
duty.

The above results showed that ATCOs’ fatigue characterized as sleep, mood and per-
ception were influent significantly by task load. And the increasement of their fatigue
presents as SS scores increasing, MS and PS scores decreasing. It’s a legitimate impli-
cation that ATCOs’ fatigue was a dynamical increase process during they performed
operational duty. The results were consistent with that of another research for the fatigue
of ATCOs at one terminal unit in China using the Stanford Sleeping Scale [16].
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3.2 Influence of Working Schedule

Secondly, we investigated the influence of working schedule to ATCOs’ sleep, mood
and perception, respectively. In order to provide 24-h continuous air traffic management
service, there were many working schedules at the area control units. We selected four
typical working schedules as morning, afternoon, evening, and deep night as shift I, II,
III, and IV for this study. The scores of ATCOs’ SS, MS, and PS on the four shifts before
duty showed in Fig. 2.
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Fig. 2. Changes of ATCOs’ fatigue along with their working schedules before duty. (Color figure
online)

Independent measure variance analysis employed to the questionnaires before duty
to investigate the influence of working schedule to ATCOs’ sleep, mood and perception,
respectively. The changes of ATCOs’ three parameters before duty caused mainly from
their basic factors such as circadian rhythm, age, and so on, without disturbance from
task load considering they got enough rest before duty. And these basic factors reflected
in the working schedule. For ATCOs’ sleep (Fig. 2, black line), the variance analysis
of independent measurement in the four shifts discovered that SS scores in shift IV
increased significantly compared with that in shift I (P = 0.030), II (P = 0.027), and
increased very significantly compared with that in shift III (P = 0.006), respectively.
And there was no significant difference appeared for the SS scores among shift I, II and
III. For ATCOs’ mood (Fig. 2, red line), the statistical results showed that MS scores in
shift IV decreased significantly compared with that in shift I (P= 0.027), II (P= 0.035),
and III (P = 0.041), respectively. And there was no significant difference appeared for
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the MS scores among shift I, II and III, either. For ATCOs’ perception (Fig. 2, blue line),
the statistical results, similar to mood, PS scores decreased very significantly compared
with that in shift I (P < 0.001), II (P = 0.002), and III (P = 0.001), respectively. And
there was no significant difference appeared for the PS scores among shift I, II and III,
either.

These results were consistent with the change of the circadian rhythm. In the day
time, people remain clear-headed to work in accordance with shift I to III. And at night,
people become fatigue and sleep to gather strength in accordance with shift IV [17, 18].
The above results also agreed with that of ATCOs at the terminal control unit in China
[16].

3.3 Influence of Interaction Between Task Load and Working Schedule

Then, we investigated the interaction influence between task load and working schedule
to ATCOs’ sleep, mood and perception, respectively. Multiple factor covariance analysis
employed to examine the interaction influence.
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Fig. 3. Changes of ATCOs’ sleep along with their task loads and working schedules

For ATCOs’ sleep during operational duty, the changes of SS scores with different
working schedule showed in Fig. 3. Results of covariance analysis showed that the
interaction influence of task load and working schedule was very significant for ATCOs’
sleep (P = 0.007). And the interaction influences enhanced ATCOs sleep. Therefore,
this process is a dynamically changing course and is worth to pay attention in the design
of new air traffic management systems.
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Fig. 4. Changes of ATCOs’ mood along with their task loads and working schedules.

For ATCOs’ mood during operational duty, the changes of MS scores with different
working schedule showed in Fig. 4. Results of covariance analysis showed that the inter-
action influence of task load and working schedule was significant for ATCOs’ mood
(P = 0.046). To our knowledge, for the first time, we preliminarily demonstrated the
interaction influence of task load and working schedule in ATCOs’ mood with the ques-
tionnaire survey. Moreover, the interaction influence needs a greater number of samples
to verify. The interaction influences reduced ATCOs mood and made their temperature
more awful. And the process of ATCOs’ bad mood is a dynamically changing course.

For ATCOs’ perception during operational duty, the changes of PS scores with dif-
ferent working schedule showed in Fig. 5. Results of covariance analysis showed that
the interaction influence of task load and working schedule was significant for ATCOs’
perception (P = 0.031). And the interaction influences reduced ATCOs perception. To
our knowledge, for the first time, we preliminarily demonstrated the interaction influence
of task load and working schedule in ATCOs’ perception with the questionnaire survey.
Obviously, the reduced perception leads to lessen the capacity of ATCOs to perform
their duties. Similarly, the process of ATCOs’ perception decreasing is a dynamically
changing course and worth to consider in the design of new ATM systems.

These results were also consistent to the result of the investigation for ATCOs at one
terminal control unit in China in another work [16]. Those results indicated that ATCOs
fatigue was a dynamically increasing process along with the accumulation of task loads
and work at night shift. And fatigue is able to reduce the ATCOs’ ability to conduct their
duties [8, 9]. Therefore, this process is worth to pay attention in the design of new air
traffic management systems.
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Fig. 5. Changes of ATCOs’ perception along with their task loads and working schedules.

In brief, the primary results of this cross section field investigation clearly showed
that during operational duty, ATCOs’ fatigue dynamically changed. What’s more, even
they performed duty only for 2 or 3 h the three parameters changed significantly. These
results full demonstrate that the dynamical process of the three parameters for ATCOs is
not neglectable and is able to influence their capacity of duty. Therefore, the dynamical
process is worth to pay special attention in the design of new ATM systems, otherwise,
the new designed system will most likely not able to achieve desired results. Brink
et al. applied their designed interface prototype to test with human participation, the
sector robustness and efficiency did not improve the solution as compared the previously
designed interface [4]. As for IJtsma’s adaptive automation system, lower triggering
thresholds increased the frustration level of participants and decreased acceptance of
the support [5]. It may be a practical good try to take the dynamic process of ATCOs’
fatigue into account for improvements of these designed systems. For example, it may
decrease the frustration level of participants and increase acceptance of the support to set
higher triggering thresholds at the onset of ATCOs’ duty and then to decrease thresholds
gradually for the adaptive automation system of IJtsma et al., considering their fatigue
gradually increasing during operational duty.

4 Conclusion

In conclusion, the continuous increasing commercial flights require to improve the smart
adaptive new ATM systems. The design of the systems seldom pay attention to the
dynamical change ofATCOs fatigue to perform their duty during operational duty. In this



128 Z. Chen et al.

paper, we primarily demonstrated that ATCOs’ fatigue changed dynamically during they
performed operational duty with a cross sectional field investigation. In particular, their
sleep was tended to increase, their mood and their perception were tended to decrease on
duty. Task load and working schedule as two main influent factors for the sleep, mood
and perception of ATCOs were investigated. The results showed that the influence of
task load was very significant to ATCOs’ sleep resulted in it increased, and was also
very significant to ATCOs’ mood and perception resulted in them decreased. The results
indicated that the influence of working schedule was very significant to ATCOs’ sleep
caused it increased at night, and was very significant to ATCOs’ mood and perception
resulted in them decreased at night. What’s more, the results, for the first time, primarily
discovered that the interaction influence between task load and working schedule exited
indeed to ATCOs’ fatigue. The results of the study were just primary results and needed
a great number of samples confirm.

All these results demonstrated that on dutyATCOs’ fatiguewas dynamically changed
with task load and working schedule. And the changes of their fatigue necessarily result
in the changes of their capacity for work. Therefore, the design of new ATM systems
should take the dynamical change of ATCOs’ capacity into account. It means that the
parameters for the design of systems include ATCOs’ dynamical state as a variable in
place of a constant. The expression or the change rule of the variable needs to further
research.
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Abstract. Since single remote tower operations are already reality, further
research concentrates on the provision of Air Traffic Services (ATS) to multiple
airports in parallel by a single Air Traffic Control Officer (ATCO). The multiple
remote tower center (MRTC) concept addresses how air traffic service is provided
and also the uncertainties that influence the ATCO’s ability to provide ATS. The
next essential research step is a flexible and optimal allocation in between of sev-
eral multiple remote tower modules (MRTM). The MRTC foresees the position
of a supervisor that supports the active MRTM. For the design of the supervisor
workplace a user-centered design approach was selected. This workplace and its
procedures still have to be defined. This paper focuses on the initial steps to iden-
tify the workplace environment and the necessary procedures. Three workshops
with 5 system matter experts were conducted and the results are presented. These
results are used to design a validation set-up that could help to identify the overall
benefit of the MRTC supervisor position. In summary the paper shows the initial
steps in the human centered design approach applied to a developing workplace
to handle a new task in the ATC domain.

Keywords: Multiple remote tower operations · System matter experts · Human
centered design · Validation preparation

1 Introduction

A central interest of today’s economy is using the available resources as efficient as
possible. This is also true for the task of an air traffic control officer (ATCO). Remote
tower research began with the development of single remote tower operations and its
technical and practical challenges. In the last 15 years research developed a remote
tower workplace as an alternative for the traditional tower controller workplace. From
a remote tower workplace, ATCOs can provide safe and secure air traffic service (ATS)
independent from the airport tower. Remote Tower Operation (RTO) is a solution for
small airports that have a low amount of traffic that leads to under-utilized ATCOs and
an inefficient use of resources.

Because single remote tower operations are already reality, further research con-
centrates on the provision of ATS to multiple airports in parallel by a single ATCO.
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Therefore, the Multiple Remote Tower Center (MRTC) concept was defined. It not only
addresses how a navigational service (ANS) is provided in parallel from a Multiple
Remote Tower Module (MRTM) but also the uncertainties that influence the ATCO’s
ability to fulfill his/her duties. In an effort to keep safety at an all-time high and increase
efficiency, MRTM have to be evaluated in a MRTC. A key aspect of the MRTC is the
improvement in connection with work share and balancing between different MRTM.
In a traditional tower, the coordination of tasks between controller working positions is
handled by a supervisor. In analogy to that, the MRTC foresees the working position
of a remote tower center supervisor that could support up to 5 active MRTM with a
maximum of 15 active airports.

Defining a new position in the air traffic domain is long-lasting process. Starting with
the conceptual necessity, its integration into the process, the requirements for needed
information and the design of the workplace itself, including validation cycles after each
major step. Even the concept of the MRTC is not yet conclusively defined and depends
strongly on the current success of RTO. Keeping this in mind, this paper focuses on the
initial steps to define the MRTC supervisor workplace and develops a valid set-up to test
the ideas with system matter experts.

2 Design Procedure

EUROCONTROL and FAA [1] describe design factors that influence operators in avi-
ation and thereby set guidelines for when developing a new workplace. Their twelve
factors are summarized in Fig. 1, with the workflow of design, evaluation and measure-
ment around them. The workflow around the factors is essential to ensure the safety of
new developments. The factors in Fig. 1 represent all factors that should be considered
for the development of workplaces within the ATC domain. The development of the
MRTC supervisor has a unique impact on each of these twelve factors. For the human
centered design approach, within this paper, the influential factors “Procedures/Working
practice” (PWp) and “Workstation & Equipment” (WorkE) were selected to support the
initial concept for the MRTC supervisor.

Friedrich [3] describes the workplace in general as an abstract representation of the
environment allowing the operator to gather all needed information and interact with the
environment as found necessary for the task. Endsley [4] states that user-centered design
integrates all necessary information in ways that fit the goals, tasks, and needs of the
users. For a structured approach, the user-centered design was separated in the following
three steps. First, the design of a MRTC supervisor concept in relation to the selected
influential factor Procedures/Working practice. Systemmatter experts (ATCOs) evaluate
the connection to analyze how such a workplace could be integrated into a workflow
between differentMRTM. Second, the identification of requirements in cooperationwith
system matter experts (ATCOs) that worked as traditional supervisors. The traditional
supervisor workplace is thereby used as a baseline and enhanced with additional tasks
thatmight become relevant in aMRTC. This is done in connection to the influential factor
Workstation & Equipment. Third, in order to validate system matter experts’ interaction
with the MRTC supervisor workplace, realistic use cases had to be identified.
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Fig. 1. Influence of human performance in connection with new systems developed within ATC
[adapded from 2]

3 Initial Concept Multiple Remote Center

The main responsibility of the MRTC supervisor is to ensure continuous, safe traffic
flow and high quality of ATS provided at each MRTM. The role of an MRTC supervisor
is to provide an efficient set up at all times and guarantee a flexible system by means
of; maintaining overall supervision of all aerodromes within the MRTC; managing the
allocation of staff andMRTMs; performing planning, administration, allocation of tasks
and supervision of technical systems. The concept for the MRTC supervisor workplace
was initially defined within the constraint’s technical feasibility, required safety level,
and increase in efficiency in relation to current procedures. The MRTC supervisors have
to focus on balancing workload between the different MRTMs accommodated within
a MRTC. The environment of a MRTC supervisor is a flexibel number of MRTM with
either one, two, or three active aerodromes controlled by one ATCO. The environment
also comprises additional communication requirements to various stakeholders on each
airport e.g. approach control or fire station. Figure 2 presents an overview of the MRTC
supervisor workplace and its possible connections to the MRTM. A direct line of com-
munication, either by phone or due to close proximity, is thereby essential for time
critical reaction. The MRTC supervisor also receives tactical information from each
airport e.g. weather situation and amount of traffic. The MRTM workplace includes an
optical sensor presentation replacing the direct out-of-the-window (OTW) view, radar,
flight stripes, and of course radio communication to each airport that is controlled. The
MRTM is not in the focus of this paper, see [5, 6] for more details.

In addition to the coordination of MRTM, the supervisor is responsible for gathering
pre-tactical data from the airports in order tomanage the opening and closing in a safe and
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Fig. 2. General set-up for a possible Multiple Remote Tower Center

efficient way. TheMRTCPWp foresees twoways to trigger theMRTC supervisor. Either
he/she decides to initiate an action (top-down) or is requested by one of the MRTM to
react (bottom-up). Following the top-down approach, the MRTC supervisor decides that
an action is necessary, based on the gathered pre-tactical data. The bottom-up approach
suggests an event on an airport is triggering an ATCO and he/she requests support from
the MRTC supervisor. Both approaches have to be analyzed and considered during the
workshops.

In combination with the PWp the MRTC concept foresees the design of a MRTC
supervisor tool that is integrated in WorkE. In general, the MRTC supervisor workplace
should include basic ATC functionalities, e.g. radio communication, telephones and
weather information. This information is necessary to provide an overview. For balancing
the task load between the MRTM, the MRTC supervisor needs information about the
available staff and the traffic situations ahead.

4 Workshops

Three design workshops with system matter experts were conducted. The workshops
were full day virtual telephone conferences on the 30th of May 2020, the 6th of October
2020 and the 20th of January 2021. In addition to voice communication, Microsoft
Powerpoint was used to share and illustrate important talking points. In each workshop,
5 system matter experts participated. Two participants were from the ANS provider Oro
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navigacija (Lithuania) and three fromPANSA (Poland). All participantswere questioned
together and in English. Each participant had knowledge about the traditional supervisor
workplace and 4 of themworked in this position actively. The participants did not change
between the workshops. All workshops had an equal duration of approximately 6 h.

Eachworkshopwas designed as structured interviewwith a specific topic predefined.
For each topic a set of questions was predefined and distributed to all the participants in
advance. For the first workshop the focus was on the requirements defining the WorkE.
The second workshop focused on the PWp. The final workshop was again for PWp,
but focused on additional tasks derived from the traditional supervisor position and the
MRTC supervisor tool.

The procedure was kept similar for each workshop. Two weeks before the workshop
the participants had to read the MRTC concept and prepared questions that focused
on the topic of the workshop. As an option the participants could provide additional
information in connection to the topic as preparation to the workshop. At the beginning
of each workshop a briefing was conducted and participants were instructed to answer
as if they were the acting supervisor in a MRTC. The workshop moderator collected
and summarized the given answers to the questions and comments in connection to
the concept and workplace design. To increase the generalizability, the answers were
prioritized if participants from both ANS providers agreed on the answer or if similar
comments were provided from both.

As mentioned above, the first workshop focused on the responsibilities and the
requirements defining the MRTC supervisor workplace, and in particular the design
of a supervisor tool. These three aspects are interconnected, e.g., the responsibility to
communicate, leads to the requirement to have a radio connection and the necessary
frequencies on the display, which allows for a structured and stepwise approach. The
following questions were prepared for each part to be discussed and answered at the end
of the workshop:

• What would the responsibilities for a MRTC supervisor be? How would that differ
from a supervisor in a traditional tower?

• What would the requirements for a MRTC supervisor position be?
• What is the necessary information for MRTC supervisor tool?

The requirements were collected in a structuredmanner by completing the categories
title, description, rationale, category and importance. Title, description, and rationale
were completed cooperatively. The moderator provided the category for each require-
ment. The importance was voted by the participants when all other categories were
completed.

The second workshop focused on PWp by defining use cases that described specific
tasks and procedures for a MRTC supervisor in connection with the ATCOs at the
MRTM. For each use case the categories title, description, trigger, procedure, duration,
supervisor tool implication and assumption. Title, description, and duration, supervisor
tool implications and assumptions were completed in cooperation of all participants.
The moderator decided if the bottom-up or top-down approach was applied to the use
case, depending on the trigger. In addition to the categories and under the assumption
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“Imagine to work this use case as aMRTC supervisor,…”, the following questions were
answered in detail for each use case:

• Which kind of information do you need?
• What types of input/interaction would you need?
• What could be the main problems to avoid in such a situation?

The final workshop was equal to the second workshop in terms of procedure and
structure. In order to complete the user-centered design approach, the focus was on addi-
tional MRTC supervisor tasks that are not in connection to the MRTM. The participants
were instructed to identify use cases that are not directly related to the workload balanc-
ing between the MRTM. The categories and additional questions for each use case were
also identical to the second workshop.

5 Results

The results show a structured overview of the workplace design process. The method of
video conference workshops supported by Powerpoint was effective to collect answers
for the questions and additional comments. The workshops were focused on their indi-
vidual topics and allowed for a flexible scheduling. The moderator reported that all
participants were equally motivated to participate. Even though there are differences
between the two ANS providers concerning the role of the traditional supervisor or a
MRTC supervisor, the overall requirements and use cases presented in this chapter are
acceptable for both. The results in this paper focus on the must requirements in detail.

The results of the first workshop are divided into the three aspects responsibilities,
requirements for the MRTC supervisor and requirements for the supervisor tool. The
responsibilities of the MRTC supervisor are

• to contact and communicate with adjacent ATC sectors, other responsible organiza-
tions and internal units of the company about the relevant issues related with ATS
provision.

• to contact and inform the Head of the Centre in case of incidents or violations related
with ANS provision.

• to take all the necessary actions to support active ATCOs and maintain the efficient
traffic flow.

• to monitor expected traffic load, weather forecast with respect to personal experience.
• to organize and control the shift of each ATCO ensuring the ANS is provided in a safe
and efficient manner.

• to organize daily ATCO work plans in respect with ATCOs endorsements and/or
potential training requirements.

• to organize shift‘s briefing and de-briefing.
• to prepare shift reports and other documentation related with ANS provision.
• to check the validation of ATCOs’ license before the shift.
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The workplace requirements from the must category are:

• MRTC supervisors must be equipped with a voice communication system which has
every frequency and recording, received or transmitted from MRTC.

• MRTC supervisor must have flight plans, e-Flight strips, arrival/departure plans, and
activations for all the airports on all the MRTM he/she supports.

• Standard equipment (e.g. UTC clock) must be clearly visible.
• MRTC supervisor must have the capability to monitor surveillance information and
switch between multiple airports. It’s useful for monitoring traffic load and traffic
mix. It can also be helpful for short term staff planning.

• For the support tool 10 must requirements (and 4 should requirements) are identified.
The must requirements are:

• The support tool must enable the MRTC supervisor with access to all frequencies and
recorded radio transmissions.

• The supervisor tool must have chat functionality to every MRTM.
• The supervisor tool must show planned traffic in any desired period of time within a
day.

• All information represented in aircraft labels must be seen at the ongoing operational
time (current view) and the forecasted view.

• The airport labels must contain the information – runway in use, jurisdiction,
NOTAMS and other information.

• The airport labels must include information about current and forecasted air traffic
information from every airport (departing/arriving/transit traffic).

• The airport label must include information about current and forecasted NAV aids
information from every MRTM, airport or overall equipment.

• The supervisor tool must directly provide weather conditions: visibility, cloud base,
wind direction, wind shear.

• The supervisor tool must provide present and forecasted weather on each airport.
• The supervisor tool must provide the information about each ATCO at the MRTMs.

The results of the first workshops show that communication, planning and reporting
are an important part of the MRTC supervisors’ workload. Table 1 presents the sum-
mary of the comments and helps defining the basic description of the WorkE from the
perspective of the system matter experts.

Table 1. Summary of the first workshop results

Responsibilities Requirements

MRTC supervisor Super-visor tool

Communication 2 1 2

Planning 4 2 6

Reporting 2 1 1

Relation to total items 8 out of 9 4 out of 4 9 out of 10
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The results of the second workshop are 11 use cases that describe the PWp. These
use cases are the main tasks for the MRTC supervisor in relation to theMRTM. They are
validated by both participating ANS providers. Table 2 presents the use case opening of
an airport in detail.

Table 2. The use case opening up an airport in detailed description as collected during the
workshop.

Title Opening of an airport

Description The scheduled opening of an airport needs to
be handled

Trigger Supervisor (bottom-up)

Procedure 1. Check if assigned ATCO is suitable
2. coordinating with the ATCO
3. collect response of successful opening

Duration Approx. 15 min

supervisor tool implication Activate an airport
Checklist to inform as supervisor
Support feature: Reminder for the Supervisor
(e.g. 15 min before)

Assumption The ATCO has already been briefed on airport
situation

Which information do you need? • Available ATCOs that fit to the airport
• Available MRTM that could open up the
airport

The planned traffic for the next hours at this
airport
• What is the current situation at the airport
opening up, weather, runway condition,
NOTAM, Technical maintenance

what types of input/ interaction would you
need?

• Communication between ATCO and SUP
• ATCO does the actual opening of the airport
• Green Button / automatic setting the airport
active

what could be the main problems to avoid in
such a situation?

• Technical issue at the airport is not available
• Technical problem with the MRTM (e.g. no
visual)

Table 3 presents an overview of all use cases that were defined in the second work-
shop. For each use case the degree of detail is equal to the example in Table 2. All use
cases require to be either initiated by the supervisor (top-down) or theATCO(bottom-up).

The 11 use cases are triggered twice by top-down, three times by bottom-up, and 6
times by both approaches. 8 use cases have an approximate duration of 10 to 15 min.
3 use cases have a time horizon depending on the situation. 9 use cases can be handled
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Table 3. Title and description of the use cases in the second workshop.

Title Description

Scheduled airport opening The scheduled opening hours of an airport start and the
airport needs to be opened

Unplanned airport opening An aircraft requests landing for an airport that is closed

Scheduled airport closing The scheduled closing hours of an airport begins and the
airport needs to be closed

Unplanned airport closing Due to severe weather events in the near future (e.g. low
visibility) a specific airport has to be closed

Unplanned runway closing Due to a technical failure an aircraft blocks the runway on a
specific airport

Scheduled Workload increase Due to excepted increase in workload one airport is handed
over from the assigned MRTM to a different ATCO on
second MRTM

Reduce ATCOs To increase the efficient handling of the open airports and
reduce the number of applied ATCOs, an airport needs to
be merged into another already active MRTM

Daily planning Due to an unexpected event an ATCO is not available for
his/her shift that starts in a couple of hours

Fitting ATCO planning Due to the shift planning an ATCO is handing over his
MRTM to the next ATCO. The task is to find a new optimal
allocation of the airports to the MRTM with a replacement
ATCO who has different endorsements

Handling ATCO Request Due to increased traffic volume on a specific airport, the
ATCO on a MRTM either requests an additional ATCO for
a specific airport or gets proposed an additional ATCO by
the supervisor
The supervisor then has to identify a suitable ATCO on
hold to support the MRTM

Unscheduled ATCO replacement Due to unexpected circumstances, an ATCO has to be
relieved and replaced for some time by another ATCO (Ex.
health issues) from his/her MRTM

in parallel with other use cases. In an attempt to define the major task for the MRTC
supervisor the following three areas were identified: “Opening or closing of airports”;
“Splitting or merging MRTMs”; and “Selection and checking of suitable ATCOs”.

The result of the third workshop are 9 use cases that describe the PWp. These use
cases are tasks for theMRTC supervisor that are not directly related to theMRTM. Table
4 presents an overview of all use cases that were defined in the third workshop. For each
use case the degree of detail is equal to the example in Table 2.

The use cases from the third workshop can be clustered into maintenance, coordina-
tion, and individual requests. 7 use cases have an approximate duration of 5 to 10 min
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Table 4. Title and description of the use cases in the third workshop

Title Description

Interaction with the technical unit Maintenance work and operations information,
depending on ATCO briefing, supervisor tool, or daily
log entry

Interaction with Airport Maintenance Airport Authority calls on construction
work/maintenance work

Cleaning team Cleaning in MRTC – a cleaning team would like to do
their tasks

Facility Issues Non-operational equipment failure, requires separate
facility log/tickets for facility management

Flow Control Coordination Calls or software inputs with/for flow control from a
unit on one of the airports

MET Office Coordination Coordination calls with MET office: e.g., because of
wind forecasts or thunderstorms

Capacity coordination Capacity shortcomings a few hours in the future,
coordinate with the tower unit chief

Pilot Requests Pilot calls for example to request a photo flight/ aerial
survey flights or training flights

Drone Operation Notification on camera drone operation/balloon
“operation” within CTR - > coordinated directly with
SUP

and consist of a single phone call. 2 use cases have a time horizon depending on the
situation. All 9 use cases can be handled in parallel with other use cases from the second
or the third workshop.

In addition to the structured interview, the participants also supported the theoretical
application of the MRTC and made suggestions for the standard scenario and envi-
ronment. This also helps to further specify the MRTC concept itself. The following
comments have a connection to a possible validation of the MRTC concept:

“the number of 5 MRTM with 3 airports at each MRTM seems to be a total
maximum if the airports have simple schematics”

“There is no need for the supervisor to hear communication of all airports, only
non-nominal situations”

“the maximum number of airport endorsements can be assumed to be 4”

Following the workshops, the next step in the user centered design process is to
develop a validation based on the inputs.
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6 Implication for Validations

This section discusses how the workshop results influence a possible initial validation
for the MRTC concept. Such a validation has to focus on implementing WorkE and the
PWp in a realistic environment. Therefore, the results from the workshops are essential
to create an environment and implement procedures with a high degree of realism.

It is the authors opinion, that as validation methodology a real time simulation would
be the best fit to create a realistic environment that incorporates the results from the
workshops. The real time simulation should be based on computer simulation rather
than video images from the airports. The flexibility to change and adapted WorkE or
PWp feedback directly is needed for the validation. Of course, the participants are aware
that they do not have to deal with real traffic, but this might enable them even more to
generate additional ideas about the workplace. It also ensures a possibility to perform
high capacity tests and abnormal scenario trials without a risk for live traffic.

As mentioned above, the operational scope of the validation includes the workshop
results in connection toWorkE and PWp. The main focus of the validation should be the
interaction between the MRTC supervisor and several MRTM. The MRTC supervisor
coordinates up to a maximum of 15 airports controlled via a maximum of 5 MRTM and
has to balance the ATCOs according to the requirements and endorsements.

To validate the defined use cases from the second workshop in a real time simulation,
three working positions (oneMRTC supervisor and twoATCOs atMRTMs) are required
at minimum. This is especially due to the use cases “Scheduled Workload increase” or
“ReduceATCOs”,with interaction between theMRTM.Eachof the twoMRTMsprovide
ATS to three small sized aerodromes, all operating in one-runway configuration. The
rest of the MRTM and airports that the supervisor coordinates can be simulated.

The first validation within the design process for a newworkplace is difficult because
no reference scenario exists to measure improvement. Therefore, to evaluate Human
Performance, Safety, Usability, and Capacity, the validation needs different scenarios,
each with a different number of major tasks for the MRTC supervisor (see results of
the second workshop). The validation scenarios are also to check and reevaluate the
maximum number of responsibility and requirement from the first workshop. Besides
that, each scenario should incorporate an equal amount of use cases from the third
workshop to increase the external validity of the validation and to provide realistic
environment conditions for the MRTC supervisor.

Objective feedback can be provided as workload measurements by the application of
a standardized questionnaire between the scenarios or different use cases e.g., theNASA-
TLX [7]. Subjective feedback is provided by a qualitative measure e.g. a structured
debriefing. The subjective feedback should also be used to discuss and re-evaluate the
results from theworkshops and also theMRTCconcept.Anoverall result of the validation
is also operational feedback regarding the arrangement of the visual information of the
MRTC supervisor workplace and the implementation of the support tool.

7 Summary

This paper shows the initial steps in the human centered design approach applied to
a new workplace in the ATC domain. The structured approach decreases the possible
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need of redesign after implementation and helps to clarify the concept. The influential
factors of human performance in connection with new ATC systems were used to set-up
workshops investigating the WorkE and PWp.

The validation helps to understand if the responsibilities, requirements and use cases
collected in the workshops are applicable in a realistic environment. Everything from
interface design, amount of traffic, or methods of measurement can be influenced by
these results. But, the results of the workshops do not only influence the validation but
also help to define the MRTC concept in more detail. This helps to increase the quality
of the concept, but also increases the acceptance in the community of ATCOs.

Future work should concentrate on implementing the validation with the described
implications from the workshops. This should be followed by a structured analysis of
additional influential factors of human performance for new workplaces in the ATC
domain.
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Abstract. Heart Rate Variability (HRV) can reflect individuals’ cognitive work-
load objectively. HRV measurement is a non-invasive method to evaluate relevant
physiological changes in a human body. Physiological changes and cognitive pro-
cesses are associated with the cardiac dynamic autonomic control, and thus to
influence individuals’ ability to cope with fatigue and achieve resilience. As a
dynamic process to be learned, resilience can be formed and improved through
Quick Coherence Training in a short time. To study the regulatory effects of coher-
ence training on Air Traffic Controllers’ (ATCOs) HRV and resilience ability, the
HRV parameters of 34 qualified ATCOs before and after Quick Coherence Train-
ing (QCT) are collected and analysed by paired T-Test. Also, participants’ HRV
at rest are recorded as baseline. The results show that the coherence, mean RR
interval, SDNN, and RMSSD after QCT are significantly higher than before. The
mean heart rate after QCT is significantly lower than before. The findings demon-
strate that coherence has effective and efficient regulatory effects on coherence,
mean RR interval, SDNN,mean heart rate, and RMSSD. Psychological coherence
training can be an efficient method for ensuring ATCOs recover from fatigue and
achieve resilience quickly during the short break in long-time continuing moni-
toring and controlling. The findings in the current research can have potential to
be further developed for Fatigue Risk Management System which is required by
ICAO (International Civil Aviation Organization) to be applied for Air Navigation
Services providers.

Keywords: Heart rate variability · Psychophysical resilience · Quick Coherence
Training · Fatigue risk management

1 Introduction

Fatigue risk management is considered to be most effective when it is integrated into, or
supported by, an SMS, thereby forming an FRMS [1]. Fatigue risk management system
(FRMS) have been introduced on the basis that “better results (both in terms of safety and
productivity) might be obtained from approaches that are more comprehensive, more
flexible, and better tuned to current scientific understanding of key factors in fatigue
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prevention” [2]. In fact, the prescriptive approach has been under increased scrutiny
as to its benefits in preventing fatigue. The main assumption is that regulations are not
able to take into account the complexity of fatigue [1]. For instance, because of circadian
rhythms, a break will not have the same recovery value depending on the time of the day,
the timing of the break being more important than the duration of the break itself. This
is the reason why alternatives to a prescriptive approach, such as FRMS, are becoming
more popular [3].

Resilience refers to the ability for individuals to resist or recover from suffering neg-
ative experiences such as stress and fatigue [4]. Resilience has been proven to be associ-
ated with some inherent traits of individuals. There are significant correlations between
psychological resilience and the big five personality traits: resilience is positively corre-
lated with conscientiousness, agreeableness, openness to experience and extraversion,
and negatively correlated with neuroticism [5]. Also, resilience is associated with social
intelligence and coping styles related to task and emotion [6, 7]. Furthermore, there are
some psychiatric illnesses or cognitive disorders which could influence the ability of
resilience [7, 8]. On the other hand, the formation and improvement of resilience are
considered as the dynamic process which could be learned at any period of life [9].
Resilience could be acquired over a period of time by using a process rather than com-
ing all at once [10]. Intervention techniques based on cognitive behavioral therapy or
mindfulness have been proven to have a positive impact on resilience [11].

Heart rate variability (HRV) can reflect a person’s cognitive workload objectively
[12, 13]. Healthy biological systems exhibit mathematically chaotic variations. HRV
is composed of variations in the interval between successive heartbeats, known as the
heartbeat interval (IBIs). A healthy heart is not a metronome. The oscillations of healthy
hearts are not only complex but also varied. This enables the cardiovascular system to
quickly adapt to any challenges for the homeostasis. Due to the influence of respira-
tion, blood pressure and skin temperature on the heart control mechanism, the heart
rate of normal people will undergo physiological changes. HRV index is the neurocar-
diac function, which is generated by the cardiac and brain interaction and the dynamic
nonlinear Autonomic Nervous System (ANS) process. From a clinical perspective, the
relationship between specific psychologic states and patterns of autonomic physiolog-
ical responses is a particularly important issue for further research. HRV reflects the
physiological changes in the human body by a non-invasive measure method [14, 15].
Mental states and processes can have an impact on cardiac dynamic autonomic con-
trol [16]. The HRV parameters including basal characteristics, time domain, frequency
domain and non-linear are proved to be associated with fatigue and perceived workload
[17, 18]. HRV basal characteristics include Coherence, Mean R-R interval, Mean HR
and STDHR; Time-domain parameters include SDNN, RMSSD, NN50, and pNN50;
Frequency domain measurements include LF, HF, Total Power, and Ratio LF/HF. The
research aim is to develop FRMS for air navigation services providers by psychophysical
coherence training.
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2 Method

2.1 Participants

Thirty-four qualified Air Traffic Controller Operators (ATCOs, 27 male and 7 female)
participated in this research. The ages of participants ranged between 23 and 58 years
of age (M = 41.21, SD = 7.49), and their work experience as air traffic controllers
varied from 1 to 38 years (M = 17.28, SD = 9.38). The collected data was gathered
from human subjects; therefore, the research proposal was submitted to the Cranfield
University Research Ethics System for ethical approval. As stated in the consent form,
participants have the right to terminate the experiment at any time and to withdraw their
provided data at any moment even after the data collection.

2.2 Apparatus

HRV Measurement Device. The HeartMath emWave device was applied to collect
HRV data while participants performed various tasks. The device is equipped with an
ear sensor which can gather the Inter Beat Interval (IBI) parameters, and it is possible to
connect it using Bluetooth and export HRV data to other mobile devices through Inner
Balance application (Fig. 1). Kubios is an advanced tool for investigating the variability
of heart-beat intervals. Due to the wide variety of different analysis options and easy-to-
use interface, the software is suitable for researching various premises. The software is
suitable for clinical and public health researchers working on human HRV. This research
applied the latest version of Kubios HRV developed at University of Eastern Finland
[17]. The Kubios software is used to analyze participants’ HRV parameters including
time domain, frequency domain and non-linear (Fig. 2).

Fig. 1. Inner Balance Bluetooth sensor for Android & iPhone

HeartMath Quick Coherence Technique. TheQuickCoherence Training (QCT) pro-
posedbyHeartMath can shift fromstress and frustration to balance and resilience in about
one minute with simple, but powerful steps. Coherence refers to a state where thoughts
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Fig. 2. Example of HRV parameters analysis by Kubios

and emotions are balanced, this is reflected in more balanced heart rhythms and it facil-
itates brain function and access to higher intelligence. The HeartMath Quick Coherence
Training is an effective technique to achieve energy, mental clarity and resilience. There
are two simple and quick steps for Coherence Training by the technique of heart-focused
breathing.

2.3 Research Design

Each participant carries out the same procedures follows; (1) briefing the research aims
(five minutes); (2) providing the demographical data including age, gender, qualifica-
tions, and working experience (five minutes); (3) wear Heart Math HRV measurement
device for data collection on air traffic control working position (60 min); (4) conduct-
ing Quick Coherence Training (30 min); (5) Collecting post-training session of HRV (5
min).

3 Results

The HRV parameters of 34 participants before and after QCT are collected. Also, par-
ticipants’ HRV data at rest was recorded as baseline. For the convenience of statistical
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analysis and based on the research goals, five parameters: Coherence, Mean RR, SDNN,
Mean HR, and RMSSD are involved in the statistical analysis in the current study. Mean
RR is the heart inter-beat (R-R) interval; SDNN is the standard deviation of normal
to normal (N-N) R-R intervals, reflecting the sympathetic and parasympathetic activity
influencing HRV; Mean HR is the mean heart rate in beats per minute; and RMSSD is
the square root of the mean of the sum of the squares of differences between adjacent
NN intervals. Paired T-Test was applied for data analysis. Cohen’s d was calculated as
the effect size metric. The sample characteristics and T-Test results of HRV parameters
on three phrases are shown as Table 1.

Table 1. The means and standard deviation of HRV parameters and paired T-Test results between
before and after QCT

HRV parameters
(Baseline)

QCT M SD N T-Test

t df p Cohen’s d

Coherence
(27.01)

Before 25.74 5.22 34 29.14 33 .000 5.00

After 70.56 9.19

Mean RR (ms)
(796.20)

Before 814.53 105.54 34 4.05 33 .000 0.69

After 922.65 105.10

SDNN (ms)
(85.10)

Before 71.15 39.83 34 2.87 33 .007 0.49

After 101.43 46.45

Mean HR (bpm)
(76.48)

Before 74.91 9.98 34 − 4.22 33 .000 -0.72

After 65.85 7.45

RMSSD (ms)
(88.94)

Before 76.08 51.79 34 2.60 33 .014 0.45

After 109.62 53.91

The T-Test results show that the Coherence after QCT (M = 70.56, SD = 9.19) is
significantly higher than before (M = 25.74, SD = 5.22), t = 29.14, p < .001, d =
5.00. The Mean RR after QCT (M = 922.65, SD = 105.10) is significantly higher than
before (M = 814.53, SD = 105.54), t = 4.05, p < .001, d = 0.69. The SDNNs after
QCT (M = 101.43, SD = 7.96) is significantly higher than before (M = 39.82, SD =
6.83), t = 2.87, p < .01, d = 0.49. The Mean HR after QCT (M = 65.85, SD = 7.50)
is significantly lower than before (M = 74.90, SD = 9.98), t = −4.22, p < .001, d =
−0.72. The RMSSD after QCT (M = 109.62, SD = 53.91) is significantly higher than
before (M = 76.08, SD = 51.79), t = 2.60, p < .05, d = 0.45.

4 Discussion

The T-Test results demonstrated that coherence training has significant regulatory effects
on coherence, meanRR, SDNN,meanHR, and RMSSD. Coherence is the state when the
heart, mind and emotions are in energetic alignment and cooperation. Gaining coherence
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is a strategy to build resilience and accumulate personal energy, recovering and keeping
more energy for positive outcomes. AQCT program or training which increases sense of
coherence could contribute to decrease stress and fatigue, as well as improve resilience
[19]. Furthermore, compared to various complicated physiological parameters, coher-
ence could be considered as a simple and quick indicator for evaluating individuals’
general mental workload. The correlational and causative relationships between coher-
ence and HRV as well as various other physiological systems have been revealed [20].
Therefore, it is effective and efficient as a means of fatigue management to monitor
ATCOs’ coherence level. If used during break times it should permit ATCO’s to achieve
resilience throughout their working day.

In terms of the fluctuation of HRV parameters, the statistical analysis reveals that
coherence training could help ATCOs make a good recovery from Air Traffic Control
tasks to a parallel or even better level with baseline HRV in a short time. The coherence
increased significantly indicating participants have built a good resilience via coherence
training. Moreover, the increased mean RR interval, SDNN, and RMSSD indicates the
recovery from work pressure and mental stress [21–23]. Heart rate could increase with
higher workload and complexity of tasks [24]. The decreasing heart rate of participants
indicates effective relaxation and recovery from workload and fatigue. Through coher-
ence training, participants are in a relatively relaxed state and able to embrace further
ATC tasks and mental challenges.

However, participants’ coherence and HRV parameters did not simply return to
baseline state at rest, especially for the mean RR interval and heart rate (Fig. 3). On the
one hand, this finding confirms the effectiveness of coherence training for resilience and
recovery. On the other hand, it is uncertain that the baselineHRVparameters demonstrate
the optimum state for more ATC tasks. It is noted that mean RR interval increase and
heart rate decrease during work, which means less stress and mental workload. This
phenomenon could be attributed to the influence of passive fatigue, which might be
caused by boredom, task underload or monotony [25]. Therefore, it is essential to find
proper points to initiate coherence training and engage in tasks without passive fatigue.

Table 1 demonstrated that ATCOs’ mean RR had significantly increased from
814.53ms to 922.65mswith SDNN increasing from71.15ms to 101.43ms by practicing
quick coherence training compared not using QRT on the working position. While the
HeartMath tools are intentionally designed to be easily learned and used in day-today
life, professionals suggest that these techniques often facilitate profound shifts in per-
ception, emotion and awareness. Moreover, extensive laboratory research performed at
HMI has shown that the physiological changes accompanying such shifts are dramatic.
Several studies using various combinations of these QCT techniques have found sig-
nificant correlations between psychophysical coherence and improvements in cognitive
function. For example, a study of school students with Attentional Deficit Hyperactivity
Disorder (ADHD) showed a wide range of significant improvements in short and long-
term memory, ability to focus and significant improvements in behaviours both at home
and in school [26]. A study of 41 fighter pilots engaging in flight simulator tasks found a
significant correlation between higher levels of performance and heart coherence as well
as lower levels of frustration [27]. A study of patients diagnosed with Post-Traumatic



148 W.-C. Li et al.

Stress Disorder (PTSD) found that relatively brief periods of HRV coherence train-
ing combined with practicing the Quick Coherence Technique resulted in significant
improvements in the ability to self-regulation along with a wide range of cognitive func-
tions [28]. McCraty et al. concluded that psychologically the coherence state promotes
a calm, emotionally balanced, yet alert and responsive state with a sense of enhanced
subjective well-being, which is conducive to cognitive function and task performance,
including problem-solving, decision-making, and activities requiring perceptual acuity,
attentional focus, coordination, and discrimination [29]. Edwards evaluated the influ-
ence coherence training both quantitatively and qualitatively. The findings indicated
significant improvements in health, mindfulness, and spirituality perceptions, as well
as meaningful learning experiences and positive evaluations of the coherence training
feedback for health, sport, exercise, performance, meditation, and daily life contexts
[30]. Field et al. also provided consistent evidence that the coherence training program
is both feasible and effective in improving heart rate variability, physiological relaxation
and mindfulness [31]. The technique of quick coherence did increase ATCOs’ resilience
to fatigue and improve ATCOs’ health and well beings.

Fig. 3. Participant’ coherence, mean RR, SDNN, mean HR and RMSSD before QCT and after
QCT, and at rest as baseline (dotted lines)

5 Conclusion

The statistical results demonstrated that coherence training could regulate ATCOs’ HRV
parameters effectively and efficiently. Psychological coherence training could contribute
to recovery from heavy workload and achieve resilience to cope with fatigue. However,
the proper initial state and optimum outcomes of HRV parameters for coherence training
are still uncertain. The negative influence on ATCOs HRV parameters and resilience
ability of passive fatigue should be confirmed and would benefit from further research.
QCT could be an efficient method for ensuring ATCOs’ recovery and resiliency in a
short break form long-time shift work. In summary, the current research could have the
potential to be further developed for Fatigue RiskManagement Systemwhich is required
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by ICAO (International Civil Aviation Organization) to be applied for Air Navigation
Services providers.
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Abstract. Digital tower has been applied for middle and small sizes of airports
for many years. How to adapt digital tower to be used in a large-scale international
airport still not be fully investigated. The concept of digital tower operations is
that a controller can control any apron from a distant virtual control center. The
view of the apron under control is displayed in real time on screens and all traf-
fic movements can be controlled effectively. Therefore, the system designs on
digital tower related to human-computer interaction (HCI) and visual presenta-
tions which controllers shall be able to identify for safety operations are the main
concern of regulator. The research objective is to conduct safety assessment of
implementing digital tower for apron control on an international airport. There
are six subject-matter experts including four apron controllers and two human
factors experts participated in current research. The Hierarchical Task Analysis
(HTA) method was used to break down activities, scenarios, and operational steps
into each scenario related to apron control in an international airport. The HTA
method enables a comprehensive step-by-step description of the task activities
associated with each specific scenario related to departure and arrival aircraft and
ground vehicle. These operational steps were analysed by human error template
(HET) while implementing digital tower for apron control. The result of current
research has no safety concern on the safety assessment of digital tower operations
from apron controllers’ point of view. Designing and managing innovative digital
tower on apron control require an understanding of the principles of cognitive
systems, allocation of functions and team adaptation between human operators
and innovative technology.

Keywords: Apron control · Digital tower · Hierarchical Task Analysis · Human
performance · Safety assessment

1 Introduction

At airports, ramp controllers are responsible for the safety and efficiency of the ground
movements. Therefore, the effective monitoring of traffic within the controlled zone
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by controllers is an important safety mechanism. The paradigm of digital tower opera-
tion will allow air traffic services (ATS) be delivered remotely without direct observation
from a local tower [1, 2]. Controllers will be supported by an innovative augmented visu-
alization system equipped with pan-tilt-zoom (PTZ) cameras allowing enhanced visual
tracking of runway, taxiway, controlled areas on aircraft and vehicle and foreign objects.
Based on the concept of digital tower operations, apron control tower on international
airport may also get benefits from this innovative technology for capacity, safety, cost
efficiency and reduced controllers’ workload [3, 4]. The concept of digital tower oper-
ations is that a controller can control eastern and western aprons from a distant virtual
digital center. The view of the apron under control is displayed in real time on screens
and all traffic movements can be controlled effectively. Therefore, the system designs
on digital tower related to human-computer interaction (HCI) and visual presentations
which controllers shall be able to identify for safety operations are the main concern of
regulator [5].

Apron controllers shall be able to perform their tasks using surveillance cameras,
data-communication links and the display systems in a remote tower center [2, 6]. The
technical evolution of controller working position (CWP) on a remote tower module
comprises with Out theWindow (OTW) visualization supported by Radar Data Process-
ing (RDP), Electronic Flight Strips (EFS), Information Data Processing (IDP), and a
voice communications system (VCS) to provide air traffic information to with a mix of
visual flight rules and instrument flight rule [7]. European Union has established remote
tower research project to improve safety, minimize costs and environmental impact, and
at the same time increase efficiency and capacity in order to meet the requirements of
expanding air traffic [1, 8]. Many air navigation service providers (ANSPs) have devel-
oped automated systems using video-panorama cameras for synthetic outside view, to
increase capacity at airports and to improve cost efficiency by minimizing personnel to
meet cost efficiency targets. The remote tower research has been established over the
last 20 years [9].

There are some limitations on current apron control in the large-scale international
airport including blind spot, distracted multiple information displays and design of
automation systems. As the flight volume increases, the negative impact of the complex
operating environment on controllers will gradually increase. However, the application
of augmented video-panorama technologies has been demonstrated as increasing con-
troller’s monitoring ability and situation awareness (SA) during digital tower operations
[10]. The technology of digitalized tower can also be applied as contingency tower
for large international airports. It offers a more cost-efficient solution than building an
additional stand-alone contingency tower [11]. The display of distant aircraft via pan-
tilt-zoom (PTZ) cameras enables the images to be augmented superimposed with digital
information to reduce controller’s head-down time. However, the observable resolution
on the human-machine interface (HMI) at the video-panorama may be reduced due to
the imperfect system integration on digital tower [12]. Therefore, we have to conduct
safety assessment on implementation digital tower for apron control on an large-scale
international airport [13].
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2 Method

2.1 Participants

Participants consist with qualified Apron Controllers and human factors experts partici-
pated in this research. The ages of participants ranged between 25 and 56 years old, and
their work experience from 3 to 30 years. The research proposal was submitted to Cran-
field University Research Ethics System for ethical approval (CURES/12291/2020). As
stated in the consent form, participants are anonymous and have the right to terminate
the experiment at any time and to withdraw their provided data at any moment even after
the data collection.

2.2 Research Framework

The objective of this research is to conduct safety assessment before implementing
digital tower for apron control on a large-scale international airport. The design and
development of the digital tower operations can be supported by a formal cognitive
work and task analysis. The results of cognitive work and task analysis serve as input
data for the simulation of the controller’s decision-making processes at the controller
working position (CWP) by the Hierarchical Task Analysis (HTA) method. It was used
to break down scenarios, goals of activities, and operational steps into each scenario
related to apron control [14, 15]. The HTA method enables a comprehensive step-by-
step description of the task activities associated with each specific scenario related to
departure and arrival aircraft and ground vehicle by apron digital tower center. These
operational steps were analyzed by human error template (HET) while controllers using
digital tower for apron control. HET is one of the Human Error Identification (HEI)
techniques are used to identify potential human or operator error in complex, dynamic
systems [6, 16].

2.3 Scenario

The scenarios are including all apron activities relevant to departure, arrival, apron
activities, abnormal operations and special environment operations. Based on current
standard operational procedures (SOPs) to develop the procedures and guidance for
future digital tower operations.

2.4 Data Collection Process

Six subject-matter experts familiar with safety assessment methods and apron control
on a large-scale international airport participated focus group sessions. The Hierarchi-
cal Task Analysis (HTA) method was used to break down all scenarios and tasks into
operational steps. This methodology enables a comprehensive step-by-step description
of the task activities associated with the goal of each scenario [17]. The step by step
breakdown of apron control on digital tower operations detailed description controller’s
operational behavior involving human-computer interaction such as interactions with
different systems and parties during task performance. All of these 31 operational steps
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will be analyzed by HET [18]. Themain advantages of the HETmethod are that it is sim-
ple to learn and use, requiring very little training and it is also designed to be convenient
to apply in a field study. The error taxonomy used is comprehensive as it is based on
existing error taxonomies from a number of Human Error Identification (HEI) methods.
For each credible error the domain experts should give a description of the form that
the error would take. Furthermore, the participants have to determine the outcome or
consequence associated with the error and got agreement to the outcome. Finally, the
participants have to determine the likelihood of the error (low, medium or high) and the
criticality of the error (low, medium or high).

3 Results and Discussion

3.1 Task Decomposition on Apron Control

The results of HTA demonstrated that summed up 98 operational steps consisted by 11
operational steps for Arrival; 31operational steps for Departure; 20 operational steps for
Other apron activities; 24 operational steps for Abnormal operation and 12 operational
steps for Special environment operations. For example, the detailed decomposition on the
scenario of departure for controller’s 31 operational behaviors on apron control shown
as Fig. 1.

3.2 Application of HET for Error Prediction

The HET matrix is based on the operational steps of HTA which constructed with the
vertical-axis assigned as ‘likelihood’, while the error ‘criticality’ index was placed on
the horizontal-axis. Likelihood and criticality were combined through a multiplication
process (likelihood x criticality) to give a ‘Pass’ or ‘Concern’ of predicting error related
to apron control. A condition determined through the HET to have achieved a likelihood
and criticality combination between M and L was assigned as ‘Pass’, a score between
H classified as ‘Concern’ [18]. An example of operational step 1.2.3 “Issue push-back
and start-up command” shown as Table 1. All of those 98 operational steps on HET are
passed which meant controllers had no safety concerns on apron control by using digital
tower operations.

3.3 Safety Assessment of Apron Control on Digital Tower

The controller of apron digital tower holds the responsibility for the safety and efficiency
of aircraft movement and ground transportation activities. Therefore, maintaining the
visual attention resources of the controller’s working position to monitor the traffic
in a controlled area is an important safety mechanism [5, 19]. The safety assessment
methodology adapted from Eurocontrol followed a structured step wise process as fol-
lowings (Fig. 2). The safety plan defines a safety program that is planned, integrated
and developed in conjunction with other design, development, production and quality
control activities. It details safety activity timelines and deliverable in accordance with
the higher project plan. It requires regulatory endorsement and approval. System safety
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Fig. 1. The example of Hierarchical Task Analysis (HTA) decomposition the task of departure
on digital tower operation in a large-scale International Airport

assessment on the digital tower for apron control has to record the evidence, arguments
and assumptions to verify and validate that the system design configuration met safety
requirements. It also describes specific operating and maintenance requirements neces-
sary to assure safety and provides arguments to support the claim that the systems will
not affect the safety of apron control [8]. The layout of digital tower on apron control
centre shown as Fig. 3.

In order to meet the safety metrics requirements, the scenarios and operating proce-
dures of digital tower system must be standardized and verified in detail. This research
provides the basis, supplements and assumptions for the safe and sustainable operation
of the apron digital tower system and lists all constraints and the scope of activities
outlined in the safety assessment plan by subject-matter experts team. Furthermore, the
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Table 1. The example of error prediction on the operational step of Push-back on Departure by
the HET for Error Mode, Likelihood and Criticality analysis

time frame of each operational step identified in the HTA is under normal operations,
it is likely that should a critical event occur or an abnormal pilot request to controllers
occurred, there is potential for workload to increase and time pressure to become more
acute. The processes of functional hazard assessment and preliminary system safety
assessment were taking into accounts in this research. The results of HTA and HET
demonstrate that advanced technology integrated with augmented visualization design
improved controllers monitoring performance for controlling aircraft from two airports
simultaneously. A fundamental principle for the introduction of any new technology is
that it must first achieve at least the same level of safety of ATS provision as that which
is provided using the traditional physical tower. The analysis of human performance by
HET can provide the evidence, arguments and assumptions to support this principle.
An important technical requirement is that the visual presentation of aircraft and vehi-
cles by the remote tower system shall not exceed the 1,000 ms of end-to-end delay to
fit the requirements of safety assessment. There is a requirement for further research
on controller’s visual behaviors and operational behaviors related to safety and human
performance using digital tower for apron control [13].
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Fig. 2. The processes of safety assessment conducted for digital tower operation in a large-scale
International Airport

Fig. 3. The layout of digital tower control center including controller and coordinator on each
module (left) and testing room (right)
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4 Conclusion

Digital tower has brought advantages and benefits to the safety operation on air traffic
management. The technical route is relatively mature, and the development direction
is basically clear. The overall design scheme mainly includes augmented visualization
design on enhanced visual monitoring system, intelligent controller working position
and joint digital AOC center construction. Although there are different opinions and
concerns either on safety or cost-efficiency for apron operation. The result of current
research has no safety concern on the safety assessment of digital tower operations from
apron controllers’ point of view. The processes of validation and certification before
implementation are critical factors to ensure future safety on operations. There are still
many questions to be further explored on the application of digital tower in large-scale
international airports including how to deal with the complex runway-taxiway structure
and apron environment; complex airport surrounding airspace environment; complex
weather environment; complex data and system environment; complex operation coor-
dination environment. This creates a need for further research on how to deal with
the HCI issues including system integrations and change management for digital tower
operations and controllers’ training.

Acknowledgements. Authors would like to express special thanks to all apron controllers for
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Abstract. This research aims to investigate the impact on workload caused by
metacognitive monitoring feedback (MCMF) in a location-based augmented real-
ity (AR) learning environment. MCMF helps learners to monitor and control their
cognitive processes and influences their learning behaviors. However, it should be
studied further how MCMF affects student workload while using the AR system.
In this study, we conducted an experiment to compare perceived mental work-
load between two groups (with MCMF vs. without MCMF). The results show
that MCMF does not increase students’ workload. It means that MCMF can be
used effectively without workload increment while learning. The current study
advanced our understanding of metacognitive strategies on subject interaction in
a location-basedAR environment. Furthermore, the study outcomes could develop
better metacognitive strategies without increasing learners’ workload in the AR
environment.

Keywords: Augmented reality · Engineering education · Learning performance

1 Introduction

Metacognition has been studied in many research [1–3]. These studies suggest that
metacognitive strategies might help students monitor and control their learning pro-
cesses in an augmented reality (AR) environment. Metacognitive prompting could be
defined as a specific question, action, or thought to learners that they are cognitively acti-
vated or reflected on their metacognition [4]. This study used retrospective confidence
judgments as a metacognitive prompting to assess the likelihood of students’ responses
corresponding to a test [5]. Retrospective confidence judgments represent students’ con-
fidence levels about the learning before knowing their outcomes. On the other hand,
metacognitive monitoring feedback [6, 7] is a tool to calibrate students’ understanding
of their learning and judgments. There are pros and cons to metacognitive monitoring
techniques. One of the possible drawbacks is a significant increment in mental work-
load. Galy, Cariou [8] found that mental workload could be related to students’ learning
strategies and a conscious search for patterns in learning material. Hence, in this study,
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we investigated the workload impact of metacognitive monitoring feedback (MCMF)
in an AR learning environment. NASA Task Load Index [9, 10] has been used to mea-
sure subjective workload in many studies. In this study, Students’ mental workload with
MCMF was measured by using the NASA-TLX. Then, the hypothesis was presented.

Hypothesis: Metacognitive monitoring feedback (MCMF) influences students’ per-
ceived workload in location-based AR learning environments.

The NASA-TLX contains ratings and weights. Ratings have six dimensions of expe-
rience evaluation from subjects. The numerical range of each is from 1 to 100 (low to
high).When performing a task in a pair of options, weights represent themost significant
contributor to human workload. Six dimensions constitute 15 pairs of weights, and the
number of weights is from 1 (not relevant) to 5 (most relevant). The overall workload
depends on the weighted mean of ratings and weights [10].

NASA-TLX measures the overall human workload while immediately after com-
pleting a task [9]. It has been applied in various areas, including military simulation,
personal driving, complex air traffic control [11–16]. Much research exhibited NASA-
TLX is a valuable tool to use for workload measurement. Six dimensions (mental,
physical, temporal, performance, effort, and frustration) represent independent clusters
of variables to assess workload. Mental, physical, and temporal demands relate to the
subject dimension, while effort, frustration, and performance interact with a given task.

Using NASA-TLX, this study will advance our understanding of how MCMF influ-
ences workload and student engagement in a location-based AR learning environment.
In addition, this research outcome could be used to develop better MCMF without
increasing learners’ workload in a location-based AR environment.

2 Related Works

A previous study found that AR impacts students’ workload on mental, performance,
effort, and frustration dimensions in engineering education [17]. Understanding learners’
workload in an AR environment helps researchers design appropriate AR content in var-
ious areas to improve learning performance.Metacognition refers to the human ability to
use metacognitive knowledge to monitor and control a cognitive process [18, 19], which
includes three components: knowledge related to cognition, metacognitive monitoring,
and control [20, 21]. Most metacognition research focuses on monitoring and control-
ling [22]. Monitoring involves the awareness of learner’s cognitive processes—a flow of
cognitive information from cognition tometacognition. Researchers usedmetacognition
to improve student learning in different disciplines [23].

Metacognition has been applied to influence cognitive activities in an AR environ-
ment. According to the influence of metacognition on learning processes, metacognitive
prompting is provided to collect students’ metacognitive judgment, and metacognitive
monitoring feedback (MCMF) was developed as a tool to monitor and calibrate their
metacognitive judgments. Bannert found that metacognitive prompting did not increase
workload in the computer-based learning environments [24], while it is not verified in
an AR environment. Fiorella utilized Cognitive Load Theory to investigate the relation-
ship betweenmetacognition andworkload [22]. The researchers found that phrase-based
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promptings might influence learners’ workload, and they were distracted by additional
information from the metacognitive promptings. If MCMF increases learners’ workload
in the AR learning system, it would not be beneficial to implement when students are
under a high workload condition.

3 Methods

3.1 Apparatus

HoloLens (see Fig. 1) is a prominent augmented reality device with Windows 10 oper-
ating system, which is used to create biomechanics AR content in the experiment.
HoloLens is an independent mobile computer, and students are entirely free to move
around to observe learning content in the experiment area. This device can mix real and
virtual world objects and present them in front of the users. Students gaze at the targets
they are observing. Several human gestures can be used to connect with virtual objects
to understand the learning content better.

Fig. 1. Microsoft HoloLens

3.2 Participants

A total of forty-two students from the University of Missouri with an average age of
21.91 years (StDev = 3.51, age range from 19 to 39) participated in the experiment,
consisting of twenty-eight male and fourteen female students. The research was con-
ducted in two conditions, as shown in Table 1. Group 1 students learned biomechanics
in a location-based AR environment without MCMF. Group 2 students had MCMF in
the AR environment.
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Table 1. Group description

Group Retrospective Confidence Judgments
(RCJs)

Metacognitive Monitoring Feedback
(MCMF)

Group 1 (n = 16) Yes No

Group 2 (n = 26) Yes Yes

3.3 Metacognitive Monitoring Techniques

The retrospective confidence judgment is one of themetacognitive prompting techniques
to self-evaluate the learner’s confidence levels before knowing actual test scores. Figure 2
shows an example of retrospective confidence judgment in the question, “How well do
you think have you performed the question 1? (1% - low confidence level, 100% - high
confidence level)”. Figure 3 presents an example of metacognitive monitoring feedback
at the end of the question. It displays the comparison of confidence levels and actual test
scores. Metacognitive techniques would influence the students’ confidence judgments,
changing their learning behaviors, and progress.

Fig. 2. Retrospective confidence judgment

3.4 Learning Content

This study used biomechanics as the AR learning content for engineering students
(Fig. 4). Biomechanics knowledge showed the complexity of learning with the inter-
nal and external forces and moments acting on body segments. Accordingly, the AR
environment might help students recognize spatial visualization and be beneficial for
spatial awareness.

3.5 Experiment Design

There were two groups in this study. As a control group, the participants in Group 1
received RCJs and biomechanics test questions, but the feedback screen only included
the biomechanics questions and correct answers without MCMF. The participants in
Group 2 were asked RCJ probes and biomechanics test questions, and they viewed the
feedback screenwith the correct answers of the biomechanics questions with theMCMF.
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Fig. 3. Metacognitive monitoring feedback

Fig. 4. Biomechanical AR module

Figure 5 shows the experiment flowchart. Group 1 students engaged in biomechanics
learning without metacognitive monitoring feedback in the location-based AR environ-
ment. Group 2 students experienced the biomechanics module in AR environments with
metacognitive monitoring feedback. The difference between groups 1 and 2 was the
metacognitive monitoring feedback in the feedback screen.
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Fig. 5. Experiment flowchart

4 Results

Workload differences between two groups were analyzed using ANOVA. No significant
difference in workload was found among Group 1 and Group 2. Figure 6 shows the
interval plot of workload on six dimensions among the two groups. The results show
no significant difference for the overall workload [F (1, 41) = 0.34, p = 0.563], mental
dimension [F (1, 41) = 0.56, p = 0.458], physical dimension [F (1, 41) = 0.03, p =
0.865], temporal dimension [F (1, 41)= 0.62, p= 0.436], performance dimension [F (1,
41) = 0.31, p = 0.579], effort dimension [F (1, 41) = 0.28, p = 0.600], and frustration
dimension [F (1, 41) < 0.01, p = 0.994].

5 Discussion and Conclusion

According to the results, this study found that MCMF did not increase students’ work-
load. It means that this feedback screen can be used without workload increment in
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Fig. 6. The workload in six dimensions

an AR learning environment. The study advanced our understanding of metacognitive
strategies on subject interaction in a location-based AR environment. The current out-
comes could also be used to develop better metacognitive strategies without increasing
learners’ workload in the AR environment.

As we mentioned, mental demand measures perceptual activity such as thinking,
deciding, and cognitive task demanding. In our study, retrospective confidence judgments
support students to be aware of which learning contents need to be restudied and what
problems they should practice more. The students who experiencedMCMFwere willing
to restudy some of the AR modules based on the confidence level. They were more
likely to restudy the modules when their retrospective confidence levels were low, which
helped them improve their performance. Retrospective confidence judgment is one of the
metacognitive prompting strategies detecting students’ confidence level. According to
Fiorella andVogel-Walcutt [22], metacognitive prompting does not affect the acquisition
of declarative and general knowledge, and it does not affect students’ workload. On
the contrary to this, procedural knowledge might increase workload in learning [25].
MCMF compares the confidence levels to actual test performance instead of influencing
the procedural steps during AR learning. Therefore, there was no workload increment
on the mental dimension caused by MCMF in a location-based AR environment.

Temporal demand measures learners’ time pressure due to the experiment. MCMF
might influence students’ learning time and reviewing answers time because it continu-
ously affects student metacognitive states (i.e., over or under-confident states). During
the experiment, students altered their metacognitive states and the amount of time they
spent on studying after receiving MCMF. However, a low degree of procedural knowl-
edge was involved in the AR learningmodules. For that reason,MCMF did not influence
learners’ workload in the temporal dimension.
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The performance dimension in NASA-TLX assesses the level of success in com-
pleting a given task. Based on the results, we found that there was no significant impact
on the performance dimension of students who experienced MCMF compared to the
control group.

Physical demand in NASA-TLXmeasures the amount of physical activities required
to complete the experiment. The results demonstrated that MCMF did not generate any
additional physical intensity during the experiment. The effort dimension measures how
hard the students have to work to maintain their level of performance. The results also
showed that MCMF did not influence the effort level. Lastly, the frustration dimension
measures how insecure and discouraged students felt during the experiment. The results
presented that MCMF did not increase the frustration. Overall, MCMF did not increase
the students’ perceived workload in the location-based AR learning environment.

6 Limitations and Future Work

Although metacognition has already shown the potential for improvements in various
fields, many issues should be resolved before MCMF apply to the AR learning environ-
ment andoptimize existingARapplications.Accordingly,metacognitive skills need to be
introduced to students to improve their learning processes. This study only testedMCMF
in engineering learning content. It proved that the feedback screen helped to improve
learning performance and to calibrate students’ confidence levels without increasing
their workload.

In the future, the AR learning system can be improved further with a better MCMF.
This advanced feedback screen indicates the current confidence level and the cumulative
confidence level. The continuous visual feedback offers a more apparent change in
students’ confidence levels. The parameters, such as the average confidence levels, actual
performance comparisons, and descriptive statistics, can be provided to students and let
them know better where they are now in terms of learning. Based on the feedback, the
system might predict students who are highly motivated learners. Further, students will
be able to regulate better their strategies to learn new knowledge in a location-based AR
environment.
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Abstract. Tall stature has long been regarded as a socially desirable asset. Past lit-
erature has uncovered a positive correlation between height and cognitive ability,
with evidence indicating that subjective evaluations of self-worth are highly sus-
ceptible to changes in body image. In this study, we aimed to investigate whether
implementing a deliberate increase in height perception can affect individuals’
state self-esteem, working memory, and visuospatial competency. Adapting the
theoretical model of height-career success relationship, it is hypothesized that
height alteration would lead to higher levels of positive self-appraisals, as well
as better objective and subjective cognitive performance. In this pilot study, we
leveraged an immersive virtual reality system to manipulate individuals’ height.
Participants conducted a series of letter recall and mental rotation tests, estimated
their cognitive performance, and completed the State Self-Esteem Scale in a vir-
tual environment.While improvements in workingmemory and spatial skills were
observed in the increased height condition, ratings of self-perceived performance
did not significantly differ. Among all facets of self-esteem, only appearance
self-esteem showed a significant increase under the influence of height enhance-
ment. This may suggest that benefits of taller height perceptions are sensitive to
stature-related self-evaluations, even in the absence of external appraisals.

Keywords: Height · Virtual reality · Spatial ability · Mental rotation · Working
memory · Self-esteem

1 Introduction

Across humanhistory, societal bias in favor of tall stature has transcended cultural bound-
aries and become imperceptibly normalized in regular judgement and decision-making
processes.Numerous studies have indicated that height is positively associatedwith lead-
ership emergence, which can be further mediated by interpersonal dominance, vitality,
and intelligence [2, 11]. From the evolutionary perspective, physically formidable organ-
isms tend to be perceived as more resourceful in holding power, which in turn leads to
higher self-esteem and contributes to the success in achieving a higher social rank within
groups [13].
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The impact of height-associated benefits is also well-manifested in people’s socioe-
conomic status. Past literature has suggested that teenage heightmay serve as a promising
predictor of success in adulthood, as taller individuals are typically endowed with bet-
ter educational attainment, positive employment prospects, and higher earnings [8, 22].
According to Persico et al. [19], even in the same occupational field, the tallest quarter
of the population may find themselves in more superior job positions. Moreover, taller
workers in general enjoy an extra thirteen percent salary when compared to those in
the 25th percentile, demonstrating a conspicuous wage disparity. It is clear that height
outweighs a considerable variety of individual characteristics and serves as an important
indicator for evaluation of capabilities and success.

Despite the strong preference for tall statures in societal settings, the reasoning
behind this height premium remains a widely debated controversy. A number of studies
have argued that tall children are on average more intelligent and thus more likely to
outperform their peers in cognitive assessments [27]. The proven association between
height and cognitive ability is evident throughout the lifespan. In particular, it was found
that taller populations, who presumably possess stronger cognitive skills, tend to pur-
sue more intellectually stimulating professions and receive higher earnings, rather than
lending themselves to physically strenuous jobs that are lower-paying in general [7].

On the other hand, Judge and Cable’s [12] theoretical model of the height–career
success relationship examined a sequence of mediators that may account for the advan-
tages of being tall. To start with, the model emphasizes the impact of height on self-
esteem, which is defined as individual’s overall sense of self-worth and competence [5].
Past literature has uncovered a profound relationship between subjective evaluations
of height and self-worth. This association was found to be mediated by the effect of
self-consciousness, which illustrates the significance of perception and reflection in for-
mation of body image disturbance [3, 19]. Self-appraisals owing to height influences can
also be mediated by social esteem, which refers to judgmental inferences directed from
others to oneself, or in the case of height-related research, a construct operationalized
as perceived stature [21]. While self-esteem is generally regarded as an endurable trait,
its susceptibility to environmental stimuli often leads to momentary fluctuations in daily
interactions.

Under the influence of rapid technological advancements in recent decades, mass
media has played a critical role in transmitting societal perceptions of idealized body
image, reinforcing the notion that physical attractiveness is linked to tall stature [9].
In particular, interactive digital platforms have further intensified public engagement in
maladaptive self-evaluation processes. Body image dissatisfaction is directly correlated
to appearance-related social comparisons [26]. Previous work has shown that shorter
individuals are susceptible to suffering from low self-esteem, which would sequentially
exert a negative influence on their social competence and psychological well-being [25].
Furthermore, self-esteem influenced by bodymorphology idealswould affect both objec-
tive and subjective performance, thusmediating the relationship between appearance and
workplace success in terms of earnings and leadership emergence [12].

While theories accounting for benefits of being tall have been well established,
limited attention has been paid to the effect of height-related changes on an individual
level. If tall stature is associated with psychological and social advantages, would doses
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of height alteration experiences serve as a potential intervention for individuals suffering
from unfavorable consequences of having a short stature?

One safe and convenient way of answering this question would be to utilize the
novelty of immersive virtual reality (VR) for inducing altered body perceptions through
lifelike immersions [32]. The integration of this advanced technology into clinical inter-
ventions and experimentation has received rising popularity in the field of mental health
and clinical psychology (e.g., [24]). To date, increasing number of studies on body
morphology manipulation have utilized digitalized virtual avatars to examine body-
representation and its associated well-being effects. In particular, past literature has
found that self-perceptions of virtual representations are correlated with self-esteem
and body esteem in adolescence [29]. Many considered variables other than stature, for
instance, weight and body shape, to develop preventive interventions and treatments for
patients suffering from obesity and eating disorders [20, 23]. Manipulation of height
in VR was tested in research that focused on height rather than other body ideations,
which suggest that deliberate reduction in a person’s height would lead to more negative
self-evaluations and increased levels of paranoia [6]. Implementing direct alteration of
an individuals’ stature can ensure strict control for potential confounding effects of other
indicators of body morphology, which may be prevalent in the creation of self-avatars.

Fig. 1. Height-performance relationship theoretical model, adapted from Judge and Cable [12]

Here, we aim to investigate whether deliberate manipulation of a person’s height
in VR would influence one’s self-evaluation and competence in cognitive assessments.
Following the general theoretical basis of Judge and Cable’s [12] model of the physical
height and career success, we developed a hypothesized model of height-performance
relationship. The model suggests that virtual height alternation would enhance individ-
ual’s esteem,whichwould in turn lead to better objective and self-perceived performance
(Fig. 1). (Note that adapted from Judge and Cable [12] model, social esteem and self-
esteem are both mediating factors, however, we are not investigating social esteem in
the current pilot study.) It is hypothesized that when compared to the initial stature,
individuals with increased height would elicit higher levels of self-esteem, in particular,
height-related appearance appraisals. In addition, we predict that when given a taller
virtual stature, participants would demonstrate improved memory and spatial skills and
hence better cognitive performance in both objective and subjective measures. To test
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these hypotheses, we invited healthy volunteers to experience an immersive VR sys-
tem under differing height perceptions in order to compare their levels of self-esteem,
memory skills and spatial ability.

2 Methods

2.1 Participants

Twelve healthy volunteers were recruited at the University of Hong Kong to take part
in this pilot study. Two participants were excluded from the data analyses due to tech-
nical complications. Thus, the final sample size consisted of ten Chinese participants (7
females, Mage = 26.6 years, SDage = 5.62 years, age range: 20–35 years), with body
height ranging from 154 cm to 178 cm (M = 161.9 cm, SD = 8.80 cm). All partici-
pants had adequate stereopsis, normal or corrected-to-normal vision, and no cognitive
impairment. Participants gave written informed consent and received payment for their
participation. They were free to withdraw at any point of the study without negative
consequences. The study was approved by the local Research Ethics Committee of the
University of Hong Kong.

Fig. 2. Sample view of the virtual scene in (a) normal condition (control) and (b) increased height
condition (30 cm increased)

2.2 Apparatus

The experiment was conducted using a head mounted display (HMD). The HMD (VIVE
Pro; HTC, New Taipei City, Taiwan) included separate 3.5′′ displays for each eye (with
measured luminance of 143 cd/m2), each with a resolution of 1440 × 1600 pixels at a
refresh rate of 90 Hz, yielding a 110° horizontal field of view. Fresnel lens is located in
front of the displays to render visual content at optical infinity. Head tracking was facili-
tated by combining internal accelerometer and gyroscope, and external infrared tracking
data. The display was connected to a 64-bit Windows 10 PC with an Intel® Core™ i7-
7700K CPU @4.20 Ghz processor, 16 GB Ram, and a NVIDIA® GeForce® RTX
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2080 Ti graphics card. We presented a virtual apartment with realistic furniture (Fig. 2a)
developed in Unity (version 2018.4.6f1; Unity Technologies, San Francisco, CA, United
States) and rendered using SteamVR (Valve, Bellevue, WA, United States). The view-
point tracking system updated the location and orientation of the virtual stereoscopic
camera to provide lifelike VR rendering [14].

In the experimental condition, we increased participants’ height by 30 cm (Fig. 2b),
which was the approximate size of a head, with regard to all aspects of the virtual
experience. Except the perceptual manipulation, an identical virtual scene was leveraged
for both conditions. Throughout the experiment, when required, digitized virtual screen
displays (70 cm × 70 cm) were shown in front of the participants at eye level in order
to present the cognitive task stimuli and instructions in the virtual apartment.

2.3 Experimental Design

The independent variable of interest was virtual height manipulation. Performance in
letter recall and mental rotation tasks, denoted by the percentage of correct response, as
well as participants’ level of self-esteem serve as the outcome variables of the study.

2.4 Procedure

Upon arrival to the laboratory, participants provided written informed consent to partic-
ipate in the research study. The experimenter explained the cognitive test by presenting
an example of the letter pairs and spatial rotation problem on a computer monitor. The
participant did not practice the given task but were asked if they understood the proce-
dures involved. In addition, they were asked to complete a short demographic survey
and a baseline SSES questionnaire. The experimenter then introduced the apparatus and
assisted the participants in putting on the HMD. In the virtual environment, a practice
trial of the cognitive test was utilized to ensure that all participants understood the timing
of each experimental stage. Feedback on response accuracy was not provided. However,
participants could ask clarification questions and were prompted to respond if they did
not do so in the designated task phase.

Each participant took part in two blocks of trials based on random assignment: the
normal height condition and the increased height condition. Each block started off with
a 2-min VR exposure, which featured an interactive object search task to elicit self-
conscious comparison between the given environmental cues and one’s physical height,
so as to consolidate the novel height perception in this illusion of reality. They were also
asked to walk around and search for objects hidden in the virtual scene. This interactive
taskwas immediately followed by 10 randomized trials of cognitive tests, which included
both letter recall and mental rotation tasks. Then, participants were asked to complete
the self-esteem questionnaire and estimate their performance. There was a 5-min break
between conditions where the HMDwould be removed from the participants for reset of
VR height manipulation. The duration of time required to complete all assessments was
approximately 35 to 40 min. Throughout the experimental process, participants were
not informed of the height alteration in the VR system and remained naïve to the aim of
the study. We manipulated the height perception in the VR program before participants
put on their HMD to avoid a sudden shift of visual perspective.
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2.5 Assessments

Cognitive Tests. To evaluate the objective performance of participants under normal
and heightened perceptions, a series of cognitive tests were adopted based on Steed
et al.’s [28] experimental framework. We integrated letter recall and mental rotation
tasks to assess individuals’ cognitive abilities in terms of memory skills and spatial
functioning respectively. In this study, a total of 20 independent trials were equally
divided into two blocks through random assignment. The task stimuli and instructions
were presented on the aforementioned virtual screen display, which was positioned in
front of the participants in the immersive virtual environment. All stages were subjected
to fixed durations of time and conducted in a continuous sequence automatically (see
Fig. 3).

Fig. 3. Sequential demonstration of a sample trial of the cognitive test (a) exposure to letter
pairs, (b) exposure to 3D figures, (c) completion of mental rotation task, (d) recollection of letter
sequence, and (e) between-task short break

To compare participants’ self-perceived subjective performance in the normal and
increased height conditions, upon completion of all cognitive test in each block, we
asked participants to estimate their accuracy rates in both the letter recall task andmental
rotation task.

Letter Recall Task. Letter recall task establishedonGoldin-Meadowet al.’s [7] cognitive
test was leveraged to measure participants’ working memory capacity. In each trial, we
presented four distinctive letter pairs to facilitate the memorization and recollection
process. In accordance with prior work, it was found that relative to letter sequence
consisting of both vowels and consonants, those formed solely by consonants can yield
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a more optimum level of difficulty for testing [7]. Hence, each trial of the letter recall
tasks adopted in this study was developed based on eighty randomized consonant letters.

In the initial phase of each trial (Fig. 3a), participants were asked to memorize the
visually presented letter sequence within a 15 s exposure period. Subsequent to stimuli
exposure, participants experienced a 25 s retention interval. In this phase, the mental
rotation task was conducted without the presence of any visual prompt with respect to
the letter pairs (Fig. 3b, c). This was immediately followed by a 10 s recollection period
in order to facilitate serial recall and verbal report of the memorized letter pairs (Fig. 3d).
Participants’ responses were recorded and scored by the experimenter, and reported as
percentage correct in later analysis. Each correct letter pair was awarded with one mark,
thus a maximum of forty marks could be attained in each block. No marks were given
for letter pairs with noted transposition errors and incorrect combination of letters.

Mental Rotation Task. To examine participants’ spatial ability, spatial tasks based on
the Vandenberg and Kuse Mental Rotation Test were formulated using 3D figures in
the Library of Shepard and Metzler-type Mental Rotation Stimuli [17, 18]. In this task,
participants were first shown five figures in a 15 s exposure period (Fig. 3b). All stimuli
were in rotation around the horizontal axis and presented in an identical white frame
against a white background. A reference stimulus was positioned on top of four potential
matching blocks, which were positioned in various orientations and labelled as option
“A”, “B”, “C” and “D” respectively. Participants were asked to orient mental representa-
tions of the stimuli for dynamic comparisons, then verbally report two figures that shared
the same configuration with the reference stimuli in the subsequent 10 s response period
(Fig. 3c). Participants’ responses, represented by two different alphabets, were recorded
and scored by the experimenter, and reported as percentage correct in later analysis. One
score was awarded for each correct response, which can accumulate to a maximum of
twenty marks per condition. In addition to being a stand-alone assessment of visuospa-
tial ability, the mental rotation task also serves the purpose of inducing cognitive load
in the letter recall process.

State Self-Esteem Scale (SSES). We used the State Self-Esteem Scale, a well-
validated and psychometrically soundmeasurement, to measure momentary fluctuations
of individual self-esteem subsequent to height manipulation [10]. It comprises twenty
self-report items, each rated on a 5-point Likert scale (1 = Not at all, 2 = A little bit,
3 = Somewhat, 4 = Very much, and 5 = Extremely). Three subscales were used to
conduct multidimensional assessment in the specific facets of appearance, performance,
and social self-esteem. In the current study, participants were asked to rate the SSES for
how they perceive themselves in relation to their experience in the virtual environment.

2.6 Data Analysis

Following a within-group experimental design, paired-sample t-test analyses were car-
ried out using jamovi (version 1.2.27). Outcome variables were compared between the
normal and increased height conditions. The order of conditions was counter-balanced
in order to minimize potential confounding influence of the sequence, for instance,
cognitive fatigue and learning effects. We checked for normality using Shapiro-Wilk
test.
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3 Results

3.1 Letter Recall Task

Figure 4a shows the letter recall task performance in the normal and increased height
conditions. The within-group experimental design was tested with a paired-sample t-
test to examine the effect of height manipulation on working memory capacity with
regard to serial recall performance. Participants under the influence of heightened virtual
perception remembered 23.78% more letter pairs when compared to the normal height
condition. The difference in mean proportion of correctly recalled letter pairs across
conditions was statistically significant, t(9) = 2.56, p = 0.031, Cohen’s d = 0.809.
In terms of subjective performance, the self-report estimation of correctly remembered
letter pairs in the increased height condition was 8% higher than that of the control
condition. However, the results were not confirmed statistically, t(9) = 1.58, p = 0.149,
Cohen’s d = 0.499.

3.2 Mental Rotation Task

Figure 4b shows the mental rotation task performance in the normal and increased
height conditions. We conducted a paired-sample t-test to compare the mean proportion
of correctly solved spatial tasks under the effect of differing height perceptions. Our
results indicated that participants identified 17.48%more correct mental rotation figures
when they became taller in the virtual environment. The difference in performance
across conditions was confirmed statistically, t(9) = 2.68, p = 0.025, Cohen’s d =
0.846. However, participants’ subjective estimations of correctly solved mental rotation
problems did not differ significantly across the two conditions, t(9)= −0.345, p= 0.738,
Cohen’s d = −0.109.

3.3 State Self-Esteem

Figure 5 shows participants’ overall level of SSES, as well as the appearance, perfor-
mance, and social facets in the normal and increased height condition. We conducted
a paired-sample t-test to examine the potential fluctuations in self-esteem induced by
virtual height alteration. Results revealed that the SSES total score was higher in the
increased height condition when compared to the normal height condition. However, the
mean scores were not significantly different across conditions, t(9) = 1.28, p = 0.233,
Cohen’s d = 0.405.

To further investigate the effects of height manipulation on different domains of self-
esteem, paired-sample t-tests were conducted to compare the SSES scores in each of the
three subscales. We found that participants’ appearance self-esteem was significantly
higher under height manipulation when compared to the control scenario, t(9) = 2.50,
p = 0.034, Cohen’s d = 0.789. However, we found no evidence for significant changes
across conditions in performance self-esteem, t(9) = 0.77, p = 0.462, Cohen’s d =
0.243, and social self-esteem, t(9) = 1.15, p = 0.279, Cohen’s d = 0.364.
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Fig. 4. Performance in cognitive tests (a) letter recall task and (b)mental rotation task in the normal
and increased height condition expressed in terms of percentage correct. Error bars indicate SEM
across participants.

4 Discussion

Over time, extensive literature has been devoted to investigating the underlying causes
and deep-rooted effects of height-associated benefits in societal settings [12]. While the
impact of stature on self-esteem and cognitive ability has garnered scholarly interest,
few studies have yet attempted to address both constructs in a collective manner. In this
pilot study, we manipulated participants’ virtual height in an immersive VR system to
examine their self-esteem, memory skills, and spatial ability under different situations.

In accordance with our hypotheses, the present findings revealed that increasing a
person’s height in virtual environment can significantly lead to better objective perfor-
mance in cognitive tests. The results were illustrated by the increase in proportion of
correctly remembered letter pairs and correctly solved mental rotation tasks. While the
manipulation of height was moderately subtle and remained unnoticed throughout the
experimental procedures, participants demonstrated stronger memory and spatial skills
when they became taller in the virtual environment. In contrary to our hypotheses, the
self-perceived performance of cognitive tests did not differ significantly across condi-
tions. In fact, during our debriefing process, we casually explain and discuss the exper-
iment with the participants. It is interesting to note that height-induced improvement
in cognitive abilities was not consciously acknowledged by the majority of the partici-
pants. We speculate that this observation might be due to the varied changes in different
domains of self-esteem. As height constitute a major component of appearance-related
appraisals, rationales underlying the effect of height manipulation on increased appear-
ance self-esteem is pronounced and straightforward. In spite of this, self-esteem remained
largely unchanged in other subtypes. In particular, the insignificant findings with regard
to performance self-esteem may shed light on the relatively consistent self-report rat-
ings of cognitive tasks, indicating a close-knitted relationship between self-esteem and
self-perceived performance. Nonetheless, the results confirmed that the effects of height
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Fig. 5. (a) Total score and (b) specific facets of State Self-Esteem Score (SSES) in the normal
and increased height condition. Error bars indicate SEM across participants.

alterationswere sensitive to stature-related self-appraisals, even in the absenceof external
evaluations.

To the best of our knowledge, this is the first study to examine self-esteem, visuospa-
tial ability, and memory skills under direct height manipulation in a virtual environment.
The advantages of leveraging VR systems to implement our experiment comes in three-
fold. Firstly, immersive VR disengages participants from the external world to provide
realistic experience in cognitive, affective, and behavioral domains, ensuring that the
test conducted can achieve high ecological validity [22]. Secondly, studies have indi-
cated that the traditionally prominent gender differences in mental rotation skills are
predominantly diminished when tasks are conducted in virtual settings [15]. Therefore,
the confounding sex effect in relation to visuospatial ability should not influence the find-
ings in this study. (Note, however, that we did not formally test this in the pilot study).
Thirdly, VR provides a convenient and accessible medium to induce effective height
alterations. Yee and Bailenson [31] found that individuals assigned with taller avatar as
digital representation of themselves were more confident and outperformed their shorter
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counterparts in a virtual negotiation task. Their findings confirmed the proteus effect and
suggested that representational manipulations in VR are capable of yielding dynamic
and rapid behavioral changes. However, it is to note that rather than rendering digitized
self-avatars, the current study performed direct manipulation on individuals’ height in
VR. This is to eliminate the potential confounding influence of social esteem in rela-
tion to perceived representations, which may mediate the effect of height adjustment on
self-esteem.

One limitation of the present findings inheres in the relatively small sample size of
this pilot study. It is advised that future studies should aim to replicate results with a
larger sample to facilitate mediation analysis. However, we implemented a within-group
experimental design and found sufficient effect sizes for our results, which may mitigate
concerns in relation to power and sample size.On this basis, future research could explore
the potential mediating effect of other height-related variables, such as social dominance
and leadership emergence, as well as cognitive abilities in other domains. Studies could
also consider the potential of utilizing VR-based height alteration in improving people’s
cognitive abilities. In this study, wemainly focused on workingmemory and spatial abil-
ity as both are important indicators of academic achievements and social functioning [1,
16]. It is of interest to further examine how the incorporation of height manipulation into
evidence-based VR interventions could benefit a variety of populations. For instance,
it may hold the potential to maximize treatment outcomes for patients suffering from
cognitive deficits. Promising prospects may also be found in enhancing self-perceived
psychosocial functioning of children with idiopathic short stature [30]. Furthermore, the
study can be further developed by employing advanced technology to refine the height
alteration process. Full-body tracking equipment and eye-trackers are promising add-
ons to elicit real-time realistic, synchronized, and individualized immersion experiences
[4]. Alternative ways of manipulating a person’s height in VR can also be investigated
and compared against the current approach. Considering the impact of social esteem,
researchers could display 3D avatars in virtual environments to stimulate users’ visual-
ization of their perceived height. The cave automatic virtual environment (CAVE) would
also be an interesting replacement for VR systems facilitated by the HMD.

5 Conclusion

In this pilot study, we utilized an immersive VR system to compare individuals’ state
self-esteem, working memory, and visuospatial competence in differing virtual body
heights. We adapted the height-career success theoretical model to predict height-
induced enhancement in subjective self-evaluation and cognitive abilities. Our results
indicated that increasing individuals’ height in VR can elicit higher levels of appear-
ance self-esteem, and improve objective performance in letter recall and mental rotation
tests. However, we found no evidence for significant changes in self-perceived per-
formance and overall self-esteem. Future research is needed to explore the potential
of incorporating VR-based direct height manipulation in clinical trials and practical
settings.
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Abstract. Human’s ability and characteristic are important content in ergonomics
research. Only when machine and environment adapt to person’s ability and char-
acteristic, can human work safely, healthily, comfortably and efficiently. Four
cognitive characteristic indexes were studied in this experiment which they are:
visual response speed, attention span, spatial locationmemory span and short-time
memory span. The aim was to study the influence of gender on four indicators
and the correlation between them. Thirty-one postgraduates of Beihang Univer-
sity took part in the experiment. The subjects included 17 female and 14 male
who aged from 22 to 25 years old, with an average age of 23. They were healthy
and their vision or corrected vision were 1.5 or above. The results showed that
there were no significant differences in the reaction time, attention span, short
term memory span and spatial location memory span between males and females
(P> 0.05). According to the comparison of the comprehensive value of cognitive
ability, the comprehensive value of comprehensive ability of girls and boys was
about 0.49 and 0.48 respectively, and the cognitive ability of girls was slightly
higher than boys. The results of independent T-test showed that the P > 0.05, so
there was no significant difference in cognitive ability between boys and girls.
In terms of the correlation of four indicators in different cognitive dimensions,
the Pearson correlation coefficient of the short-time memory span value and the
attention span value was 0.445, and the significance level was 0.05. There was a
certain correlation between the two indicators, while there was no obvious corre-
lation among other indicators. This research can provide reference for information
product design and some job recruitment.

Keywords: Ergonomics · Cognition · Gender · Correlation · Attention · Memory

1 Introduction

Human’s ability and characteristics are an important part of ergonomics research,
machines and environment must adapt to human abilities and characteristics, can human
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beings work safely, healthy, comfortable and efficiently. Man is a complex system with
all aspects of ability and characteristics that must be taken into account when designing a
machine, such as the size of the human body, the size of the human force, the visual, audi-
tory, human attention, memory, learning, reaction speed and other psychophysical and
cognitive characteristics. This study used experiments to explore the effects of gender
differences on people’s cognitive abilities and the correlation between different cognitive
dimensions. People have many cognitive dimensions, and this experiment only focused
on four of them: human response speed or the reaction time (RT), attention breadth (AB),
spatial location memory breadth (SLMB), and short-term memory breadth (STMB).

The speed of human response refers to the ability of a person to respond quickly
to various external stimuli, reflecting the coordination and rapid response ability of the
nerve and muscle system. Reaction speed is an important part of the evaluation index
of physical fitness, which reflects the efficiency of muscle work and the function of
human motor system. The faster the reaction speed, the faster the body’s response to
stimulation, with the increase of exercise fatigue, the reaction speed shows a downward
trend, therefore, the reaction speed is also an indicator of fatigue level. In the field of
psychology, the reaction time is considered to be a reliable psychological indicator,
which can measure the level of excitability and inhibition of the brain and analyze
various psychological activities such as human perception, feeling, attention, thinking,
creation and learning [1]. It is concluded that there are two basic cause variables in the
reaction time experiment, namely speed and accuracy. One of the prominent problems
in the reaction time experiment is to tradeoff the relationship between the two. When
subjects join a sport, they will consider the law of speed accuracy trade-offs: if the action
is the faster, it will be less accurate; on the contrary, the action is the accurater, the speed
will be slower. In recent years, the relevant research on reaction time has become more
and more in-depth. Many scholars have studied the reaction time from different angles,
such as psychology, medicine and physical education, and have made some important
findings. Zhao Runshuan et al. found that the body fat rate was related to the reaction
rate, and concluded that the reaction time increased by 0.0014s and 0.0015s when the
body fat rate ofmen andwomen exceeded 1%. Excess body fat rate can lead to a decrease
in physical fitness [2]. Zhang Liwei et al. made a analysis on the research of reaction
time, and he put forward that the reaction of the short-distance speed project was better
than that of the long-distance speed project, and the reaction time of the adversary open
sports project was better than that of the non-confrontational and closed sports [3].

Attention breadth refers to the pointing and concentration of psychological activities
or consciousness to a certain object, that is, people point to and concentrate their own
perception, memory, thinking and other activities on the selected object. Attention has
the function of selection, maintenance, integration and adjustment, the input of informa-
tion to make choices, thus ensuring a clearer understanding of things and more accurate
response, therefore, it is an important psychological quality for people to acquire knowl-
edge, master skills, complete various intelligence operations and practical operations,
and it is also the basis of information processing and other psychological activities [4].
There has been studies on the effects of emotional induction on attention breadth in
humans themselves [5]. The earliest studies have shown that things with emotions have
the advantage of gaining access to and focusing on attention resources compared to
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emotionless things. Rowe et al. looked at the effects of positive emotions on attention
breadth. It was found that positive emotions did increase the breadth of visual attention
compared to negative and neutral emotions, resulting in a more significant flanker effect
[6].

Spatial location memory breadth refers to an individual’s ability to identify, encode,
store, characterize, decompose/combine and abstract/summarize objects or spatial
graphics in the mind, including spatial observation, spatial memory, spatial imagination
and spatial thinking. Researchers have carried out some analysis from the perspective of
individual sex and age. There were great differences in the size, importance and devel-
opment process of gender differences in visual spatial ability and interpretation theory,
some studies have found that girls lag behind in tasks with spatial factors, and the differ-
ences between boys and girls increased with age; another study conducted a visual test
on college students, and found that there was no gender difference, while many previous
studies have found that visual ability was the biggest gender difference in cognitive field.
There are relatively few studies on the age difference of visual spatial ability, but the
results were more consistent: young people have a greater advantage in spatial ability. In
addition to gender and age factors, the researchers also studied the visual spatial abilities
of different types of subjects. For example, Chinese scholar Zou Jinli discussed the cog-
nitive characteristics of Chinese children’s visual space at different literacy levels. Zhao
Wei conducted experimental research on the speech consciousness and visual spatial
cognition of Chinese students with difficulty reading. The research on the visual spatial
ability of different groups of people in China is still limited to one aspect of spatial
ability, which lacks the whole discussion of spatial ability, and the selection range of the
subject groups is also narrow [7].

The task of short-term memory breadth is an important index to evaluate short-term
memory ability. It has been found that the memory breadth of different materials varies
greatly, for example, the breadth of numbers is generally greater than the breadth of
words. Another short-term memory task, the Sternberg recognition task, had similar
characteristics. Sternberg recognition task presented a string of numbers to the subjects,
called reaction set, for the subjects to remember, followed by a test stimulus that asked
the subjects to determine whether they were part of the reaction set. With the increase of
reaction set items, the time for the subjects to do the correct reaction increased linearly.
According to Sternberg, this reflected the fact that searching for items in short-term
memory was a series of end-of-life scans. The search speed (that is, the scan time
for each item) could be estimated by the slope of the linear regression equation for
reaction time and reaction set size [8]. Many studies have shown that materials with a
wide memory have shorter scanning times. Cavanagh collected literature on the memory
breadth and search speed of seven different types of stimulus materials and found an
inverse relationship between the two indicators of short-term memory [9]. There are
many factors that affect the breadth of short-term memory. The size, complexity, and
familiarity of the blocks all affect the capacity of short-term memories. Studies such as
Yu Bolin and Zhang Wutian showed that the short-term memory capacity of two-tone
synthesized words and four-word idioms was not as large as that of single-tone words,
while four-word idioms were not as many as two-tone words; with the increase of block
complexity, short-term memory capacity tends to decrease gradually; high-frequency
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words had more short-term memory capacity than low-frequency words. Zhang Wutian
et al. found that the stroke complexity of Chinese characters had a significant effect
on short-term memory hold, and the recognition time of words with different stroke
complexity had a significant negative correlation with their memory hold [10].

2 Method

2.1 Subjects

Thirty-one postgraduate students from Beihang University took part in the experiment,
aged between 22 and 25, with an average age of 23. They were in good health, had no
specific disease, and had naked or corrected visual acuity of 1.0 or above.

2.2 Experiment Content

Reaction Time Measurement. The time between the presentation of the stimulus and
the response is called the response time. Response time measurements include visual
response timemeasurements and auditory response timemeasurements. This experiment
measured visual response time. The visual stimulus was a green circle (Fig. 1). All the
subjects reacted by pressing the green key. The test was performed for 30 times, and
the stimulation was presented at an interval of 2 s after each preparation. If there was
preemptive action in the preparation stage, the result was invalid, and the computer
would reject the subject and warned him. In addition, 2S of blank detection stimulus
was randomly added in a group every 5 times. If any subject was forestall at pressing
key, he would be warned, and this group of experiments would be re-conducted. Finally,
the mean of the effective result was taken as the reaction time.

Fig. 1. Experimental stimulation for reactions time

Attention Span Measurement. Attention span usually refers to the scope of visual
attention, that is, the number of objects perceived at the same time. In this experiment,
the attention span of the subjects with different number of red dots arranged randomly
was calculated by psychophysical method.
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During the experiment, the number of red dots randomly presented on the computer
screen (As shown in Fig. 2) ranged from 5 to 12, 10 of each type, 80 in total. Each
display time was 0.25 s. The subject was asked to press the corresponding number key
to type the answer (or click the input box with the mouse and then enter the answer
through the selection menu). The percentage of correct responses to different dots was
counted. Starting from five dots, the number of dots with the first 50% correct responses
was calculated by linear interpolation method as the attention span value.

Fig. 2. Experimental stimulation of attention span

Short TermMemory SpanMeasurement. Memory span refers to the length of a series
of stimuli that can be reproduced immediately after a sequence of stimuli is presented in
a fixed order. The intervals between the stimuli presented must be equal, and the results
reproduced must correspond to the order in which they were presented. Similar to the
concept of sensory threshold, the so-called “just able to reappear immediately” means
that 50% of the times can be reappeared immediately.

Digital memory span is a simple and easy method to measure short-term memory
ability. The stimulus presented in this experiment was a series of numbers (Fig. 3).

The subjects read the instructions carefully, figuring out how to remember and how
to enter the answers. When entering the answer, there should be no Spaces between
the numbers. If there was any error, the subject could press Back Space to delete and
re-enter. After typing, pressed enter to confirm. The interval between the numbers was
750 ms, each number presented 250 ms, starting with 3 digits, then 4, 5, 6… Until the
same number series was wrong three times or up to 12 digits.
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Fig. 3. Experimental stimulation of short-term memory span

The method of calculating memory span was as follows:
If each series is presented three times in a row, the longest series that can pass the

three times is taken as the cardinal number, and then the length of other stimulation
series that can pass is added to the cardinal number by 1/3 or 2/3, and the sum of the two
is counted as memory span. This method was used to measure and calculate the digit
memory span in this experiment. For example, if the longest series that could pass three
times was 7 digits, the base number was 7. If the 8-digit series passed twice, the 9-digit
series passed once, and the 10 digit series failed once, the memory span was 7 + 2/3 +
1/3 = 8.

Spatial Location Memory Span Measurement. Spatial location memory span refers
to the length of the spatial location series that the subject can reproduce immediately
after presenting a series of positions in a fixed order. Participants must reproduce the
order in which they were originally presented.

During the experiment, a 5 × 3 green table (Fig. 4) was presented on the computer
screen, and the bright pink dots were randomly presented in some of the 15 grids (starting
with 3 consecutive grids at a time). The subjects were asked to try their best to remember
the location and order of the dots. After the dots appeared, the subjects were asked to
click the table in the order in which the dots appeared just now, and then input by clicking
the “OK” button with the mouse. After a span has been done three times, if it is not all
wrong, the span is multiplied by 1 and continues until a span has been wrong three times
in a row or has completed 12 tasks. Each time the participant entered an answer, if there
were any errors, he or she could click on the last table to modify.
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Fig. 4. Experimental stimulation of spatial location memory span (Color figure online)

2.3 Experimental Process

In this experiment, the reaction time, attention span, short-term memory span and spa-
tial location memory span were measured in the order. The subjects first practiced the
experiment by themselves until they were proficient, and then they carried out the for-
mal measurement experiment. In the process of the experiment, they needed to rest and
relax for five minutes to complete an index, and then they carried out the experimental
measurement of the next index. The experimental scene was shown in Fig. 5.

Fig. 5. Experiment scene
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3 Results

3.1 Verification and Elimination of Abnormal Data

Box-plot, also known as box-whisker plot, box-plot or boxplot, is a statistical graph
showing the dispersion of a group of data. It gets its name from the shape of a box, as
shown in Fig. 6. The standard of box-plot to determine outliers is based on quartiles
and quartile distance. Quartiles have a certain resistance, and up to 25% of the data
can become arbitrary and far away without greatly disturbing the quartiles. Therefore,
outliers cannot affect this standard, and the results of box-plot to identify outliers are
more objective. There is a box in themiddle of the box line diagram, that is, the pink part.
There are lines on the left, middle and right of the box. The left is the lower quartile (Q1),
the right is the upper quartile (Q3), and the middle is the median. The difference between
the upper and lower quartiles is the interquartile range (IQR). Q1–1.5IQR is used to get
the lower edge (minimum) and Q3+1.5IQR is used to get the upper edge (maximum).
The data outside the upper edge is the maximum outlier, and the data outside the lower
edge is the minimum outlier. In short, the data outside the upper and lower edge is the
outlier.

Fig.6. Box line diagram

According to the results of boxplot, in the memory span value of spatial position,
data No. 15 was small and was an outlier, which can be eliminated. In the value of short-
term memory span, data No. 30 was a small outlier, which can be eliminated. There was
no outlier in the span of attention value. In the simple reaction time, there were 23, 30,
24, 29 which were outliers, which could be removed. Since the data corresponding to
the experiment number was the experimental result of the same person, based on this, if
there was a certain data deviation, it might be caused by the status of the subject or other
factors. In order to ensure the reliability of the experimental data, the data obtained by
the subject will be excluded here. In conclusion, for the collected data, data No. 15, 23,
24, 29 and 30 were excluded here for further statistical analysis of the remaining data.

3.2 The Influence of Gender on Cognitive Ability

The Influence of Gender on Different Dimensions of Indicators. Independent T test
was used to determine whether there were significant gender differences in the four
indicators. The results were shown in Table 1:
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Table 1. Statistical results of the effect of gender on cognition

Cognitive indicators Gender Mean F t Sig.(P)

SLMB M 6.1 0.49 1.271 0.216

F 5.8

STMB M 7.7 1.029 −0.966 0.344

F 8.2

AB M 8.3 0.306 −1.357 0.187

F 9.2

RT /ms M 643 0.368 0.963 0.345

F 551

The results showed that: the average value of spatial location memory span of boys
was 6.132, whichwas slightly higher than that of girls’ 5.770. The average value of short-
term memory span of boys was 7.666, and that of girls was 8.166, which was slightly
higher than that of boys’ data. The average value of attention span of boys was 8.308,
and that of girls is 9.176. The average value of simple reaction time of boys is 643.40,
the average value of girls is 551.438. It could be seen that there was a slight difference
in the average value of men and women of the four indicators. The independent T test
results showed that there were no significant gender differences(P> 0.05) response time,
attention span, short term memory span and spatial location memory span.

The Influence ofGender onComprehensiveCognitiveAbility. Does gender have any
effect on the combined value of the four indicators? The weighted calculation method
could be used to carry out mathematical calculation of the four indexes to get the com-
prehensive value. Since the dimension of each index was different, each index needed
to be normalized. The normalization algorithm was shown in Eq. (1).

Y = X − MIN

MAX − MIN
(1)

Where: Y represented the normalized value. X represented the experimental results
before normalization. MIN represented the minimum value in the experimental results.
MAX represented the maximum value of the experimental result.

The four indexes were calculated according to the weight to get a comprehensive
value. Weight distribution method: the weight of simple reaction was 1.9; the other three
indicators were 2.7 each. The weight sum of the four indexes was 1. The comprehensive
value of cognitive ability was calculated according to Eq. (2).

Y = 1.9∗X1 + 2.7∗(X2 + X3 + X4) (2)

In formula (2), X1, X2, X3 and X4 represented the normalized simple reaction time,
attention span, short-term memory span and spatial location memory span respectively;
Y represented the comprehensive value of cognitive ability.
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Table 2. The influence of gender on comprehensive cognitive ability

Gender Mean F t Sig.(P)

M 0.481 0.358 −0.239 0.813

F 0.493

Independent T-test was conducted on the comprehensive value of cognitive ability,
and the results were shown in Table 2:

The average comprehensive value of boys was about 0.481, and that of girls was
about 0.493. The comprehensive value of boys was slightly lower than that of girls. The
results of independent t-test showed that P > 0.05, so there was no significant gender
difference in the comprehensive value of cognitive ability.

3.3 Correlation of Different Cognitive Dimensions

The calculation formula of Pearson correlation coefficient ρxy of two n-dimensional
vectors X and Y is shown in Eq. (3):

ρxy =
∑n

i=1

[
(Xi − X)(Yi − Y)

]

(

√
∑n

i=1 (Xi − X)
2
)(

√
∑n

i=1 (Yi − Y)
2
)

(3)

Where: Xi and Yi represent the ith element value of n-dimensional vector X and Y;
X and Y represent the average value of the n elements of the n-dimensional vectors X
and Y.

The correlation coefficient between 4 indicators were shown in Table 3:

Table 3. The correlation results among 4 cognitive indicators

Cognitive indicators SLMB STMB AB RT /ms

SLMB \ −0.133 −0.247 −0.039

STMB \ \ .445* −0.09

AB \ \ \ 0.078

RT /ms \ \ \ \
*At the 0.05 level (double tails), the correlation was
significant.

The results showed that the Pearson correlation coefficient of attention span and
short-termmemory spanwas 0.445, and therewas a certain correlation at the significance
level of 0.05. There was no significant correlation between other indexes.
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4 Discussion

There are significant physical differences between women and men, but are there also
significant psychological differences between them? Especially in terms of cognitive
ability. Some occupations require higher comprehensive cognitive ability, such as fighter
pilots. Understanding the cognitive differences between different genders will be of
practical significance for the selection and training of some professional personnel. The
researchers thought there were no significant differences between men and women in
psychological traits overall, but there were differences in some areas, such as women’s
ability to imagine, think visually and speak, and their emotional nature. There are many
studies that show that women have better willpower, endurance, adaptability and sense
of responsibility [10, 11].

On gender differences, many studies have inconsistent results. Zhou Zhen et al. stud-
ied the gender differences in the development of middle school students’ spatial figure
folding, expansion, rotation and figure reasoning ability. The results showed that there
was a significant difference in male dominance under certain conditions. However, in
which age group male students were significantly better than female students in which
spatial indicators, further research is needed [12]. Liu Kehui, Yan Xiaojun et al. [13]
obtained memory span data of 160 college students in the study of memory span experi-
ment based on regression analysis. The feasibility of regression analysis of the data was
verified, which showed that it was statistically significant. The linear equation between
short-term presentation time and memory span of numbers and letters was established.
Combined with mapping analysis, it was found that there was no significant gender
difference in memory span. In the study of college students’ digital short-term memory
span and processing strategy by Liu Wanlun [14], the research results showed that there
was no gender difference in college students’ digital short termmemory span, which was
consistent with this study. Wang Jiatong et al. Explored the differences between male
and female flight cadets in basic flight cognitive ability by using four indexes: number
retrieval, character recognition, hidden figure and word matching. The results showed
that female flight cadets were better than male flight cadets in perceptual discrimina-
tion, short-term memory and initiative and agility of thinking exploration. There was
no significant difference between male and female students in other cognitive abilities,
and there was no significant difference in the comprehensive scores of the four cognitive
indexes. There are some similarities and differences with this study [15].

However, it must be realized that in addition to the gender difference, even if the
individual difference of the same gender is very large, so in the selection and training of
career should not be targeted at gender, but should be more targeted at the measurement
of individual cognitive ability.

5 Conclusion

After excluding the outliers of the data of each indicator, independent T test was con-
ducted for each indicator, and the results showed that there was no significant gender
difference in the simple response time, attention span, short term memory span, and
spatial location memory span. The mean spatial location memory span of male students
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is slightly higher than that of female students, while the mean short-term memory span
and attention span of female students are slightly higher than that of male students. The
mean value of boys is slightly higher than girls in simple reaction. Among the four cog-
nitive dimensions, only short-term memory span and attention span are correlated, and
they are closely correlated, while other cognitive dimensions are not correlated.
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Abstract. The article presents the results of original research in the context of
discussion of modern studies of the well-known psychological phenomenon of
P300 evoked potentials in Brain Computer Interaction (BCI) systems. The aim
of this research was to study the invariant processes of perception of the model
“human-computer interaction”when classifying visual imageswith an incomplete
set of features based on the analysis of the early, middle, late and slow components
(up to 1000 ms) of event-related potentials (ERP). 26 healthy subjects (men) aged
20–26 years were investigated. Visual evoked potentials (VEPs) in 19 monopolar
sites from the head surface according to the 10/20 system were recorded. The
stimuli were a number of visual images with an incomplete set of features used in
neuropsychological research. ERPs were analyzed at a time interval of 1000.0 ms
from the moment of stimulation, using data from topographic brain mapping, as
well as an assessment of the spatiotemporal characteristics of ERPs. Stepwise
discriminant and factor analysis to establish the stability of ERPs parameters were
applied. The results made it possible to establish that component N450 is the most
specialized indicator of the perception of unrecognizable (oddball) visual images.
The amplitude of the ultra-late components N750 and N900 is also higher under
conditions of presentation of the oddball image, regardless of the location of the
registration points.

Keywords: Event-related potentials · Visual evoked potentials ·Wave P300 ·
Brain-computer interface · Oddball paradigm · Categorization of images

1 Introduction

Neuroimaging and neurophysiological methods enable the identification of neural sub-
strates in the visual system that is invisible for behavioral studies. This has led to
progress in understanding how extra-logical thinking (insight) emerges from basic cog-
nitive mechanisms. Technologies to stimulate insight thinking are becoming available,
including even direct brain stimulation interventions. One of the techniques that has
both scientific and applied value is the BCI system. Modern BCI systems use a number
of electrophysiological signals. Among them are visual evoked potentials, super-slow
physiological processes (SSPP), alpha-, beta-, gamma-band EEG activity and the P300
component of evoked potentials [1, 4, 6, 8].
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VEPs reflect the neurophysiological mechanisms underlying the processing of visual
information and are the result of multiple summations (50–100) of visual stimuli on the
screen, appearing at different frequencies.

SSPP—slow changes in electrical potentials generated in the cortex. A person can
learn to control them, although, as a rule, this requires a lot of training. Once they achieve
high levels of accuracy, they can use language support programs that allow users to select
letters using a series of two choices. SSPP are in the same frequency range (less than
1 Hz) with the electro-dermal activity. The study of the SSPP dynamics showed that they
reflect the level of stable functioning and are a physiological indicator that determines
the state of brain structures and the course of a number of other bioelectric processes. To
date, numerous studies have shown that SSPP are an adequate physiological method for
studying the cerebral system for providing emotions and mental activity. By their nature,
SSPP are close to electro-dermal reactions that make up the essence of a lie detector [9,
14].

EEG alpha and beta rhythms are activity in the primary sensory or motor areas of
the cortex when they are not involved in sensory processing or motor output. A decrease
in the amplitude of alpha and beta rhythms is associated with movement or preparation
for movement, while an increase in the amplitude of these rhythms is associated with
relaxation. The reduction is referred to as “event-related desynchronization” (ERD),
while the increase is referred to as “event-related synchronization” (ERS). Interestingly,
they also meet with motor images (with mental rehearsal of movement), which makes
them relevant in BCI systems [10, 11, 13].

Finally, the P300 component of the evoked potentials can be used as control signals
for the BCI. In a number of studies, P300 BCI systems have been tested in people with
disabilities.

A 2D ball/cursor control system was tested with five disabled people. Up, right,
down, and left arrows flashed randomly on the screen, and the user had to pay attention
to an arrow pointing the desired direction. The target stimulus triggers the P300, which
can be recognized by the system and causes the ball to move in the desired direction.
The results showed that the P300 is a suitable telltale signal for people with disabilities
[23].

In another research, the authors [28] used the oddball paradigm with four choices
(yes, no, entry, end) for visual, auditory or combined modalities. The subjects were
required to focus on “yes” or “no” during each series of flashes. The results showed that
P300-based communication is possible for subjects with amyotrophic lateral sclerosis
for both modalities. However, the average communication speed in both studies was
relatively low (7.67 bit/min and 1.80 bit/selection on average, respectively).

However, it was shown that BCIs can be used based on the P300 with higher trans-
mission rates [8]. The authors used six different images (TV, telephone, lamp, door,
window, and radio) in their study with five people with disabilities. The subject had to
silently calculate how often the prescribed image flashed. The results showed that the
bitrate (speed) is in the range of 10–25 bit/min. This indicates that the P300 BCI can be
effectively used by people with disabilities.

Event related potentials represent the brain activity recorded in response to events.
ERP can be divided into two classes. Exogenous ERPs are the result of early automatic
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stimulus processing, while endogenous ERPs are the result of later, conscious stimulus
processing. Conscious processing occurs with a delay of about 100 ms, when the visual
signal is sent to the secondary projection zone of the visual analyzer – the parietal and
temporal cortex [9, 15]. Although within 30–40 ms after the appearance of the stimulus,
the visual signal already reaches the primary visual cortex the behavioral response is
based on unconscious processing (reflexes) – in a period of 100 ms.

Endogenous ERP components are used for BCI systems, as they are associated with
the recognition and attention of the subject, and can also reflect the motivation of the
subject. Wave P300 is an ERP that has received a lot of attention in BCI research. Users
(test subjects, patients) can manipulate the amplitude of the P300, paying more attention
to a specific event. Therefore, the P300 is used in many BCI systems to reveal intentions
or information hidden in the EEG.

There is a regularity – the lower the probability of an event occurring, the greater
the P300 amplitude. To induce a reliable P300 wave, the probability of a target stimulus
is usually set at around 10%. In addition, when many off-target stimuli precede the
target stimulus, the P300 amplitude is higher than if a small number of off-target stimuli
preceded the target stimulus. Also, if the time interval between two stimuli is large (long
interval between stimuli), the amplitude of P300 is higher, while short intervals between
stimuli lead to lower amplitudes.

On the one hand, the P300 is a typical answer to a given task, which is true for
every person. But on the other hand, there are individual differences in the latency and
amplitude of P300, which influence the interpretation of the results.

In a line of studies of BCIs with P300 registration, a slight decrease in the productivity
of information processing during sessions was found, which may be associated with an
addictive effect [28]. Thus, multiple presentation of events leads to a decrease in the
amplitude of the P300 and therefore to a decrease in performance.

During unexpected experimental sessions, the P300 amplitude spontaneously returns
to the level of the first session [28]. On the other hand, it has been shown that the
individual parameters of the P300 are relatively stable [24].

An important application for the P300-based BCI system is the spelling device (P300-
speller), which allows patients with disabilities to communicate. BCI can provide an
opportunity to answer simple “yes” or “no” questions at a speed of up to 20 bpm. In addi-
tion, BCI can provide slow text processing with a bit rate of about 2 wpm [33]. Despite
the low transmission rate, it improves the quality of life of patients with amyotrophic
lateral sclerosis.

BCI can be used to control a wheelchair. A prototype brain-guided wheelchair has
been developed that uses an EEG/P300 signal and a motion control strategy to navigate
safely and efficiently in a building [26]. With the P300 BCI system, the user can select a
destination in the menu by counting the number of flashes of the destination. Further, the
wheelchair moves to the selected and desired destination along a predetermined path. It
is important, however, that the BCI system has localization information in order to find
the correct path.

In addition to the wheelchair, an important application for people with severe motor
impairments is the control of neuroprosthetic devices. BCIs can be used to control limb
movements, for example, a robotic arm. It has been shown that BCIs based on the activity
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of cortical neurons are able to control three-dimensional movements of the robot arm
[21, 31].

In theory all electrical devices connected to the BCI system can be controlled to one
degree or another. In a home environment, it will be relevant to control light sources,
music devices, TV, etc. The BCI system (environment controller) based on visual EPs
in a stationary state, as well as control of a virtual apartment based on the P300 evoked
potential, is described. The P300 can be used in a variety of environments, incl. virtual
reality. While the goal of BCI technology is to provide users with disabilities with
a communications or device management system, it also opens up new ideas for the
consumer market, enabling future developments [5, 7, 12].

Some multimedia applications are developed and used by healthy people. Gamers
are probably an important target group for using BCI systems. They are involved in
new futuristic technologies [1] and often live in their own world when they are in the
game. They can easily wear hats and invest in peripherals. The development of games
integrated into BCI devices would open up a new gaming market.

BCI systems can also be of interest as an auxiliary interface used for military pur-
poses, and even for specialized users such as surgeons, machinists or aircraft technicians.
But before such applications can be implemented, BCI systems must be proven to be
reliable, safe and useful.

The aim of this research was to study the invariant processes of perception of the
model “human-computer interaction”when classifying visual imageswith an incomplete
set of features based on the analysis of the early, middle, late and slow components (up
to 1000 ms) of event-related potentials.

2 Materials and Methods

The research on 26 healthy subjects (men) aged 20–26 years were performed. Event-
related potentials were recorded using a computer neuromapper in 19 monopolar sites
from the surface of the head according to the 10/20 system with a reference electrode
on the earlobe. The frequency bandwidth of the amplifier is 5–70 Hz. VEPs over 30
accumulations were averaged.

The investigated person was in a darkened screened room in a state of calm wakeful-
ness, sitting in a comfortable chair. Stimulation was carried out by short-term (duration
0.3 ms, frequency 0.5 Hz) presentation of test images on the display screen, synchro-
nized with the neuromapper computer. The distance from the observer to the screen is
2 m, the size of the images is 0.5 × 0.5 m.

The stimuli were two figures with an incomplete set of features (key and glasses).
Our experience in testing both healthy and patients made it possible to use fragments
of a key as a model of an identifiable image, the image of which usually does not cause
difficulties (all 26 people were identified). On the contrary, the short-term presentation
of image fragments of glasses, as a rule, is above the recognition threshold, even for
healthy people with normal vision, which made it possible to use it as a model of an
unrecognizable image (23 people were not identified). The image of key fragments
was viewed as a simple cognitive stimulus. Fragments of glasses were considered as
“oddball” visual image.
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ERPs at a time interval of 1000.0 ms from the moment of stimulus delivery (see
Fig. 1) using data from topographic brain mapping (in 19 sites) were analyzed, as well
as an assessment of the spatio-temporal characteristics of evoked potentials (in 7 sites).
The averaged ERP measured the amplitude (relative to the isoline) and peak latencies
(PL) of all negative components (above the isoline) and one positive (below the isoline).
The components have been designated N70, N150, P250, N350, N450, N750 and N900.

The amplitude-time characteristics of evoked potentials were processed using two
main types of multivariate analyzes – stepwise discriminant (to establish the main dif-
ferences in amplitudes and peak latencies) and factorial (to assess the stability of these
indicators). The final result for stepwise discriminant analysis is the F-criterion. Differ-
ences were considered significant at F > 4.0. Factor analysis was chosen as the second
method for determining the stable and unstable characteristics of the evoked poten-
tials, where the criterion for determining the serial number of a factor is the stability of
the parameter. Such an approach in physiological studies is justified from the point of
view that dispersion, being an indicator of stability, is a characteristic of the quality of
regulation in biological systems and, especially, in brain structures [14].

3 Results

VEPs in response to recognizable and unrecognizable stimuli in healthy subjects
with subsequent statistical comparison of the results were recorded. Evaluation of the
amplitude-temporal characteristics of the VEP components and the data of topographic
brain mapping during EP registration in response to stimulation by visual structures with
an incomplete set of features shows a certain type of potential deployment in time. In
Fig. 1 shows a topomap of a 19-channel evoked potential with a waveformmarking after
140 ms (N150) from the moment of signaling.

Fig. 1. Map of the visual evoked potential (at marking on 140ms) andVEP distribution according
to the 10–20 system in the perception of an identifiable visual image. Analysis time – 400 ms.

The maximum activation is recorded mainly in the posterior parts of the brain. In
addition, we analyzed early negative waves with PL of 50–100 ms (N70), intermediate
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components having a maximum amplitude at PL values of 120–200 ms (N150), as well
as late negative fluctuations in the interval of the analyzed epoch of 300–450 ms (N350
and N450). After that, in the dynamics of VEP, there was certain “lull” corresponding to
a time interval of 450–700 ms and representing an averaged electroencephalogram (see
Fig. 2).

Following this “quiet” area, VEP waves also were noted, sometimes comparable in
amplitudewith the intermediate components and named by usN750 andN900 (see Fig. 2).
Of the positive waves, only an oscillation with a PL of 200–300 ms (P250) was analyzed,
which, among other components located below the isoline had maximum amplitude and
a more stable manifestation.

Fig. 2. Visual evoked potential (numbers – time, ms) according to the 10–20 system during the
perception of an unrecognizable (oddball) visual image. Analysis time – 1000 ms.

The amplitude-time parameters of N70 are characterized by a stable manifestation
only in the occipital leads. In other parts of the cerebral cortex, they are less pronounced,
both in amplitude and in functional stability, and in the frontal leads sometimes they are
absent altogether. At the same time, attention is drawn to the fact that the N70 amplitude
in the central regions of the brain (F > 4.0) somewhat lightened during the perception
of an unrecognizable image.

Brain mapping and processing of the amplitude-temporal parameters of the N150
component (see Fig. 3) shows the maximum activation of the anterior parts of the brain,
as well as some time lag and a decrease in the amplitude (see Fig. 3) of this wave in
the parietal and occipital leads. The amplitude characteristics of N150 are significantly
higher in the central leads (C4-C3) during the perception of an identifiable object (F >

10.0), and the spatio-temporal parameters in this case have a stable manifestation. In the
occipital and frontal areas of the cerebral cortex, the N150 amplitude slightly differs in
both tasks (F< 4.0), while the presentation of an unrecognizable image is accompanied
by more stable temporal parameters.
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Fig. 3. Averaged values of amplitudes of the N150 ERP component during the perception of
recognizable (A) and unrecognizable (oddball) (B) images. On the abscissa – points according to
the 10–20 system, on the ordinate – amplitude, uV. Note - * - F > 4.0; ** - F > 10.0; *** - F >

20.0; in others cases – not significant (F < 4.0).

Regarding P250, one can trace, on the one hand, a fairly high stability of temporal
parameters, especially in tests with stimulation by a recognizable object, and on the other
hand, there is almost complete absence of differences in amplitude characteristics (F <

4.0). The brain maps in both cases reflect the synchronous activation of all parts of the
brain.

Fig. 4. Averaged values of amplitudes of the N350 ERP component during the perception of
recognizable (A) and unrecognizable (oddball) (B) images. On the abscissa – points according to
the 10–20 system, on the ordinate – amplitude, uV. Note – see Fig. 3.

The most significant differences, according to our data, are noted after 250–300 ms
from themoment of stimulus presentation.Moreover, according to the degree of stability
for all subsequent EP components (N350, N450, N750, N900), there is a high variability
of peak latencies (low factor serial number) and at the same time, relative stability of
amplitude characteristics (maximum factor serial number).

Thus, the amplitude of N350 (see Fig. 4) is significantly higher in the case of VEP
registration in response to the identified signal. Attention is drawn to the fact of an
increase in its amplitude from the occipital (O2-O1) to the central (C4-C3) and frontal
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leads (F4-F3). It is characteristic that a similar tendency towards an increase in amplitude
from the occipital regions to the antero-central regions is also noted in the dynamics of
N450 (see Fig. 5). If in the occipital-parietal leads (O2, O1, Pz) the values of the N450
amplitudes in both tests practically do not differ (F< 4.0), then in the central (C4-C3) and
frontal leads they significantly increase (F> 10.0) with perception of an unrecognizable
signal.

Fig. 5. Averaged values of amplitudes of the N450 ERP component during the perception of
recognizable (A) and unrecognizable (oddball) (B) images. On the abscissa – points according to
the 10–20 system, on the ordinate – amplitude, uV. Note – see Fig. 3.

The amplitude of the ultra-late components N750 (see Fig. 6) and N900 (see Fig. 7)
is also higher under the conditions of presentation of an unrecognizable image, and
regardless of the location of the registration points. At the same time, it is noted that if,
upon perception of an identifiable object, the amplitudes of N750 and N900 practically
do not differ from each other in different leads or even approach the isoline (see Fig. 6),
then in the case of stimulation by an unrecognizable object, the amplitude of N750 is
facilitated from the occiput to the forehead (see Fig. 7), and the dynamics of N900 is
reversed (the amplitude is higher in the occipital electrodes).

4 Discussion

The history of studies of the P300 wave of evoked potentials dates back to the mid-60s
of the last century. There are a huge number of publications on this topic. Summarizing
these studies, it can be noted, firstly, that the P300 wave is an endogenous indicator of
cognitive activity associated with decision-making, and secondly, this wave in real time
is a complex of waves with a peak latency of 300 ms or more. And third, three paradigms
are currently used to generate the P300 ERPs wave: one-stimulus, oddball, and three-
stimulus. In each case, the subject is asked to monitor the achievement of the goal by
pressing a button or making logical inferences followed by a report [3, 4, 18, 24, 28].

There are a line of indicators for assessing sensory processes. These include, in par-
ticular, the threshold of awareness of an external stimulus, characteristics of the orienting
reflex, as well as bioelectric, autonomic, behavioral, emotional and other reactions [17].
It is believed that the greatest theoretical and methodological difficulties are caused by
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Fig. 6. Averaged values of amplitudes of the N750 ERP component during the perception of
recognizable (A) and unrecognizable (oddball) (B) images. On the abscissa – points according to
the 10–20 system, on the ordinate – amplitude, uV. Note – see Fig. 3.

the indication of the awareness of the stimulus, for the study of which there are a number
of specialized tests associated with the registration of electrographic characteristics in
response to conscious and unconscious stimuli [5, 13, 30].

Discussion of the obtained results is associated with the awareness of the presented
stimuli with subsequent invariant recognition by the subjects. The use of images with
an incomplete set of features for these purposes is a convenient model for assessing the
studied mechanisms of visual perception, on the one hand, in BCI systems, and, on the
other hand, in the study of the phenomenon of insight [1, 10, 11, 19].

Fig. 7. Averaged values of amplitudes of the N900 ERP component during the perception of
recognizable (A) and unrecognizable (oddball) (B) images. On the abscissa – points according to
the 10–20 system, on the ordinate – amplitude, uV. Note – see Fig. 3.

The parameters of evoked bioelectric activity in time sequence have already been
used in BCI systems for the past two decades. We proceed from the thesis that by origin,
ERP components are divided into two types. Exogenous ERPs are an indicator of early
automatic processing of the physical characteristics of external stimuli – the amplitude
of stimuli (brightness, color, contrast, sound pressure level, etc.). Endogenous ERPs are
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the result of later processing of cognitive signals. Subconscious (reflex) and conscious
processing begins to be carried out after 100–150 ms, when the visual signal is sent to
the secondary projection zone of the visual system - the posterior parietal and inferior
temporal cortex. Although the visual signal reaches the primary visual cortex 50–70 ms
after the appearance of the stimulus, the behavioral response during this period is based
on unconscious processing [5, 24].

Thus, early ERP components (50–100 ms) serve as indicators of the primary cortical
response, reflecting the physical properties of the stimulus [16]. The analysis of the
amplitude-time characteristics of the N70 in our study correlates with this thesis. With
the same energy intensity of both stimuli, the N70 amplitude in the occipital electrodes
slightly differs depending on the situational task. At the same time, the enhancement of
this component in the central regions of the brain is characteristic under conditions of
stimulation in an “oddball” image. This fact is associated with the initial activation of
selective attention mechanisms in the associative areas of the brain.

The greatest degree of correlation between the configurations of evoked potentials in
different areas of the cerebral cortex is observed at a time interval of 100–200 ms from
the moment of signal delivery (see Fig. 3). This is associated with the universal optimal
conditions for the exchange of neural information between these areas, regardless of
the cognitive task. However, unrecognition of patterns is accompanied by significant
suppression of the N150 amplitude, especially at the central registration points. Based on
this, it is assumed that the initial increased activation of selective attention mechanisms
during the perception of an oddball object is subsequently replaced by a less pronounced
excitation of the associative neural network during the exchange of incoming and stored
information.

The spatial-temporal distribution of the P250 and N350 VEP waves in both tests gen-
erally covers all scalp electrodes (see Fig. 4). The temporal characteristics of the P250
component are quite stable, in contrast to N350, which obviously indicates identical
mechanisms of image categorization. The perception of the identified image in com-
parison with the oddball way is regarded as the final invariant image recognition, in
contrast to the opposite task, accompanied by a decrease in the amplitude of N350 with
a subsequent increase in the amplitude of the later components.

The analysis of research shows that among the ERP components with PL more than
300 ms the most studied are oscillations in the interval 400–500 ms, called either N400
or Nx-Ny [21, 24]. ERP waves with a PL of about 300 ms are by now a paradigm for the
indication of cognitive loads. The N400 component is considered a more specific answer.
An increase in the N400 amplitude is associated with the perception of new cognitive
information [18, 23]. In some studies, data show an increase in N400 amplitude upon
activation of visualmemory. There are publicationswhere theN400 patternwas registered
at the first presentation of a picture or a word, and, conversely, the amplitude was reduced
upon repeated presentation of the object. On the basis of a series of studies that compared
evoked responses upon stimulation with “new” and “old” stimuli, a number of authors
hypothesized that N400, in response to a new semantically significant stimulus, reflects
the processes of “exhaustive search” of images in long-term memory for identification
purposes [17].
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The results of this research show that a wave with PL 400–500 ms (N450) has a
clear formation regardless of the perceptual task (see Fig. 5). The most pronounced
amplitude is observed in the median and frontal leads when the “oddball” image is
perceived. Similar data were also observed in studies with non-rhythmic presentation
of words, where, in contrast to rhythmic presentation, the amplitude of N450 increased.
Based on the foregoing, we can conclude about the specificity of negative waves with
PL 400–500 ms reflecting the so-called “detailed process” or “exhaustive search” when
identifying new information.

The cognitive significance of the later VEP components (more 600 ms) is more con-
troversial in the authors’ views. Some researchers believe that waves with a PL of 600–
800 ms are an indicator of known (repetitive) images, scenes, faces [1, 18]. Sometimes
the components of “late negative” ERP, like N400, are associated with the processing
of unfamiliar information [15]. The results of studies of the so-called reactive selective
potential are of particular interest here. In these experiments, the answer was absent for
simple types of the presented problems (response time up to 450 ms) and, conversely,
increased in the time interval 600–800 ms with increasing test load complexity.

Our research data show that waves with PL of 700–800 ms (N750) have a more
pronouncedmanifestation in response to unrecognizable images in the associative cortex.
It can be assumed that, by analogy with the N450, the N750 component also reflects the
“exhaustive search” processes for the subsequent categorization of the image.

The formation of VEP waves after 800 ms is also usually associated with the receipt
of new information [17, 24]. This was especially clearly demonstrated in a series of
studies with consistently presented stimuli [15]. With the presentation of sequential
individual features of objects, first the components increased with PL 600–700 ms, and
then later ones in the interval 800–1200 ms. In the present study, the N900 amplitude is
more pronounced in response to “unusual” images, however, compared to the N450 and
N750, the N900 amplitude is greater at the occipital-parietal electrodes (see Fig. 6–7).

Thus, all ERP components that are formed 100–150 ms after the presentation of
a visual image are considered endogenous by origin with the inclusion of conscious
processes, categorization, decision-making, as well as under the influence of emotions
and motivations. In this case, the endogenous components of ERP can act as indicators
for BCI systems, since they are associated with the recognition and attention of the
subject, aswell as indicators of subconscious processes of extra-logical thinking. Besides
concentration, fatigue and stressful conditions also affect the use of the BCI system [1,
8, 13]. However, if all scalp electrodes are used for BCI systems, the implementation of
the insight processes has a more specific neural organization [2, 20, 25].

It is the P300 wave that is the ERP that has attracted a lot of attention in BCI research
[28, 33]. Users (test subjects) can manipulate the amplitude of the P300, paying more
attention to a specific event. Therefore, the P300 is used in many BCI systems to reveal
intentions or information hidden in the EEG [13]. There is the following regularity –
the less the probability of an event (identification, categorization, decision making), the
greater the amplitude of P300. To induce a reliable P300 wave, the probability of the target
stimulus is usually set at about 10% [26, 28].

The BCI system based on the P300 has a very interesting and important property in
that it does not require initial user training in order to register the P300 in response to the
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desired goal. Thus, the user can immediately start using it. This BCI property has been
developed in systems for wheelchair control and neuroprostheses [13, 26, 33]. There are
a number of prototypes for driving a wheelchair, however, movement is rather limited. A
prototype of a brain-guided wheelchair has been developed that uses an EEG/P300 signal
and a motion control strategy to navigate safely and efficiently in a building. With the
P300 BCI system, the user can select a destination in the menu by counting the number
of flashes of the destination.

An important application for the P300 BCI system is the spelling device [26], which
allows patients with disabilities to communicate. BCI can provide an opportunity to
answer simple “yes” or “no” questions at a speed of up to 20 bpm. In addition, BCI
can provide slow text processing with a bit rate of about 2 wpm [28]. Despite the low
transmission rate, it improves the quality of life of ALS patients.

Thus, on the one side, the P300 is a typical answer to the task at hand, which is true
for every person. But on the other side, there are individual differences in the latency
and amplitude of P300, which influence the interpretation of the results.

Insight studies have shown the activation of multicomponent processes and corre-
sponding neural substrates, and some of them are subject to minor changes in attention,
emotion, motivation and other factors. One can only guess what the future will open
up studies of insight-related individual differences in neuroanatomy, cytoarchitectonics
and genetics [27, 29, 32]. The psychopharmacology of insight and creativity, currently
largely unexplored, promises to contribute both to our scientific understanding of insight
and to methods for improving it.

Insight or extra-logical thinking occurs when a person suddenly rethinks a stim-
ulus, situation, or event in order to produce a non-obvious, non-dominant interpreta-
tion. This can take the form of solving a problem (“aha” moment), understanding a
joke or metaphor, or recognizing ambiguous perceptions. Research into insight began
more than 100 years ago, but neuroimaging and electrophysiological methods have
only been applied to their study in the past two decades [2, 10, 11]. Recent work has
highlighted insight-related coarse semantic coding in the right hemisphere and inter-
nally focused attention before and during problem solving. Individual differences in
propensity to problem-solving out-of-logic, rather than consciously and analytically, are
associated with different patterns of resting brain activity [11]. In short, the cognitive
neuroscience of understanding is an exciting new area of research related to fundamental
neurocognitive processes.

Neuroimaging insight studies highlight neural correlates from both fMRI and EEG
data [10, 22]. The EEG has excellent temporal resolution, but limited spatial resolution.
In contrast, fMRI has excellent spatial resolution, but limited temporal resolution, so it
is best suited for localizing a neural event in space. At the same time, these methods
were able to identify neural correlates of insight both in space and in time.

When solving the problem intuitively by a specific subject, compared with solving
identical problems by analytical processing, the EEG shows a burst of high-frequency
(gamma-range) activity over the right temporal lobe, and fMRI shows the corresponding
change in blood flow in the right medial anterior-superior temporal gyrus [2, 11]. In
the original fMRI experiment, this right temporal region was the only area exceeding
strict statistical thresholds, but weak activity was found in other areas, including the
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hippocampus andparahippocampal gyri, anterior and posterior cingulate cortex. In a later
study with more participants and stronger imaging modalities [30], the same network
of regions far exceeded the critical statistical threshold, with the right anterior temporal
region being the strongest again.

The spatial and temporal consistency of fMRI and EEG researches [11] suggested
that these results were caused by the same underlying brain activation. The response of
the right temporal brain was identified as the main neural correlate of insight indication,
because (a) it occurred at about the moment when the participants realized the solution
to each of these problems, (b) the same area is involved in other tasks requiring semantic
analysis and integration; and (c) gamma-band activity has been assessed as a binding
mechanism for conscious information.

The results of the present study on ERP registration data show the similarity of the
tests with the correct recognition of fragments of glasses (oddball images) and dual
images. At the intermediate stage of perception (100–200 ms), in both cases, the activity
of the central and frontal cortex decreases, mainly in the left hemisphere. At the later
stages of information processing (300–500 ms), the temporal-parietal and occipital parts
of the brain on the right are activated, with the difference that when dual objects are
perceived, this process is extended to 700–800 ms with the activation of the central and
occipital fields of the right hemisphere.

Other electrophysiological data suggest that even from two opposite ERP results, it is
possible to trace the features of internal and external insight. Internal insight is associated
with positive ERP components after stimulus onset (P200–600) above the superior tem-
poral gyrus. External insight is associated with a negative component of ERP (N320).
These results already show that external and internal insights differ at the behavioral
and neurophysiological levels. Various neurobiological insights suggest that presenting
a solution or a decision clue leads to the same “aha” moment as attempting an inner
decision [19, 22, 27, 29].

5 Conclusion

For the amplitude-temporal characteristics of ERP in tasks with the correct recognition
of fragments of glasses (oddball images) and double images that simulate insight similar
results were noted. At the intermediate stage of perception (100–200 ms), in both cases,
the activity of the central and frontal cortex decreases, mainly in the left hemisphere.
At the later stages of information processing (300–500 ms), the temporo-parietal and
occipital parts of the brain on the right are activated, with the difference that when
double objects are perceived, this process expands to 700–800 ms with the activation of
the central and occipital electrodes.

A negative wave with a peak latency of 400–500 ms (N450) of ERP is the most
specific indicator among all the components of the evoked response when perceiving
“oddball” visual images.

The N350 component of ERP has large amplitude in the case of correct image recog-
nition, which is regarded as the completion of the processes of invariant signal estimation
at this stage.
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Late negative ERP waves with a peak latency of 600–1000 ms are more significantly
pronounced in the perception of an unrecognizable image and are a reflection of the
mechanisms of “exhaustive search” in order to categorize the incoming information.
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Abstract. Typesetting 2-dimensional mathematical notation can
present challenges to users who rely upon WYSIWYG (what you see is
what you get) word processing editors, which allow for direct manipula-
tion of text. These editors use various models to represent 2-dimensional
mathematical structure within the 1-dimensional word processing envi-
ronment. The 2-dimensional nature of mathematical notations manifests
itself in a variety of ways, and we hypothesize that two distinct models,
structure-based (Microsoft Word Equation Editor) and free-form (MC2:
Mathematics Classroom Collaborator) handle different types of mathe-
matical structure with varying degrees of success. To test this hypoth-
esis, an eye-tracking study was conducted to compare how these two
models affect task efficiency for mathematical “expert” and “novice”
users, as well as working memory interference, and cognitive load. The
study required users to transcribe mathematical expressions containing
three types of structure: linear (1-dimensional), exponential, and ratio-
nal (fractions). Handwriting was used as a control. Results showed supe-
rior performance by the structure-based model for the transcription of
fractions, while the free-form model displayed ameliorated performance
for the transcription of exponents. Handwriting was found to be signif-
icantly more efficient, but cognitive effects were inconclusive. Few dif-
ferences were found with respect to user mathematical experience level.
These findings show evidence that neither of these models is superior
for the typesetting of all mathematics, but rather that features of each
model are better equipped to handle different mathematical structures.
Therefore, word processing editors can improve the facility of typeset-
ting 2-dimensional mathematics by incorporating elements of both tested
models to improve the overall user experience. Such optimization will
ultimately facilitate the digital learning and communication of mathe-
matical content.
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1 Introduction

The digital typesetting of mathematical content poses a large challenge to many
individuals, especially novice-level users. While a number of software applica-
tions have the ability to do so they are not without problems in efficiency and
effectiveness, or they present users with a steep learning curve. For these reasons,
handwritten submissions to mathematics assignments are generally accepted
in academic settings at levels up to and including undergraduate university
classes [14]. While this presents minimal problems for in-person classes, it poses
a greater challenge for online educational formats. The saliency of this issue has
been compounded by the COVID-19 pandemic which has forced many nations
to migrate education to an online format. As a result, many educators and stu-
dents have been forced to re-imagine traditional mathematics classes [5], and
typesetting (more complex) mathematical content digitally has proved challeng-
ing to many [3]. The issues raised by the difficulty of digital typesetting are
unlikely to go away once the current pandemic has ended, as online education
has been increasing in popularity worldwide and advances in internet technol-
ogy has greatly increased access to education, a trend that is unlikely to cease.
Thus, it is vital that the user-experience of software applications designed for
the typesetting of 2-dimensional mathematics be optimized in order to maximize
the digital learning and communication of mathematical content.

The challenges mentioned above arise largely due to the fact that mathe-
matical notation is often composed of 2-dimensional structures which can be
difficult to represent in word processing software applications. Solutions to this
issue can be conceptualized as falling into two categories: LATEX (or similar),
in which 1-dimensional input strings are compiled into 2-dimensional mathe-
matical structures; and WYSIWYG (What You See Is What You Get) editors
which allow users to directly edit mathematical output. Due to the steep learn-
ing curve of languages and interfaces like LATEX, most beginners rely solely upon
WYSIWYG editors despite limitations of available features. WYSIWYG edi-
tors can be classified based on the model chosen to represent 2-dimensional
mathematical structure within the word processing environment [2]. One such
model is a structure-based model, in which 2-dimensional “shells” are inserted
into the workspace, e.g., a fraction would be inserted as a horizontal line with
empty squares above and below (the model of Microsoft Word Equation Editor,
MWEE) such as is shown in Fig. 1. An alternative is the free-form model that
allows users to drag and drop mathematical symbols and structures into a 2-
dimensional workspace. In this model structures do not have to be inserted by
the user. Instead they are created by manipulation of the spatial configuration of
the symbols in the expression, e.g., dragging a 2 into superscript position squares
an element. Due to the widespread use of WYSIWYG editors for academic [10]
and other applications, it is important to maximize the user-experience of such
applications for typesetting mathematical content by optimizing the elements
which reduce their overall efficiency and effectiveness. However, to do so these
problematic elements must first be identified.
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Fig. 1. Fraction structure initially inserted into Microsoft Word Equation Editor
workspace (left) and populated with 1 as numerator and x as denominator in the
expression 1

x
(right).

Limited research has examined how the use of these different models affect
the ease of typesetting mathematics [1,2,8]. Furthermore, to our knowledge no
studies have examined if and how these models might affect the ease of tran-
scription of different types of mathematical structures, as these can be rep-
resented symbolically in markedly different manners (e.g., fractions and expo-
nents). Past research has shown that expressions containing 2-dimensional struc-
ture are entered into the user workspace in a notably different sequential order
when using a free-form model versus a structure-based model based on the types
of structures within the expression [12], which leads us to believe that there may
also exist a difference in the ease of transcribing different mathematical struc-
tures with these two models. The answer to such an inquiry is crucial to improv-
ing the user-experience of applications that make use of digital input models for
mathematical structure and should be considered by software developers when
creating and improving these applications.

In order to address this issue, we report an eye-tracking experiment that com-
pares elements of efficiency and ease of use of the structure-based and free-form
models when typesetting mathematical expressions containing different types
of 2-dimensional mathematical structure. MWEE was used to represent the
structure-based model while MC2 [4], an online mathematics communication
application, was used to represent drag and drop (free-form) models. Hand-
writing was used as a control. The use of eye-tracking technology allowed for
collection of metrics related to user cognitive load and working memory inter-
ference, two important factors for software applications used in educational set-
tings. Past eye-tracking research has shown that mathematical expertise affects
how individuals read and process mathematical material [6,7,9], so participant
mathematical expertise was also considered.

Based on previous findings from Quinby et al. [12], we hypothesized that the
structure-based model and the free-form model would show differences in per-
formance when being used to transcribe different types of 2-dimensional mathe-
matical structure. We also hypothesized, based on findings from Kim et al. [6,7],
that individuals with greater mathematical expertise would show improved per-
formance when transcribing mathematical content, regardless of medium, due
to increased familiarity with mathematical symbology.
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2 Method

The resulting experiment was a mixed-design factorial experiment with math-
ematical expression type and transcription method within-subjects factors and
participant mathematical expertise as a between-subjects factor. Mathematical
expression type consisted of three factor levels chosen to represent structure
commonly found in mathematics: linear, exponent, and fraction. Transcription
method was composed of three factor levels chosen to represent two common
structural models for the digital representation of 2-dimensional mathematics as
described above, MWEE (structure-based model) and MC2 (free-form model), as
well as pen and paper (handwriting) as a control. Finally, participant mathemat-
ical expertise was a two-level factor, with participants divided into mathematical
“experts” and “novices”. Experts were defined as individuals who were major-
ing in either mathematics or physics, or had taken at least four undergraduate
or graduate mathematics courses. Anyone who did not meet this criteria was
defined as a novice. The participants (n = 26) consisted of undergraduate and
graduate students from Trent University in Peterborough, Ontario, Canada with
12 classified as “experts” (n = 12) and 14 as “novices” (n = 14).

The experimental task consisted of transcribing 36 mathematical expressions,
12 while using each of the three transcription methods. The stimuli consisted
of 12 mathematical expressions for each of three different structure classes and,
therefore, participants transcribed four expressions of each structure class with
each of the three transcription methods. Examples of each expression structure
class are shown in Table 1. All stimuli contained four variables, represented by
Roman letters. One variable was positioned on the left-hand side of the equa-
tion, and three on the right-hand side of the equation with coefficients �= 1.
Therefore, linear expressions contained 10–11 symbols, fractions contained 10–
12 symbols and exponents contained 13–14 symbols. The powers of the exponents
were restricted to the digits 4–9 in order to reduce possible memory effects from
individuals cognitively encoding the exponent in components such as x2 and x3

as “squared” and “cubed” which might reduce working memory demands due to
familiarity and grouping. Individual stimuli were randomly generated for each
participant and were presented in a psuedo-random order to control for possible
learning effects.

Table 1. Examples of the three classes of mathematical structure within stimuli used
in experiment.

Structure Example

Linear k = 2l − 7h− 3g

Exponent x = −4j9 + 7i4 + 9m6

Fraction l = − 4q−3c
7i
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Prior to the commencement of experimental trials, participants received a
detailed description of the experimental procedure, were shown an instructional
video on how to transcribe the three classes of expressions using the two digital
transcription methods, and completed four practice trials (2 with each digital
method). The experimental stimuli were shown to participants on a flat screen
desktop monitor which they were then instructed to transcribe digitally on a
laptop, or by hand with pen and paper. Upon completion of each trial, partic-
ipants focused their gaze on a coloured sticker for approximately three seconds
and gave a verbal indication that they were indeed finished.

Participants wore a ViewPoint PC-60 EyeTracker R© (Arrington Research,
Inc.) head mounted eye-tracker throughout the experiment, allowing for the
recording of eye movements during experimental tasks from which metrics for
working memory interference and cognitive load were extracted. Eye move-
ments are divided into two types of events: fixations (when the eye fixates on
a given location) and saccades (rapid eye movement from one fixation location
to another) [17]. The duration and number of fixations has been shown to cor-
respond with cognitive processing, and eye-tracking technology has been used
extensively in mathematical education research [18].

Inferences about cognitive load were based on the mean duration of fixa-
tions on the user workspace during the transcription task, as past research has
shown fixations of longer duration occur during periods of increased cognitive
load [11]. A link between working memory and mathematical performance has
been established [16] and if interference is occurring as a result of the use of a
certain typesetting application, it may have an effect on the encoding of math-
ematical material. Therefore, the number of eye-gaze transitions from the pre-
sented stimulus to the user workspace during the experimental task was used as
a measure of working memory interference. This metric provided a count of the
number of times that the participant referred to the stimulus during the repli-
cation task, or the number of memory encoding events necessary to replicate
the expression. Furthermore, to provide additional insight into working memory
effects we measured the mean eye-gaze dwell time on the stimulus. If a partic-
ipant required fewer eye-gaze transitions but showed an increased mean dwell
time on the stimulus, then it could be assumed that they were encoding more
information into working memory during each group of fixations on the stimulus
which could confound effects on working memory interference. However, if vari-
ability was observed within the number of transitions, but mean dwell time on
the stimulus was consistent between factors, then working memory interference
can be attributed with greater confidence.

3 Results

In a manner similar to that used in Quinby et al. [13], eye-tracking output video
recordings and corresponding data had to be prepared for quantitative analysis.
This consisted of the categorization of gaze locations throughout the experi-
mental tasks, by manually coding fixation locations as occurring in one of the
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following locations: workspace, stimulus (presented mathematical expression),
or indeterminate. The precise moment that the stimulus was presented for tran-
scription on the monitor was recorded as the start time. A trial ended when
participants focused their gaze at the prespecified sticker location. All analy-
ses were completed using R 3.6.0 [15] with figures created with ggPlot2 [19].
Differences at p < 0.05 were considered to be statistically significant.

3.1 Task Efficiency

Task efficiency was assessed by examining the time to complete each transcrip-
tion (Table 2). There was an interaction between transcription method and
expression type on the time to transcribe (F4,22 = 179.5, p < 0.001). Follow-
up contrasts showed that transcribing of exponents was more efficient for the
free-form model than the structure-based model (t25 = 15.46, p < 0.001). How-
ever, the opposite was true for fractions, where the structure-based model was
more efficient than the free-form model (t25 = 8.24, p < 0.001). Consistent
with findings from Quinby et al. [13], handwriting mathematical expressions
was found to be significantly more efficient than transcribing them digitally
(t25 = 13.99, p < 0.001). Participant expertise was not found to have a signifi-
cant effect on mean completion time. Effects on task efficiency (Fig. 2) were found
to be relatively consistent with those observed for working memory interference
(Fig. 4) and cognitive load (Fig. 3).

Table 2. Mean completion time in experimental trials (seconds).

Structure class Transcription method Mean SE

Linear Free-form (MC2) 12.52 3.411

Structure-based (MWEE) 12.90 5.520

Handwritten 9.66 3.091

Linear Free-form (MC2) 24.51 9.048

Structure-based (MWEE) 39.21 10.720

Handwritten 12.96 4.287

Fraction Free-form (MC2) 31.98 12.69

Structure-based (MWEE) 20.93 7.498

Handwritten 11.65 3.735

3.2 Cognitive Load

Inferences about cognitive load were based on mean fixation duration. As can
be seen in Fig. 3, mean fixation duration was largest in the pen and paper con-
dition suggesting that participants were able to undertake more work during
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Fig. 2. Interaction plot: effect of expression type and transcription method, on total
time with 95% CI.

each fixation than with the other two interfaces. Critically, there was a signif-
icant interaction between expression type and transcription method on mean
fixation duration (F4,22 = 18.56, p < 0.001) consistent with both of these fac-
tors affecting cognitive load. Follow-up contrasts showed mean fixation dura-
tions were shorter for the free-form method than for the structure-based method
(t25 = 5.90, p < 0.001) when transcribing exponents consistent with less cogni-
tive load (less work being done) per fixation in the free-form condition. Inter-
estingly, the opposite pattern was found for fractions (t25 = 6.46, p < 0.001),
suggesting that fewer resources were available when using the free-form model
compared to the structure-based model to encoding information for fractions.
Mean fixation duration was affected by participant expertise suggesting that
this factor affected the available cognitive load (F1,25 = 7.169, p < 0.05). As
expected, experts had a greater mean fixation duration (x̄ = 0.804s, SE = 0.009)
than novices (x̄ = 0.611s, SE = 0.013), suggesting that experts were able to do
more work per fixation than novices.

3.3 Working Memory Interference

There was a main effect of transcription method on the number of transitions
between the original expression and the writing location (F2,24 = 4.782, p <
0.05). This is consistent with transcription method interfering with working
memory. In contrast, there was no effect of transcription method on eye-gaze
dwell time on the stimulus (F2,24 = 3.084, p = 0.055). This suggests that the
transcription method affected the size of the units of information encoded on
each transition. These main effects were qualified by an interaction between tran-
scription method and expression type for both number of transitions (F4,22 =
16.74, p < 0.001) and mean dwell time on the stimulus (F4,22 = 4.90, p < 0.01;
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Fig. 3. Interaction plot: effect of expression type by transcription method on mean
duration of fixation on workspace with 95% CI.

Fig. 4: right). As can be seen on the left hand side of Fig. 4, there was no effect
of transcription method in the number of transitions for linear expressions or
fractions, but there was for expressions with exponents. Importantly, there were
fewer transitions between the stimulus and user workspace when transcribing
the exponent expressions for the free-form model (x̄ = 6.70, SE = 1.77) than the
structure-based model (x̄ = 7.13, SE = 1.95; t25 = 2.928, p < 0.01). This is con-
sistent with the structure-based model interfering with working memory when
transcribing exponents. Analysis of the dwell time on the source when transcrib-
ing the exponents revealed that there was no significant difference between the
free-form model and the structure-based model (t25 = 0.990, p = 0.332). This
pattern suggests that transcribing expressions containing exponents with the
structure-based model resulted in more working memory interference than when
transcribing similar expressions with the free form model. Together, the transi-
tion and dwell time data suggest that participants compensated for the working
memory interference when using the structure based model by encoding smaller
units of information into working memory. No significant differences in either
working memory interference measures for the fraction expression type were
observed. Finally, both the main effects of mathematical expertise as well as any
interactions involving this factor were found not to be statistically significant.

In summary, we can see that the free-form model provides users with an
environment which is more efficient for the transcription of exponents in mathe-
matical expressions compared to the structure-based model while the opposite is
true for the fraction structure. Altogether, these results imply that elements of
the free-form model allow users to transcribe exponents with greater efficiency
and reduced cognitive resources than when using a structure-based model, while
the same structure-based model provides similar benefits for transcribing frac-
tions compared to a free-from model.
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Fig. 4. Plots of interaction effects of expression type and transcription method on
number of transitions (left) and mean dwell time on stimulus (right) with 95% CI

3.4 Handwriting (control)

Though handwriting the expressions (stimuli) showed a number of significant
effects on all three outcome performance measures, we chose not to report these
in great detail for a number of reasons. The cognitive effects relating to working
memory interference and cognitive load may be less significant and show evidence
of the employment of an alternate cognitive strategy by participants during
handwritten trials, due to the following: the handwritten condition resulted in
significantly greater mean dwell time on the presented stimulus compared to the
other transcription methods. This would seem to imply that, while handwriting
expressions, participants spent more time encoding the expression into working
memory during each group of fixations on the stimulus because fewer cognitive
resources were needed for transcription of the expression, compared to digital
transcription. We do not discount that this may, in fact, have been the case
for some participants. However, from experimenter observation it was noted
that multiple participants were able to write out large parts of the presented
expressions by hand, while their eye-gaze remained fixed on the stimulus. The
result of this was an increased dwell time on the stimulus and a reduced number
of eye-gaze transitions between the stimulus and workspace. This strategy would
seem to employ fewer working memory resources and perhaps greater physical
coordination by participants, and for this reason, comparisons drawn between
the digital transcription conditions and the handwritten condition with respect
to working memory interference are dependent on the cognitive load resources
required for the transcription act itself.

4 Conclusion and Future Work

In conclusion, we have shown clear support for the hypothesis that the two
different models for digital representation of 2-dimensional mathematical struc-
ture in software applications differ in their handling of different classifications of
this structure. Our results show that neither model for representing mathemat-
ical structure is superior for all mathematical expressions: both handle different
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types of mathematical structure with varying degrees of success. Specifically,
the free-form model is more efficient and effective for transcribing exponents
while the structure-based model is more efficient for the transcription of frac-
tions. However, our study failed to show any significant effects related to math-
ematical expertise on the ease of use of software applications for transcribing
mathematics. Based on this finding, knowledge of the mathematical content to
be transcribed neither increases efficiency of the process nor decreases cognitive
interference effects during the process.

There were a number of limitations present in this study which are impor-
tant to note. First of all, while this experiment was designed to test differences
in performance between these two models, the models exist within unique user
interfaces. Certain elements of these interfaces may differ, such as the size of
items contained within menus that symbols are inserted from as well as the spa-
tial configuration of these menus. These differences could have contributed to
the effects observed. To truly isolate effects of the underlying models themselves,
it would be necessary to make use of two programs with (nearly) identical user
interfaces, but which use different models to represent the mathematical struc-
ture. Another possible limitation which may have contributed to the lack of effect
of mathematical expertise on measures of performance during the use of these
software applications is the criteria used to define an individual as an “expert”,
and within the subset of students who met this criteria there was likely a wide
range of true expertise. Finally, students likely had varying levels of familiar-
ity with the software applications used within the experiment. It is likely that
many students were quite familiar with the user interface of Microsoft Word
due to its high level of market penetration, and a number of the participants
likely had prior experience using the Equation Editor (structure-based model).
On the other hand, few, if any participants were familiar with the interface of
MC2 (free-form model) as it is a program designed for more niche, academic
purposes and is therefore not widely used. This prior experience could have had
some effect on the observed outcomes of the experiment.

Overall, these findings are important for developers of software applications
designed to digitally typeset mathematical content to consider, and show evi-
dence that the best model for use in WYSIWYG editors may be a hybrid which
incorporates elements of both tested.

References

1. Anthony, L., Yang, J., Koedinger, K.R.: Evaluation of multimodal input for enter-
ing mathematical equations on the computer. In: CHI 2005 Extended Abstracts
on Human Factors in Computing Systems, pp. 1184–1187 (2005)

2. Gozli, D.G., Pollanen, M., Reynolds, M.: The characteristics of writing environ-
ments for mathematics: behavioral consequences and implications for software
design and usability. In: Carette, J., Dixon, L., Coen, C.S., Watt, S.M. (eds.)
CICM 2009. LNCS (LNAI), vol. 5625, pp. 310–324. Springer, Heidelberg (2009).
https://doi.org/10.1007/978-3-642-02614-0 26

https://doi.org/10.1007/978-3-642-02614-0_26


222 F. Quinby et al.

3. Irfan, M., Kusumaningrum, B., Yulia, Y., Widodo, S.A.: Challenges during the
pandemic: use of e-learning in mathematics learning in higher education. Infinity
J. 9(2), 147–158 (2020)

4. Kang, S., Pollanen, M., Damouras, S., Cater, B.: Mathematics classroom collab-
orator (MC2): technology for democratizing the classroom. In: Davenport, J.H.,
Kauers, M., Labahn, G., Urban, J. (eds.) ICMS 2018. LNCS, vol. 10931, pp. 280–
288. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-96418-8 33

5. Khirwadkar, A., Khan, S.I., Mgombelo, J., Obradovic-Ratkovic, S., Forbes, W.A.:
Reimagining mathematics education during the covid-19 pandemic. Brock Educ.:
J. Educ. Res. Pract. 29(2), 42–46 (2020)

6. Kim, S., Pollanen, M., Reynolds, M.G., Burr, W.S.: Identification of errors in math-
ematical symbolism and notation: implications for software design. In: Davenport,
J.H., Kauers, M., Labahn, G., Urban, J. (eds.) ICMS 2018. LNCS, vol. 10931, pp.
297–304. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-96418-8 35

7. Kim, S., Pollanen, M., Reynolds, M.G., Burr, W.S.: Problem solving as a path
to comprehension. Math. Comput. Sci. 14(3), 607–621 (2020). https://doi.org/10.
1007/s11786-020-00457-1

8. Knauff, M., Nejasmic, J.: An efficiency comparison of document preparation sys-
tems used in academic research and development. PlOS One 9(12), 1–12 (2014).
Article ID e115069
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Abstract. Human beings are influenced widely by relationship among individ-
uals. However, there is still a lack of a systematic, objective and direct way to
assess the quality of relationships within dyads. The current study proposed a
task-specific method to evaluate relationship quality within friends and lovers.
Thirteen-eight paired friends and 38 paired lovers were recruited. All of them per-
formed the Pattern Matching and Go/No-go task, and their task performance were
recorded. The friendship and love quality were measured respectively. Based on
the results, there is significant influence relationship between the average step of
initial level in Pattern Matching task and quality of friendship within friends. Fur-
thermore, both average time of advanced level in Pattern Matching task and total
RT difference in Go/No-go task were related to the relationship quality between
lovers. The study demonstrates the validity of task-specific evaluation interface for
different relationship types, and provides amethod improving the understanding of
human social relationships bymachines, whichmay be effective for establishment
of affective interaction between humans and computers.

Keywords: Relationship quality evaluation · Friendship · Love · Cooperative
task

1 Introduction

Human beings are defined as social animals, and the need to belong is proposed to be a
fundamental human motivation [1]. Both from the perspective of evolution and human
society, social relationships play an extremely important role in human existence [2].
Exactly, relation bonds, to some extent, determine our thoughts, emotions, behaviors
and so on, affecting every aspect of life, such as psychosocial wellbeing [3], work
performance [4] and even physical health [5, 6]. Recent study from Pieh et al. (2020)
demonstrates that relationship quality is related to mental health during Coronavirus
Disease (COVID-19) lockdown, indicating that positive social bonds may undertake a
protective role inmental health during catastrophes [7].At the group level, social network
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ties could predict more organizational citizenship behavior [8]. Wang et al. (2019) find
that relationship has an indirect effect on megaproject success [9]. Moreover, adaptive
social networks promote the wisdom of crowds, which means that the quality of social
relationship is positively linked to collective intelligence [10]. In a word, where there
are people, there are relationships at work.

While effecting our thoughts, emotions and behaviors a lot, social relationships in
human have been overlooked in researches which aim at improving naturalness and
effectiveness of human-computer interface. As inherent characteristic and key factor of
human mind, social relationships, in essence, means an exchange or infection of inten-
tions, affections, thoughts and emotions among people [1, 2]. In the interactions between
humans and computers, as the humans’ minds spreading and exchanging through the
interface, relationship may occur naturally and be evaluated easily. Hence, the under-
standing of social relationships by machines or computers would improve affective
interaction, which is intended to add affective factors in human-computer interaction.

1.1 Relationship Quality Evaluation

Social interactions exist in our daily lives, the quality of which affects both individuals
and groups. Therefore, it is significantly meaningful to perform the relationship quality
evaluation. As the basic unit of social relationship networks, relationship within dyads
serves as the core concept and indexwhen researchers try to evaluate relationship quality.
Currently, the most common methods to perform the evaluation are self-reports, inter-
views and observations [11]. Self-reports provide multi-dimensional structural infor-
mation about quality of relationship. However, the subjective relationship quality scale,
such asFriendshipQualities Scale (FQS) [12],NetworkofRelationships Inventory (NRI)
[13], and Sternberg’s Love Scale [14], suffer from their inherent defects and shortcom-
ings (i.e., subjectivity and social desirability). Generally, the latter two methods are used
as the supplement to subjective scale, providing additional unstructured and objective
behavioral information [11]. Thus, there is still a lack of a systematic, objective and
direct way to access the quality of relationships within dyads.

1.2 Different Relationship Types, Different Context

Relationship quality is complex in its measurement not only because themultiple dimen-
sions behind the concept, but also because that various social bonds develop and form
during different social interactions, and there are great differences among the different
relationship types, such as the social contexts and the goals of the relationships. There-
fore, it should be considered in the relationship measurement that both the definition
and the context of a specific relationship are important. Reblin et al. (2020) attempted
to figure out the predictive effect between relationship quality and marital function-
ing in couples under multiple contexts (i.e., positive, neutral and so on), the results
show that the inclusion of multiple dimensions of relationship quality across different
contexts improved prediction of marital functioning for both women and men, and mul-
ticontextual relationship quality assessments are highly recommended [15]. That is to
say, different contexts, as the inducing factors, could reflect different aspects related to
different relationship qualities.
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This study focuses on two common types of relationship within dyads, friendship
and love. Friendship, as a dynamic and mutually beneficial relationship between two
individuals, plays an important role in problem-solving in human evolution and social
development [2, 16]. Friendship is defined by Berndt et al. (2002) as a type of interper-
sonal relationship with high intimacy, prosocial behavior, self-esteem, support, loyalty
and low conflict from a multidimensional perspective [17]. Based on Sternberg’s Trian-
gular Theory of Love, love consists of three components: intimacy, passion and commit-
ment [14]. Recent fMRI study reveals that love is primarily a motivation process, called
“attraction system” which is based on the dopaminergic reward system [18]. In general,
friendship and love are two completely different relationship, informally friendship is a
kind of cooperation while love is a kind of attraction that is more of an emotional and
reward component.

1.3 Dual-Player Cooperative Tasks

As a common experimental paradigm in researches of emotional domain, multi-player
cooperative tasks are expected to provide a new interface to evaluate the quality of
relationship. Unlike the traditional methods used in relationship evaluation, cooperative
tasks provide a new perspective from which the qualities of relationships are evaluated
through the performance in specific contexts and goals related to the relationship instead
of the structural information about multiple dimensional experiences of the relation-
ship. In essence, the two perspectives have great homogeneity. Anderson et al. (2004)
proposed that there is a close relationship between the quality of interpersonal relation-
ship and emotional cohesion, and this emotional cohesion effect plays an important role
in the synchronization of team cooperation behaviors, cooperation consciousness and
behavior rhythm, which determine the team performance in the cooperative tasks [19].
Therefore, the performance of cooperative tasks may reflect the quality of interpersonal
relationship to a certain extent. However, no research till now discuss the value and
utility of cooperative task performance in the evaluation of relationship quality.

Considering that the contexts of evaluation are sensitive to its objects, different
cooperative tasks might be sensitive and applicable for different relationship patterns,
and the key points may be in the cooperative patterns and goals of the tasks. In this
study, we redesigned two distinct dual-player cooperative task, patternmatching task and
go/no-go task, to explore the role of task performance in relationship quality evaluation.
In brief, pattern matching task asks two participants to perform a decision-making in
turn to achieve a goal eventually, and go/no-go task mainly reflect the synchronization of
cue-reactivity within dyads. Thus, pattern matching task is related to collective decision-
making and problem solving, and the latter one is related to the consistency of behavior
rhythm. Based on the above background, we hypothesis that patternmatching task is able
to reflect quality of friendship, and go/no-go task may be more sensitive in evaluation
of love experiences.

The purposes of this study are to find out whether cooperative task performance
related indicators could be effective on the evaluation of relationship quality within
dyads, and whether there is a task-specific evaluation effect by comparing the evaluated
effects of two dual-player cooperative task paradigms, the graph matching task and the
go/no-go task, within two distinct relationship patterns (friendship and love).
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2 Methods

2.1 Participant

Seventy-six pairs of participants (n = 152) with different relationships (Friends &
Lovers) were recruited. Friends: Thirty-eight pairs of friends with same gender par-
ticipated in the study. Lovers: Thirty-eight pairs of lovers were recruited. The inclusion
criteria required that the relationships between the participants were maintained for at
least 3 months and they would meet each other at least twice a week. All participants
reported that they were in good physical and mental state, right-handed, and had nor-
mal or corrected vision, no color blindness or color weakness. Informed consent was
signed after a detailed description of the study. The study was approved by the Ethics
Committee of the Institute of Psychology, Chinese Academy of Sciences.

2.2 Materials and Tasks

Friendship Quality
The friendship quality was measured by Chinese Version of Friendship Quality Inven-
tory (FQI-CV). The scale has 15 items, including 4 dimensions of Support, Conflict,
Partnership, Intimacy. The scale shows good internal consistency and discriminative
validity among Chinese college students [20]. The mean score of the paired participants
was used to represent the friendship quality within dyads.

Love Quality
The relationship quality between lovers was measured by Experiences in Close Rela-
tionships Scale (ECRS) [21]. The scale consists of 36 items, including two dimensions
of avoidance and anxiety, with 18 items in each dimension. The scale has good reliability
and validity.

Dual-Player Pattern Matching Task
The process of the task referred to previous studies, which was used to evaluate per-
formance of teamwork [22, 23]. The task includes two difficulty levels: Initial and
Advanced. The initial level of task consisted of 6 trials. In each trial, a target pattern
consisting of color stones was presented on a 5 × 5 lattice. The target pattern was com-
posed of two different colors. The participants were required to regenerate the shape and
color of target pattern on another 5× 5 lattice without any pattern. In the advanced stage
with 2 trials, the lattice was set to 7 × 7, and the target pattern increased accordingly.
Other parameters remained the same as the initial level. The task consisted of 8 trials
totally in which there were 8 different target patterns. Each pair was asked to complete
all same 8 trials.
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As shown in Fig. 1, the paired participants changed color or location of stones to
match the target pattern by manipulating the movement of the cursor in turn, and only
one operation was allowed per step. Besides, one of the participants can control move-up
andmove-down of the cursor, and color-shifting of stones, another can control move-left
and move-right of the cursor, and color-shifting.

To evaluate the performance, mean completion time and steps at each level were
calculated. Mean completion time were defined by average time of correct trials at each
level. Mean completion steps were defined as the average number of moves in correct
trials at each level.

Fig. 1. Stimuli of pattern matching task in initial level

Dual-Player Go/No-Go Task
The task was adapted from the dual-player collaborative response paradigm used in
a Near-Infrared Spectroscopy (NIRS) study by Cui et al. (2012) [24]. The original
paradigm required paired participants to respond to specific target stimuli (“go stim-
ulus”), then participants would receive a feedback. When the difference between the
response time of the paired subjects was less than one-eighth of the total of their response
time, it was recorded as the correct trials, and one point was given to the participants.
Otherwise, the current trials failed, and no point was given.

Considering that it is relatively simple to respond to a single go stimulus, in this
study we added no-go stimulus into the original paradigm. The adapted task included
two blocks, each with 30 trials, 60 trials in total, including 42 go trials and 18 no-go
trials. In each trial, firstly a white circle was present on the screen as a clue of beginning,
and then go stimulus (green circle) or no-go stimulus (red circle) occurred. The SOA
between the clue and stimulus ranged from 600 ms to 1500 ms. Once the go stimulus
was presented, two subjects need to press the button at the same time, whether the trial
was correct was up to the difference between the response time of the paired subjects
as introduced before. The total score will be displayed in the upper right corner of the
screen, and the symbols “ + ” and “−” would be displayed on the left and right sides
respectively, the display of “ +” means that in the current trial the participant is faster
than his/her partner, and “−” means the opposite. Once there was a no-go stimulus, two
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subjects were required not to press the button, and if they did so, it was recorded as a
correct trial. Otherwise, the current trials failed. The task interface is shown in Fig. 2.We
collected the indicators of task performance including total score and total difference of
response time within lovers.

Fig. 2. The task scene and materials of Go/No-go task

2.3 Procedure of Experiment

Upon arrival, each pair of participants confirmed the registration information and com-
pleted the informed consent form, then took a five-minute break and started to fill out
the scale independently (Friends filled in the FQI-CV, Lovers completed the ECRS).
After filling in the scale, they began to complete the two tasks, the sequence of which
was counter-balanced in all participants in order to get rid of sequence effect. As shown
in Fig. 3, the experiment programs were run on a 27-in. Dell computer (resolution
1920*1080, refresh rate 60 Hz), with an external keyboard to record the response. The
study required each pair participants to sit 60 cm away from the monitor and 20 cm
apart.

Fig. 3. The task scene and materials of the experiment

The tasks included practice trials and formal trials. In order to ensure the quality of
the study, we started the formal trials after ensuring that the participants were familiar
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with the task requirements. They were encouraged to finish the task seriously. The study
lasted for about half an hour and the participants would receive ¥50 as reward.

2.4 Data Analysis

The data analysis was performed by SPSS25. In both relationship type (Friends &
Lovers), the task performance indicators were used as the independent variable, and the
scores of each dimension of relationship quality were used as the dependent variable to
establish multi-variable regression model respectively.

3 Results

3.1 Descriptive Statistics

Seventy-six paired participants with different relationship (Friends & Lovers) were
recruited. Friends: 38 pairs of friends participated in the study, among which 15 pairs
were males and 23 pairs were females. Mean age of them was 21.91 ± 1.95 years.
Lovers: 38 pairs of lovers were recruited, and mean age of them was 22.08± 2.23 years.
All detailed information was shown in Table 1.

Table 1. Descriptive statistics (Mean ± SD)

Variables Lovers (Npairs = 38) Friends (Npairs = 38)

Demographic variables

Age 22.08 ± 2.23 21.91 ± 1.95

Gender (M/F) − 15/23

Task performance

Average Time a/(s) 77.00 ± 14.46 83.52 ± 22.74

Average Time b/(s) 127.87 ± 30.11 129.04 ± 37.22

Average steps a 33.51 ± 3.68 33.61 ± 2.15

Average steps b 63.08 ± 5.83 62.17 ± 6.23

Total score 243.11 ± 9.51 241.87 ± 10.53

Total RT difference 75.92 ± 24.63 72.80 ± 19.93

Love Quality (ECRS)

Avoidance 2.69 ± 0.49 −
Anxiety 3.48 ± 0.79 −
Total score 3.08 ± 0.52 −
Friendship quality (FQI-CV)

Support − 3.79 ± 0.36

Conflict − 1.98 ± 0.68

Partnership − 3.83 ± 0.55

Intimacy − 3.54 ± 0.67

Total score − 3.79 ± 0.35

Note: a Initial trials; b Advanced trials; *P < 0.05, **
P < 0.01; RT, reaction time.
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3.2 Multi-variable Regression Model

To establish the predictive relationship between task performances and relationship
quality, the stepwise regression method was used to clarify whether indicators of task
performance in the two tasks could reflect the quality of either friendship or love.

Friendship
As shown in Table 2, average steps of initial level in Pattern Matching task could nega-
tively predict quality of friendship (F = 5.148, R2 = 0.125, P = 0.029), which was the
only one indicator reaching the significant level among all indicators of performance.

Love
The total score of ECR did not show any significant effect in regression model with
the task performance. However, as shown in Table 3, average time of advanced level in
Pattern Matching task and total RT difference in Go/No-go task could together predict
anxiety in love (F= 5.677,R2= 0.245, P= 0.007),while other indicators of performance
were excluded from the model.

Table 2. Linear regression model (FQI-CV)

Variables Beta T P

Demographic variables

Age .102 .563 .581

Gender (M/F) −0.121 −.645 .523

Task performance

Average Step a −.354 −2.269 .029*

Average Time a/(s) −.124 −.653 .518

Average Time b/(s) −.096 −.543 .591

Average steps b −.013 −.073 .942

Total score −.083 −.526 .602

Total RT difference −.048 −.295 .770

Note: a Initial trials; b Advanced trials;
*P < 0.05, ** P < 0.01; RT, reaction
time.
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Table 3. Linear regression model (ECR-Anxiety)

Variables Beta T P

Demographic variables

Age −.088 −.397 .706

Task performance

Total RT difference .347 2.361 .024*

Average Time b/(s) −.330 −2.245 .031*

Average Time a/(s) .244 1.086 .285

Average Step a .043 .291 .773

Average steps b −.002 −.009 .992

Total score −.071 −.363 .719

Note: a Initial trials; b Advanced trials; *P <

0.05, ** P < 0.01; RT, reaction time.

4 Discussion

The current work established a task-specific method to evaluate the relationship quality
of dyads with specific type of relationship, namely friends and lovers. Based on the
results, we found that performance in Pattern Matching task (average step in initial
level) was relatively sensitive to friendship quality between paired friends, however, both
performances in Pattern Matching task (average time in advanced level) and Go/No-go
task (total RT difference) were related to the relationship quality between lovers.

Less average step in initial level of Pattern Matching task predicted better quality
of friendship. Brendgen et al. (2001) pointed out that friendship is far beyond a kind of
emotional experience, it is related to individual’s social cognition and behavior interac-
tion pattern with others, which plays an important role in cooperative problem solving
[25]. In fact, as a core factor of collective intelligence [10], relationship quality reflects
how effective and accurate the interaction is between friends in cooperative problem
solving. Average step means how many operations in completion of the task, indicat-
ing the quality of strategy used in the task. As a result, friends with better quality of
friendship would make more clever decision-making and perform better in the Pattern
Matching task.

Higher RT difference in Go/No-go task and less time spend in advanced level of
Pattern Matching task was associated with poor quality of relationship quality between
lovers. Recent fMRI study reveals that love is a kind of motivation process, called
“attraction system” which is based on the dopaminergic reward system [18]. Obviously,
unlike friendship, love is a relationship more likely to share, experience and infatuate
with each other. Therefore, love is more prone to be a kind of relationship with logic of
understanding instead of rationality. Compared with Pattern Matching task, the point of
Go/No-go task is how consistent of cognition and action within lovers, which is related
to the consistency of RT in Go/No-go task. However, the result showed that less average
time spend in advanced level of Pattern Matching task was also associated with poor
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quality of relationship quality between lovers. Aloni et al. (2004) pointed out that love
is blind, revealing that love is associated with biased and inaccurate perception within
lovers [26], which means better quality of love may lead to poor decision-making in
problem solving. As a result, average time in Pattern Matching task showed positive
relationship with love quality.

The study demonstrates the task-specific evaluation of different relationship types,
and shows the prospect of cooperative task in evaluation of relationship within dyads
in the future. In the future work, more relationship types and cooperative tasks can
be included and the task-specific evaluation method would be further validation. Fur-
thermore, the study provides a method improving the understanding of human social
relationships by machines, which may be effective for establishment of affective inter-
action between humans and computers. Moreover, as the relationship between humans
and computers being more complex, the probability of evaluation and even formation
of relationship between humans and computers should be considered and discussed.
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Abstract. Identifying the cognitive activities of the human brain is a daunting
task due to the fact that those cognitive activities were not observable directly
by any known sensing technology. Electroencephalogram (EEG) provided a very
useful information that associated with the cognitive activities very closely and
was used widely for understanding and recognizing human cognitive activity.
In this paper, an experiment was designed to abstractively present the process
of “target search” and “action execution” which were among the most common
types of cognitive activities during human-computer interaction. EEG signals of
the applicants of the experiment were collected and used for subsequent cognitive
activity analysis which included a novel temporal-based self-supervised learning
approach using BERT to pre-train the data for feature embedding. These encoded
points generated by the proposed algorithm could be assigned to the corresponding
categories byk-means to capture hidden information about the dominate typeof the
cognitive activities in any period of 20 ms. The results showed that this approach
can distinguish the cognitive activities between the target searching and action
executing. And the results suggest that in such a task, subjects’ cognitive activities
are relatively pure in the initial search moments, but later in the task, multiple
activities may be mixed.

Keywords: Cognitive activity recognition · Self-supervised learning · Time
series analysis · BERT

1 Introduction

In recent years, with the development of technology, more and more machines and
equipment have appeared in people’s lives, aiding or replacing people in many fields
to complete essential tasks. The human-computer interface provides an important way
for operators to achieve human-computer interaction to ensure the machine’s accurate
operation. Taking aviation transportation as an example, the airplane has become a
common choice for people to travel, and compared with other forms of transportation
is also the safest way. Airlines spend a great deal of effort on hardware equipment to
fly safely, such as using more sophisticated sensor devices or developing safer aircraft
software systems. In the aircraft system, the flight deck also plays a vital role in ensuring
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aviation safety because it is the only interface between the pilot and the aircraft. Various
sensor devices and controls on the plane are connected. A flight deck is a complex
human-computer interaction system [1]. Human factors have gradually become a major
factor affecting flight safety. Whether a flight deck can be designed to match the pilot’s
cognitive ability can directly affect the aircraft’s flight safety. Excessive pilot workload,
inattentiveness, and other conditions can pose a risk to flight safety. Therefore, detecting
human physiological information to obtain the pilot’s cognitive activity can be ensure
flight safety from another perspective. Compared with other physiological signals, EEG,
which can more directly reflect the human brain’s cognitive activity during the task, is
considered as one of the most effective detection means.

In the human-computer interaction of complex systems, humans need to identify
goals, make decisions, and perform appropriate operations on complex interfaces based
on the situation. The clarity of the interface design affects human cognitive activity.
Existing behavioral measures can only provide indirect measures of human cognitive
activities, and it is difficult to directly observe human cognitive activities such as com-
prehension and decisionmaking. EEG provides a good approach. The non-invasive EEG
acquisition method has many advantages, as the information from the brain is recorded
through a wearable device attached to the subject’s scalp, which reduces the risk of
surgery and is more comfortable and cheaper to use than the invasive method of acquisi-
tion. EEG has a higher temporal resolution than Magnetoencephalography (MEG) and
can be more easily deployed in a broader range of sites. Through non-invasive EEG
detection techniques, many studies have investigated human fatigue while driving and
the presence of inattention and inefficient operation [2, 3]. EEG signals can also be
used to probe people’s intentions. Some researchers, who built a driver braking inten-
tion detection system, detect drivers trying to apply the brakes when danger appears by
capturing EEG signals while driving [4, 5].

Event-related potential (ERP) is a way to study human cognitive activity, which is an
EEG signal evoked by infrequently occurring sensory stimuli, often appearing at parietal
cortex locations in the brain. P300 is a type of ERP, and its peak occurs approximately
300ms after the event of interest [6]. The classical oddball paradigm is the commonly
used ERP experimental paradigm. However, the above studies are based on EEG signals
evoked by external stimuli. Getting data in this way makes it easy to locate the target
data segment and tag it with the appropriate label. But in the actual human-computer
interaction process, the change of human cognitive activity is endogenous or top-down.
The identification of this endogenous cognitive activity is vital for understanding the
HCI process. So, in this paper, we designed a target searching-execution task to study
the subjects’ cognitive activity changes through using the EEG signals collected during
the task.

In previous studies about EEGs processing, the extraction of effective features from
EEG signals to identify cognitive activity under different stimuli has been one of themain
problems. The methods used in past studies generally include the time series modeling
of EEG signals, using the model’s coefficients as features, and the application of Fourier
transform or wavelet transform to extract the features from EEG signals in the frequency
domain and the time-frequency domain [7, 8]. With the development of deep learning,
many researchers have proposed to use CNN to extract features from original EEG data
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[9, 10]. The LSTM network is also well suited for processing temporal information [11,
12]. In this paper, although the changes in subjects’ cognitive activity were endogenous
and the data did not correspond to stimulus labels, the EEG signal generated at a specific
moment during the task is related to the preceding and following moments. Therefore,
this paper proposes to construct a time-series based self-supervised learning task to pre-
train the pre-processed data as feature extraction using the BERT model based on the
attention mechanism in the absence of labels.

Here is the rest of the paper’s general organization: Sect. 2 provides an introduction to
subjects and equipment anddetails how the experimentswere designed and implemented.
Section 3 focuses on how to pre-process the acquired raw data. Section 4 details the
method proposed in this paper for extracting useful features to reflect different cognitive
activities based on a self-supervised learning task in the absence of data labels. Section 5
focuses on the results of the experiment and the analysis of these results. Section 6
summarizes the conclusion of this paper. In such a task, each trial subjects repeated such
an orderly process of search to click.

2 Experiment

2.1 Subjects

Three healthy participantswere invited to participate in the experiment, all ofwhomwere
around 24 years of age and had a normal or corrected vision. Before the experiment, all
subjects had been informed of the entire process andwere competent enough to complete
the trials following the experiment’s basic requirements. The participants voluntarily
signed an informed consent form.

2.2 Equipment

EEG Signal Acquisition Equipment
A 30-channel Cognioniocs system was used to collect the EEG signals during the exper-
iment, and the electrode locations conformed to international standards 10–20 (see in
Fig. 1 and Fig. 2) [13]. The device’s sampling frequency was set at 500 Hz, and the
impedance value of the dry electrodes was kept at about 600 kilohms. The device is
connected to computer A, which displays brain waves in real-time.

Touch Screen
In our experiment, subjects were required to tap the screen directly with their fingers, so
we used a touch screen. The screen displays the program designed for the experiment.
When the subject clicks on the screen, the computer B connected to this touch screen
sends amark to computer A, recording the EEG signals, whichwould be used to segment
the trials.
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Fig. 1. Quick-30 30-channel dry EEG headset

Fig. 2. 30 dry electrodes sensor location

2.3 Experiment Procedure

The procedurewas as follows: a subject sat directly in front of a touch screen.He adjusted
his distance from the screen to easily click anywhere on the screen without shaking his
body, which reduced the interference of unnecessary movements with EEG signals. The
tilt angle of the screen was also adjusted to a suitable viewing position so that the head’s
movement could be minimized during the test, which also served to reduce the noise of
the data. The experimenter then put the experimental device on the subject.
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Before starting the formal experiment, subjects sat in silence with their eyes closed
for about 10 min, in which EEG signals are also recorded as a baseline. After that, the
formal experiment began (Fig. 3).

Fig. 3. Experimental environment

This experiment was proposed to mimic the “target searching and action executing”
process during the interaction between the human and machine, which can be described
as follows: a complete experiment contained six blocks, each of varying difficulty, and
in each block, a matrix box appeared on the screen filled with numbers from smallest
to largest, but the positions of the numbers were randomized. The subjects were asked
to find the target number and clicked it in order from small to large. For example, at the
beginning of the block, a 3*3 matrix will appear in the middle of the monitor, and the
numbers 0–9 will randomly fill the matrix. More difficult blocks include 16 numbers
in the 4*4 matrix or 25 numbers in the 5*5 matrix. Subjects were given short breaks
between each block, while subjects were required to be continuous during each block
until task completion. Finally, the device will capture EEG signal data from the subject
searching for digits to click digits (Fig. 4).

Fig. 4. Time sequence of the experiment



Cognitive Activity Recognition Based on Self-supervised Learning 239

3 Data Preprocess Method

Unlike traditional EEG experiments, where a stimulus is given and the EEG data before
and after the presence of the stimulus is recorded, this experiment does not have explicit
external visual stimuli. The time point for segmenting the EEG signal is based on when
the subject clicks the touch screen. The EEG data between the two moments contained
the subject’s EEG data for completing the search-click pattern once.

The acquired EEG data were segmented according to the moment of each screen
click by the subject. The segmented data were next preprocessed using EEGLab inMAT-
LAB. First, 29 of the electrodes were selected, and a whole-brain average reconstruction
reference was used. Secondly, the data were filtered, first using a bandpass filter of 0.5–
40 Hz to get the signal band of our interest, and then a bandstop filter of 45–55 Hz to
remove the industrial frequency interference. Finally, the Artifact Subspace Reconstruc-
tion method of the clean_rawdata plug-in is used for automatic correction to eliminate
the following kinds of data segments [14]:

1. Data segments that are too flat within 5 s;
2. Data segments with correlation coefficients less than 0.8 for spatially adjacent

channels;
3. Data segments identified by using the ASR algorithm that have Data segments with

artifacts.

4 Methodology

Time-series based self-supervised learning mainly uses auxiliary tasks to mine its super-
vised information from large-scale unsupervised data and trains the network with this
constructed supervised information to learn representations that are valuable for down-
stream tasks. The supervised information in self-supervised learning is not manually
labeled [15].

In each trial, subjects repeat such an ordered search-to-click process rather than
click-to-search. The corresponding EEG signal is also transitioned from the EEG signal
generated by the subject during the search activity to the EEG signal during the click
activity. Therefore, the data obtained by normal sampling is defined as positive samples,
and the data after manual segmentation to adjust the order is defined as negative samples.

Then, BERT is used to transforming the raw data from each sampling point combined
with information from its context into a meaningful feature form. The results are fed into
a neural network classifier to complete the supervised learning task using the positive
and negative sample labels constructed by ourselves. In downstream task, the k-means
method is used to cluster these features derived from the inspiration of the word bag
model [16]. If the features extracted by themodel can well determine whether the current
input sample timing is correct, it can be assumed that the current model can well extract
the sequence information implied in the sample data, i.e., it can identify which part of
a complete sample belongs to the earlier part and which part belongs to the later part
(Fig. 5).
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Fig. 5. The structure of the time-series based self-supervised learning task

4.1 Pre-training

Build Self-Supervised Learning Datasets
After counting the time spent by subjects per click, data segments with a single trial
duration of less than 1s were removed, which were considered too short and unlikely
to contain the complete search-to-click status. For trials longer than 1s, 500 sampling
points, i.e., 1s of sampled data, were intercepted backward from the moment the click
was completed for subsequent use (Fig. 6).

For each subject’s data, a time window of different lengths was taken to intercept the
tail of the data according to each subject’s performance and then placed at the source
data’s head (Fig. 7).

Bidirectional Encoder Representations from Transformers
The model uses a self-attention mechanism to encode the raw data into meaningful
features. For the currentmomentary data point, themodel selectively extracts information
from adjacent momentary data points instead of treating all momentary data points
equally, allowing the model to capture the data’s internal correlation better.
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Fig. 6. Subjects s0-s2, (Upper panel) the average time spent for the 6 blocks. (Lower panel) the
specific time spent by the subjects for each trial throughout the experiment.
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Fig. 7. Construct positive and negative samples by disrupting the temporal order of the pre-
processed data

Network Architecture. BERT is a part ofTransformer,which abandons the use of circular
structure like classical networkRNN, solves the problemof parallel computation, and the
self-attention mechanism enables the model to take into account the information before
and after the data. In the self-attention cell, the input at each moment is transformed into
three vectors q, k, v using the three parameter matrices WQ, WK , Wv to be optimized.
Then the input is transformed into the following new form, dk is input vector dimensions:

Attention(Q,K,V ) = softmax

(
QKT

√
dk

)
V (1)

Q = XWQ, K = XWK , V = XWV (2)

In order for BERT to capture more relevant information on the time series, multiple
self-attention mechanism modules are usually used.

MultiHead(Q,K,V ) = Concat(head1, . . . , headn)W
o (3)

headi = Attention
(
QWi

Q,KWi
K ,VWi

V

)
(4)

In this paper, instead of adding position coding, a sliding window-like effect is
achieved by adding src_mask, so that points far apart can only be linked by the point
between them. The model also incorporates residual networks and layer normalization
to reduce the problems associated with the depth of the model. These network structures
can be easily built by using the PyTorch framework (Fig. 8).

LN (xi) = α × xi − μi√
σ 2
L + ε

+ β (5)

Loss Function
Aspecial vector is added before each sample, and the output of its corresponding position
(CLS) is used as the input of the neural network classifier to determinewhether the current
sample is a positive or negative sample. Since a binary classification task is actually
constructed in the pre-training phase, this paper uses a cross-entropy loss function to
optimize the model parameters.

l = −w
[
y · logx + (1 − y) · log(1 − x)

]
(6)
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Fig. 8. Bidirectional encoder representations from transformers [17]

4.2 Clustering

The K-means algorithm is a distance-based clustering algorithm that uses distance as
the evaluation index of similarity, and considers that the closer the distance between two
objects, the greater their similarity. Algorithm flow:

4. K points in the sample are randomly selected as clustering centers;
5. Find the distances of the remaining samples to those K centers and assign those

samples to the nearest centers to form the initial clusters;
6. Using the samples from the obtained clusters, the new centers are calculated;
7. Repeat steps 2 and 3 until the cluster center no longer changes.

However, the data to be clustered in this paper are slightly larger, so the K-means++
algorithm is used, i.e., a point is first randomly selected as the first centroid, and the rest
of the selected centroids should be farthest from the currently selected centroid. Instead
of using all the sample data points, a certain number of samples are drawn from the
overall sample to complete both the initialization of the clustering centers and the later
iterations to follow up the centers.

For each subject, the data segments generated in all the eligible trials are feature
transformed by the BERT model, and the obtained feature vectors are used to generate
the cluster centers ofK-means (In this paper, two centers are set for the algorithmbecause
we assume that there are two main types of subjects during the experiment.), Finally,
based on the obtained clustering centers, the centers to which the feature vectors in a
single trial belong can be determined sequentially. Thus, a curve that varies on the time
axis can be obtained, representing the variation of the subjects on the two cognitive
activities in this trial.



244 Y. Yang et al.

5 Result

The 29-dimensional feature vector of each sampling point is downscaled to 2 dimen-
sions by t-SNE (t-stochastic neighbor embedding) for visualization. This dimensionality
reduction method will make samples similar in high dimensional space closer together
in low dimensional space, and points that are not similar in high dimensional space are
separated in low dimensional space. The 1s data of each trail on the timeline is marked
with different shades of blue and red, with dark blue points representing closer to the
beginning of the data and dark red points representing closer to the end of the data.

Fig. 9. S0-S2, Raw data(left), extracted feature(right)
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As shown in the comparison chart (see in Fig. 9.), there is an obvious change in the
distribution of the original data vector and the transformed feature vector in the feature
space. The red and blue colors are mixed in the plot of the original data. The red points
are still distributed in the feature vector plot at various locations, but the blue points are
distributed only at specific locations. This implies that the subjects’ cognitive activities
during the pre-search phase had a high degree of consistency. However, when subjects
drive their hands to click, their cognitive activity may not be purely motor intent, which
leads to the red dots in the later stage being similar to the blue dots on the pre-feature
space.

In this paper, the search activity is defined as 0, and the click activity is defined as 1.
The data points of each trial are converted into the corresponding class according to the
class clustering centers learned from the data by the K-means algorithm. As shown in
Fig. 10., there is a period of pure 0 at the beginning of the curve, which indicates that the
subjects’ cognitive activity is homogeneous in the early stages. Over time, the latter part
of the curve tends to 1, but it is not pure. This verifies that the blue data points belonging
to the earlier period are relatively concentrated. However, the red data points belonging
to the later period are also mixed into the blue clusters.

Fig. 10. The segment of data consistent with our expected scenario, i.e., the presence of two
changes in cognitive activity from search to click for the subject in each trial. (In order to avoid
the interference of a particular outlier, a window of length 10 sampling points is used in this paper
and the number of 0 and 1 values within the window is averaged so that the vertical axis of the
graph ranges from 0 to 1.)

6 Conclusion

In human-computer interaction, the identification of human cognitive activities is impor-
tant which can help us design more rational human-computer interfaces. In this paper, in
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order to study the changes in subjects’ cognitive activities in a visual search task based
on EEG, a “target search and action execution” task was conducted, where subjects
were asked to look for a number and click on it. Because this experiment studies the
endogenous cognitive activity of the subjects during the experiment, the experiment is
different from previous experimental paradigms, whether studying subjects’ emotions
or subjects’ responses to a particular stimulus. The uncertainty of the time point at
which the subjects switched cognitive activities during the task became difficult in this
study. Therefore, this paper proposes to use BERT, a time series processing model in the
field of NLP, based on the self-supervised learning task, to obtain the encoded form of
the sampled EEG signal values at each moment of the experiment. The representational
meaning of the samewaveform in EEG signals is related to its context, so eachmoment’s
encoding requires the integration of information before and after the signal. Raw data
will be mapped into the feature space through the model. The results showed that the
feature space significantly reflected the clustering of EEG signals near the search point
to a particular location compared to the raw data. However, there were also several EEG
signals generated later in the task mixed in since the human mind cannot be pure. This
may be because the subjects had already started searching for the next target point when
they had found the corresponding target point but had not yet completed the click. In the
future study, we will further analyze and identify this complex process.
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Abstract. In this study, we sought to make an initial exploration to extract the
factors that can influence the workload of Chinese high-speed railway (HSR)
dispatchers. We also evaluated whether it is applicable to use the IntegratedWork-
load Scale (IWS) scale in this context. By conducting in-depth interviewswith five
experienced dispatchers, we found that the main factors affecting the workload
of high-speed railway dispatchers are the section complexity, the traffic flow, the
abnormal situations, and usability of human-computer interfaces. We also found
the original IWS scale may not be suitable to assess the workload of Chinese
high-speed railway dispatchers due to the differences in work arrangement, equip-
ment, organizational culture, and language. We discussed several ways to reduce
the workload of HSR dispatchers and the possible ways to revise this workload
measurement in this new context.

Keywords: High-speed railway · Dispatcher · Integrated workload scale ·
Workload

1 Introduction

High-speed railway (HSR) generally refers to the railway system in which the highest
speed of trains can exceed 250 km/h. Since the first high-speed railwaywas put into oper-
ation in Japan (the Shinkansen) in 1964, many developed countries, including Britain,
Italy, and Germany, established their own HSR. As a developing country, China has
witnessed a remarkable development of HSR in the past 20 years. The length of China
HSR has reached 38000 km in 2021 and is still expanding very fast to meet the ever-
increasing demand for domestic travel. Although China HSR is the newest system of
this kind, the intensive traffic flow, the strict safety requirement, and the implementation
of new automated technologies bring new challenges to the dispatching task [1]. Playing
a crucial role in the HSR, the dispatchers are responsible for guaranteeing the entire
system’s safety, punctuality, and efficiency. They have to monitor the system interfaces,
organize the traffic flow and resolve potential conflicts. Since their work is essential,
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understanding the causes and finding a suitable measurement of their workload is vital
for conducting human factor studies in this area. However, current studies may not be
enough to answer these two questions satisfactorily [2].

Firstly, previous studies on the analysis of workload sources might not suit the China
HSR system. A majority of work in rail human factor studies was conducted on the
normal-speed railway system. For example, the U.S. Department of Transportation has
conducted a detailed task analysis of American railway dispatchers through observation
and structured interviews, but the system is established some 30 years ago [3]. A study of
workload on railway traffic dispatchers showed that dispatchers’ workload in busy con-
ditions is quite different from the normal condition [4]. An investigation by Reichnach
focused on the dispatchers’ tasks, such as track-related factors, railway operation-related
factors, and dispatcher-related factors [5]. In a study of workload demand on railway
dispatchers, the total number of trains and communication frequency was found to play
significant roles [6]. In another study, researchers used OWAT, a formula for calculating
objective workload, to evaluate and predict themental workload of dispatchers’ monitor-
ing tasks. But the systemwas still based on a normal-speed railway [7]. To the best of our
knowledge, studies about the workload sources of HSR dispatchers were not available.

The second issue is themethod ofworkload evaluation.While objectivemeasures are
developing very fast in recent years, self-report questionnaires are still in great need due
to the subjective nature of the workload and the easiness of implementation. Whereas
general assessment tools such as NASA-TLX, and Subjective Workload Assessment
questionnaire (SWAT) are widely used across different working operations, these scales
should be used after the mission is finished because it has multiple indicators. However,
for tasks such as railway dispatching or air traffic control, an instantaneous measure
is needed so the dynamics between traffic flow and workload can be established (for
example, the Instant Self-Assessment (ISA) scale [8]). A single item tool that uses the
everyday workload description is most suitable to meet such a requirement.

The Integrated Workload Scale (IWS) [9] developed by the Centre for Rail Human
Factors, Institute for Occupational Ergonomics, University of Nottingham, was such
a tool. Through interviews with railway dispatchers, 47 commonly used descriptors
of the workload states were extracted from their everyday experiences. Using carding
sorting technique and frequency analysis, researchers classified the descriptors into nine
categories. As a result, a unidimensional workload scale with nine-point was formed.
The IWS scale has been proved to be reliable and valid to use in the British railway
system.However, attributed to the differences in equipment,work content, organizational
culture and language, the further verifiable experiment whether this scale is suitable for
high-speed railway dispatchers in China.

Therefore, the purpose of this study is to preliminarily investigate the work situation
of high-speed railway dispatchers in China and to figure out the source of workload and
the applicability of the IWS scale.
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2 Method

2.1 Subjects

Five male licensed HSR dispatchers from Chengdu Railway Bureau participated in this
study. Four out five dispatchers had bachelor-level degrees, and the average age was 32.6
(SD = 3.90). Their direct HSR dispatching experience was ranging from six months to
four years. To note, all of them had worked as signalers and normal-speed railway
dispatchers before becoming an HSR dispatcher. Given the HSR system was very new,
those with 3 or 4 years of experience are among the most experienced group when they
were interviewed (January 2021).

2.2 Interview Protocol

In the interview, the dispatchers were asked to talk about their educational background,
working experience, professional training and licensing, the shift arrangement and daily
routine. The Behavioral Event Interview (BEI) method was then used to elicit the events
that make them feel demanding to find out the key factors affecting workload [10].

2.3 Card Sorting of IWS

We also conducted a card sorting study to investigate whether the IWS scale is usable for
China HSR dispatchers.We first translated and back-translated the original nine descrip-
tors of IWS into Chinese, and the mismatches between the versions were resolved by
inviting an expert in English-Chinese translation. The nine descriptors were then written
on nine independent cards, and we asked the five dispatchers to sort them sequentially
according to the workload burdens they described.

2.4 Procedure

The participants were invited to a meeting room of the Human Factors lab at the
Southwest Jiaotong University, Chengdu, by the paper’s first author. After finishing
the informed consent, the interview was conducted online using Tencent Meeting soft-
ware by a researcher in Beijing (the correspondence author) and another located in
Chengdu (the first author). Later, the card sorting was conducted by the first author
offline. Afterward, each participant was thanked, paid for 200 yuan and debriefed. The
duration was about 120–150 min for each interview, and the whole process was recorded
and transcribed for further analyses.

3 Results

3.1 A Brief Description of HSR Dispatchers’ Work

The high-speed railway dispatchers worked at the regional dispatching office in which
the whole regional railways were separated into several sections. Each section was
managed by a dispatching station run by two dispatchers: the main dispatcher and the
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assistant dispatcher.Generally speaking, themaindispatchers take primary responsibility
tomonitor andmanage the trains. In contrast, the assistant dispatchersmanage the signals
and equipment (taking the role of signalers and on-site operators in traditional railway
systems). The dispatchers work in a rotation manner between the two positions. The
working station is a terminal of the CTC system, which connects subsystems and shows
all necessary information through the 16 screens. The two dispatchers coordinate and
cooperate to complete the routine tasks. Figure 1 shows the workstation and working
areas of the two positions.

Fig. 1. The overview of workstation and working areas of the two positions.

Through interviews, the dispatchers’ tasks can be categorized into five groups: shift
handover, emergency handing, operation plan adjustment, construction maintenance
and accident prevention. Table 1 shows an overview of some of the dispatchers’ primary
work.

3.2 The Antecedents of HSR Dispatchers’ Workload

Comprehending factors that can influence the dispatching workload is important for
future studies. In this study, we extracted themain influencing factors from the interview.
These factors can be categorized into four categories.

Section Complexity. The sections varied greatly in their surrounding environment and
structure, which may have a considerable impact on the dispatching tasks’ difficulty.
For example, one dispatcher mentioned that he used to work on one section located in a
hilly area with many tunnels. During the rainy seasons, excessive rain can cause water
leakage in the tunnels. When this is reported either by the drivers or maintenance staff,
the dispatchers should stop the whole line of trains and issue dispatching orders such as
turn back, detour and passenger transfer to each train. It reveals that the complex line
environment will increase the likelihood of train operation accidents and improve the
difficulty of dispatching tasks.
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Table 1. Main work activities of the dispatchers

Activity type Work activities

Shift handover • Figure out the jurisdiction section’s weather conditions and
check whether abnormal situations exist in each station

• Record the number of train handset through telephone and check
the call quality

• Fill in the shift record carefully, check Precautions, daily
construction plan, determine the time, location, content and
impact scale of construction, read the shift plan carefully

• After taking over the shift, log in to the dispatching command
system, place the I.D. card and dispatching certificate, and place
the mouse on the safety island when not needed

Emergency handing • Pay attention to and analyze dangerous and emergencies on the
monitoring screen

• Communicate with the station to understand the site situation in
detail after finding the dangerous situation

• Contact the driver concisely and accurately to report information
and dispose of it in strict accordance with the specified
procedures

• Consider the train parking plan in advance
• Inform the relevant departments to carry out an emergency
repair and Adjust the operation plan to facilitate the emergency
repair departments to enter and leave for maintenance

• Organize to restore the order of operation after the repair

Operation plan adjustment • Fully mastery of the schedule, strictly abide by the running
interval and be familiar with the layout of each station;

• Make reasonable arrangement according to the train level, grasp
the site situation and communicate with the site and adjacent
stations in time

Construction maintenance • Understand the construction and maintenance plan in detail and
accurately grasp the influence scope of construction and
maintenance;

• After mastering the accurate information, draw up the
dispatching order, carefully check the dispatching order with the
site, and make preparations before and after the construction in
strict accordance with the procedure

Accident prevention • Monitoring train operation and line conditions, monitoring
natural disaster alarm system, and monitoring route sequence of
each station;

• After the alarm prompt box pops up, it is necessary to carefully
check the prompt box to ensure that the traffic commander will
not miss important information by clicking the “OK” key

In addition to the surrounding environment, the structure of the sectionmay also exert
influence. The section may differ in structure due to the number of train stations, the
magnitude of stations, the type and location of the crossovers, etc. For in-stance, some
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stations have a two-way crossover, while others only have a one-way crossover. For
dispatchers who need to re-route a train, the tasks can be implemented more efficiently
if there is a nearby two-way crossover. Otherwise, he needs to make a more complex
detour plan. Therefore, dispatchers must master the relevant information of different
sections’ infrastructure and stations within their jurisdiction.

Traffic Flow. With the increase of traffic flow, the information and operation dispatchers
should deal with will increase correspondingly. Traffic density is a leading cause of
workload as the dispatcher said: “the daily work at the junction terminal of dispatcher
station is busier, and the requirements for the dispatcher are higher.”

Besides, speed mixture will make the dispatching task more complicated. Many
high-speed railway lines in China are in the state of mixed operation of Electric Multiple
Units (EMU). The maximum operation speed may vary from Dong Che (250 km/h),
Gao Tie (350 km/h), to track repairing vehicles (160 km/h). The more trains running at
different speeds, the more complex the calculation will be. As a dispatcher said: “If a
train running at 350 km/h is after another train slower than it, the former train would be
forced to slow down. The train running at 350 km/h will be forced to run. If it wants
to run as planned without delay, or it is an important train which could not delay, it is
necessary to make some adjustments to detain the slow train in front at the next station,
how long to hold the slower train is also a question that needs to consider.”

Abnormal Situations. Dispatchers generally mention that it is challenging and stress-
ful to control trains under abnormal situations. According to the “Railway technical
management regulations” [11] and “Emergency handling operation manual” [12], the
sources of abnormal situations are divided into Fixed Equipment, Mobile Equip-ment,
Natural Disasters and Other Types. Fixed equipment failure contains wayside equip-
ment failure, communication signal equipment failure and overhead contact line failure.
Mobile equipment failure contains Automatic Train Protection (ATP) equipment fault
and EMU fault. Natural disaster contains mud and rock flow, earthquake and snowstorm
driving. Other types contains foreign material in track and line.

The handling of the abnormal situation remains a challenging work in train dis-
patching work for many reasons. First, the occurrence of abnormal situation is al-ways
hard to predict. Unpredictability is a major source of stress. Second, once it occurs,
the scale of its impact is always very broad. The dispatchers need to coordi-nate with
many departments to solve the problem. In addition, although there are many emergency
response plans, each situationmayhave certain unique aspects that the dispatchers should
make their specific treatment. Of course, new situationsmay occurwhen there is no ready
emergency response plan available. Under these circumstances, the dispatcher’s working
experience is essential. Moreover, when an abnormal situation occurs, the dispatching
office supervisor will supervise the dis-patchers’ work in a very close manner. There-
fore, the occurrence of an abnormal situation will also bring tremendous psychological
pressure to dispatchers.

The Usability of Human-Computer Interfaces. At present, the CTC system is used
in the dispatching work of China’s high-speed railway. The CTC system hugely im-
proves the efficiency of train operation and reduces the workload of dispatchers. In the
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past, the current two-dispatcher station’s work should have taken many more signalers,
on-site operators, and so on to deal with. However, the interface of the CTC system can
still be improved.

The dispatchers mentioned several problems, including alarm display, monitoring
display, decision support information display, and communication apparatus. For exam-
ple, there is too much information in the alarm prompt box, and the size of the prompt
box is too small to read efficiently. The dispatchers also suggest that the alarm level
should be modified for some situations, and the false alarm rate should be reduced.

For the monitoring display screen, the train delay information is only provided when
the train already passes the station’s control point. Although the dispatchers can use the
train diagram to estimate its possible delay beforehand, a heavy workload may prevent
them from doing so, which will affect the subsequent adjustment of the dispatcher’s
operation plan.

For the decision support system, dispatchers don’t have an assistant tool to help them
make decisions, for example, if there is a large train delay area.Which train will be given
priority? How to organize the train operation to minimize the total delay time and the
influence scope? And how to organize the train to resume on time? CTC system cannot
give them potential suggestions; dispatchers rely entirely on their knowledge, skills and
work experience to solve it.

For the communication system, several functions can be improved to increase the
overall situational awareness. For example, during an emergency, the dispatcher needs
to call each train driver one by one after shutting the block with a problem. However,
the train drivers can only see the block in front of them closed, so they may keep calling
the dispatcher to understand the situation, which will interrupt the dispatcher’s work.
Functions such as radio broadcasting (for the dispatchers) or situation enhancement
visualization (for the train drivers) may provide some improvement.

3.3 The Applicability Analysis of and Modification Suggestions for the IWS Scale

In the interview, we conducted a card sorting experiment to explore whether the trans-
lated IWS scale can be used in China’s high-speed rail industry. Several findings were
summarized below:

1. During the sorting processes, all the five dispatchers expressed doubts about the
meaning of the descriptors;

2. Four out of five dispatchers sorted the nine descriptors in a different order as
compared with the original scale;

3. In the semi-structured interview, the dispatchers were asked to provide examples
and cases for each descriptor. However, they found it hard to do so and suggested
that the real workload levels may not that much. All dispatchers suggested that the
intensive automation used by the HSR system has changed their work significantly
(compared to the normal-speed railway system). In this way, the workload levels
might not be that much.

4. We collected the specific terms used by dispatchers to describe their workload. The
primary purpose is to ensure that the use of the item is familiar with the dispatcher’s
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language and can accurately reflect the relevant workload. A total of 28 descrip-
tors describing dispatcher workload were extracted from the interview data. Future
studies will collect more data.

To sum up, the initial evidence suggests that the original 9-point IWS scale might not
suitable for Chinese HSR dispatchers. Before using the scale to evaluate the workload
of dispatchers, it needs to be revised carefully.

4 Discussion

To understand the workload of Chinese HSR dispatchers, the present study conducted
an initial interview study. The major purposes were to (1) understand the tasks of the
dispatchers, (2) extract factors that may influence their workload, and (3) evaluate the
applicability of an instantaneous subjective workload assessment tool (IWS).

The results first revealed the necessary work activities of the dispatchers. Compared
to traditional dispatchers, the newly introduced automation has dramatically changed the
way of dispatchers. The two-position team can handle the traffic in a broad area, which
should have been controlled by many different positions in the old systems, resulting
in new research questions for the human factor researchers, such as human-automation
interaction.

We also found initial evidence that HSR dispatchers’ workload is affected by section
complexity, traffic flow, the occurrence of abnormal situations and the usability of the
human-computer interface. Whereas the research of airspace complexity in air traffic
control is quite many, research in the railway industry is relatively less available [13–
15]. Systematic research on this issue may produce effective models, methods and tools
to redesign the sectors and traffic plans. The emergency training program is needed to
improve the dispatchers’ preparedness so that they can deal with the suddenly increased
workload in this kind of situation. Several aspects of the human-computer interfaces can
be improved. For example, the impact of a natural disaster can be visualized so that the
dispatchers can quickly implement corresponding operations. The train’s position can
be more accurately displayed on the dispatching monitoring screen, which is helpful for
the dispatcher to grasp all the information to organize the operation of all trains.

Finally, we found that the original IWS scale may not be applied to Chinese HSR
dispatchers’ workload assessment. The reasons can be many folds. First, there might be
certain language differences. For example, whereas ‘challenge’ was used as a level 9
descriptor in the original English version scale, the participants in our study considered
it to be a moderate level. Therefore, It needs to be revised in Chinese before putting into
use.

Certain limitations must be addressed before making a conclusion. First, the number
of participants in this interview is small, and all dispatchers are from the same railway
bureau. Further studies are needed to collect data from more dispatchers over different
areas to resolve potential individual and regional differences in dispatchers’ work activi-
ties and workload related evaluations. Second, only interviews are used in this study. As
this method might be subject to memory bias or social desirability bias, future studies
may benefit from using an integrated method, e.g., operation log analysis, observation,
accident or near-miss investigations.
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5 Conclusion

In conclusion, this study reveals the tasks of the Chinese HSR dispatchers and the
influencing factors of workload and finds that the IWS scale needs to be revised to
meet the working condition of the China HSR. This study provides initial but valuable
information for human factors researchers interested in HSR dispatchers’ work. Future
work is in great need to further promote our understanding of the nature of dispatchers’
workload and the methods to control it.
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Abstract. A prototype application designed to help coordinate the search activ-
ities of small teams of people was developed and tested in a field experiment.
Implementing a 2× 2 experimental design, participants worked in teams in order
to find a series of “search targets” in a naturally occurring outdoor environment.
The paper demonstrates a novel methodology and reports on the key findings
of the study with a focus on the effect of various technological components on
search performance, situation awareness and user expectations. Finally, general
lessons of the trial are discussed in order to further elucidate the potential benefits
of decision-making support tools within missing person incidents and to provide
guidance on how such systems could be further improved.

Keywords: Search activity · Search and rescue · Foraging · Missing persons ·
Visual search · Teamwork

1 Introduction

Informal and familial carers are estimated to have an economic contribution in the UK
of £132B a year, which is approximately the total annual spend on the NHS [1]. The
main factor in the breakdown of care and subsequent institutionalization of those with
care and support needs is carer burden caused by difficult to manage behaviors. Missing
incidents are one of the main stressors responsible for both carer burden and subsequent
institutionalization [2].

Therefore, it is imperative that guardians and care givers are equipped with the tools
and strategies to deal quickly and effectivelywith these situations as andwhen they occur;
both to minimize the immediate risk of the care recipient and to reduce the long-term
likelihood of the breakdown of care.

Missing incidents are activities which usually involve a wide variety of individuals,
institutions, and complex socio-technical systems in a time-critical situation. Therefore,
a thorough understanding of these incidents depends upon an in-depth analysis not only
of individual behavior and psychology but also an investigation of how people work in
teams during missing in realistic environments.
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Whilst there is a wealth of research into laboratory-based visual search tasks [3, 4],
other research into the experience of families of the missing, and some Human Factors
research into Search and Rescue operations [5, 6], very little research has attempted to
identify the demands and constraints placed upon individuals during the early stages of
missing person search, in realistic search tasks within naturally occurring environments.

2 Background

2.1 Visual Search

Perhaps the largest area of research focusing on search behavior is visual search, which
has been developed from a perspective influenced heavily by cognitive psychology [7].
Visual search experiments are typically involve participants attempting to find a target
item amongst a complex array of distractor items in a controlled environment [8]. In these
types of experiments, two methods are commonly used: the present-correct method and
the reaction-time method. In regard to the former, participants are briefly presented with
an array of items for a set time (known as an inter-stimulus interval) followed by a mask.
The participant is then asked whether the target is present or absent from the stimulus
array and the target-absent response and percent correct is measured as a function of
the inter-stimulus interval. If a task can be performed with high accuracy under these
conditions even with very short inter-stimulus intervals, it is taken to mean that these
items have been processed in parallel. Conversely, if larger stimulus arrays require higher
inter-stimulus intervals, it is assumed that a process with limited capacity is required for
the search task [9]. The second type of visual search experiment methodology typically
employed uses neither a mask nor an inter-stimulus interval, instead, participants are
presented with stimulus array and asked whether the target item is present or absent and
their response time is recorded. In this case, if reaction time is independent of the size
of the stimulus array, the process is considered to be in parallel [10].

Wolfe [8] describes the howBottom-Up and Top-Down processes interact in order to
direct attention. The ability to perform visual search tasks, therefore, depends upon suffi-
cient difference for bottom-up processes to distinguish a target item from its neighbor, as
well as the correct expectation about what the target should look like to direct top-down
processes. In the context of missing incidents, this suggests that correct expectations
about what the missing person is wearing will help Top-Down processes direct atten-
tion to the appropriate aspects of their visual field, whilst Bottom-Up processes will be
improved if the missing person is wearing clothes that contrast with their environment.

Findings from visual search experiments shed light on an important aspect of search
behavior and demonstrate the relationship between fundamental neurological processes
and higher order cognitive expectations. However, whilst profoundly relevant to missing
incidents, they highlight only a very small aspect of the overall task. In addition, visual
search experiments take place in extremely controlled and artificial environments that
lack the context of missing person search and hence, have a low ecological validity.

2.2 Wayfinding, Navigation and Orientation

Navigation is often described as goal-directedmovement through the environmentwhich
consists of two distinct aspects:Wayfinding and Locomotion [11, 12].Whilst definitions
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ofWayfinding and Navigation vary somewhat in the literature, Darken and Peterson [13]
describe Wayfinding as the cognitive element of navigation; distinct from movement, it
relies upon the development and use of a cognitive map, mental map, or mental model of
the environment. Locomotion, or simply, motion, is the real-time aspect of navigation in
which an individual traverses through space,maintaining balance, avoiding obstacles and
barriers, andmoving towards an intended location. Golledge offers a similar description,
referring to wayfinding as selecting paths from a network and navigation as both a
cognitive and spatial process [14]. Navigation as therefore the aggregation of wayfinding
and locomotion, and thus both cognitive and motoric.

A necessary requirement of wayfinding also requires that travelers be aware of their
own location relative to their destination, as well as to other salient places or objects
en route to their location. This knowledge is called Orientation [12]. A full knowledge
of one’s location with respect to the Earth’s surface (Geographic Orientation) is not
required to complete most navigation tasks, it suffices that travelers merely know enough
about their current position relative to their target destination. Disorientation may occur
frequently during a navigation task, particularly in individuals that have a poor sense of
direction [15].

Spatial knowledge is required for wayfinding tasks, though there is still debate
about how exactly spatial knowledge is represented. Following on from a seminal paper
investigating the navigational strategies employed by rats, Tolman describes the idea of
cognitive maps, which are mental representations of spatial information [16].

Perhaps the most supported model of spatial knowledge representation is the Land-
mark Route Survey (LRS). It not only describes the various levels of representation of
spatial knowledge, but also how spatial knowledge develops. Siegel and White theorize
that spatial knowledge is often fragmented, incomplete and may at times be inconsistent
[17]. The LRS model suggests that spatial representations are often a series of multi-
ple, sometimes contradictory ‘mini-spatial representations’. According to this model,
landmarks serve as associative cues [21]; stimuli that facilitate the recall of appropriate
directional responses, but also function as anchor points for organizing other spatial
information [14]. Waller and Lippa [18], also lend support for a variation of this the-
ory, and also note the importance of landmarks as ‘beacons’; waypoints which indicate
progression towards a navigation goal. Landmarks are more likely to be remembered if
they have a dominant physical form, are peculiar in some way, or have associated cul-
tural significance [19]. Therefore, the performance of wayfinding tasks can be improved
by providing or enhancing the salience of the visual details of specific locations in the
environment [19, 20]. Landmark knowledge is often seen as the appropriate conceptual
relationships between certain known stimuli and required action, but these cues are often
static, orientation dependent and disconnected [13].

Familiarity with a navigation task can facilitate the acquisition of route knowledge;
knowledge of paths between landmarks. At this level of representation, travelers can
navigate between two or more landmarks, though this navigation may not be optimal.
For example, travelers may know how to get from A to B and from A to C but have
no knowledge of how to get from A to C. Route knowledge can facilitate the exchange
of spatial information and allows common frames of reference to be established [14].
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It is suggested that this type of knowledge is organized in the form of a hierarchy of
networks, connecting various locations [14].

At the highest level of representation, survey knowledge (also called configurational
knowledge) develops, this involves the ability to estimate relative or absolute distances
and directions between two locations, even in unfamiliar routes. Configurations often
consist of a hierarchy of locations and routes and the spatial distributions between them.
Survey knowledge is often presumed to be the highest level of spatial understanding
[21] and is said to constitute muchmore formal knowledge of spatial relations, including
an understanding of Euclidean distances [14]. Taken together, these aspects represent
the total spatial knowledge structure, or cognitive map. However, this hierarchy has
been challenged by other research, which suggests that even once survey knowledge is
acquired, psychological distance in cognitive maps is primarily dependent upon route
distance, rather than Euclidian distance [22].

An overall model of navigation is illusive, with some models being too specific to
certain environments (hence, not easily generalizable) and others failing to capture the
salient aspects of navigational tasks [13]. One model that may be useful in considering
how people engage in missing incidents is taken from Jul [23]. This model proposes
that navigation tasks consist of a hierarchy decisions and integrates goal formation,
strategy selection, cognitive maps, and other navigation elements into a unified theory.
To fit this model to behavior during missing incidents, goal formation in this case should
be considered which places carers choose to search, rather than what to search for
more generally. This model also suggests that there is a reciprocal relationship between
wayfinding and locomotion. Goal formation informs strategy selection and together
with information from the environment and the travelers cognitive map decisions about
locomotion are decided and acted upon. Assessment of the current situation may result
in a different strategy being employed, or even a different location being decided upon.

An obvious limitation of applying this navigation model to missing incidents, how-
ever, is that it is devoid of the specific context in which missing incidents occur and thus
does not adequately capture the salient features which differentiate navigation tasks from
missing incidents. In particular, the model does not describe the basis on which these
assessments are made in relation to the overall goal, nor does it account for decision-
making biases or the high levels of stress that can be encountered if a traveler becomes
disoriented or is otherwise experiencing high levels of emotional arousal. Neverthe-
less, the relevance to caregiver behavior during missing incidents is clear and helps to
frame the understanding of missing incidents within a wider, better researched academic
context.

2.3 Optimal Foraging Behavior

Related to investigations into Wayfinding and Navigation is the research into animal
foraging behavior. According to Kalff, Hills andWiener [24], foraging describes behav-
iors as diverse as “Picking bananas from banana trees, searching for nebulas in the night
sky and hunting for tuna in the open ocean” (p 168). Missing Incidents are tasks which
are very closely analogous to “foraging”, they both involve the allocation of time and
resources in order to find a specific object in time and space. The modern scientific
understanding to foraging behaviors is largely attributed to two papers; MacArthur and
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Pianka [25]and Emlen [26]. The first of these such papers [25], attempts to model “op-
timum theories” of foraging; that is, the allocation of time and resources in such a way
to maximize food gathering whilst minimizing energy and time expenditure. Whilst
the second [26], derives a series of predictions about animal behavior from elementary
mathematical assumptions about similar optimal strategies.

According to Kalff, Hills and Wiener [24] area-restricted search (ARS), is one of
the most well-studied behavioral patterns in foraging. ARS patterns involve high turning
angles following resource encounters, but lower turning angles in their absence. ARS is
considered to be an optimally adaptive response when resources are clustered (patched
environments) and typically localizes animals to where resources are more densely
clustered. In addition, this strategy has a minimal informational requirement, depending
only that the forager changes their behavior on encountering a resource. The efficiency
and simplicity of ARS has led some to propose that this strategy may have provided the
biological building blocks for the subsequent evolution of attention [27].

ARS suggests that foragers use temporal cues to determine when to leave designated
‘patches’ of the entire search area. According to predictions made by ARS, foragers will
spend more time in resource-rich or dense patches, whilst devoting less time to sparse
patches. If a certain temporal threshold passes without encounter, foragers will leave the
patch (fewer, shallower turns), whereas encounter with a resource target will increase
the total patch residency time incrementally.

Whilst it could be argued that research into the evolutionary foraging behaviors of
human and non-human animals has little relevance tomissing person search, many of the
foraging strategies predicted by MacArthur and Pianka [25] and Emlen [26] have been
observed in areas as divergent as information foraging on the internet [28], consumer
behavior [29] and even the ways in which humans navigate through their own memories
[30]. These findings suggest that the control of attention and the control of movement
may share a similar evolutionarily optimal control structure. Which lends support to the
idea that there may be common ‘foraging’ strategies, as a vestige of our evolutionary
baggage. These strategies (or foraging heuristics) may have been beneficial overall but
may in certain specific circumstances manifest themselves as maladaptive behaviors. It
may perhaps be the case that people are prone to stochastic movement patterns when
looking for a missing person but following more prescriptive methods would be more
effective.

2.4 Research in the Wild

Research ‘in the wild’, broadly characterizes a paradigm shift within Human-Computer
Interaction (HCI) research inwhich design, development and evaluation of technological
interventions take place in-situ, rather than in an artificial laboratory environment [31].
This marked shift allows for technologies to be evaluated and appraised by potential
end-users in a way that much more closely resembles how these technologies would be
used in a real-world setting and allows researchers to better understand how technologies
are likely to be adopted and perhaps even appropriated. Whilst ‘research in the wild’ is a
comparably new research methodology broadly within the discipline of HCI, Hoffman
and Woods [32] point to the numerous historical threads with have contributed to the
understanding of cognitive and collaborative activity across both human and machine
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agents. They cite research areas as diverse as knowledge elicitation techniques for expert
systems [33], Naturalistic Decision Making [34] and Situated Cognition [35] as various
attempts to understand interactions between cognition, culture and complex artefacts
in context. Whilst the methodology employed here differs slightly from the definition
of “in the wild”, as given by Rogers and Marshall [36], in that it does not “create and
evaluate new technologies and experiences in situ” (p.6); it does use a new technology in
a naturally occurring physical environment for the purposes of evaluating the likely real-
world outcomes and associated behavioral change. This methodological approach also
bares resemblance to ‘foraging research’, [24, 27, 30] though to the author’s knowledge,
no similar experiments have been conducted investigating human searching and foraging
behavior in physical environments.

2.5 Situation Awareness

Situation awareness (SA) describes the knowledge an individual has about their environ-
ment, often with respect to a specific task or series of tasks. SA is said to be intrinsically
linked to decision-making [37] and may in some cases be linked to performance [38].
SA is considered to be of paramount importance in search and rescue andmissing person
tasks [5]. However, operationalizing SA, for the purposes of measurement, is not always
straight forward and two distinct approaches are available: objective and subjective mea-
sures. One example of a subjective measure of SA is the Situation Awareness Rating
Technique (SART) [39]. This rating scale was developed for use in Aerospace opera-
tions, but is general enough to be used for other domains [5, 39]. SART was developed
for a post-trial questionnaire that is relatively quick to administer. The SART question-
naire asks participants to rate the variability of the situation as well as their overall
impressions of the quality and quantity of information they are receiving on a Likert
scale. Conversely, an “objective” approach to assessing SA was developed by Endsley,
the Situation Awareness Global Assessment Technique (SAGAT) [40]. Like the SART,
the SAGAT was developed within the domain of Aerospace, as a means of assessing
the SA of pilots during a simulation. Endsley suggests that an effective measure of SA
involves determining an operator’s knowledge of goal-specific and system critical infor-
mation. However, whilst there is clearly some value in assessing the SA during the task,
the SAGAT is a disruptive technique which involves stopping the simulation or activity
in order to determine if an operator is aware of the state of various system elements.
Additionally, such an approach would be difficult to implement during an experiment
involving physical search activity and would be likely to unduly influence behavior and
communication. Objective and subjective measures of SA test important aspects of oper-
ator knowledge and self-appraisal of that knowledge. For these reasons, this experiment
will take one measure subjective measure of SA (the SART), one objective measure of
SA (a post-trial questionnaire) and one measure of performance (number of cones found
per participant).
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3 Prototype Development

Many existing technologies designed to help with missing incidents depend upon track-
ing and monitoring technologies which may not necessarily be acceptable to or appro-
priate for all people [41]. Additionally, compliance, battery life and forgetfulness might
be limiting factors in the usefulness of these solutions. Previous research indicates that
communication is a crucial element of successful search and rescue activity [5]. Addi-
tionally, search and rescue experts have expressed concern that information about the
missing person may be inaccurate due to potential sources of communication failure
[42]. For this reason, a digital technology which facilitates better communication at the
early stages of missing person incidents may improve outcomes for missing people and
reduce the stress and emotional burden placed on carers and guardians.

Location and Geo-spatial information are also of paramount importance in Search
and Rescue operations, and professional search and rescue teams rely highly on map
use in order to maintain high SA of the overall search plan [42]. Furthermore, during
missing person searches conducted by professional search and rescue organizations,
each individual team has access to a radio in order to communicate with the Incident
Commander and other members conducting the search.

Those wishing to develop new technologies to help with search tasks must demon-
strate that their solutions do indeed lead to better communication, more overall knowl-
edge of the incident, and ultimately, better search outcomes. For this reason, the search
technologiesmust be designed to allow experimental field trials, without endangering the
lives of people who are already at risk. One method which would allow for experimental
testing, is the use of surrogate search targets in a naturally occurring environment. The
application must be able to detect when participants find these targets in order to deter-
mine the performance of teams. Participants must also be given a standardized period of
time in which to conduct the search activities so as to make search activities comparable
across all trials. For this reason, a timer function should be implemented and controllable
by the experimenter. The experimenter must also have the ability to change the available
features for the purposes of experimentation and comparison. Finally, the experimenter
must be able to have an overall view of the search activity during the experiment for the
purposes of safety.

3.1 Functional Requirements of a New Technology

In light of these requirements and considerations, a series of functional requirements
are explicitly stated below. The requirements 1–5 represent features a future technology
may adopt, whereas the requirements 6–11 are necessary components for testing and
evaluating the effectiveness of the application.

Requirements for Application

1. Display Map of current location.
2. Display geo-spatial information of individuals and teams’ current locations.
3. Display geo-spatial information of individual’s and teams’ location history.
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4. Give users the ability to refer to geo-spatial locations.
5. Facilitate audio communication.

Requirements for Testing

6. Facilitate the recording of surrogate search targets.
7. Store data of surrogate search targets for later analysis.
8. Record participants location histories for later analysis.
9. Produce an “admin” mode in which displays information and facilitates actions not

available to users (such as the location of search targets and starting a timer).
10. Produce a “timer” for the purposes of testing and experimentation, controllable by

the admin.
11. Enable the admin to control various features of the application for different

experimental conditions.

Using these requirements as a guide, an Android application was developed in such
a way to test the effect of various system features and allow for experimental trials with
reasonable accuracy. The application recorded participants’ movements on the search
task and also recorded when a “search target” with an NFC tag had been scanned.
NFC tags were used for the purposes of an experimental trial in order to record when
participants had found a designated “search target”. The design of the application went
through numerous iterations, before being developed in March 2017 (shown in Fig. 1).

Fig. 1. Application and Search Target

4 Method

Participants arrived at a pre-specified location centrally located on a large UK univer-
sity campus. They were given an information sheet detailing the study and asked to
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sign a consent form. Instructional videos were created for the purposes of demonstrat-
ing the various system features to participants for each of the conditions. Participants
watched these videos after signing the consent form. Following this, they were given an
Android mobile phone and a demonstration of the application described above, which
was installed. The study implemented a 2 × 2 experimental design. Participants were
given one of two versions of the application: one of these displayed a “shared map”,
and the other simply displayed the map and participants current location. Half of all
participants were connected to a Skype audio conference call and the other half were
given the means to make one-to-one phone calls to each other using stored contacts.
Each participant was then asked to begin walking in opposite directions until they were
no longer visible to their teammates. At this point the researcher began the experiment
timer and the participants began the trial.

All participant groups were engaged in searching for a variety of search targets on
foot on the grounds of a large university campus whilst using the application described.
These targets were sports cones fitted with NFC tags which participants were asked to
touch with their mobile phone to confirm they had found the targets. Trials were 30
min long each excluding start times and post-trial interviews, though total participant
time was approximately an hour and fifteen minutes. Participant’s locations were also
monitored at this point to ensure they were not running, and to ensure their safety. Once
30 min had passed, participants were informed that the trial was over and asked to make
their way back to the study HQ. Participants were asked at this point not to communicate
with each other. Participants then answered post-trial questionnaires described below and
a brief semi-structured group interview was conducted.

Conditions. Participants were in one of four conditions, each reflecting different
modalities of communication:

Basic Condition (BC). Participants were able to contact each other via standard one-to-
one calling features and able to see their current location but had no record of where
they or their team members had searched.

Shared Audio Only (AO). Participants were able to communicate to each other via an
open radio channel, and able to see their current location, but had no record of where
they or their team members had searched.

Shared Visual Only (VO). Participants were able to contact each other via standard one-
to-one calling features. In addition, participants were able to see a record of where they
and everybody in their team had searched and their current location.

Full Features (FF). Participants were able to communicate to each other via an open
radio channel. In addition, participants were able to see a record of where they and
everybody in their team had searched, as well as their current location.

4.1 Measurements and Recordings

Participants locations were monitored during the entirety of the experiment, “trails”
and cone “scan” activities were all sent automatically by the application to a password
protected server, both for use in the trail and later analysis.
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Following the trial, participants were issued with a series of questions relating to
their performance. Using data generated from the trials, a “map drawing” was produced
immediately after the timer had stopped (Fig. 2). This was used as a reference in order
to score participants’ objective SA.

Participants also completed a SART questionnaire in order to provide a subjective
measure of SA. After the trial was completed and participants had answered the two
questionnaires, a semi-structured group interview was conducted and participants were
asked how well they thought they communicated, how they thought the technology
helped or hindered their task and what improvements could be made if the technology
were to be developed further.

The following outcome measures were recorded:

1. Total number of valid search targets found per participant (as a measure of
performance).

2. The number of targets which were scanned after they had already been found as a
percentage of total cones scanned (taken as a measure of search efficiency).

3. The “Map Score” (as an objective measure of SA).
4. The SART score (as a subjective measure of SA).

Fig. 2. Map Generated Post-Trial

4.2 Participants and Trial

A total of 52 participants were recruited for this study. Participants could either enlist as
complete teams, partial teams, or individuals. Participants who did not enlist as part of a
full team were assigned teammates from the participant pool. Of the 52 participants who
were recruited, 48 took part in the trial. The 4 participants who were recruited but did
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not participate in the trial did not attend the trial with a full team and so were unable to
take part. Recruitment was conducted largely through an online campaign via Facebook
and word of mouth. A Facebook page was created for the purposes of recruitment, and
in order to provide a public “scoreboard” for participants’ performance during the trial.
The advertising campaign took the form of a “Treasure Hunt”, and winning teams would
win £100 in vouchers as a team prize for all four participants. It was hoped that the prize
would act as an incentive for high performance and increase the importance placed on
the task by participants. However, for the purposes of fairness a winning teamwas picked
from each of the four conditions in order to ensure that every participant had an equal
chance of winning and were not hindered by the experimental condition they were in.
Participants were assigned to groups based on an ordering system, so that if the desired
number of participant groups were not able to be recruited, there would be a more equal
distribution of participants across conditions.

The trial ran from September to November 2017, with three separate blocks of trials,
in September, October andNovember. Between each trial block the researcher performed
a visual inspection on the quality, quantity and location of the search targets and ensured
the NFC tags were still functional.

4.3 Ethics

Participants were informed prior to the experiment to wear “appropriate” clothing, for
the task (e.g., no high heels, weather appropriate clothing). Participants were informed to
the purposes and methods employed in the experiment via an information sheet and gave
informed consent. Additionally, a tutorial video for each of the conditions was produced
and played to participants informing themof specific features and advising cautionwhilst
crossing roads. This study also obtained relevant ethical approval from the University’s
ethical review board in engineering and was given approval by the department’s Health
and Safety officer. Participants’ data was stored on a password protected server and their
data was separated from any potentially identifying information. However, participants
were allowed to enter a competition in compensation for their participation, and some
participants agreed to sharing pictures of themselves on the study’s Facebook page.

5 Results

There was a great deal of variability in the results for all of the dependent variables
measured. Despite differences observed between different conditions, few of the results
were statistically significant. The results which were significant indicate that knowl-
edge of teammate’s locations improved with many-to-many audio communication, and
that their own subjective assessment of SA improved with additional visual information
about their teammates positions (though, their actual situational awareness or perfor-
mance did not seem to increase). None of the dependent variables in the results were
normally distributed (as indicated by the Sharpo-Wilks), and therefore, non-parametric
statistical tests are the most appropriate means of analyzing the data. However, there are
no universally agreed upon non-parametric equivalents of the two-way ANOVA, which
would be the most appropriate method for analysis. For this reason, the results section
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will be presented in three parts; a non-parametric analysis of each individual factor, a
presentation of the estimated marginal means, and finally, a test for correlation between
measures that are assumed to be correlated.

5.1 Non-parametric Analysis of the Effects of Individual Factors

The appropriate non-parametric statistical test for determining if there are differences in
the distributions of ratio data between various experimental populations in a between-
subjects experimental is the Mann-Whitney U. If each factor (visual information and
audio communication) is analyzed individually using this method, two significant results
emerge.

The presence of a shared visual map significantly increased participants’ subjective
SA as measured by the SART questionnaire, from 17.63 (mean of AO & BC) to 20.08
(mean of VO & FF) (p = 0.04). However, despite this increase, objective measures of
participant’s situational awareness actually decreased under these conditions from 6.17
to 9.16, though this difference was not significant.

Conversely, objective SA as measured by the Map questionnaires was positively
impacted by the presence of a shared audio channel (conditions AO & FF). The mean
value of map scores in conditions with shared audio channels was 6.96/10, as opposed to
standard calling features which had an average score of 5.17/10. This was a significant
difference with a p-value of 0.004. No other statistically significant differences were
observed between conditions.

5.2 Presentation of Means

The highest average performance was obtained by participants who were in the basic
condition with no shared visual information and standard calling features (BC; 9.42).
The second highest score was achieved by participants who had many-to-many audio
communication methods (AO; 8.92), followed by those participants who had many-to-
many audio and shared visual information (FF; 7.58), whilst the worst average perfor-
mance was by participants who had access to shared visual information, but only had
access to standard calling features (VO; 6.08). As mentioned earlier, participants who
had a many-to-many calling feature typically performed better than those who did not
(although the best performers overall did not have this feature), and those participants
who were presented with shared visual information performed worse on average than
those who did not regardless of audio communication mode, although the difference was
not significant.

Subjective ratings of SA increased if either more visual informationwas present, or if
participants had a shared audio channel. The highest average SART scores were obtained
by teams who had both additional visual and auditory information (FF; 21.58), scores
with either (but not both) of these additional sources of information were comparable
(VO; 18.58, AO; 18.33) and the lowest SART scores came from participants who had
neither enhancement (BC; 16.92).

However, the effect of various factors on objective SA was not straightforward.
Those participants who had access to a many-to-many audio communication tended to
perform better than those who did not but additional visual information about teammates
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locations appeared to benefit only those who had many-to-many audio communication,
whilst decreasing the scores of those who did not (FF; 7.03, AO; 6.79, VO; 4.80, BC;
5.50).

Efficiency as measured by repeated scans as a percentage of total scans suggested an
interesting relationship. Participants were actually most efficient in the basic condition
(BC; 9.1%) but also performed well in the full-features condition (FF; 9.7%), less well
in the visual only condition (VO; 13%) and worst of all in the condition with shared
audio only (AO; 22.9%).

5.3 Correlations Between Measures

Pearson correlations were conducted on various measures, which could be reasonably
assumed to be correlated. However, no such correlations were observed in the data.
Firstly, the correlation between SART score (which is a subjective measure of SA) and
post-trial Map Score (which is taken to be an objective measure of SA) was tested
and no correlation was observed. Similarly, there was no correlation between the num-
ber of search targets found and the objective SA. There was a slightly higher correla-
tion between SART and performance, though this was still weak and not statistically
significant (0.148).

5.4 Interview Findings

Participants generally indicated that the study design was “well-constructed” (BC, trial
1), and “simple but not easy” (AO, trial 1) and many participants also said that the
technology “has potential helping people with the search” (FF, trial 2). Participants
generally thought the various system features helped their ability to search effectively.

“Being in constant contact with each other and being able to see where each other
were made us a lot better at what we were doing than if we just had maps and
were walking around” (FF, trial 2).

“I think the map was particularly important because not only could you see where
a person was at that moment, but you could see where that person has been in the
past” (FF, trial 1).

It is also interesting to note that many of those who only received visual information
of their own position, but no indication of their teammate’s positions (as in BC and AO)
expressed that additional visual information would be of benefit to them:

“It was good to have that feedback as to where people were, but that feedback
would be better on the map. It was silly that we could see ourselves but not other
people…It would good to be able to see where everyone else has looked on the
map and where they are now” (AO, trial 2).

Others who also had access to the shared map, (VO and FF) stated that a potential
drawback of the highly visual interface was that it may be too distracting.
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“I think it’s maybe not the best idea looking at the screen when you are running
around, but the map is really useful. So perhaps I wouldn’t look at the screen all
the time, but I found myself looking at the screen a lot” (FF, trial 3).

“At one point I was looking at the screen and I walked into a building, without
looking” (FF, trial 2).

Overall, participants were generally in favor of additional means of communication
to aid the search task, and those who were in conditions without all system features often
suggested that such featureswould be of benefit to them.However, additional suggestions
as to how the system could be further improved were made by a few participants and
these suggestions typically involved the ability to better plan and coordinate search areas.

“I think a bit of planning, the technology seems helpful, but it would be better if it
allowed us to plan”, FF, trial 3.

“I think the software could help inform some basic strategies, because not every-
body will get the idea that you need to spread out. Perhaps some strategies, or
whether it’s useful to repeat other people’s traces and with a missing person they
are mobile as well.” FF, trial 2.

6 Discussion

6.1 Performance

There were no statistically significant differences in performance between conditions
(where performance was measured cones found per person); neither audio nor visual
communication channels appeared to significantly affect total cones found per partici-
pant. Neitherwere there any observed statistically significant differences between groups
in the efficiency of search (where efficiency is taken to be an inverse of repeated cones
found). However, there was a great deal of variability between individual participants.
The standard deviation of cones found was 4.925, whilst the mean score across all con-
ditions was 8.00. Such variation will make statistically significant results less likely.
Whilst it is maintained that this experiment represents an important methodological step
in evaluating the effectiveness of assistive technologies in a naturally occurring environ-
ment, search performance has proved particularly difficult to measure in a way in which
controls for a variety of other factors and isolates the effects of various technological
interventions. Nevertheless, it is clear that technologies such as these should be prop-
erly evaluated in a way which resembles their intended usage. It may be the case that a
larger scale study would yield statistically significant differences in search performance
between conditions, but future studies maywish to attempt to exert more control over the
experimental environment. Good performance on the task is likely down to numerous
factors, such as sense of direction, eyesight, and “luck”. A repeatedmeasures experiment
would be able to control for individual differences, however thiswould be logistically dif-
ficult to implement without replacing the search targets between conditions or changing
the environment between conditions.
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6.2 Situation Awareness

SA was measured in two ways in this experiment; objectively and subjectively. The
objective measures of SA involved asking participants to answer questions about the
locations of their teammates once the trial was completed, and the subjective measures
involved asking participants to complete a SART, a well-established measure of SA.
Interestingly, visual and audio communication channels affected each of these outcomes
differently. Shared audio channels were shown to be a significant improvement on the
objectivemeasure of SA, whereas, increased visual information only affected the subjec-
tive rating of SA. The SART measures amongst other things, the perceived complexity
and variability of the situation, but also the quality and quantity of information received.
Despite there being no observed differences in the objective measures of SA or per-
formance due to the presence of a shared map, there were significant differences in
the SART. Increasing the trust that users’ have in the quality of information may be a
significant benefit to people in highly stressful missing incident scenarios. Increasing
confidence in the quality and quantity of information may have significant real-world
benefits, such as reducing the high levels of stress, anxiety and helplessness felt by those
conducting missing person searches.

There was no statistically significant correlation between SART and the objective
measure of SA. This may indicate that people often incorrectly assess their level of
knowledge, or that there is little correlation between “objective” and “subjective” mea-
sures of SA. However, perhaps a post-trial questionnaire about various system elements
is a measure of recall, not SA. The findings indicate significantly higher recall of team-
mates locations whenmany-to-many communication was available, this may be because
geo-spatial information presented audibly requires deeper semantic processing than the
same information presented visually, and this effort assists recall [43]. Another theory
is that participants are more likely to describe landmarks via audio communication and
this facilitates survey knowledge [18].

6.3 Extraneous Variables

No trials were run before sunrise or after sunset, but that is not to say that visibility
was constant for all trials. Cloud coverage, precipitation levels and time of day may
have adversely affected performance in several trials. The weather was not controlled
for during the study, and trials were run under numerous environmental conditions,
excluding very heavy rain or wind. This is likely not only to affect the visibility of
the study, but precipitation may also affect walking speed and crucially, the usability
of the touch screen devices participants were issued with. Waldron identified several
environmental factors such as temperature andwind speedwhich affect human behaviors
such as travel speed and travel direction [44].

The application was developed on an Android phone, whilst all users in the study
confirmed that they were smart phone users, not all were familiar with the Android
operating system. An instructional video was presented to all participants explaining
various system features and controls. In addition, a brief description of the phone’s
physical buttons and basic Android operations was given to participants in order mitigate
the potentially adverse effects of unfamiliarity with technology. Unfortunately, in a few
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cases, participants muted their microphones during the trial, whilst this was usually
quickly remedied, it did temporary hinder communications between participants.

There were also likely to be other individual differences between participants which
could have affected the results, for example navigational abilities [15], familiarity with
the campus and inter-team differences.

6.4 The Ecological Validity/Reliability Trade-off

The study took the form of a field experiment and therefore was more ecologically valid
than a similar study would have been under laboratory conditions. The price for this
higher realism was ultimately less reliability and less control over the environmental
factors which may have influenced search task performance. As suggested by Piliavin,
Rodin & Piliavin, “the ideal research strategy over the long haul is to move back and
forth between the laboratory, with its advantage of greater control, and the field, with its
advantage of greater reality” [45]. Whilst it is debatable whether this environment was
truly in situ, the use of a naturally occurring environment was crucial in establishing
realistic behaviors and limitations of the technology. By conducting the search tasks in
the physical world participants were able to comment specifically on how the applica-
tion was able to meet their requirements and how it affected their physical movement.
Participants also mentioned they wanted to ask passers-by if they had seen any search
targets; something they would do in a real-missing incident. This experimental set up is
far more “in the wild” than controlled laboratory experiments but is not an evaluation
of the technology based upon its true intended purpose. Further testing and develop-
ment would be required before this technology could be tested for use in real missing
incidents. Nevertheless, evaluating technologies in environments with high-ecological
validity is likely to yield realistic user-behaviors.

6.5 Other Limitations and Areas for Future Work

Whilst the location data for each participant was stored digitally on a remote server for
each of the trials, numerous errors with the data storage meant that much of this data
was unusable for a more in-depth analysis of pathfinding and search behaviors, and thus
made systematic comparisons between conditions impossible.

A further analysis was conducted on the available data in order to determine whether
participants during each of the trials were able to detect cones which they passed within
15 m of. The rationale for this analysis was to determine whether participants were less
likely to notice search targets which were (theoretically) within their immediate line of
sight. Averages for each of the trials which were successfully saved are given in Table1,
but shows no clear trends regarding the successfulness of locating targets within a 15-m
radius.
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Table 1. Percentage of cones found within 15 m of visited locations.

Trial % found within 15
m

Condition Average

AO1 20 37.28

AO2 59.7 37.28

AO3 32.14 37.28

FF3 37.5 37.5

BC2 68.12 50.725

BC3 33.33 50.725

VO1 61.36 61.36

7 Conclusion

This paper presented a field experiment in which participants, working in teams, were
asked to find artificial search targets under strict time conditions in an outdoor area
with the use of a digital communication aid. The results show that many-to-many audio
communication channels have the ability to increase SA during a search task, whilst
additional visual information increases participant’s subjective rating of their own SA,
despite there being no significant differences in task performance. Whilst there is a clear
and pressing need to facilitate effective communication between all concerned parties
during missing incidents, more work needs to be undertaken in order to ensure that any
potential technological intervention does not unduly distract users from the task.
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Abstract. The bare-handed interaction in virtual reality (VR) is gaining popular-
ity because of the high naturalness of the interaction. However, the bare-handed
input is disadvantaged by the poor input performance. This study attempted to use
a technique - predictive next-letter highlighting (PNLH) to alleviate this problem.
In order to investigate the effect of PNLH and the PNLH with different delays
on input performance of bare-handed in virtual reality, a total of 30 participants
familiar with the keyboard layout were recruited. They were required to complete
five input conditions: input without the PNLH, and input with PNLH with a delay
of 0, 150, 300, and 450 ms. Results indicated that the PNLH with a delay of 0 and
450 ms had better input performance than that without PNLH. The effect of the
delay on input performance varied with duration—a delay of 300 ms will result
in the worst input performance.

Keywords: PNLH · Delays · Bare-handed input · VR

1 Introduction

In recent years, collaborative work in virtual reality (VR) has seen a drastic increase in
popularity, specifically in the text input, such as giving instructions, entering informa-
tion, or communicating with people (Löchtefeld et al. 2016; Guttentag 2010; Mujber
et al. 2004; Lackey et al. 2016). However, the virtual keyboard could not be shown as
approaching the performance of the standard PC keyboard (González et al. 2009). How
to improve the input performance in a VR environment is worth exploring.

The PNLH in the soft keyboard was considered an effective technique to improve
the input performance (Faraj et al. 2009; Magnien et al. 2004; Bi et al. 2015). PNLH
provided visual cues by predicting and highlighting the next possible letter(s) on the
virtual keyboard (Sharma et al. 2012). Moreover, PNLH helps users unfamiliar with the
keyboard layout not only in finding the target key but also in confirming whether they are
pressing the wrong key (Rodrigues et al. 2016). However, virtual keyboards in VR were
larger than soft keyboards on smartphones or laptops. The full keyboards in VR were
similar to the size of physical keyboards in reality due to Leap Motion capture accuracy
issues. Hence, most of the virtual keyboards in VR were out of the participants’ central
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vision field, but in the peripheral field of view. Thus, whether PNLH can improve the
input performance of virtual keyboards in VR requires further verification.

In addition, the PNLH has some limitations which need improvements. PNLH was
not able to accurately predict the user’s desired letter by highlighting only one key.
Several keys must be highlighted simultaneously to increase prediction accuracy. The
highlighted non-target stimuli (e.g., a change in key color, key size, or letter color)
would capture the users’ attention (Rodrigues et al. 2016). Yantis’ (1996) proposed that
task performance was inferior when participants’ attention was distracted by interfering
items. We suspected that the performance of PNLH can be improved by reducing the
attention capture of non-target. Liu and Bai’s (2016) study showed that as the delay
increased, participants were able to shift attention away from the non-target position
and subsequently inhibit it, and the attention capture effect of non-targets gradually
decreased. However, the effect of delays on input performance was in dispute. Previous
studies showed that for text input, the faster system response time was, the better input
performance would be (Dabrowski and Munson 2011). Furthermore, Dabrowski and
Munson’s (2011) concluded that the optimal SRT was zero, and delays above 200 ms
would be readily perceived andmay disrupt the user’s work. By contrast, when searching
for targets in lines of letters (Schaefer 1990) or 2-D grids of numbers (Thum et al.
1995), optimal response time may produce the fastest performance on the next task.
Kohlisch andKuhmann (1997) also found that participants performedpoorly at the lowest
delay level and gradually improved with increasing delay time. However, performance
deteriorated again beyond a certain delay time. Hence, we suspected that the optimal
delay time varies with the different types of tasks; PNLH may have an optimal delay
time.

The bare-handed interaction, considered one of the most natural interactions, was
a promising application in VR (Prätorius et al. 2014). Therefore, we investigated the
effect of the PNLH by the bare-handed interaction in VR (we abbreviate the PNLH by
the bare-handed interaction in VR to the PNLH in the following). In summary, this study
conducted an experiment to investigate the following questions:

(1) Would the PNLH improve the input performance in VR?
(2) Would increasing the delay time improve the input performance of the PNLH?

2 Method

2.1 Participants

A total of 30 undergraduates and postgraduates (14 males and 16 females, aged 18–25)
from a university were recruited for the experiment. All were right-handed daily users
of computers with Qwerty keyboards.

2.2 Apparatus

An Asus GL502VS computer (CPU: Intel Core i7 7700HQ; 16 GB, DDR4 2400 MHz
memory; 15.6 in. 1920 × 1080 LED display; 8 GB, NVIDIA GeForce GTX 1070
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graphics card; and 1 TB hard disk) was used for the experimental program operation
and data analysis.

A VR head show (HTC Vive, HTC Inc.), comprising a VR HMD helmet, two laser
positioners, and brackets, was used for building and displaying VR environments. The
laser positioners were fixed to the diagonal line above the room with brackets to accu-
rately track the position of the VR helmet in the virtual environment. The midpoint of
the diagonal line was set as the center to ensure sufficient space for VR.

Furthermore, a Leap Motion controller (Leap Inc. 3.1.3) was used to capture and
input the hand movements of users. The controller was fixed on the HMD helmet with
the Leap Motion universal VR bracket.

The experimental program was written in C# language and run on Unity Personal
(Unity Technologies Inc.). The real-time position of the hand, including the fingers,
was captured through the SDK provided by Leap Motion. After a certain algorithm
processing, the position was converted into the cursor coordinates projected on the VR
space and presented as the shape of the virtual hand. Then, the virtual hand interacted
with the virtual keyboard keys to implement the input process of letters. The experiment
program recorded the information of the participants and experimental data.

2.3 Experimental Interface

The text input interface in the experiment would be presented perpendicular to the
ground, including a short phrase, a virtual keyboard, and an input box. The input box
was under the text box and vertically aligned with the text presenting box (Fig. 1).

Fig. 1. Experimental scene in reality (left) and experimental interface diagram (right).

The background color of the experiment was the system default, whereas the color
of the wall and ground was gray and white, respectively. The background color of the
interface was light gray, and the color of the string letters and the letters in the input box
was white. Moreover, the colors of the keys of the virtual keyboard and the keyboard
letters were white and black, respectively. The virtual key would turn to light blue when
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the finger successfully touched the key. Then, the virtual keys would change back to
their original color after the finger moved away.

The predictive keyboard used in this study was a virtual keyboard that simulates a
100% prediction. After each input of characters, the system predicted the next possible
four keys/characters, which were marked with light blue. One of the four keys is the
target.

2.4 Input Materials

The material used in the study was from the phrase sets developed by Mackenzie and
Soukoreff, which include 500-phrase set with no punctuation symbols and no upper-case
letters (Mackenzie and Soukoreff 2003).

In the practice session, five phrases were randomly chosen. In the formal experiment,
five groups of phrases with an equal number of characters were presented. Each group
consisted of eight phrases. Moreover, the average word length of each group is 4.5
characters (from 23 to 30 characters in each phrase).

2.5 Experiment Design

A within-subject design was used for the experiment. Each participant was required to
finish five conditions:

Condition 1: not use the PNLH (NoPNLH)
Condition 2: use the PNLH with a delay of 0 ms (PNLH_0ms)
Condition 3: use the PNLH with a delay of 150 ms (PNLH_150ms)
Condition 4: use the PNLH with a delay of 300 ms (PNLH_300ms)
Condition 5: use the PNLH with a delay of 450 ms (PNLH_450ms)

The dependent variables were the input performance (words per minute, the total
error rate, the keystroke reaction time), and the subjective rating on input workload
(Workload Profile). They were listed as follows:

1) Words per minute (WPM) is calculated as follows:

WPM = Number of characters− 1

Input time
× 60× 1

5
. (1)

In Eq. (1), the constant 60 is the number of seconds per minute, and the factor of one-
fifth accounts for the average length of a word in characters (Arif and Stuerzlinger
2009).

2) The total error rate is calculated as follows:

Total error rate = INF + IF

C + INF + IF
. (2)

In Eq. (2), the C keystrokes are the correct characters in the transcribed text. The
INF keystrokes are the characters that are incorrect and not fixed, whereas the IF
keystrokes are the characters that are incorrect and fixed.
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3) The Keystroke reaction time (KRT) is calculated as follows:

KRT = Input time

Number of characters− 1
. (3)

The KRT is the average keystroke time for each letter in a phrase after it has been
entered. In this experiment, the input time was collected from the input of the first
to the last letter (Soukoreff and Mackenzie 2003).

4) Workload Profile
The subjective workload was measured through the Workload Profile (Tsang and
Velazquez 1996), based on a multiple-resource model of mental load, including
perceptual/central processing, response selection and execution, spatial processing,
verbal processing, visual processing, auditory processing,manual output, and speech
output. Participants indicated to what extent the recourses were occupied on a 10-
point scale ranging from 0 “the resource was not occupied at all” to 10 “the resource
was fully occupied.” The test–retest reliability of the scale was 0.92–0.94 (Tsang
and Velazquez 1996). Considering that no speech input exists in the input task,
we removed the speech input item. The total score of seven items was used in the
following analysis.

2.6 Procedure

After arriving in the laboratory, the participants were required to fill in a questionnaire,
including gender, age, and experience of using virtual keys. Then, the participants were
asked to sit comfortably on a seat that was 60 cm in front of the virtual keyboard, put
on the VR helmet, and enter the virtual input environment. Moreover, the experimenter
would adjust the height of the seat to ensure that the participants’ eyes were 125–135 cm
perpendicular to the ground.

The “memorize” paradigm was adopted to imitate a realistic text input scenario
(MacKenzie and Zhang 2001). At the beginning of each trial, a phrase would appear
on the text input interface, and the participants were required to memorize it. After
memorizing, the participants tapped the “Start input” button, and simultaneously, the
phrase would disappear. The participants were asked to input as fast and accurately as
possible. If the input was wrong, then the participant may press the backspace key to
delete it. If the participant had forgotten the phrase, then they could click the “Reset”
button to re-memorize and then input the phrase.

Before the experiment began, the experimenter would introduce the task. Then, five
phrases were provided to help the participants get familiar with each condition. During
the practice, participants can adjust the posture and distance to the keyboard for comfort-
able input. In the formal experiment, eight phrases were provided for each condition. The
order of the five conditions was counterbalanced. After finishing each condition, the par-
ticipants were asked to fill in the Workload Profile. When the participants completed all
experimental conditions, they were thanked and paid. Figure 2 shows the experimental
process.
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Fig. 2. Input process of each phrase on Condition 1 (up) and Condition 2, 3, 4, and 5 (down).

2.7 Data Analysis

All data were analyzed using SPSS 20.0. The repeated measures ANOVA test was used
to analyze WPM, total error rate, KRT, and workload score.

3 Results

3.1 The Effect of Conditions on the WPM

The main effect of conditions on the WPM was significant (F (4, 116) = 2.956, p =
0.023, and partial η2= 0.093). The post hoc tests showed that theWPMofNoPNLHwas
marginally significantly lower than the WPM of PNLH_0ms (p= 0.072). The WPM of
PNLH_300ms was significantly lower than PNLH_0ms (p= 0.012) and PNLH_450ms
(p= 0.008). There was no significant difference between any two of the other conditions
(see Fig. 3).

3.2 The Effect of Conditions on the Keystroke Reaction Time (KRT)

Themain effect of delays on the KRTwas significant (F (4, 116)= 2.669, p= 0.036, and
partial η2 = 0.084). The post hoc tests showed that the KRT of PNLH_300ms was sig-
nificantly higher than NoPNLH (p= 0.031), PNLH_0ms (p= 0.034) and PNLH_450ms
(p= 0.003). There was no significant difference between any two of the other conditions
(see Fig. 4).
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Fig. 3. The Effect of each condition on the WPM. † indicates 0.05 < p < 0.1, * indicates p <

0.05, ** indicates p < 0.01, *** indicates p < 0.001 (the same below)

Fig. 4. The Effect of each condition on the KRT.

3.3 The Effect of Conditions on the Total Error Rate

The main effect of conditions on the total error rate was marginally significant (F (4,
116) = 2.412, p = 0.053, and partial η2 = 0.077). The post hoc tests showed that the
total error rate of NoPNLH was significantly higher than PNLH_0ms (p = 0.019) and
PNLH_450ms (p = 0.050). There was no significant difference between any two of the
other conditions (see Fig. 5).
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Fig. 5. The Effect of each condition on the total error rate.

3.4 The Effect of Conditions on the Workload Score

The main effect of delays on the workload score was insignificant (F (4, 112) = 0.760,
p = 0.554, and partial η2 = 0.026) (see Fig. 6).

Fig. 6. The Effect of each condition on the workload score.
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4 Discussion

This study explored the following: (1) the effect of PNLH on the bare-handed input
performance in a VR environment and (2) the effect of PNLH with different levels of
delay (0, 150, 300, and 450 ms) on the performance, and the presence of optimal delay
time.

We found that bare-handed input performance on PNLH_0ms was better than
NoPNLH. The finding is consistent with previous studies in the soft keyboard (Rodrigues
et al. 2016; Bi et al. 2015; Gong et al. 2005).

Furthermore, the effect of the delay on input performance varied with duration,
which is worthy of attention and discussion. When the delay was 0 ms, 150 ms, and
300 ms, the input performance tended to decrease along with the increase of the delay. A
delay of 300 ms was the worst condition concerning theWPM and KRT. However, when
the delay increased to 450 ms, the input performance improved. No more difference in
total error rate, WPM, and KRT was observed in PNLH_450ms when compared with
PNLH_0ms.

The reason behind the different effects of delay on input performancemay be that the
information processing during the delay is different. (1) When the delay duration was
short, the information processingmainly relayedon the bottom-upprocessing (Theeuwes
et al. 2000). We suspected that the participants relayed on and waited for the cues
from the PNLH when the delays were 0, 150, and 300 ms (Dabrowski and Munson
2011). Moreover, during the bottom-up processing, the non-target cues would more
likely capture the participants’ attention. Hence, the presence of delays reduced the
performance: the longer delay durationwas, the slower input speedwould be. Dabrowski
and Munson’s study (2011) supported the negative effect of delay duration, where for
simple control tasks, the presence of delays decreases user productivity. (2) On the
contrary,when the delay durationwas longer, the information processing relayedmore on
the up–bottom processing (Theeuwes et al. 2000). Moreover, the increased delay would
inhibit the participants’ attention to non-target visual cues in the PNLH. The participants
mainly relayed on their memory or experience of the keyboard layout in finishing the
input task when the delay was 450 ms. Furthermore, notably, participants could still
obtain the benefit from the PNLH with a delay of 450 ms. They have significantly fewer
errors compared with NoPNLH.

In summary, every coin has two sides. The delay has negative and positive effects on
the input performance of the PNLH. With a delay of 0 ms, attention was captured from
the non-target stimulus but without any time delay. With a delay of 150 and 300 ms,
the delays were not long enough to reduce the attention capture, but still have negative
effects of time delay. With a delay of 450 ms, a positive effect on reducing attention
capture from the non-target stimulus is observed, but a negative effect of time delay.

5 Future Work and Conclusion

The study has some limitations and calls for several future works. An analysis of eye
movements is necessary to verify the effect of attention capture to better understand
the mechanisms of the delay effects on input performance. Ivy et al. (2017) proposed
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that increasing a constant time delay is a promising strategy for learning and long-term
maintenance. Thus, we considered that the delays may also help participants become
more familiar with the inputmaterial in this study. The findings in our studywere suitable
for the participants familiar with the keyboard layout. The results may be different for
the unfamiliar participants, which needs further investigation. Although the total error
rate was significantly decreased by the PNLH, the input speed was only marginally
significantly increased, compared with the keyboard without PNLH. Based on Fitts’ law,
further studies may focus on varying the predicted key’s morphology (e.g., magnifying
or protruding the predicted keys) to improve the efficiency of input.

In this study, we have proven that the PNLH can improve the performance of bare-
handed input in a VR environment for the participants familiar with the keyboard layout.
In the meantime, although we failed to further improve the input performance of PNLH
by increasing the delays, we found that the effects of the delay on input performance
varied with its duration and concluded some guidelines. If delay is inevitable, then a
delay of 300 ms was the worst option. Furthermore, if familiarity with the material is
needed, then a delay of 450 ms may be a great choice as it is up–bottom information
processing.

Declaration of Interest Statement. There are no competing interests in regards to this research
by any authors.
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Abstract. Several industries have sought to identify, mitigate, and predict human
errors, as human errors contribute to accidents. We present a new methodology,
Procedure Deviation Analysis (PDA), which establishes a human-error taxonomy
for repair tasks. Unlike other approaches, PDA defines errors as deviations from
the task procedure and considers all operator actions that differ from the procedure
to classify and quantify procedure execution accuracy. PDA provides a quantita-
tive measure of accuracy that yields insights for training efficacy and procedure
design due to its broader consideration of error. PDA was developed to assess
accuracy during repair tasks and to provide comparisons between training tech-
niques. Two main findings of the PDA methodology were the establishment of
six deviation modes and the associated application rules. To establish the PDA
methodology, eighteen subjects participated in a two-session study and received
one of two refresher trainings during the second session. The results indicated
that neither refresher training prevented significant performance degradation. The
total deviation mode occurrence significantly increased from the first to second
session (p = 0.001). The average number of steps also increased (p = 0.036),
due to subjects repeating steps. The percent accuracy significantly decreased from
87.07% to 61.07% (p < 0.0001), indicating that knowledge loss from the first
to second session that was not adequately addressed in the refresher trainings.
Furthermore, PDA highlighted potential areas for improvement in the procedures.
PDA provided insights into both training efficacy and procedure quality, two of
the key tools used to prevent negative outcomes in high-risk environments.

Keywords: Human error · Error taxonomy · Human performance

1 Introduction

Several industries have sought to identify, mitigate, and predict human errors, as human
errors have caused serious accidents in marine shipping [1], aviation [2], nuclear power
plants [3], medicine and surgery [4], highway traffic [5], railway traffic [6], mining,
construction [7], and maintenance. Human Reliability Analysis (HRA) calculates the
probability that human errors occur in predictive applications or post-incident analyses,
and several variants have been developed over the years [8–13]. Assessing human error
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may also be used as a measure of performance. For example, OCHRA [14] standardizes
and systematically detects surgical errors. In this research, we present a new methodol-
ogy, Procedure Deviation Analysis (PDA), which establishes a human-error taxonomy
for repair tasks. In particular, we focus on critical situations where the operator needs
to be trained shortly before or during the response and proficient execution of written
procedures is paramount. One such use case is during long-duration missions in space,
where the nature of the environment makes mistakes costly. Training and procedures
are two of the key tools for enabling crewmembers to successfully perform in critical
situations, and the PDAmethodology provides insights that improve the quality of both.

1.1 Problem Description

Human spaceflight relies heavily on training and procedures to prevent undesirable
events in complex systems. PDA was developed to provide quantitative insight into
subject execution of task procedures given various training interventions. Unlike other
methods, PDA defined errors as deviations from the task procedure and considered all
operator actions that differed from the procedure, regardless of the impact on the sys-
tem state, to classify and quantify procedure execution accuracy. Although the errors
captured within PDA may not necessarily prevent the successful completion of the task,
they are documented, and are therefore known as “deviations.” This was consistent with
the assertion that some errors may be characterized as an inevitable part of human adap-
tation, where the person learned how to optimize their skills through trial-and-error [15].
Rasmussen [15] argued to make these errors observable so systems could be designed
to safely allow this experimentation. Therefore, documenting deviations independent of
system state may capture this optimization. Furthermore, we did not assign any judge-
ment to the deviation (i.e., good or bad), as we were interested in capturing a wide range
of ways in which subjects strayed from procedures. PDA provides quantitative measures
of accuracy that yield insights for both training efficacy and procedure design due to
its broader consideration of error and detailed analyses. This approach is valuable to
the spaceflight community due to the community’s existing application of and focus on
structured training flows, evaluations, and procedure development.

1.2 Background

Although several industries have used HRA for error analysis, according to a review by
Alexander [16] none of the techniques are specifically designed for space operations.
Alexander [16] presented the applicability and modification of The Human Factors
Analysis and Classification System (HFACS), which identifies and categorizes accident
causes [17], to a rocket-powered test flight accident. In the comparison of 15 HRA
techniques for space operations, the techniques had different disadvantages like being
time consuming (N = 8), vague or subjective implementation (N = 5), limited scope
(N = 1), or needed modifications for the relevant application (N = 1) [16]. These HRA
techniques may be used for complex, large applications that require significant effort,
particularly for modeling error. Often, these analyses revealed a series of errors from the
individual to organizational level [17]. HFACS identified one level of error as “Unsafe
Supervision,” that covered failure to provide proper training [17]. Improper training may
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be highlighted in a post-accident analysis and subsequently corrected; however, it would
be beneficial to identify potential training issues and training efficacy in advance. PDA
can provide detailed information to find latent errors in procedures used for training, as
well as quantitively assess procedure execution accuracy.

To evaluate training, and specifically training to complete procedure-based tasks, a
low-level error taxonomy was needed. Many error taxonomies have categories of errors
(for examples, see Refs. [18, 19]), such as observation, interpretation, planning, and
execution, as is the case in CREAM [13]. For the purposes of improving execution
of procedures and the related preparatory training, the execution category was most
relevant to our research. Although error taxonomies existed in various domains, the
medical domain was chosen as a model for this research due to its critical nature, the use
of procedures, and the importance of execution. A review of medical error taxonomies
revealed that of 26 taxonomies, 20 addressed external error modes or the behavioral
level error classification [20]. Of these 20, a surgical example was chosen as the starting
point because of its similarities to the activities subjects performed in this research which
incorporated tools, manipulation, and small parts.

2 Methodology

2.1 Approach

To address both training and procedure development, both a person approach and system
approach were required. The person approach focused on the individual’s actions and
assumed the cause for errors originates fromwithin the person (e.g., inattention) [21]. The
systemapproach examined the systemandput in places barriers based on the notion of the
“Swiss cheese model” that all the holes in these barriers would have to align for an error
to occur [21]. These two approaches for error management have different philosophies,
but both addressed the use of procedures [21]. By its nature, PDA encompassed both a
person and system approach because it captured individual deviations in a generalized
taxonomy while maintaining specificity that can be used to both provide user-specific
training (person approach) and recommendations for procedure improvements (system
approach).

2.2 Purpose

PDA aimed to observe procedure deviations regardless of the impact on the system state.
It therefore captured all subject actions without assigning judgement (i.e., good or bad),
and subsequently categorized the actions into different modes for further analyses that
provided insights into both procedures and training. Accuracy was defined in reference
to the procedure, irrespective of the resulting system state, and was a tool to evaluate
the procedure as opposed to the system. It would have been inaccurate to describe the
deviation modes as errors, which imply a negative consequence. For example, adjacent
steps in the procedure may be performed out of order and have no impact on the final
outcome but would still be documented as an inaccuracy or procedure deviation. It
was also possible for the subject to perform actions outside of the procedure (e.g., tool
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selectionwhen not specified, writing notes to track parts, temporary part stowage), which
may have affected accuracy and/or efficiency, but these actions were not be captured in
PDA. While it would be possible to establish deviation modes to address these non-
procedural ones, it was not the focus of the present study. The emphasis in this work was
to develop the methodology and framework to characterize a range of subject actions
and resulting deviations in context of the written procedure.

2.3 Development Process

The PDA methodology development consisted of establishing the relevant procedure
deviation modes and the application rules. The application rules determined whether a
deviation mode could be assigned to a procedure step and which deviation modes may
occur simultaneously. For the procedure used in this study, combinations of two, three,
and four modes were possible. Three raters independently analyzed three task execution
videos to test the PDA methodology. Any discrepancies in the analyses were discussed
to arrive at a consensus and update application rules. The raters iterated with the updated
application rules until there were no discrepancies for all selected task execution videos.
In this work, the effort focused on developing mature application rules and did not
address inter-rater reliability. The overall process is shown in Fig. 1.

Fig. 1. Process to define deviation modes and application rules

Theprocess beganbyestablishing thegoals andprinciples of the analysis, namely that
PDA should capture all subject deviations from the procedure. After the definition step,
the authors determined a preliminary set of PDA deviationmodes based on the literature.
From this step forward, the developmental process was iterative and relied on testing the
PDAon a subset of task execution videos (i.e., videos of the subjects performing the task).
Three raters independently analyzed three task execution videos and compared results.
Any discrepancies in the analysis were discussed, the authors arrived at a consensus, and
updated themodes or application rules. The updates generally fell into three categories—
clarification of wording, new application rule, new deviation mode—with the last being
the least common. A typical discrepancy consisted of a misunderstanding of an existing
application rule or the rater had encountered a unique deviation and was unsure of how
to categorize it. The raters repeated the process until there were no discrepancies across
raters for all selected task execution videos.
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The procedure deviation modes were based on a list of error modes observed in a
laparoscopic cholecystectomy surgical procedure [22] and adapted for the mechanical
inspection task specific in this study. Tang et al. [22] separated their “external error
modes” into procedural error modes and execution error modes, where the latter address
the manipulation of endoscopic instruments. The raters’ familiarity with the mechanical
inspection task guided them in translating established errormodes in a surgical procedure
to deviation modes in a mechanical one. As seen in Table 1, several surgical error modes
directly mapped to the mechanical procedural deviation modes (Omitted, Partial Omit,
Sequential), whereas others were generalized (Extra Action, Execution). As the system
and tools used in the mechanical inspection task were not instrumented, nor were the
subjects required to use particular tools, quantification of manipulation forces was not
possible and surgical error modes 7 and 8 were not used. Conversely, the authors needed
to create a “Fragmented” deviation mode. It is important to note that Table 1 presents
the final translation of surgical error modes to mechanical procedural deviation modes,
which was a product of the raters’ task familiarity and an iterative process to establish
the application rules.

Table 1. Comparison of surgical error modes [22] to PDA deviation modes

Surgical Error Modes PDA Deviation Modes
1 Not done Omitted
2 Partially completed Partial Omit
3 Repeated

Extra Action4 In addition
5 Instead of
6 Out of sequence Sequential
7 Too much manipulation -
8 Too little manipulation -
9 Wrong manipulation Execution

10 Wrong object Execution or Extra Action
- - Fragmented

Of the deviation modes, the “Fragmented” and “Extra Action” modes were initially
less straightforward to implement. The procedure format used a numbered outline with
three levels: section, step, sub-step (formatted as section.step or section.step.sub-step,
as needed). Each step or sub-step contained at least one predicate-object pair (a.k.a.
“action”) in order to complete the step and may include an “Audible Call Out,” where
the subject had to communicate information about the system. Some procedure steps
had multiple actions and it was possible for the subject to complete one or more actions
and delay the remaining actions until a later time. This type of deviation had a sequential
component, but the appearance of the step multiple times during the task was inherently
different than the transposition of an entire procedural step. Thus, a “Fragmented” devi-
ation mode was created to annotate this unique deviation pattern. The “Extra Action”
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mode was originally a “Repeated” mode, in line with the third surgical error mode (see
Table 1). However, the authors realized that 1) it was improbable that a subject would
repeat a step in its entirety, and 2) there were several instances when subject deviations
did not fall into any mode but needed to be captured. This insight led to the “Repeated”
mode transforming into a broader, catch-all mode of “Extra Action.” The catch-all nature
of the “Extra Action” mode had the benefit of flexibility to encapsulate unpredictable
subject deviations without having to revise the existing methodology.

2.4 Methodology Outcomes

The two outputs of the PDA methodology were the establishment of six deviation
modes—Omitted, Partial Omit, Fragmented, Sequential, Execution, and Extra Action—
and the associated application rules. The deviation modes addressed if a procedure step
occurred in the expected order, in its entirety, and as described in the procedure (see
Table 2). The deviation modes do not address tool use, or any actions not described in
the procedure.

Table 2. Brief description of deviation modes

Deviation mode Description

Omitted Does not attempt any part of the step

Partial Omit Completes part, but not all of the step

Fragmented Completes the step in multiple parts with other steps in between

Sequential Performs all or part of the step out of order

Execution Does not complete the step as described in the procedure

Extra Action Repeats or attempts to repeat all or part of the step

Application Rules. The most general application rule addressed the procedure level
for which a deviation mode can be annotated. The procedure contained six sections and
was written to either two (section.step) or three levels (section.step.sub-step), which are
considered executable, or containing sufficient instructions for the subject to execute the
action(s). PDA deviation modes were only applied to the most detailed level available,
and there were 52 of these procedure steps for the selected, experimental task. In general,
the numbered procedure step at which a PDAmode can be applied was called the “step”
and the PDA deviation mode was always annotated at the step level. Although the PDA
modes were annotated at the step level, the actual deviation can occur at the “action”
level. A step can be comprised of one or more actions, where an action was defined as a
predicate-object pair. Based on the PDA deviation mode’s individual definition, it was
considered at the step, action, or possibly either level. From the PDA methodology, the
deviation modes naturally separated such that two modes fell under each of those three
possibilities (see Table 3).
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Table 3. Applicable occurrence level by deviation mode

Deviation mode Step level Action level

Omitted Yes No

Sequential Yes No

Execution Yes Yes

Extra Action Yes Yes

Partial Omit No Yes

Fragmented No Yes

For a given step, deviation modes could occur singularly, and most could occur
simultaneously. For dual mode occurrence, there were the following combinations:
Extra Action-Execution, Sequential-Fragmented, Sequential-Partial Omit, Fragmented-
Execution, and Partial Omit-Execution. A triple mode could exist for the following:
Sequential-Fragmented-Execution and Sequential-Partial Omit-Execution. The Omitted
mode was singular and could not occur concurrently with any other deviation modes, as
all other deviation modes required that the step occurred. Other deviation modes were
mutually exclusive, such as Fragmented-Partial Omit, and Sequential-Extra Action. The
diagram in Fig. 2 illustrates how deviation modes may compound. For example, per-
forming a step out of order and incorrectly would result in Sequential-Execution dual
mode. A “Correct” mode was shown for completeness in the absence of deviations.

Fig. 2. Diagram illustrating the possible combinations of deviation modes

Almost all of the PDA modes need global knowledge for accurate assignment, or
complete knowledge of the task outcome. The Execution mode was the one exception,
where only local (or real-time) knowledge was needed. In other words, the rater only
needed to review that step in order to assign the Execution mode. For the remaining
modes (Omitted, Partial Omit, Sequential, Fragmented, and Extra Action), the rater
needed to review the entire task. While the rater assessed the video of the task real-time,
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continuous updates had to be made to assigned deviation modes based on developing
information. In some regards, there was a temporal aspect to the deviation modes where
they evolved to different deviation modes. For example, the Omitted mode required that
the step was never performed in the entire task. Until the entire task was reviewed, there
was a possibility that the step may be performed. If the step was performed at a later
time, then the step would be assigned a Sequential mode. Furthermore, the in-progress
step had the potential to obtain Fragmented, Partial Omit or Execution modes. A similar
analysis was done with the remaining deviation modes, and the results are shown in
Fig. 3. From the diagram, the following insights can be attained: 1) the final results were
first affected by whether or not a step occurred at all or partially, 2) the modes in the
inset could revert to an Extra Action if the step occurred again later in the task, and 3) the
Execution mode was independent of temporal dynamics and only depended on real-time
information.

Fig. 3. Potential evolution of deviations modes. Illustrates what deviation modes can be seen
real-time, how they may change, and how additional deviation modes are acquired. For example,
a step that was not performed at the expected time (Omitted) may become Sequential if the subject
preforms the step in its entirety at a later time during task execution. Solid arrows indicate deviation
mode updates and dashed lines are for additional deviation mode acquisitions. *The simultaneous
occurrence of Sequential-Fragmented would only occur for particular patterns.

In defining the PDA deviation modes and application rules, the raters imposed con-
straints on which modes could even possibly occur in a procedure step. Any steps that
only had one action were not eligible for any action level modes (Partial Omitted and
Fragmented). Steps that lacked an evaluation criteria could not be assessed for the Execu-
tionmode. In some cases, it would be illogical for the subjects to omit a step because they
would not be able to proceed with the remainder of the task. Although, an exceptional
circumstance could occur where the subject skipped a large portion of the procedure or
exceeded the time limit. Additionally, based on the patterns that had to occur for the
Sequential mode, there are some cases when the step was not eligible for this mode (see
Sequential subsection). In contrast, the Extra Action mode could always occur because
the subject could always repeat part of or the entire step. The task included disassembly
to reach the part for inspection followed by assembly to return the task setup to the start-
ing state. Disassembly and assembly steps may be linked and force deviation modes.
For example, if the subject partially omitted an action in the disassembly, then there was
no physical reason for the subject to perform the assembly action. However, that failure
to perform an action was still a deviation from the written procedure and may have an
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impact on other performance measures, like completion time. Therefore, these linked
and forced deviations were annotated.

The application rules determined whether a deviation mode was eligible to apply to
a step. The deviation mode definitions, which are detailed in the following subsections,
provided the framework to categorize the observed subject performance. Correct steps
occurred in the expected order, in their entirety, and as described in the procedure.

Omitted. In the Omitted mode, a subject neglected to perform a step in its entirety and
never performed the step at any time during task execution. Since the subject must have
neglected to perform the entire step, and therefore any and all underlying actions, this
mode was considered at the step level.

Partial Omit. The Partial Omit mode was essentially the Omitted mode considered
at the action level. For the Partial Omit mode to have occurred, the subject must have
neglected to perform one or more, but not all, actions for the duration of the task execu-
tion. Therefore, a step must have contained more than one action to be eligible for the
Partial Omit mode.

Execution. The Execution mode compared the subject’s execution of a step or action to
the criteria listed in procedure, if available and feasible to assess. The procedure listed
ten audible call outs without specific wording. The subjects needed to use appropriate,
but not exact, verbiage and indicate the appropriate part on the system, as required. There
were also two photographs taken of the system and used to check for Executionmodes. In
contrast, the subjects were permitted to use tools and techniques as desired, and unless
specified in the procedure, and could not incur the Execution mode. As a result, the
Execution mode only applied to a subset of steps, 18 out of 51. The Execution mode
was assessed for the step (including underlying actions) after the subject has proceeded
to another step.

Sequential. The Sequential mode occurred when a subject performed a step at an unex-
pected time in the procedure, either premature or late, and was evaluated at the step
level. There were several apparent patterns when sequential modes occurred that can
be generally characterized as “transposed”, “blocked”, or “outlier.” A “transposed” pat-
tern occurred when adjacent steps were flipped or transposed (e.g., 1.02 → 1.04 →
1.03 → 1.05). The raters decided to assign the Sequential mode to the higher num-
bered step (i.e., the step that would have occurred second), to remove the subjectivity
of determining if a step was premature (e.g., 1.04) or late (e.g., 1.03). Similarly, in the
“blocked” pattern, a group of steps were performed consecutively relative to each other,
but the group was out of sequence with the rest of the procedure. In this case, all steps
in the group were assigned a Sequential mode. An additional Sequential mode was not
assigned to steps within the group that were also out of sequence relative to each other.
Therefore, a Sequential mode could only be assigned once per step occurrence. The
final pattern, “outlier”, referred to a single step that clearly occurred out of order either
because it appeared several positions away from where it was expected, or it occurred
during another section in the procedure.
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Fragmented. The “Fragmented” mode occurred when all the underlying actions of a
step were performed, but at different times during task execution. Themaximum number
of fragments corresponded to the number of underlying actions. Steps with a singular
action may never be assigned a Fragmented mode. For the Fragmented mode, there was
an inherent non-sequential characteristic of fragmented steps, as actions occurred at an
unexpected time in the procedure. An additional Sequential mode was not assigned to
these fragments, as it was an inherent property by definition. However, there were three
general patterns that occurred where one would necessitate the additional assignment
of the Sequential mode to discriminate between them. The first pattern was a simple
dispersal, where the fragments occur intermittently between other steps. The second and
third pattern occurred when two steps are both fragmented and dispersed by each other.
The “ABAB” pattern occurred when the subject began working on the expected step (A),
then switched to next step (B), and then alternated between the steps to complete them.
The “BABA” pattern distinguished itself because the subject started working on a later
step in the procedure first (B), therefore that step needed to be assigned a Sequential
mode. It should be noted that the Sequential mode was only assigned to the first “BABA”
fragment. This was the only case where the Sequential mode considered part of the step.

Extra Action. The “Extra Action” mode was introduced in the previous section for its
unique property that allowed for the flexibility to capture a range of subject procedure
deviations.AnExtraActionmodewas assignedwhen1) a step incident occurredmultiple
times during task execution, 2) the multiple step occurrences was not solely due to a
single step fragmented or partially omitted, and 3) the subject attempted any step’s action.
It is worthwhile to emphasize the third requirement, that the subject made an attempt, as
it did not require the subject to complete an action or a step. For example, a subject could
start manipulating a part associated with the action, and the step with an Extra Action
mode would be annotated. The subject was considered as attempting the step if there
was visible manipulation of a system part related to a procedure step. Incidental contact,
such as moving a part in order to access another part of interest, was not counted. This
rule intended to remove rater subjectivity concerning subject intent—was the subject
attempting part of the procedure? This rule may have led to an overestimation of subject
attempts but provided an objective approach.

Identifying when to assign Extra Action modes proved challenging because a step
must occur multiple times during task execution, leading to the question of which step
occurrence should be assigned an Extra Action mode. The decision was made to mini-
mize the number ofmodes assigned because it provided a quantitative, objectivemeasure
that could be consistent across raters. Therefore, the raters compared the two step occur-
rences, identified the more correct step, and assigned the Extra Action mode to the less
correct step. In practice, this led to any premature or late step occurrences assigned an
Extra Action mode when another step occurrence existed at the expected time in the
procedure.
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3 Application

3.1 Experimental Context

Eighteen undergraduate subjects participated in the multi-session study approved by
the University of California Davis Institutional Review Board to generate data used to
develop PDAand assess accuracy during a repair task. In the first session, subjects trained
to complete the selected repair task, a float valve inspection for a portable generator, and
then performed the task for the evaluation. Subjects followed written procedures to com-
plete the task. A view of the test article is shown in Fig. 4. Subjects in the Treatment group
created a self-made refresher video for use in the second session scheduled 6 months
later. When subjects from both groups returned for the second session (N = 16), they
received refresher training prior to the second evaluation: the Control group reviewed the
paper procedures and the Treatment group had both their self-made refresher videos and
the paper procedures. Videos taken of the task execution during the evaluation sessions
were used for PDAmethodology development and results. PDAwas used to evaluate the
hypothesis that self-made refresher videos would result in less performance degradation
than the Control refresher training when subjects returned after 6 months.

3.2 Metric Definitions

Three metrics were derived from the PDA analysis: the total deviation mode occurrence,
the number of steps, and percent accuracy. For the total deviation mode occurrence,
all occurrences across deviation modes were summed for each subject. The number of
steps counted the total steps for the entire task execution including all step occurrences
for each subject. For example, a step with three fragments would count as three, not
one. The percent accuracy was calculated by dividing the number of correct steps by
the number of steps. Although not derived from PDA, completion time was also used as
another metric in the study to compare performance trends.

3.3 Experimental Data

The raw data used for PDA consisted of videos taken during the evaluations at both ses-
sions and did not include any training runs. There were 18 subjects in the first evaluation
and 16 subjects in the second evaluation. The PDA analysis for the second evaluation
included a subject that did not finish (the maximum study duration elapsed), but the
subject’s time was not used in the completion time metric. The raters viewed the videos
to annotate the correct steps and deviation modes, which resulted in a coded sequence
for each evaluation. The coded sequence was then processed to calculate the metrics of
total deviation mode occurrence, number of steps, and percent accuracy.
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Fig. 4. The task required that the carburetor was removed from the generator. The float valve was
located within the float chamber.

3.4 Analysis

Statistical Analysis. The metrics, total deviation mode occurrence, number of steps,
and percent accuracy, were used to demonstrate an application—evaluating refresher
training efficacy. A linear mixed effects model was used to investigate effects with one
between-subjects factor, Group, and one within-subjects, repeated measure, Session.
Post-hoc pairwise comparison employed the Tukey Honest Significance Difference test
with the Satterthwaite method to calculate adjusted degrees of freedom in R [23]. Effects
were considered significant at the p < 0.05 level.

For the total deviation mode occurrence, the factor Session was significant (F(1,
15.84) = 15.84, p = 0.001), but not Group (F(1, 16.52) = 0.45, p = 0.523) or the
interaction of Group and Session (F(1, 15.84) = 0.37, p = 0.551). The Session factor
was also significant for the number of steps (F(1, 16.16)= 5.25, p= 0.036), but the factor
of Group (F(1, 16.48)= 0.20, p= 0.659) and the interaction of Group and Session (F(1,
16.16) = 0.24, p = 0.628) were not significant. The same trend occurred for percent
accuracy, where there was a significant main factor of Session (F(1, 15.16) = 59.32,
p < 0.001), but not Group (F(1, 16.46) = 0.76, p = 0.396) or the interaction between
Group and Session (F(1, 15.16) = 0.44, p = 0.519).

Since the only significant factorwasSession and therewere not significant interaction
effects, the Groups were combined in the following comparisons. The total deviation
mode occurrence significantly increased from the first to second evaluation (p = 0.001),
but not equally across all deviation modes (see Fig. 5). The increase in total deviation
mode occurrence from the first session (7.83± 7.05,μ ± σ ) to the second session (32.75
± 30.94) followed the trend in increasing completion time. The average completion time
increased from18.48± 3.35min to 25.34± 5.82min. The number of steps also increased
(p= 0.036), due to subjects repeating steps. The percent accuracy significantly decreased
from 87.07% to 61.07% (p < 0.0001), indicating that knowledge loss from the first to
second evaluation was not adequately addressed by the refresher training in either group.
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Therefore, the PDA results did not support the hypothesis that the Treatment group with
the self-made refresher videos would experience less performance degradation, as there
were no significant differences between groups and performance decreased from the
first to second session.

Fig. 5. Comparison of deviation modes occurrences between Sessions for all Groups

Exploratory Analysis and Insights. PDA revealed that some procedure steps tended
to accrue deviationmodes. These procedure stepsmay benefit from additional scrutiny to
mitigate those deviations. For example, an accrual of Execution modes occurred during
procedure steps for layering and replacing tubing. Half the subjects misidentified that the
tubing layering was incorrect, which suggested that subjects were not able to identify the
layering order. It was suspected that the picture in the procedures of the desired end state
did not provide sufficient detail with the lack of labels and text to show or explain the lay-
ering order. Furthermore, the tubing removal and replacement also attracted Sequential
modes, indicating that subjects either ignored the removal/replacement order or preferred
to choose their own order.

Deviations also tended to occur when the procedural step involved small parts. For
example, Fragmented and Extra Action modes occurred during the removal and replace-
ment of a gasket. It appeared that the subjects tended to initially neglect the gasket and
it may be worthwhile to modify the procedure to call out and highlight this small part.
However, there was evidence that subjects self-corrected. It was observed that if a subject
recognized an Execution or Partial Omit deviation, Extra Action deviations followed as
a correction.

These selected examples demonstrated that PDA provided a technique to produce an
annotated sequence of procedure steps that can then be analyzed to provide insight into
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procedure and training improvement needs. Some deviations appear attributed to the
subjects’ abilities, like skill-based errors under HFACS “Unsafe Acts,” where omissions
are memory-based errors and improper execution are technique errors [17]. In other
cases, improving the procedures with better figures could prevent deviations and would
be similar to a system approach [21].

3.5 Future Improvements and Applications

One of the main limitations of PDA was the implementation time. The time to con-
duct the PDA varied between the length of the recording for simple assessments and
several hours for more complicated ones. The complexity increased with the frequency
and number of concurrent deviation modes. Another challenge was compensating for
obstructed views, which primarily affected steps involving small parts. For a more prac-
tical implementation, the rater could leverage a subset of PDA deviation modes or apply
the analysis to selected parts of the procedure, thereby targeting the analysis towards
critical aspects of the task.

The PDA methodology has several potential applications that could be derived from
this initial work. Now that the methodology has been established, inter-rater reliability
could be assessed for applications utilizing multiple raters in the future. In addition to
the differences between individual raters, a more in-depth and personalized analysis
could be conducted for subjects. Customized procedures are of considerable interest to
maximize the training efficacy for individuals, not only on average. More data would
need to be collected for individuals in order to customize procedures, and PDA provides
a consistent methodology to use across procedures. A larger data collection could also
support developing a real-time predictive model for deviationmode occurrence. Further-
more, PDA is not limited to the metrics used in this work and could be used to calculate
other measures of interest, such as subject propensity for deviation modes.

For future translation of PDA outside of research, the barriers are lower for the
target domain of human spaceflight than might exist in other terrestrial domains. Human
spaceflight has a strong organizational culture and infrastructure supporting structured
training flows, evaluations, and procedure development that lend well to incorporation
of such observation and analysis techniques. Translation to a broader set of real-world
applications largely depends on the availability of video data and detailed procedures for
application of these analysis techniques, along with the personnel possessing sufficient
system knowledge to perform the analysis. In organizations for which detailed level of
action is not currently captured for analysis, the establishment of such a capability would
no doubt provide helpful insights regardless of the application of PDA or other analysis
techniques. Other domains may not have as much infrastructure in place to be leveraged
and would likely need increased visibility into the actions taken by operators.

4 Conclusions

PDAwas developed to assess accuracy of procedure execution, which can then be used to
evaluate training efficacy and improve procedures. The results provided by PDA did not
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support the hypothesis that self-made refresher videos would lessen performance degra-
dation after a 6-month break. Performance decreased, as reflected in increased total devi-
ation mode occurrence, increased number of steps, decreased accuracy, and increased
completion time. These metrics indicated that regardless of the refresher training, per-
formance decreased (i.e., decreased accuracy and efficiency). In addition, PDA high-
lighted common deviation modes for particular steps. Execution modes suggested that
the information in the refresher training and/or procedures was not sufficient. Sequential
and Fragmented modes raised the question of whether the step order mattered, and pos-
sibly the subjects had found a preferred and more efficient ordering. Omitted and Partial
Omit modes drew attention to procedure steps at risk of being overlooked. Finally, the
Extra Action mode indicated that subjects sometimes would take self-corrected action.
These insights are valuable feedback for procedure design and training, such as areas
that needed additional and clearer information or practice. In the study’s target domain
of spaceflight, in which procedures and training are deeply embedded and relied upon
for prevention of undesired outcomes, PDA provides valuable quantitative insights into
subject performance and ways to support it.

The dataset generated from PDA contains information about how the subject pro-
ceeded through a procedure, which can be used in a variety of ways to assess issues at the
person and system level. Transforming observed performance to quantifiable deviations
provides metrics to compare groups to better understand individual and group differ-
ences. PDA can be used in combination with other quantitative performance metrics
to provide a more complete understanding of human performance in terms of accuracy
and efficiency. Through the power of the detailed quantification, PDA provides insights
into both training efficacy and procedure quality, two of the key tools used to prevent
negative outcomes in high-risk environments.
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Abstract. The aviation industry is an important sector in contributing to a nation’s
economy and its growth and development. The continuous improvement in the
aviation industry with the adoption of new technology has developed trust and
confidence amongst people all over the world. However even with such improve-
ment and technological advances embedded in the aviation industry, accidents
still cannot be avoided. An aviation accident is characterized as an incident that is
directly related to an aircraft’s service. Aviation accidents are often the result of a
number of causes and contributory factors, many of which have a human dimen-
sion to them. In some cases, human error is a factor in as high as 70% of aircraft
accidents (Feggetter 2007). Hence, the challenge for accident investigators is how
best to identify and mitigate the causal sequence of events leading up to an acci-
dent. TheHumanFactorsAnalysis andClassification System (HFACS) is a general
human error framework originally developed and tested within the USA military
as a tool for investigating and analysing human causes of aviation accidents (Li
et al. 2008). The applicability of HFACS to the analysis of large-scale datasets
of incidents and accidents has also been demonstrated in both civil and military
aviation environments in Taiwan, India and Australia. Further, this framework
has been extended and adapted to analyse the underlying human factors causes in
accidents involving remotely piloted aircraft, aviation maintenance and railroad
accidents. In Asia, Singapore has a strong and robust economy and operates one of
theworld’smost successful and recognisable airlines. It is therefore surprising that
little is known about human error in the aviation context. Thus, one purpose of the
present study is to assess the utility of the HFACS framework as an error analysis
and classification tool for accidents/incidents in the aviation industry in Singapore.
Specifically, HFACS will be applied to commercial aviation accident and incident
records maintained by the Transportation Safety Investigation Bureau (TSIB) of
the Ministry of Transport (MOT). The TSIB is the air, marine and rail accidents
and incidents investigation authority in Singapore. Its mission is to promote trans-
port safety through the conduct of independent investigations into air, marine and
rail accidents and incidents. A comprehensive review of 75 accidents and incidents
that occurred between October 2000 and December 2019 in Singapore has just
been undertaken. This is currently being analysed within a HFACS context and the
findings will be reported here. Thus, the utility of the HFACS framework will be
appraised, an overview of the 75 accidents will be given, and more specific detail
relating to human error will be reported. At a later stage, these findings will be
compared with other countries in Asia where similar data is available. Researchers
claim that the HFACS framework bridges the gap between theory and practice by
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providing safety professionals with a theoretical tool for identifying and classi-
fying human errors in aviation mishaps (Wiegmann and Shappell 2001a, b, c).
The system focuses on both latent and active failures and their interrelationships,
thereby facilitating the identification of the underlying causes of human error. The
findings from this research will allow safety managers, administrators and other
aviation professionals working in airlines, airports and aviation regulatory organi-
zations to analyse their safety programmes’ strengths and weaknesses. This will
also contribute to the build-up of a comprehensive database in Southeast Asia.
Finally, this study is unprecedented in Singapore and will offer new insights into
the nature and trends of human factors in aircraft accidents and incidents.

Keywords: Human factors · HFACS · Aviation safety · Accidents and
incidents · Air traffic

1 Introduction

The growth of the aviation industry has made air transport to be one of the fastest modes
of public transport across international boundaries. It has provided profits for many
airlines and has contributed towards the improvement of the world economy. An airline’s
profitability contributes towards the strong economy of a country. The sustainability and
growth of the aviation industry involves the prerequisites of safety as an important
consideration for the public. Hence, aviation safety has been considered as an important
aspect for the healthy development of the aviation industry. The conditions during the
second half of the 20th century have changed the perception of the aviation industry
and the technical issues turned out to be human error issues that have affected aviation
organizations and their safety environment (Zhou et al. 2018).Hence, it has been revealed
that human errors have been considered as one of the most frequent errors that lead to
aviation accidents (Wiegmann and Shappell 2016). Human error has been mostly found
prevalent in almost all the aviation accidents, but still no prevention programs have been
designed for reducing the occurrence of such errors.

It is clearly revealed that almost 70–80% of all the aviation accidents have occurred
due to human errors (Gong et al. 2014). Human errors resulting in aviation accidents
have been considered to be the major concern in aviation industries across the world
(Salmon et al. 2012). The International Civil Aviation Organization (ICAO) has stated
previously that aviation is arguably the safest mode of mass transportation across inter-
national boundaries. The shift of the aviation industry from having a fragile safety record
to becoming the first ultra-safe system is due to the incessant investment in safety efforts
by the aviation community (Yeun et al. 2014). Even after such advancements in aeronau-
tical technology and weather forecasting, aviation accidents still cannot be eliminated.
Aircraft accidents arise due to human errors, loss of control, mechanical failure or bad
weather (Li et al. 2015).

The airlineswork to provide the best flying experience to their passengers concerning
their safety, comfort, punctuality and hospitality. These services onboard are carried out
by the cabin crews and pilots who are responsible for looking after their passenger’s
needs. Hence, appropriate training programmes are provided to the aircrewmembers for
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maintaining the safety during the air operations and reducing the impact of any type of
errors (Vatankhah 2021).

The Human Factors Analysis Classification System (HFACS) based on the ‘Swiss-
Cheese’ model (Resaon 1990) consists of a human error framework that has beenmainly
used for analysing the human error accidents in theAmericanmilitary aviation operations
and the developers of this frameworks have represented its applicability for commercial
and general aviation accident analysis (Wiegmann and Shappell 2001a, b, c; Shappell
andWiegmann 2003). Human factors are considered important for understanding human
performance and have been mainly used in the investigation of maritime and railway
accidents that occur due to human errors (Reinach and Viale 2006; Baysari et al. 2009;
Vairo et al. 2017).

Aviation is a major driver in Singapore’s economy. The Singapore aviation sector
contributes to about 3% of the country’s Gross Domestic Product (GDP) and plays an
indispensable role enabling other sectors such as tourism, financial services, retail and
manufacturing1. Singapore is also an air transport hub of the region with the 9th busiest
airport in Asia2 as well as an established aerospace maintenance, repair and overhaul
(MRO) sector.

To support Singapore’s airports, airlines and other support facilities, the air trans-
portation sector employs about 119,0003 people in diverse roles such as flight crew, air
traffic controller, ground services personnel, engineers, technicians, etc. The focus of
this study will be on the flight crew operating aircraft in Singapore Airspace.

2 Aims and Objectives

This section will elucidate aim and formulate objectives to achieve the identified goals.
The study will be backed by the following objectives:

1. To assess the utility of the HFACS framework as an error analysis and classification
tool for accidents/incidents in the aviation industry in Singapore.

2. To identify the unsafe acts and human errors in aviation concerning the acci-
dents/incidents in Singapore.

3. To analyze HFACS framework towards implementation of operation safety in
aviation in Singapore for preventing the serious consequences of aviation acci-
dents/incidents.

3 Literature Review

3.1 Major Aspects of Aviation Accidents

The complexity of the human factors has been considered as the major cause of occur-
rence of aviation accidents. Differentmodels have been formed for analysing and investi-
gating the human factors responsible for causing aviation accidents so that the number of

1 https://www.caas.gov.sg/public-passengers/learn-about-singapore-aviation.
2 https://edition.cnn.com/travel/article/asia-busiest-airports-2019/index.html.
3 https://www.iata.org/en/iata-repository/publications/economic-reports/singapore-value-of-avi
ation/.

https://www.caas.gov.sg/public-passengers/learn-about-singapore-aviation
https://edition.cnn.com/travel/article/asia-busiest-airports-2019/index.html
https://www.iata.org/en/iata-repository/publications/economic-reports/singapore-value-of-aviation/


Human Factors Analysis for Aviation Accidents and Incidents in Singapore 311

such incidents are reduced and prevented (Shappell et al. 2007). Different surveys have
been conducted on aviation accidents and incidents for the awareness of air transporta-
tion safety (Helmreich and Merritt 2017). Despite progress and awareness concerning
these accidents, the cases of air accidents have not reduced significantly.

Aviation accidents are considered as the events occurring due to non-functionality
of the operations in the aircraft from the time of boarding of the passengers till the
landing of the flights where all the passengers have disembarked (Abeyratne 2012). It
also constitutes any operational defect during this time that involves fatal or heavy injury
of individuals, damage or loss of the aircraft. Aviation incidents involve the fluctuations
in the operational activities of the aircraft that could affect the safety of the passengers.
Aviation incidents are mostly represented in the form of faulty actions of the individuals
or inappropriate operations related to airborne and ground-based equipment that supports
the consequences of the air operations that results in the termination of flight and non-
performance of emergency protocols (Clothier and Walker 2015). The major causes of
aviation accidents and incidents involve various factors. Themajor factors involve human
errors along with some technical and meteorological factors. The outcomes of poor
adherence towards the organization of legislative procedures and the mismanagement
of air operations have been the major cause for the occurrence of aviation accidents.

3.2 Human Errors and Unsafe Acts in Aviation Accidents

Human errors and unsafe activities have been considered as the major issues that con-
tribute towards aviation accidents and incidents (Chen and Vincent 2018). The causes
of human errors include the errors made by pilots, maintenance engineers, air traffic
controllers and related professionals who have a direct impact on flight safety. The
failure towards maintaining the operational and organizational activities by the related
professionals in aviation contributes towards the occurrence of aviation accidents and
incidents by the humans (Reason and Hobbs 2017). Adverse weather conditions con-
tribute towards air accidents in many different ways. The weather conditions are not
always found to be appropriate but the information given to the flight crews during the
take-off and landing cannot change accordingly (Ji et al. 2011). The decisions of the
flight crew are completely dependent upon the information being available to them. No
practical need has been made mandatory for the separation of environment from oper-
ational factors. The inadequate information provided to the crew members of the flight
leads to the lack of critical data collection which in turn leads inappropriate decisions
that cause air accidents. In some cases, it has been analysed that the crew members of
particular flights have necessary data that are required but often these data are misinter-
preted by them (Kelly and Efthymiou 2019). In some cases, it has been analysed that the
crew members of particular flights have necessary data that are required but often these
data are misinterpreted by them (Oliver et al. 2019). Sometimes even though the flight
crew have all the necessary data and are able to interpret the data appropriately, their
insufficient skills training and related protocols for taking appropriate decisions to be
carried out at particular time is missed upon. This leads to a lack of situational awareness
that in turn causes aviation accidents and incidents (Flin and Maran 2015). Increased
workload of the crew members has caused deterioration in the operational activities of
the flight.
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Unsafe acts in the aviation industry have often led towards the occurrence of accidents
and incidents (Wiegmann et al. 2005). Unsafe acts have been categorized as errors and
violations. Errors are unintentional behaviours and violations are disagreements with
rules and regulations (Chen et al. 2017). Skill based errors occur during operational
execution that involves practice of the tasks concerning the protocol, training and any
alteration in such operational activities results in unsafe situations. Decision errors are
another type of unsafe acts which involves the behavioural and actional changes in the
operational proceedings which evolves inappropriate decision making that results into
unsafe situations (Wagener and Ison 2014). Perceptual errors occur when a person’s
perception of the situation differs from reality because of faulty information gained
from the other sensory units. The unsafe acts in the aviation industry are also brought
about by environmental factors, operational conditions and personnel factors (Reason
2008). The physical environment consisting of weather conditions and the technological
environment consisting of variations in the designs and automation issues resulting into
inappropriatemaintenance of the aircraft are also causal factors (Erjavac et al. 2018). The
mental state of the flight crew operating the aircraft and their physiological conditions
also affects the performance on the flight. Personnel factors involve the management of
the crew members of the flight involving their communications, planning, coordination
and teamwork issues (Shappell et al. 2007). The inappropriate supervision of the flight
crew with the lack of guidance, training, and leadership results in unsafe activities that
may cause the air incidents and occurrences (Ancel and Shih 2012). Organizational
influences due to the inappropriate organizational climate, lack of operational process
and lack of resource management have also contributed to the unsafe acts (Li and Harris
2006).

3.3 Human Factors Analysis and Classification System (HFACS)

The Human Factors Analysis and Classification System (HFACS) has been considered
as a systematic framework for analysing accident analysis. It involves the analysis of
the various accidents and incidents taking place, mainly due to the human errors. This
framework consists of analysing data related to the accidents in the well-structured
form. The Human Factors Analysis and Classification System (HFACS) framework
established by Wiegmann and Shappell (2001a, b, c) has proven to be a reliable tool
in accommodating human causal factors associated with aircraft accidents. Based upon
Reason’s (1990) model of latent and active failures, HFACS addresses human error at
all levels of the aviation system, including the condition of aircrew and organizational
factors (Wiegmann and Shappell 2001a, b, c). There are four levels of HFACS. These
are: level 1 (unsafe act of pilots or operators), level 2 (preconditions for unsafe acts),
level 3 (unsafe supervision) and level 4 (organizational influences). Level 1 (unsafe acts
of operators - active failures) is the level at which the majority of accident investigations
have been focused in the past. These are the behaviours of the flight crew on the flight
deck that contribute directly to the accident. Level 2 (preconditions for unsafe acts -
latent/active failures) addresses the psychological precursors to the active failures at level
1. Level 3 (unsafe supervision - latent failures) traces the causal chain of events producing
the unsafe acts up to the level of the front-line supervisors. Level 4 (organizational
influences - latent failures) describes the contributions of fallible decisions in upper
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levels of management that directly affect supervisory practices, as well as the conditions
and actions of front-line operators (Harris et al. 2007). Hence, the researchers are able
to obtain the data related to the accidents from this framework for efficient analysis.
HFACS was developed for the US naval aviation for analysing the aspects of human
factors in accidents. It is basically known as a generic human error-coding framework.
The development ofHFACS has been implicated in several papers and books (Weigmann
and Shappell 1997, 2001a, b, c, 2016; Shappell and Wiegmann 2001, 2003, 2004). This
framework is based and derived from Reason’s model of accident causation. Reason’s
model involves the active and latent failures that combine together along with other
factors for coping up with the defences of the system (Reason 1990). The active failures
involve the errors related to the performance of operators in the complex system and the
latent failures involve the distal errors and system misspecifications, which lie dormant
within the system for a long time. The fact was revealed that the complex system types
are managed and maintained by human beings and therefore the human decisions and
actions need to be implicated in all accidents. The latent failures are spawned in the upper
levels of the organization and are related to its management and regulatory structures.
Reason’s model has been known to be influential in terms of human errors in aviation
accidents. This model was not capable of providing remedial solutions towards aviation
related accidents.Hence, based on thismodel, theHFACS framework has been developed
in order to fulfil such types of needs (Shappell and Wiegmann 2003). The HFACS
framework has shown efficacy in the analysis of accidents in theUS commercial aviation,
US general aviation and Australian general aviation (Wiegmann and Shappell 2001a, b;
Shappell et al. 2007; Shappell and Wiegmann 2003, 2004; Lenné et al. 2008).

HFACS has been considered important for analysing the causes of accidents and is
efficient in the identification of the related risk factors of the accidents. Figure 1 rep-
resents an overview of the HFACS. This framework has been proved to be an effective
tool in identification of human errors in various domains such as railways, mining, etc.
(Baysari et al. 2009; Patterson and Shappell 2010; Chauvin et al. 2013). This frame-
work has been found to be efficient in analyzing the General Aviation accident data
by the insurance companies (Lemeé 2006). It has also been used in the process of the
prospective assessment concerning the effectiveness of aviation safety products that has
been developed by NASA aviation safety programmes (Andres et al. 2005; Lechner and
Luxhoj 2005; Luxhoj and Hadjimichael 2006).

3.4 Operational Safety by Utilizing HFACS Framework in Aviation

Human errors have been considered as one of the most frequent threats towards safety of
lives in aviation (Harris and Li 2010). These errors have been responsible for the creation
of failure in the complex systems which have been managed, operated, designed and
maintained by the humans (Plant and Stanton 2012). Hence, the decision-making of
human beings and their actions at the organizational level are implicated in all types
of accidents (Reason 1997). The Human Factors Analysis and Classification System
(HFACS) has helped in identifying the human errors for maintaining the operational
safety in the aircraft and preventing air accidents and incidents. Many studies have
been conducted using the HFACS framework for maintaining the operational safety in
aviation. One of the studies involving aircraft registered in Taiwan has been analysed for
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Fig. 1. Overview of human factors analysis and classification system (HFACS)

41 aviation accidents. This study revealed that errors at operational levels are associated
with organizational inadequacies. Hence, the findings from this study have evolved the
direction for utilizing human error intervention strategy involving remedial safety actions
which are aimed at high organizational areas (Li and Harris 2013). Also, the framework
has been efficient in analysing the influential factors of violation behaviour that revealed
that the attitude of the management may influence the operator’s attitude along with their
groups, norms, work pressure and behaviour (Fogarty and Shaw 2010).

Safety has been the major priority in the aviation industry and hence safety manage-
ment systems have been developed by the commercial airlines for reducing the occur-
rence of hazardous factors in aircraft operations (Liou et al. 2008). Various applications
of HFACS in aviation have been studied for identifying the human errors and reducing
the aviation accidents. The utilization of HFACS has helped in analysing the human fac-
tors caused in accidents involving remotely piloted aircrafts too (Tvaryanas et al. 2006).
Maintenances error in the aircraft have been analysed by the adaptation of the HFACS-
ME (Krulak 2004). Another study has shown the utilization of the HFACS framework
in identifying the human factors in the Asiana Airlines flight 214 accident that occurred
on July 6, 2013 (Small 2020). The result of this study has revealed that inappropriate
training of the pilots, lack of supervision and deviations from the standard operating
procedures (SOPs) were the major issues that contribute towards air accidents. Hence,
the HFACS framework helps in identifying errors and implicates the practice of safety
measures for reducing the impact of such accidents. The HFACS framework has also
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shown efficiency in analysing the human errors for Airport surface deviations and run-
way incursions. For example, the loss of situational awareness has deviated the pilots and
air traffic controller’s attention leading towards runway incursions (Torres et al. 2011).
These situations have been mitigated by training the pilots and the related professionals
so that awareness and attentiveness is maintained. Hence, the operational activities need
to be strictly maintained for reducing the aviation accidents and maintaining the safety
of the aircraft. Tools and techniques have been evolved for mitigating such impact of
air accidents so that prior symptoms of such accidents are addressed and immediate
solutions are implicated concerning the same.

4 Research Methodology

4.1 Description of the Study Area

The study encompasses civil aircraft flights to and from Singapore’s two commercial
airports – Singapore Changi Airport and Seletar Airport. As a major international air
hub, Changi Airport in 2019 handled about 382,000 commercial aircraft movements
comprising both passenger flights and air freights4. The flights to and from Changi
Airport are operated by a myriad of Full-Service Carriers (FSCs) as well as Low Cost
Carriers (LCCs).

Seletar Airport is primarily a general aviation airport although Firefly Airlines, an
LCC based in Malaysia, operates its ATR72 aircraft there as well. Other than the Firefly
Airlines flights, Seletar Airport also oversees chartered flights, private aircraft and train-
ing flights. There are three flight schools in Seletar airport that operate general aviation
aircraft such as the DA40 and Cessna 172.

A comprehensive review of all 75 Air Safety Investigation Reports between October
2000 and September 2019 was carried using database records maintained by the Air
Accident Investigation Bureau of the Ministry of Transport in Singapore. Of particular
interest in this study were those accidents and incidents attributable, at least in part to the
aircrew operating the flights. Accidents due solely to catastrophic failure, maintenance
errors and unavoidable weather conditions such as turbulence and wind shear were not
included. Furthermore, only those accidents and incidents in which the investigation was
completed, and the cause of the occurrence determined were included in this analysis.
On the whole 48 reports related to aircrew related human factors occurrences met these
criteria. The type of aircraft operations involved in this studywere commercial passenger
aircraft, commercial cargo and general aviation. The total number of accidents analyzed
were 22 and the number of incidents were 53.

4.2 Research Design

In accordance with the research query and objectives, the study aims at addressing, a
descriptive research design.Descriptive research design facilitates explaining the events
as they independently occur in nature without any interference or manipulation of data
from the researcher. Additionally, it will help in justifying the results of the study in a
strategic manner.

4 https://www.changiairport.com/corporate/our-expertise/air-hub/traffic-statistics.html.

https://www.changiairport.com/corporate/our-expertise/air-hub/traffic-statistics.html


316 H. R. Mohandas and T. K. Weng

4.3 Research Paradigm

The current studywill utilize an interpretivism research paradigm as it aims for assessing
the utility of the HFACS framework as an error analysis and classification tool for acci-
dents/incidents in the aviation industry in Singapore. This research paradigm has been
implemented when the objectives are directed towards outlining issues and measures of
social issues of aviation accidents and incidents which has been found to be prevalent
due to human errors.

4.4 Research Approach

The present research study aims to assess the utility of the HFACS framework as an
error analysis and classification tool for accidents/incidents in the aviation industry
in Singapore. The study adopts a qualitative research approach since the researcher
collects data through a comprehensive review of accidents and incidents that occurred in
Singapore. TheHFACS framework has been applied to commercial aviation accident and
incident records maintained by the Transportation Safety Investigation Bureau (TSIB)
of the Ministry of Transport (MOT). The TSIB is the air, marine and rail accidents
and incidents investigation authority in Singapore which is further used in this study to
achieve the aims and objective of the paper. Its mission is to promote transport safety
through the conduct of independent investigations into air, marine and rail accidents and
incidents. Therefore, the current study utilizes a quantitative research approach. This can
be attributed to the fact that interpretivism philosophy is most appropriate to implement
with a quantitative approach. Moreover, it has helped in accumulating objective data
through a wider sample size.

4.5 Data Analysis

The secondary data involves the comprehensive review of accidents and incidents that
occurred in Singapore that needs to be analysed. This collected data is being analysed
within theHFACS context. Thus, the utility of theHFACS framework has been appraised
for reviewing such accidents and more specific detail relating to human error can be
reported accordingly. In a later study these analyses will be compared with data from
countries inAsiawhere similar databases and accident investigation reports are available.

5 Results and Discussion

The HFACS framework bridges the gap between theory and practice by providing safety
professionals with a theoretical tool for identifying and classifying human errors in
aviation mishaps (Shappell and Wiegmann 2001). The HFACS framework can be used
to reliably identify underlying human factors problems associated with the 75 accidents
and incidents recorded in Singapore. The HFACS framework has addressed four major
types of human errors. Level 1 consists of unsafe acts of operators. Errors and violations
are classified at Level 1. Level 2 consists of preconditions for unsafe acts involving latent
and active failures. This level has described substandard conditions of operators and their
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substandard practices. Level 3 consists of unsafe supervisionwith latent failures traced in
the causal chain of events evolving unsafe acts up to the level of the front-line supervisors.
Level 4 consists of an organizational influence that describes the decision-making in
upper levels of management while supervising the practices.

Although there were 48 flight occurrences associated with aircrew human factors,
a total of 76 causal factors were observed and analysed using the HFACS framework.
Instances of all but twoHFACScategories (i.e. adverse physiological states andpersonnel
readiness) were observed at least once in the database. Refer to Table 1 and Fig. 2 below
for a summary of the HFACS factors observed.

Table 1. Summary of observed HFACS factors

HFACS factors Total numbers Percentage

Organizational Influences: Resource Management 4 5.3

Organizational Influences: Organizational Climate 2 2.6

Organizational Influences: Organizational Process 6 7.9

Unsafe Supervision: Inadequate Supervision 5 6.6

Unsafe Supervision: Planned Inappropriate Operations 1 1.3

Unsafe Supervision: Failed to Correct Problem 1 1.3

Unsafe Supervision: Supervisory Violation 1 1.3

Precondition for Unsafe Acts: Adverse Mental States 1 1.3

Precondition for Unsafe Acts: Adverse Physiological States 0 0.0

Precondition for Unsafe Acts: Physical/Mental Limitations 1 1.3

Precondition for Unsafe Acts: Crew Resource Mismanagement 7 9.2

Precondition for Unsafe Acts: Personal Readiness 0 0.0

Unsafe Acts: Decision Errors 13 17.1

Unsafe Acts: Skill-based Errors 20 26.3

Unsafe Acts: Perceptual Errors 8 10.5

Unsafe Acts: Routine Violations 1 1.3

Unsafe Acts: Exceptional Violations 5 6.6

Total 76 100

At the unsafe act level, skill-based errors were associated with the largest percentage
of occurrences. Approximately 26%of all aircrew related accidents were associatedwith
at least one skill-based error. The proportion of incidents and accidents has remained
relatively unchanged over a 19-year period in the study. Notably the highest proportion
of accidents and incidents associated with skill-based errors occurred in the year 2013.
Among the remaining categories of unsafe acts, accidents and incidents associated with
decision-based errors contributed the next highest proportion (i.e. 17% of the accidents
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Fig. 2. Comparison of observed HFACS factors in percentage

and incidents examined). The proportion of incidents/accidents associatedwith decision-
based errors remained relatively constant throughout the years of study. Perceptual errors
contributed about 10% of the occurrences examined. The number of perceptual errors
remained relatively constant throughout the period of study. Occurrences attributable to
violations of rules and regulations numbered about 8%.

Within the pre-conditions level, Crew Resource Management (CRM) failures were
associated with the largest percentage of occurrences. Approximately 11% of all aircrew
related incidents and accidents were associated with at least one CRM failure. However,
the percentage of occurrences associated CRM failures remained relatively constant
over the 19-year period of the study. There was one incident each of adverse mental state
and physical/mental limitation. There were no occurrences associated with personal
readiness issues or adverse physiological states.

Compared to the category of unsafe acts, the number of AAIB reports that implicated
the aircrew as contributing to an accident or an incident citing some form of supervisor
and organizational factor was comparatively smaller. There were 10% of the occurrences
that involved some form of supervisory influence and about 16% of occurrences that
implicated organizational factors.

A trend analysis was done to compare the number of human factors related accidents
and incidents, and the overall aircraft movements in Singapore from 2000 to 2019. Refer
to Fig. 3 below. Since 2000, the human factors related occurrences are on an overall rising
trend although the numbers have remained fairly constant since 2013. Incidentally, 2013
also registered the peak in the number of occurrences. The overall increase in accidents
and incidents can be attributed to the rise in aircraft movements in Singapore, which saw
a 120% jump from 2000 to 2019.

In summary, the HFACS framework was found to accommodate all 76 causal factors
associated with 48 accidents in which pilots were involved across a 19-year period in
the Singapore aviation industry. The error categories that were originally developed for
military aviation in the United States are applicable within the commercial aviation
space in Singapore. There were two errors factors within the HFACS framework that
were never observed in the Singapore AAIB data base. For example, there were no
instances in which crew personal readiness and adverse physiological states were causal
factors. Unsafe acts in total contributed approximately 62% of occurrences related to
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Fig. 3. Comparison of human factors related accidents and incidents, and aircraft movements:
2000 to 2019.

flight operations. The next highest category was organizational influences which was
16%, followed by pre-conditions for unsafe acts at 12%. Finally, the proportion of
accidents and incidents associated by unsafe supervisions was 10%.

HFACSwas utilized in analysing accident databases done other countries, like India,
USA, Africa and Australia (Gaur 2005, Munene 2016, Inglis and McRandle 2007) and
it was shown to accommodate all human factors that contributed to aircraft accidents.

6 Significance of the Study

The present study has analysed the identification of human errors which is responsible
for causing aviation accidents and incidents in Singapore. The present study has utilized
the HFACS framework in identifying the human errors and this could help in prevention
of any incidents and accidents. Using this framework aviation organizations will be
capable of identifying the weak links which are the causes for the occurrence of aviation
accidents. The study has shown efficacy in identifying human performance and reducing
the system deficiencies for maintaining safety measures in the aviation industry. The
HFACS framework helps in analysing the weak areas that will help in reducing the
accident and injury rates. Also, this study has provided a direction towards analysing
and reviewing historical accidents and adoption of safety measures for avoiding the
possibilities of such accidents. Hence, this framework has been used as an important
assessment tool towards the guidance of future investigations and helps in improving the
quality and accessibility of human factors that are prone for the occurrence of accidents
and incidents. The significance of the study will be increased by comparisons with
aircraft accident and incident data in other countries. Comparison of the results of this
study against another country’s similar study will assist in the interpretation of types
of causal factors leading to incidents and accidents in Singapore. It will help clarify
strengths and weaknesses in the Singapore aviation system.
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7 Conclusion and Recommendation

The present study has aimed at assessing the utility of the HFACS framework as an
error analysis and classification tool for accidents/incidents in the aviation industry in
Singapore. The analysed accidents and incidents that occurred between October 2000
andDecember 2019 in Singapore have been undertakenwithmore specific detail relating
to human errors. The different categories of unsafe acts in the HFACS framework have
helped in analysing the identification of these errors which can be further used for
preventing other possible air accidents and incidents. This framework can be used in
other data sets as well as for establishing the relationship of errors with the accidents
and incidents in supporting the HFACS framework to be an effective tool in analysing
human errors. This study provides an understanding, based on the evidence of how
actions and decisions at different levels in the organization facilitates aircraft operations
resulting in operational errors and accidents. The present study can also contribute in
building up the comprehensive database in Southeast Asia. This study can offer new
insights into the nature and trends of human factors in aircraft accidents and incidents.
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Abstract. Increasing in aging population forced the society to act more than
their limit. For instance, an action such as driving, where we need our mental
concentration atmost, could lead to serious accident froma simplemistake because
of overwork.Therefore, it is crucial to prevent the accident.Many researchers focus
on biological information to predict the error because human error always related
to a person’s cognitive condition such as stress and discomfort. However, existing
studies on the humanerror predictionmodel havenot conducted adetailed analysis,
and also have not considered individual differences. Therefore, the purpose of this
study is to analyze the biological information immediately before and after the
occurrence of human error in order to construct a prediction model for human
error considering individual differences. In this study, we developed the Stroop
task to be used as the mental workload and measured the subjects’ biological
information. As a result, we proposed 10 [s] as the time intervals for before and
after the consecutive of the occurrence of the human errors for better analysis.
Besides, the biological information measured from all subjects suggested that
pNN10 can be considered as the predictive indicator for human error occurrence.
However, other biological information also expressed vary results where our next
step needs to consider the individual differences by increasing the sample size.
In addition, the logistic regression will be considered for machine learning to be
used for the human error prediction model construction.

Keywords: Human error · Electroencephalography · Heart rate variability

1 Introduction

Aging population especially in Japan has accounted for 28.8% of the nation’s total
population today [1]. Several problems surfaced as a result of the increase in the aging
population such as the decline in the labor force. Due to this, the retirement age has
been considered to be increased even though the human’s ability is declining with the
increase in age. Thus, it can be said that increasing in aging population forced the society
to act more than their limit. To work over the limit is the same as taking a risk where it
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is possible to expect complication especially in elderly people. For instance, an action
such as driving, where we need our concentration at most, could lead to serious accident
from a simple mistake. Therefore, it is necessary to prevent accidents due to human
error. Human error is a human action that produces unintended consequences, which is
an important factor of the accidents.

Many studies focus on the detection of human error in order to avoid failure.However,
past research on the human error prediction model has not performed thoroughly. A
proper error analysis such as engaging with biological information could reduce the
potential for accidents and increase safety. This is because human error always related
to a person’s cognitive condition such as stress and discomfort.

In recent years, some methods using biological information have been proposed
for the analysis of the mental state of human error [2, 3]. Since biological information
can acquire mental states that occur unconsciously, it is considered to be suitable for
making predictions to prevent serious accidents in situations where highly developed
and complicated judgments are required. Mark et al. [2] asked the subjects to perform
a military simulator task (a task to discover a suspicious airplane on a radar) while
acquiring and observing the changes of 20 types of biological information including
electroencephalography (EEG), heart rate variability (HRV), and electrodermal activity
(EDA). It was shown that the error occurrence affected the changes in the biological
information acquired. However, too many evaluation items were affected by the overall
evaluation of the experiment.

Nishikawa et al. and Kishimoto et al. also conducted a human error analysis using
biological information such as brain waves and pulse [3, 4]. They proposed on the fact
that the incidence of error increases when the work environment is unpleasant. Here,
NASA-TLX,which is a subjectiveworkload assessment, was used as an evaluation of the
work environment [5]. A pattern to analyze the error occurrence effect on the biological
information was created based on the change of before and after the error occurrence.
Here, a significant difference was confirmed only in a part of the measured pulse.

Yoshida, on the other hand, reviewed the research by Kishimoto et al. and proposed
the Stroop task as a workload for the subjects [6]. Yoshida managed to obtain the predic-
tion model and correlation values for human error that are significant for EEG and pulse
rates. However, Yoshida only considered the analysis before and after task, which not
contemplate the human error in details. Since the calculated values may differ depend-
ing on the process of human error occurrence, it is necessary to consider the evaluation
before and after the error occurrence in order to analyze human error and build a robust
prediction model.

In addition to Yoshida analysis, it did not consider individual differences. Since
biological information differs among individuals, and it depends on the environments,
it is necessary to construct a human error prediction model that considers individual
differences. Therefore, the purpose of this study is to analyze the biological information
immediately before and after the occurrence of human error in order to construct a
prediction model for human error considering individual differences.
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2 Proposed Method

2.1 Overview

In this study, we consider multiple factors related to human error, which we will measure
and analyze the biological information such as brain wave and pulse rate. With the
measured and analyzed biological information, wewill construct and propose a real-time
evaluation system to be used as a human error prediction model that consider individual
differences. In order to realize these, the following issues were verified: (a) We verified
the time interval for the error occurrence analysis such as before, during, and after the
occurrence. This verification will come up with the correlation of the human error rate.
(b) We verified the biological information indicators by comparing the integration of
EEG and HRV measurement that correlates with the error.

2.2 Evaluation Method

In verifying (a) and (b) described in Sect. 2.1, the following two methods were used.
1) Determine the time intervals to be considered as before and after for the human
error occurrence analysis. Here we will find the correlation between the average value
of biological information with the rate of human error occurrence. 2) Examine the
indicators that will affect the mental workload by considering the items used in the pre-
questionnaire before the experiment related to human errors. In this study, following
the researches by Yoshida and Kishimoto et al., we used the integration of brain wave
and pulse rate measurement. This is because the brain wave and pulse rate vary among
individuals and sensitive to environments. Thus, the integration measurement can be
considered for detail analysis of the mental state at the time of the human error. Table
1 shows the EEG indicators and psychological state which will be investigated in the
study.

In addition, the pNNx of HRV indicator was used in the study which refers to a study
by Ikeda et al. [7]. pNNx can measure the fluctuation of the parasympathetic nerve to
determine the relaxed state. The pNNx was calculated from the ratio of the absolute
values of the adjacent heartbeat intervals which exceeding x [ms].

Table 1. EEG indicators.

Indicator Frequency band (Hz) Psychological state [8, 9]

Low α 8–9 Relax, peaceful, conscious

High α 10–12 Relax, good concentration

Low β 13–17 Thinking, accident and environment awareness

High β 18–30 Alertness, upset

Low γ 31–40 Memorization, high mental activity

Mid γ 41–50 Visual information processing
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2.3 Stroop Task

Since it is necessary to generate a task that leads to human error, we decided to use
the Stroop task in this study, as it was judged that it is appropriate to use it for mental
workload by previous studies [10]. Figure 1(a) shows an example of the Stroop task. The
subjects will have two versions of the Stroop task: (1) Color-based and (2) Meaning-
based. The subjects need to answer based on each version where the two information
were interfering with each other. As in Fig. 1(a), the character is “red” in color interferes
with the character meaning which is “green”. When answering the color-based Stroop
task, the correct answer is “red”, while for the meaning-based Stroop task, the correct
answer is “green”. As for the experiment system, the Stroop task is performed by the
subjects while having biological information measurements at the same time. JavaScript
was used as the development language to build the experiment system.

Fig. 1. (a) User Interface (UI) of Stroop task used for experiment. (b) Measurement process.
(Color figure online)

2.4 Measurement Process

In this study, the Stroop task used for the mental workload is performed at the same
time with the biological information data measurement using the browser. The mea-
surement process was designed as in Fig. 1(b). Figure 1(b) shows the flow for one-time
measurement. However, in the experiment, the flow of step 3 to 7 was repeated twice
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for color-based and meaning-based of the Stroop task. During the measurement, the
following data were recorded and saved as comma-separated values (CSV) file: 1) Time
when to move to the next step, 2) Time when answering the question, 3) Time taken to
answer the question, 4) Answer to the question, 5) Percentage of the correct answer, 6)
Average response time for questions with the Stroop effect, 7) Average response time
for questions without the Stroop effect.

The Stroop task screen was displayed as in Fig. 1 and the subjects need to choose the
answer from four options. After subjects chose the answer within the time given which
1.2 [s], the screen will proceed to the next question. However, if the subjects could not
answer within the time given, the screen will automatically proceed to the next question
right after 1.2 [s]. In addition, the Stroop task was randomly displayed in order to cancel
out the effect of an unobserved factor. The system was developed using the jsPsych
library, which is a tool for conducting psychological experiments.

3 Experiment

3.1 Overview

In the preliminary experiment, we measured the subjects ‘brain wave and pulse rate
during the Stroop task. Four subjects (2 males, 2 females in their 20s) participated in
the experiment. There are 32 questions from each Stroop task that need to answer by
the subjects. The unanswered and incorrect answers were treated as human errors. The
experiment was carried out according to the following procedure.

1. The subjects answer the pre-questionnaire
2. EEG and pulse sensor were set on subjects.
3. Rest for 60 [s] (Rest 1)
4. Meaning-based Stroop task (Task 1)
5. Rest for 60 [s] (Rest 2)
6. Color-based Stroop task (Task 2).

3.2 Results

Pre-questionnaire
Table 2 shows the results of the pre-questionnaire and the rate of human error. A correla-
tion was found between the ‘Psychological stress response’ and the rate of human error
from the pre-questionnaire of the four subjects. In addition, a strong inverse correlation
was found in the ‘Physical stress response’ with the rate of human error. Higher value
in Table 2 shows a higher stress level for each item.

Biological Information Measurements. Figure 2, 3, 4, and 5 show the time transition
of biological information measured and the human error occurrence of the four subjects.
However, due to device malfunction, the pNN10 measurement of the subject A had a
defect, which will not include in Fig. 2. In Fig. 2, the biological information measured
for subject A before and after the human error occurrence fluctuates greatly especially
on β indicator of Task 2.
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Table 2. Pre-questionnaire results and human error rate.

Stress item Subject A (Male) Subject B
(Female)

Subject C
(Female)

Subject D (Male)

Work burden 5 6 5 4

Work control 0 0 1 1

Interpersonal
relationships at
work

0 0 1 1

Work suitability 0 1 1 1

Psychological
stress response

17 4 0 3

Physical stress
response

2 1 7 6

Workplace support 0 1 6 1

Total stress score 24 13 23 17

Physical condition
(1: Good, 5: Bad)

5 2 1 3

Weather
(1: Good, 5: Bad)

1 1 1 3

Human error
rate

0.5 0.44 0.31 0.31

Fig. 2. Biological information measured and human error occurrence of Subject A.
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In Fig. 3, it can be seen that pNN10 was lower during task section compared to rest
section. As a result of the analysis of variance (ANOVA), a significant difference was
found between each rest and task for the pNN10. In addition, it can be seen that pNN10
has a trend where it rises immediately after the human errors occur and falls immediately
during the human error occurrence. For the EEG indicators, the α bandwidth, which
indicates good concentration, was lower during the task section than the rest section.
Meanwhile, the β and γ bandwidth, which indicate thinking and high mental activity
respectively, were higher during the task section compared to rest section. As a result of
ANOVA, a significant difference was found only between Rest 2 and Task 2 for β and γ

bandwidth.

Fig. 3. Biological information measured and human error occurrence of Subject B.

In Fig. 4, it can be seen that pNN10 was lower during task section compared to
rest section. As a result of the analysis of variance (ANOVA), a significant difference
was found between each rest and task for the pNN10. For the EEG indicators, the β

and γ bandwidth, which indicate thinking and high mental activity respectively, were
higher during task section compared to rest section. As a result of ANOVA, a significant
difference was found only between Rest 2 and Task 2. In Fig. 5, it can be seen that
pNN10 was lower during the task section compared to rest section. As a result of the
analysis of variance (ANOVA), a significant difference was found between each rest and
task for the pNN10. In addition, it can be seen that the fluctuation of EEG is large during
Task 1.
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Fig. 4. Biological information measured and human error occurrence of Subject C.

Fig. 5. Biological information measured and human error occurrence of Subject D.
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Here, Fig. 6 shows the definition of the time interval before and after human error. 10
[s] were defined as the time for before and after the human error. However, if the error
occurs continuously (within 4 [s]), the following two conditions were investigated in
order to determine the time for before and after the human error: 1) Assume that human
errors occur continuously (the time interval will be 10 [s] before and after of each error),
2) Summarize the continuous part as one human error group (the time interval will be
10 [s] before and after the human error group). These two conditions were compared
using the biological information measured from subject B.

Fig. 6. Definition of time intervals before and after human error.

For the comparison, we calculate the rate of significant difference (p< 0.05) from the
ANOVAof each biological information indicators between the human error time interval
of two conditions with the rest section. Figure 7 shows the comparison of ANOVA
significant difference rate of the two conditions. From Fig. 7, it can be seen that the
significance rate is higher for most of the biological information in 10 [s] before and after
the error group condition. In addition, significant differences were observed between the
two conditions for high β and low γ.
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Fig. 7. Comparison of the two conditions shown in Fig. 6 from the biological information of
subject B.

4 Discussion

From the pre-questionnaire, ‘Psychological stress’ and ‘Physical stress’ items can be
examined as pre-indicators that are prone to human error. In addition, it can be considered
that the endurance of physical stress reduced human error as a reason that showed an
inverse correlation between physical stress and the occurrence of human error. On the
other hand, the biological information measured express lower pNN10 value during the
task section than the rest section for all subjects. Here, we suggested that pNN10 can be
used as a predictive indicator for human error.

As for the EEG indicators, many significant differences were observed between the
Rest 2 and Task 2. It was suggested that the subjects were trying to concentrate even
on the Rest 1 when comparing with Task 1. Thus, subjects may felt fatigued due to the
repeating tasks and decided to take proper rest during Rest 2. Besides, there were many
fluctuations in the indicators when human error occurs. However, there were some parts
where the biological information does not change during the error occurrence. Here,
we suggested that the subjects did not notice that they committed an error. Thus, it is
necessary to compare the biological information during the human error occurrence and
absence.

Next, we decided to re-examine the biological information measured by considering
the time interval before and after the human error occurrence. Here, we compared the
biological information measured in two conditions of time interval: 1) 10 [s] before
and after each error condition and 2) 10 [s] before and after the error group condition.
As a result, a higher significant difference rate was observed in 10 [s] before and after
the error group condition. Therefore, we deduced that the human error did not occur
instantaneously, but continuously. However, since the sample size is small, it is necessary
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to increase the number of subjects. In fact, the Stroop task performed in this study was
based on the number of question. Therefore, it is necessary to investigate and compare
the human error from the Stroop task that is based on the time limit instead of the number
of question.

5 Conclusion

In this study, we analyzed the mental state before and after the human error occurrence
and constructing a prediction model for human error considering individual differences.
Here, we found that it is better to define consecutive human errors as one human error
group where we decided to analyze the measured data 10 [s] before and after the human
error group.Moreover, the ‘Physiological stress’ and ‘Physical stress’ items from the pre-
questionnaire canbeused as the predictive indicators since the results of the questionnaire
showed correlation with the human error occurred during the task. Besides, in terms of
biological information measured, pNN10 expressed fluctuations for all subjects during
the task which can be considered as the predictive indicator. However, only two subjects
showed fluctuations from β and γ indicators from EEG measurement during the task.

In the future, it is necessary to increase the number of subjects, since biological
information vary among individuals. In addition, it is important to repeat the task for
each subject in order to obtain more robust data. By improving these points, we aim to
construct a prediction model for human error by considering individual differences as
our next step. The machine learning then will be performed and the accuracy will be
verified where the indicator that correlated with the error as the explanatory variable
and the error occurrence as the objective variable. For our future step here, the logistic
regression will be considered for machine learning to be used for themodel construction.
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Abstract. In MOOC videos, the display positions of the subtitles are
usually fixed at the bottom of the screen, which leads to the separation of
the learning contents and the interpretation text (i.e. the subtitles) and
thus inevitably affects the learning performance. Especially when stu-
dents choose a foreign course with a non-native language as the teaching
language from a global MOOC platform, this influence could be more
significant. This work carried out a knowledge retention test as well as
a knowledge transfer test to investigate the effects of the video subtitles
with the implementation of the principle of spatial contiguity on learning
performance, and further used the results of eye tracking to explain the
underline mechanisms that why this principle could effectively improve
the MOOC student’s performance. This paper verified the necessity of
applying the principle of spatial contiguity in the subtitles of MOOC
instructional videos.

Keywords: Spatial contiguity · MOOC · Eye tracking · Learning
performance

1 Introduction

In recent years, online education has increasingly become popular. MOOCs
(Massive Open Online Courses), as a kind of typical online education resources,
provide great opportunities for millions of students all over the world to access
high-quality instructional resources via the internet. The websites of MOOCs
overcome the geospatial limitations, and those students even could obtain cer-
tifications from the most famous universities for the courses they have taken
and successfully finished. More and more educational institutions have been well
aware of the importance of MOOCs, especially in the age of the COVID-19
pandemic, and paid more attention to the developments of MOOC resources,
and there have been a number of influential MOOC websites. The contents in
MOOC websites should be effective and efficient for users to learn with good
performance. Researchers in different fields had extensively studied this issue
from different aspects, especially from the perspective of cognitive psychology
to deeply study and understand the behavior features of MOOC users so as to
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lay the theoretical foundations and propose the guidelines for the designs and
developments of MOOC resources.

In general, MOOCs have different static and/or dynamic instructional mate-
rials such as text, graphics, images, animations, audio and videos, and thus they
are a kind of typical multimedia learning environments. In these environments,
however, it would be inevitable to decrease the user’s learning performance if
there are additional cognitive loads due to the unsuitable designs of multimedia
resources. Therefore, a kind of typical researches focused on how to properly
integrate and present different instructional resources together, i.e. design and
develop online resources for learning efficiently, based on cognitive load theory
(CLT) and cognitive theory of multimedia learning (CTML). Researchers sum-
marized and proposed a series of design guidelines after a number of experimen-
tal studies. For examples, the well-known principles of multiple representation,
spatio-temporal contiguity, split attention, individual differences and coherence,
which were proposed by Mayer and Moreno [18], had been widely accepted by
the academia and extensively applied in practice. This work is related to the
principle of spatio-temporal contiguity, which means that the different materials
that art logically related to each other should be clearly organized together in
time-line or visual space.

Using the three assumptions of CTML proposed by Mayer [20], the princi-
ple of spatio-temporal contiguity could be explained from different perspectives.
The first is the assumption of dual channels. It assumes that human beings
are able to acquire and process external information mainly via the auditory-
verbal and visual-pictorial channels. According to this assumption, it is able
to effectively facilitate the integration of verbal and visual representations in
the cognitive activities of the brain, reduce the cognitive load of learners, and
thus improve the learning performance when harmoniously integrating verbal
and visual materials together. The second is the assumption of limited capac-
ities in each of the channels. It is believed that the acquisition and processing
of information in human cognitive activities have to consume a certain cogni-
tive resources, which are limited either in verbal or visual channel. Thus, the
information capacity that can be processed in each of the channels is also lim-
ited. According to this assumption, the larger the learner’s intrinsic cognitive
load, the smaller the learner’s extraneous cognitive load. Therefore, the activi-
ties irrelevant to learning, such as visual searching, should be reduced as many as
possible. For example, it is able to effectively reduce unnecessary visual searches,
and benefit to the increase of learning performance under the limited cognitive
capacity condition when placing explanatory text adjacently with their related
images. The third is the assumption of active processing. It is taken for granted
that learning involves a series of cognitive processing, and the learner will take
the initiative to choose learning materials, consciously organize and integrate
them with the existing knowledge. If the interrelated text and pictures are also
close neighbors to each other in space, the cognitive load of integrating different
materials could be effectively reduced.
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There had been a number of studies that investigated and verified the pos-
itive effects of spatial contiguity on learning performance. However, there was
still no study to investigate its effect in MOOC video subtitles, especially for
non-native speakers of English. Regarding research methods, besides the tech-
niques of EEG, ECG and traditional questionnaire, the method of eye tracking
had also been increasingly applied in the studies of multimedia learning. Accord-
ing to the assumption about the coherence between cognition process and eye
movements, the measures of eye movements can be used as the direct evidences
for the involvement of cognition during the user’s learning processes. With the
increasing maturity of eye tracking technology, it had been widely applied in dif-
ferent fields of researches, especially including the field of learning and education
since 2000. Employing this technology, it is able to more deeply understand the
information processing pattern in the learning process, the effectiveness of multi-
media learning resource designs, and the validity of existing theories. This work
used a eye tracker (Tobii TX300) and carried out an eye tracking experiment
to examine the effects of spatial contiguity principle when applied in MOOC
video subtitles for Chinese learners to reveal their cognitive involvement when
they were learning courses in English and provide useful design guidelines for
the instructional resources in international MOOC platforms.

2 Related Work

This section provides a review about the related work from the perspectives
of the significance of spatial contiguity, the effects of video subtitles and the
application of eye tracking on/in multimedia learning.

2.1 Significance of Spatial Contiguity for Multimedia Learning

Online learning is very different from the traditional way of learning. Volery
and Lord pointed out that one of the key success factors of online learning is the
usability of the resources that needs to be maintained and increasingly improved
in technique [29]. This is also the intrinsic motivation that the researchers, such
as Mayer [18], carried out intensive researches on the design and optimization of
online resources, and proposed a number of principles for practical applications,
of which the common one is spatial contiguity.

Actually, Tarmizi and Sweller firstly mentioned the principle of spatial con-
tiguity [28]. In their work on how to guide students more effectively to solve
mathematical problems by examples, they pointed out that the pictures in the
learning materials and the corresponding explanatory text should be placed as
close as possible in space. Otherwise, students will switch their attention between
different information sources, leading to a significant increase in cognitive load.
Mayer preliminarily verified the practical effects of spatial contiguity [16]. He
designed two instructional materials to demonstrate the working principle of
tire pump. One put the pictures and the corresponding explanatory text closely
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on the same page, and the other put them on two different pages. The experi-
mental results indicated that the former, which reflected the spatial contiguity
principle, improved the students’ transfer test scores by 75% and was able to
incorporate the students’ knowledge more better [21]. After that, Mayer and
other colleagues further refined the experiment by designing different layouts of
text and illustrations with or without annotations as the stimuli. The results
showed that when the illustration with annotations were arranged close to the
corresponding text, the effect was better than that of the controlled layout in
which the illustration, without annotations, was separated from the correspond-
ing text, and the students’ performance in the knowledge transfer test could
be improved by nearly 50%, especially more obvious improvements for those
students without relevant knowledge background.

Moreno and Mayer further changed the scenes of multimedia learning from
static to dynamic, and studied the effects of animation instructional materials,
which employed different information integration methods to properly reflect
the effectiveness of spatial contiguity, on learning performance [22]. Their exper-
iment revealed that the animation course in which the explanatory text was
close to the instructional picture could result in better learning performance.
This result confirmed that the effectiveness of spatial contiguity to promote
learning performance was valid not only in static instructional materials (such
as books, newspapers and magazines) but also in dynamic materials (such as
teaching video, film). In other words, the principle of spatial contiguity could
also be properly applied in the design of dynamic instructional materials to sup-
port multimedia learning more better [19]. Based on the existing theories and his
own experimental results, Mayer systematically incorporated this principle into
CTML, and believed that the principle of spatial contiguity could theoretically
reduce the cognitive load of learners, make them more focused, and thus effec-
tively improve the learning performance [17]. Subsequently, using an eye tracker,
Jonson and Mayer further explained the internal mechanism of the effectiveness
of this principle from the perspective of learners’ eye movement features, i.e.
the layout pattern that arranged the relevant text and pictures closely to each
other could make the heat map of learners’ gaze points more concentrated, the
viewpoint switched more frequently, the switching time more short, and fixation
on pictures more longer [9].

In China, there were also a certain amount of research on the related field of
multimedia learning. One of the main research topics was the design and devel-
opment of multimedia instructional resources [40]. These research focused more
on the application of multimedia learning theory in order to optimize the presen-
tation of instructional information [7,8,10]. The corresponding research on the
patterns of information presentation was not only from the perspective of multi-
media combinations, but also some of them specifically focused on the principle
of spatial contiguity or its applications. Wang et al. further added color cues to
the classic animation materials about “how lightning works”, and employed eye
tracking technology to verify whether or not color cues had positive supplemen-
tary effects to the layout pattern of text and pictures with spatial contiguity
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[34]. The results showed that although color cues did not independently and
significantly improve the learning performance, the eye tracking data showed
that color cues could effectively promote the cognitive processing during fixat-
ing on text and pictures, and further enhance the effects of spatial contiguity.
The validity of spatial contiguity had been extensively verified for the learning of
different knowledge domains [38], Wang et al. further considered several adjust-
ment factors, such as learning materials, learning environments and subjects’
education levels, to address the drawbacks in previous studies, and provided a
meta-analysis about the reliability of spatial contiguity from the perspectives
of retention test, transfer test and subjective cognitive load. They reported 1)
that the effect of spatial contiguity was more prominent to facilitate the deep
understanding of learning contents in the environments with higher interactiv-
ity and shorter duration of learning; 2) that it was more prominent to promote
knowledge acquisitions for primary and middle school students; and 3) that the
effects in the learning media of books or paper was more prominent than that
in electronic virtual environments.

With respect to the application studies of spatial contiguity, researchers in
China had addressed the topics of special education, middle school curriculum,
foreign language teaching and multimedia courseware. Regarding to primary
school students with dyslexia, Li pointed out that the integration of text and
pictures based on the principle of spatial contiguity was more effective than the
combination of pictures and speech [13]. The investigation of Wan and Bi indi-
cated that the teachers in middle schools should also pay attention to the applica-
tion of spatial contiguity when they used illustrations in classroom teaching [30].
Regarding to foreign language teaching, this principle should be implemented no
matter it was the information presentation in preschool English courses [12] or
multimedia information presentation in college English [41].

2.2 Effects of Video Subtitles on Multimedia Learning

Although the role of subtitles in some scenarios was doubtful, it was believed
that the use of subtitles would not significantly improve learning performance
but lead to “redundancy effect” [23]. With the widespread use of online instruc-
tional videos, however, the value of the subtitles was approved in more scenarios,
and researchers carried out a number of studies addressing the issues about the
necessity, attributes, information capacity and presentation style of subtitles.

The early studies mainly focused on the visual factors that could directly
affect the readability, such as font shapes, sizes, colors, brightness and back-
grounds used for displaying subtitles [44]. Further research showed that these
factors generally had significant effects on reading performance, and that each
of the factors had its own suitable levels to apply [39], or needed to be treated
differently in different scenarios [27]. The dynamic features when displaying sub-
titles, such as frequency and speed, had also been proved to be able to signif-
icantly affect learning performances [6,26]. As for the effect of the information
capacity of subtitles on learning performance, researchers had carried out com-
parative studies in different situations, showing that the instructional videos with
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subtitles could bring better learning performance and even could improve stu-
dents’ subjective satisfactions [1,3,35]. Using a questionnaire, Wang specifically
investigated the effects of the subtitles that were synchronized with the speaker
voice in the video, and confirmed that the subjective satisfaction of students
with the use of subtitles was positive [31]. After that, he further explored the
effects of the subtitles with different information capacities, such as full subtitles,
selected keyword subtitles and no subtitle, on students’ learning performance.
His work confirmed the necessity of captioning videos, especially the superiority
of only presenting the selected keyword subtitles, and also indicated that the
“redundancy effect” did not obviously appear [32].

The usefulness of subtitles had been highly concerned especially in the field
of foreign language learning [42]. Original movies and televisions in foreign lan-
guages are often used as the materials to train students’ listening comprehension,
and the original context can also enhance students’ interest in learning. Liu stud-
ied and compared the influences of different display styles on English learners’
listening comprehension [15]. The display styles specifically designed in Liu’s
work included 1) entirely displaying a subtitle sentence in advance but high-
lighting the corresponding words in sync with the speech, similar to that used
in karaoke music videos; 2) displaying the corresponding words one by one in
sync with the speech; 3) displaying subtitle sentences with fade-in and fade-out
animations; and 4) the traditional method to display subtitles, used as a baseline
for comparison. The experimental results indicated that the first display style
was able to promote students’ listening comprehension, on which the third style
also had a significant effect, while the word-by-word display style had a negative
effect. Dong et al. further analyzed the effect of subtitle information capacity
on students’ listening comprehension, and they argued that the students, with
different listening levels, could distribute their attention according to the infor-
mation capacities, and that the keyword subtitles were more reasonable choices
so that students could balance the processing of verbal and visual information,
e.g. text and images [5]. From the perspective of subtitle languages, Wang stud-
ied and analyzed the influence of English full subtitles, Chinese full subtitles and
English keyword subtitles on students at different grades [33]. The main results
showed that the keyword subtitles were more suitable for students with higher
language proficiency and were conducive to learners’ understanding of vocabu-
laries; and that full English subtitles were more helpful to lower grade students
than keyword subtitles. Li also carried out a research from the same perspec-
tive, but the differences were that the subjects participating that research were
undergraduates major in English language, and that the subtitles included a
bilingual display mode. The results indicated that bilingual subtitles were more
valuable than monolingual subtitles [14].

Furthermore, some researchers had studied the designs of subtitles for spe-
cific devices, specific video formats, and even special learner groups. With the
increasing popularity of mobile devices, Zhao et al., using EEG, studied the
effect of subtitle information capacities on improving students’ academic perfor-
mances [43]. They reported that the effect of keyword subtitles was comparable
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to that of full subtitles in mobile terminals. For the videos converted from PPT
documents, Pang et al. studied the influence of subtitles with different presenta-
tion modes on learning performance, and the results indicated that the mode to
present all the subtitles as a catalog was better than the mode to sequentially
present each of the subtitles [24]. With respect to hearing impaired users, Cao
et al. employed an adaptive engine technology to automatically match the style,
speed, navigation and automatic word segmentation of subtitles so as to achieve
a barrier-free presentation for hearing impaired users [2].

Some studies also considered the effect of subtitle position on learning per-
formance. Shui and Wang investigated the effect of different screen positions on
college students’ identification of the emotions in Chinese idioms. The results
revealed that the error rates in the positions of top right and bottom left were
significantly lower than those in other positions, showing a significant location
effect [27]. However, the experimental task was relatively too simple to represent
the cognitive load level in multimedia learning environments. Liu investigated
the effect of different positions of subtitles on students’ listening comprehension
of foreign language, but did not find significant differences [15].

2.3 Eye Tracking Devices Used in the Studies of Multimedia
Learning

In the research field of multimedia learning, it is a common method to use
advanced technologies to collect data, such as eye tracking and EEG as men-
tioned above. Especially, the technology of eye tracking was the most represen-
tative one, and since the beginning of this century, it has been widely used in
different research [11]. Eye tracking can effectively provide a number of quanti-
tative measures about the temporal and spatial distributions of eye movements,
such as fixation time, saccade path and heat map of gaze points, which provide
direct or indirect evidences for interpreting the cognitive processing of subjects.

With regard to the principle of spatial contiguity, Schmidt-Weigand et al.
used eye tracking technology to analyze the differences in the distributions of
users’ attention between pictures and text in different layouts, and found that
students would pay more attention to pictures in the case that the relevant pic-
tures and text are closely placed to each other, and that there was a positive
correlation between fixation time and learning performance [25]. Using eye track-
ing, Diao et al. analyzed the effects of different learning materials, such as plain
text, videos with or without subtitles, on students’ learning behaviors in online
learning environments. Their results uncovered that the cognitive load of video
materials with subtitles was the lowest, while that of plain text in online courses
was the highest [4]. Wang summarized the selection of eye tracking measures
and matters needing attention for the research on multimedia learning [36], and
then she analyzed the effects of subtitle information capacities on learners under
two conditions of declarative and procedural knowledge types [37]. The result
showed that the learning performance had positive correlation with the fixation
durations in subtitle areas, further analysis implied that it was more reasonable
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that the videos with different knowledge types should configure different types
of subtitles, e.g. full vs. keyword subtitles.

3 Experiment

As mentioned above, the factor of subtitle position had been taken into account
in some studies, but it can be found that there were obvious deficiencies in
their experimental designs. First, although different presentation positions had
been considered, essentially the subtitles were still displayed in a fixed position.
The significant differences observed in this case reflected the screen position
effect rather than the effect of spatial contiguity between the subtitles and their
corresponding video contents. Second, the experimental tasks were too simple or
aimed at learning foreign languages more better, and the evaluation measures
were mainly based on the scores of traditional single and/or multiple choice
questions, which did not properly reflect the influence on the capabilities of
knowledge retention and transfer of the subjects in learning process.

The principle of spatial contiguity had been widely used in static teaching
materials, but not in dynamic teaching videos, in which the captions are usually
fixed at the bottom of the screen. In this study, the key point of setting the
position of subtitle is that it is not presented in a fixed position on the screen,
but dynamically presented in the adjacent position according to the actual area
of the learning content in the video.

3.1 Experimental Materials

Video Learning Material. In this study, there were three main principles for
selecting video learning materials. First, the focus in the video material should be
changed, and the change should not be too fast. Second, the subjects were non-
native speakers of the language used in the video so that it was able to enhance
the dependence of the subjects on subtitles. One of the independent variables in
this experiment was subtitle position, and the video with non-native language
of the subjects could make the experimental effects more prominent. Finally,
the difficulty of the video learning material should be moderate for the sub-
jects, without a specific requirement for any professional knowledge background.
According to these principles, we picked out and clipped a 7-min teaching video
from the chapter of “Blood Vessels” in the biology popular science course in the
public MOOC platform of Khan Academy.

There were two groups of subjects to learn the video material, with two
different subtitle displaying modes respectively. The subtitles used for group A
were always at the bottom of the screen, while those for group B dynamically
changed according to the learning content in the video clip. For example, as in
the screen-shots in Fig. 5, when the teacher’s mouse cursor was at the top right
of the screen, the subtitle for group A was displayed at the bottom of the screen,
and that for group B was adjacent with the teaching content.
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Learning Test Materials. The design principles of the test materials also had
three main points. First of all, test scores should not only reflect the learner’s
ability to remember in the learning process, but also reflect the learner’s ability
to understand the learning material. Secondly, the questions used in the learning
test should be closely related to the changes of subtitle positions. For example,
when the teacher was pointing the mouse cursor at the content she/he was talking
about, the corresponding subtitle should be displayed near to the cursor, and the
knowledge related to that content could be used in the learning tests. Finally,
the questions of the learning tests should evenly cover the whole contents of the
video material. According to these principles, the test materials were divided
into two parts.

– Retention Test Materials. Retention tests can measure how well learners
remember what they have learned. There were 3 single choice questions and
1 multiple choice question used to examine the subjects’ capability of mem-
orizing the learning material.

– Transfer Test Materials. Transfer tests can detect how well learners under-
stand what they have learned. There were 3 short-answer questions and 2
multiple choice questions used to examine the subjects’ understanding of the
learning material.

Fig. 1. The questions used in the retention test.

3.2 Subjects and Apparatus

A total of 28 subjects with normal or correct-to-normal vision were recruited in
the campus of Renmin University of China. After a pre-recruitment investiga-
tion, they had no specific knowledge background on the teaching video content
(related to science and general biology). The 28 subjects were randomly divided
into Group A and Group B, which happened to include 6 boys and 8 girls. The
subtitles used for Group A were presented in traditional form, while the subtitles
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Fig. 2. The questions used in the transfer test.

for Group B were designed based on the principle of spatial contiguity. Before
the experiment, the subjects needed to sign the informed consent form.

An eye tracker, Tobii TX300, was used to track the subjects’ eye movements
during the learning process. Its working sampling frequency was set 250 Hz. The
device and the corresponding data analysis software system were installed on a
HP DC7700 desktop computer, with an Intel dual-core 2.0G CPU, 8 GB RAM,
and a 23-in LCD display at the resolution of 1920 × 1080 pixels.

3.3 Experiment Procedure

The experiment consists of five main steps, which were as follows:

– (1) Introduction of the experiment and device calibration.
Before the formal start of the experiment, the experimenter first intro-
duced the basic content, process and matters needing attention, and care-
fully answered the questions raised by the subject. The experimenter then
had the subject sit about 70 cm in front of the computer screen and made
sure that when the subject was looking straight in front of them, her/his
gaze was roughly in the center of the screen. Before the experiment begins,
the experimenter needed to calibrate the eye tracker to an acceptable accu-
racy, otherwise the experiment could not proceed to the next step.

– (2) Background knowledge preview.
The subjects skimmed the test questions for a short period of time to prepare
for later video learning. Learners are easily nervous when suddenly exposed
to unfamiliar knowledge. This unstable emotion may be reflected in the eye
tracking data, which will cause certain interference to the experiment. There-
fore, it was necessary for the subjects to have a general understanding of the
learning content and the corresponding test questions in advance. This step
also allowed the subjects to relax before the formal experiment.

– (3) Video learning.
The subject was going to begin the video learning at this stage. The subjects
in Group A watched the instructional video with subtitles at the bottom of
the screen. When the subjects in Group B watched the video, the subtitles
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would change their position dynamically. Considering that the subtitles in
most of the videos are displayed at the bottom of the picture in general, the
experimenter reminded how the subtitles would be rendered on the screen.

– (4) Retention test.
In this stage, the subject was given 5 min to answer the retention questions
as shown in Fig. 1.

– (5) Transfer test.
In this stage, the subject was given 5 min to answer the transfer questions as
shown in Fig. 2.

4 Results

4.1 Learning Performance Analysis

Table 1 shows the test scores of the two groups. As can be seen, the average
scores in both retention test and transfer test as well as the total score of Group
A were lower than those of Group B. Among them, the change ranges of the
transfer test score and the total score were relatively larger, while the change
range of retention test score was small.

A one-way between subjects ANOVA showed that the factor of subtitle
display mode had no significant main effect on retention test score (F1,26 =
0.310, p = .582), but with significant main effects on transfer test score (F1,26 =
6.520, p < .005) and total score (F1,26 = 4.393, p < .005).

Table 1. Average scores of the two subject groups (M ± std).

4.2 Eye Tracking Data Analysis

According to the specific content of the selected video material, there were seven
pairs of areas of interesting (AOI) defined to cover different video contents and
their corresponding subtitles. For example, when the video was explaining the
tunica intima of blood vessels by blackboard-writing, the writing region and
its corresponding subtitle region were defined as a pair of AOIs to collect eye
movement data. Thus, all the AOIs could be divided into two categories. One



Effects of Spatial Contiguity in MOOC Video Subtitles 347

was the AOIs responsible for content presentation, the other was responsible for
subtitle display. In general, according to the time line of the video, only a pair
of AOIs was activated, while the rest were inactive. Furthermore, there should
be no overlap between any pair of AOIs.

As shown below, we collected and analyzed four eye tracking measures
according to the defined AOIs. The subjects whose effective eye tracking data
had relatively low sampling ratio, e.g. less than 85%, would be excluded from the
analysis. Thus, there were one subject in Group A and two subjects in Group B
were excluded. In addition, the spatial distribution characteristics of the scan-
ning paths and the heat maps of gaze points were also analyzed (Fig. 3).

Fig. 3. The AOIs defined in the instructional video.

Gaze Visit Times and Fixation Times. The numbers of gaze visits and
fixations in the AOIs were counted. Using a multivariate ANOVA for the differ-
ences between the two groups, it could be found that the effect of subtitle display
mode was significant on visit times in subtitle AOIs (F1,23 = 5.891, p < .05), but
not on visit times in content AOIs (F1,23 = .000, p = .997). Similarly, there was
a significant effect on fixation times in subtitle AOIs (F1,23 = 10.435, p < .005),
but not on fixation times in content AOIs (F1,23 = 2.173, p = .154).

Gaze Visit Duration and Fixation Duration. A multivariate ANOVA indi-
cated that the factor of subtitle display mode had significant effects on the
measure of visit duration in both subtitle AOIs (F1,23 = 8.838, p < .01) and
content AOIs (F1,23 = 6.166, p < .05). Similarly, it had significant effects on fix-
ation duration in both subtitle AOIs (F1,23 = 8.329, p < .01) and content AOIs
(F1,23 = 6.527, p < .05).

Figure 4 shows the comparisons of the total numbers and the total duration
of gaze visits as well as those of fixations in content AOIs and subtitle AOIs.
As can be seen, in content AOIs, the total visit and fixation times of Group
B were both smaller than those of Group A; while in subtitle AOIs, the total
visit and fixation times of Group B were both higher than those of Group A.
The results of ANOVA indicated that the factor of subtitle display style resulted
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Fig. 4. Total gaze visit times and duration as well as total fixation times and duration
in different AOIs.

in significant differences of visit times and fixation times only in subtitle AOIs.
Similarly, in content AOIs, the total visit and fixation durations of Group B
were both shorter than those of Group A; while in subtitle AOIs, the total visit
and fixation durations of Group B were both longer than those of Group A.
However, the effects of subtitle display mode on visit and fixation durations in
both subtitle and content AOIs were all significant.

Eye Scan Path. Eye scan path can directly display the process of searching
and scanning when the learner is acquiring external information. As shown in
Fig. 5, the red circle represents the fixations of the learner, and the straight
line between two circles indicates the learner’s saccade between two fixations.
A series of fixation-saccade-fixation, which is arranged in chronological order,
directly reflects the learner’s cognitive processing of learning materials. The circle
diameter represents the duration of fixation. In general, the longer the duration,
the higher the cognitive load. At the same time, The length of the straight line
between two fixations represents the search path of the learner. Generally, the
longer the search path, the lower the search efficiency.

After a careful observation on Fig. 5, it was found that the eye scan paths
in the two groups had a consistent feature, i.e. the learner firstly looked at the
picture area where the teacher was explaining and demonstrating the teaching
content, and then searched for the corresponding subtitle. According to the sizes
of the circles, it can be seen that the learners in the two different groups had
similar fixation durations in the picture area (content AOI) and the subtitle area
(subtitle AOI). According to the numbers of fixations on the scan paths, it can
be seen that there were more meaningless fixations generated when the learner’s
fixation switched from the content AOI to the subtitle AOI in Group A, such as
the third and fourth fixations. It implied that the learner had relatively higher
cost of acquiring useful information when the subtitle was separated from the
corresponding teaching content.
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Fig. 5. Two scan paths for a same learning content in both groups. Note that real posi-
tions of the fixations in Goup B should be moved upward a certain distance according
to the context of the learning content. (Color figure online)

Heat Map of Gaze Points. Heat map can intuitively show the distribution
of the learner’s fixations in the learning process and directly reflect the areas
of learner’s concentration of interests. In general, the more concentrated the
distribution of gaze points, the more concentrated the learner’s interested ares,
and the lower the cognitive load in the learning process.

Fig. 6. Two heat maps for a same learning content in both groups

It was found that the heat maps had distinct characteristics under different
subtitle conditions. Figure 6 shows two heat maps that were clipped from Group
A and B respectively for the same content. As can be seen, there were two areas
with the most prominent heats in the map of Group A, but only one in the map
of Group B.

5 Discussion

From the perspective of the influence of subtitle display mode on learning perfor-
mance, overall it had reached at a significant level. Although no significant effect
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was observed in the retention test, the subtitle displaying positions reflecting the
principle of spatial contiguity in Group B still improved the score of retention.
This point was consistent with the change trend of the score in the transfer test
as well as the total score. Therefore, it was possible that the questions used in
the retention test was not full enough to properly reflect the effect of subtitle dis-
play mode. In other words, this work is not enough to draw a negative conclusion
that the position of subtitle presentation has no significant effect on retention
performance.

According to the eye tracking measures depicted in Fig. 4, the significant
effect on the performance in the transfer test was most probably due to the
significant increases of the visit and fixation times as well as the significant
increases of the visit and fixation durations because the four measurements had
a consistent change trend only in subtitle AOIs, i.e. these measures in Group
B were all significantly higher than those in Group A. A further comparison
of the measures in different AOIs revealed that the learner could allocate more
attention to content AOIs when the learning contents and the corresponding
subtitles were separated, but at the same time, the learner could also allocate
enough attention to subtitle AOIs, thus resulting in two prominent heat areas,
in other words, both areas could generate obvious cognitive loads respectively;
and that the learner could allocate more attention only to subtitle AOIs when
the learning contents were very close to their corresponding subtitles so that
there was not a prominent heat area generated in the learning content area as
that in the subtitle area, in other words, the cognitive loads in the two areas
were obviously different. Combining the results of the two aspects, it appeared
that the learner could acquire more information from pictures when they were
separated from their corresponding subtitles, but she/he could not had a deep
enough understanding of the learning content, while the learner could acquire
more information from text so as to understand the learning content more fully
when the subtitles and the pictures were adjacent to each other. If there were two
prominent heat areas, it implied the inevitable competition of cognitive resources
between the content AOIs and the subtitle AOIs; and if only one prominent heat
area, it implied the natural integration of cognitive processing. Furthermore, the
information from text could better enable the learner to acquire comprehensive
cognition and promote the transfer of knowledge.

Additionally, there were more findings that could be revealed from the eye
tracking results. With respect to the heat map of Group A, there were a num-
ber of areas with relatively lower heats outside the regions where the learning
contents and the subtitles were displayed, such as the spots marked with white
circles in Fig. 6a. At the same time, there was an obvious secondary heat area
between the two prominent heat areas that were related to the picture and the
corresponding subtitle, respectively. As for the results of Group B, the heat areas
corresponding to the adjacent picture and subtitle areas were almost integrated
together, and the number of lower heat areas was less than that in the heat
map of Group A. The heat areas were more concentrated as a whole in the map
of Group B. These findings implied that the learner could have more cost of
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information search and recognition when the learning content and the subtitle
were separated, and there was more than one saccades taking place to switch
the fixation from the picture area to the subtitle area. The scattered areas, with
lower heats, outside the regions of the two prominent heat areas indicated that
the learner still might adopt the strategy of random search even if the subtitles
were constantly displayed in the lower part of the screen, implying the additional
increasing of extraneous cognitive load.

6 Conclusions

Employing an eye tracking device and an online learning video selected from a
public MOOC platform, this work investigated how the subtitles that were dis-
played according to the principle of spatial contiguity could affect the learning
performance in video materials, in which the instructional contents were pre-
sented and explained using a foreign language but the subtitles were displayed
using the native language of the learner (e.g. English vs. Chinese). The results
of the experiment indicated that compared with traditional subtitles, the sub-
titles with the implementation of spatial contiguity could significantly improve
the learners’ performance in the test of knowledge transfer; and that the total
performance still had a significant improvements while there was no significant
improvement in the test of knowledge retention.

A further analysis of eye tracking data revealed that when the learning con-
tent AOIs and the subtitle AOIs were separated from each other, the learner
could allocate more attention to the former, but she/he could also allocate com-
parable attention to the later, resulting in two prominent heat areas of gaze
points; and that there were a secondary heat area between the two prominent
heat areas as well as a number of scattered areas with lower heats outside the
regions of displaying the learning content and its subtitle. When the two kinds
of AOIs were close to each other, the learner could allocate more attention to
the subtitle AOIs but relatively less to the content AOIs so that there was no
prominent heat area generated in the content AOIs but in the subtitle AOIs.

According to the results of eye tracking, we can properly explain the cognitive
mechanism of the learner’s performance improvement in the test of knowledge
transfer. When there are two separated prominent heat areas, the learner’s lim-
ited cognitive resources inevitably need to be dispersed to deal with different
information sources. The scattered areas with less heats and the secondary heat
area in the heat map of gaze points imply that the learner probably could per-
form a random visual search on the display, thus it is inevitable to increase the
extraneous load in the learning process. When there is only one prominent heat
area, the learner can make full use of cognitive resources and make full use of
germane load to achieve a more comprehensive understanding of the learning
materials, so as to achieve higher performance in knowledge transfer.
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Abstract. The fault diagnosis task in factories is technically demanding and time-
consuming, especially for the green hands. In order to assist mechanicians to
detect the fault parts, the fault diagnosis expert system is introduced to support
decision-making and problem-solving processes. In this vision, how to enhance
mechanicians’willingness to use such a systembecomes a key issue to the industry.
The present study aims to find out the elements that affect the user experience of
the fault diagnosis expert system. We carried out an experiment to investigate
how system performance and empathetic design promotes user experience, and
we also explored how those factors apply to different users with high and low
expertise. Fourteen participants who majored in automatic control with a basic
understanding of industrial automation devices took part in the study. During the
experiment, the participants were instructed to repair a UV control cabinet with
the help of the fault diagnosis expert system. The system has four levels of system
performance (high, medium, low, and all-errors) * two levels of empathetic feature
(standard design vs. empathetic design). After each task, the participants filled out
a questionnaire to evaluate their experience. The results showed a beneficial effect
of both system performance and empathetic design. Also, the interactive effect
indicates that for the system with qualified performance, the empathetic design
enhanced user experience; while for the system with all-error performance, the
empathetic design no longer helped. In addition, the empathetic design played a
better role among inexperienced users, while experienced users tended to be more
sensitive to changes in system performance.

Keywords: System performance · Empathetic design · User experience · User
trust · Fault diagnosis · Expert system

1 Introduction

In factories, there are a series of complex technical tasks. For example, when certain
machine equipment breaks down, the mechanicians have to diagnose which specific
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part causes the failure. This fault diagnosis task is technically demanding and time-
consuming, especially for the green hands. The introduction of the fault diagnosis expert
system is aimed to assist mechanicians to detect the fault parts and solve them more
efficiently [1, 2].

The main idea underlying a fault diagnosis expert system is that the system would
learn the knowledge from the experienced mechanicians and support the decision-
making and problem-solving process for the newcomers. Therefore, the fault diagnosis
system grows faster when more mechanicians are using it and providing feedback. One
of the key problems in developing such a system is how to enhance mechanicians’
willingness to use such a system.

One essential factor in user experience is the performance or accuracy of the sys-
tem. System performance can affect users’ acceptance and trust. For example, an early
study has found that the trust of operators in machines is affected by system perfor-
mance. Specifically, the decline in system performance reduces the operator’s trust in
the machine. Even if the system performance is restored immediately, it takes longer
time for the operators to restore the trust in the machine [3]. In addition, recent research
has also found that the accuracy of the recommendation results will affect the user
experience of the system, such as perceived usefulness and convenience [4].

Another possible solution is to take the design into consideration. In psychological
studies, empathy is an important component of altruistic behavior [5, 6]. In addition,
when an inanimate object resembles a human to some extent, humanswill also empathize
with it. In other words, by including human characteristics, a system also stands a chance
to arouse empathy among users. And accumulated evidence from previous studies has
shown that anthropomorphism provides effective means for inducing empathy [7, 8].
For instance, a recent study has shown that the adoption of virtual animated character
stimulated the empathy of users and enhanced theirwillingness to help a food recognition
application [6]. However, as far as we know, it still remains unknown whether empathy
manipulation also benefits user experience in industrial scenarios.

Finally, the individual indifference in users themselves should never be ignoredwhen
investigating user experience. For inexperienced users, the information provided by the
system may be relatively more valuable; while for individuals with rich maintenance
experience, it is easier to carry out the diagnosis fault task by themselves, so the use of the
systemmay increase their unnecessary workload [9]. Therefore, users with maintenance
experience may be less affected by system differences in design.

The present study aims to find out the elements that affect the user experience of the
fault diagnosis expert system, so as to provide users with a better experience and to earn
trust from the users. We carried out an experiment to investigate how empathetic design
benefits user experience under various conditions of system performance, and we also
explored how those factors apply to different users with high and low expertise. Based
on the results of previous studies, we hypothesized that both system performance and
empathetic design would affect the user experience of the fault diagnosis system. Also,
their effect would be modulated by the users’ expertise in maintenance.
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2 Methods

2.1 Participants

Fourteen participants (two females), aged 20–32 (Mean = 24), were recruited online in
this study. All of them were undergraduate or graduate students majoring in automatic
control. They had a basic understanding of relays, PLCs, and automation devices, and
were familiar with industrial circuits. Half of the participants had prior experience in
mechanical or electrical maintenance. The experiment lasted approximately three hours.
All participants gave their informed consent and got compensation of 200 RMB (1 dollar
≈ 7 RMB).

2.2 Procedure

The procedure of the experiment is shown in Fig. 1. During preparation, the participants
were introduced to the interfaces of the fault diagnosis system (see Sect. 2.3Experimental
Platform) and the mechanics of the equipment needs troubleshooting, namely, the UV
box control cabinet. Also, the participants were shown the empathetic design versus
the normal system, and the participants rated their empathetic feeling toward those two
system designs. In the practice phase, the participants completed two practicing trials
on how to troubleshoot the faults of the UV box control cabinet with help of the fault
diagnosis system. Then the participants finished the formal troubleshooting tasks with
eight versions of the system (see Sect. 2.4 Experiment design). After experiencing each
version of the system, the participants filled out questionnaires to measure the user
experience (see Sect. 2.5 Measurements). Finally, the participants completed a post-test
empathy manipulation check and received a brief interview from the experimenters. The
interview questions included how they valued the system performance and empathetic
design of the fault diagnosis system, andwhat other approaches they think could improve
their willingness to use the system in a real scenario.

Fig. 1. The experiment procedure.

2.3 Experimental Platform

In this study, we developed an interactive prototype of the fault diagnosis expert system
in different versions in aspects of empathetic features and system performance. The
system consists of five main user interfaces as follows.
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a) Welcome and login interface: The user is welcome to log in, and the user can enter
the system after being identified on this interface.

b) Fault selection interface: After entering the system, the user can select the fault
machine and the fault phenomenon. After choosing the fault phenomenon, the users
click “Next” to the next step.

c) Troubleshooting interface: The system provides possible reasons and suggestions
based on the fault phenomenon selected by the user, and the number of “stars” is used
as the recommendation level. After the user clicks on the item that has been checked,
this item will enter the checked problem interface (on the right side of the trou-
bleshooting interface). At the same time, the system will update the troubleshooting
suggestions based on the user’s click interaction.

d) Checked problem interface: This interface will show all the problems that have been
checked. After inspection to determine the cause of the failure, users can select the
real cause of the failure and click “Generate Report” to complete the troubleshooting.
If all suggested items are not the real cause, the users can also click “Add” to add
other items inspected.

e) Report interface: In the report interface, the user can review themaintenance- related
information, including the maintenance report and the maintenance process.

During the experiment, the participants were instructed to use the fault diagnosis
system to repair aUVboxcontrol cabinet. TheUVboxcontrol cabinet showedone failure
in each trial. These failures involved different parts that need to be checked, including
the power adapter of the light, PLC, touch screen, PLC output cable, intermediate relay,
relay cable, PT100 sensor, irradiance meter, fan power supply, and the light bulb. All
the troubleshooting tasks were generated by the expert in charge of the UV box control
cabinet to keep the difficulty and complexity similar among tasks. Due to the covid-
19, the experiment was conducted online finally, so we developed a simple program to
simulate the failures of the UV box control cabinet. In each task, there was a recorded
video clip briefly describing the equipment’s problems.

2.4 Experiment Design

The experiment was a within-subject design with two independent variables (system
performance × empathetic design). There were four levels of system performance from
high to all-error. For high performance, the real cause of the failure was always ranked
at the first or second place in the suggestion list. For medium performance, the third
or fourth position. For low performance, the fifth or sixth position. As for the all-error
performance condition, there was no correct option provided in the suggestion list. All
four levels of performance were combined with a normal design and empathetic design.
The differences between those two designs included theWelcome and login interface and
Checked problem interface. In the Welcome and login interface, the empathetic design
had an anthropomorphic identity called “Xiaolan (LittleBlue)” andprovided a thoughtful
functional introduction of itself; while the normal design only had the text “Welcome”.
In the Checked problem interface, the empathetic design provided an explanation when
encouraging the participants to add other troubleshooting steps they have tried but not
listed in the suggestions, indicating it could “help Xiaolan make faster progress”; while
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the normal system only prompted “Please add other troubleshooting steps”. There are
eight (4 × 2) combination versions of system performance and empathetic design in
total. Each participant had to use all eight versions to complete the diagnosis tasks. The
test sequence of the empathetic design and the normal system is balanced among the
participants.

2.5 Measurements

Empathy Manipulation Check. In order to check whether the empathy manipulation
was successful, empathy manipulation checks were carried out before and after the
experiment. The adapted empathymanipulation checkmeasurement consisted of 4 items
[6]. The participants rated their empathy toward the system on a 5-point scale, ranging
from 1 (strongly disagree) to 5 (strongly agree).

Perceived Performance. Perceived performancemeasured the participants’ perception
of the system’s performance during the troubleshooting task. This measurement con-
sisted of 4 items, which were adapted from the perceived usefulness subscale of the
technology acceptancemodel questionnaire [10]. The participants evaluated on a 7-point
scale (1 represents strongly disagree to 7 strongly agree).

Trust. The measurement of the participants’ trust in the system is adapted from the
two subscales of the human-computer trust scale proposed by Madsen & Gregor [11].
The two dimensions were Perceived Technical Competency (PTC) and Personal Attach-
ment (PA). PTC measured how participants evaluated the system in the core technical
competency of providing useful troubleshooting suggestions. There were 3 items in the
PTC subscale, such as “The fault diagnosis system has built-in reliable knowledge about
equipment failures”. The PAmeasured the participants’ attachment to the system during
the troubleshooting tasks. The PA subscale consisted of 3 items, e.g. “I personally prefer
to use this fault diagnosis system to troubleshoot”. All items were rated on a 7-point
scale (1 = strongly disagree to 7 = strongly agree).

Pleasure. The Self-Assessment Manikin (SAM) valence subscale was used to measure
emotional pleasure [12]. Participants were asked to rate the pleasure during the task on a
9-point scale, ranging from1 (feeling unhappy and dissatisfied) to 9 (feeling happy and
satisfied).

2.6 Data Analysis

First of all, we checked the success of empathetic manipulation by carrying out paired-
sample t-tests between empathetic designa and normal design. Then, in order to investi-
gate the impact of the system performance and empathetic design on the user experience,
and meanwhile to consider the role of users’ expertise in maintenance, we conducted a
series of repeated measure ANOVAs (System performance× Empathetic design×User
expertise), with System performance and Empathetic design as within-subject variables,
and User expertise as between-subject variable. The dependent variables are perceived
performance, trust (PTC and PA), and pleasure.
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3 Results

3.1 Empathetic Manipulation Check

Thirteen subjects completed the empathetic manipulation checks both before and after
the tasks. The paired-sample t-tests (see Table 1) showed that participants’ empathetic
feelings toward the empathetic design and normal system were significantly different
both before the tasks (t(12) = 3.828, p = 0.002) and in the end of the experiment (t(12)
= 2.347, p = 0.037).

Table 1. The empathetic manipulation checks

Mean (SD) T-test

Empathetic Normal t p

Pre-test 3.33 (0.86) 2.29
(0.71)

3.828 0.002**

Post-test 3.19 (0.96) 2.33
(0.83)

2.347 0.037*

*p < 0.05, **p < 0.01

3.2 Perceived Performance

The repeated measure ANOVA (System performance × Empathetic design × User
expertise) on perceived performance revealed a significant main effect of System per-
formance (F(3, 33) = 34.053, p < 0.001, partial η2 = 0.756). Post-hoc analysis showed
that the perceived performance of the all-error system was significantly lower than the
other three systems (ps< 0.001), but there was no significant difference among the three
systems of high, medium, and low performance levels. Empathetic design also enhanced
the perceive performance (F(1, 11) = 5.336, p= 0.041, partial η2 = 0.327). In addition,
there was a significant interactive effect between System performance × Empathetic
design, F(3, 33) = 3.879, p = 0.018, partial η2 = 0.261. When the System performance
was at a high level, the Empathy design improved the user’s perception of the system
capacity, but when the System performance is at a low level or completely wrong, the
Empathy design had no effect (see Fig. 2. Left panel).

We also observed a significant interactive effect on perceived performance between
Empathetic design and User expertise, F(1, 11) = 6.587, p = 0.026, partial η2 = 0.375.
The Empathetic design enhanced the perceived performance for the inexperienced users
but not the experienced users (see Fig. 2. Right panel).

3.3 Trust

Perceived Technical Competency (PTC). The repeated measure ANOVA (System
performance × Empathetic design × User expertise) on PTC showed a significant main
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Fig. 2. The effect of System performance and Empathetic design on perceived performance.

effect of System performance (F(3, 33) = 25.802, p < 0.001, partial η2 = 0.701). Sim-
ilarly, post-hoc analysis showed that the PTC of the all-error system was significantly
lower than other three systems (ps < 0.001), in the absence of significant difference
among the other three levels from high to low. We also found a significant Empathetic
design × User expertise interactive effect on PTC, F(1, 11) = 6.628, p = 0.026, partial
η2 = 0.376 (see Fig. 3. Right panel). Moreover, there was a trend of System perfor-
mance × User expertise interactive effect on PTC, F(3, 33) = 2.553, p = 0.072, partial
η2 = 0.188. The inexperienced participants rated high on PTC for all system perfor-
mance levels from high to low (that is, when the system can finally provide the correct
troubleshooting items), but rated extremely low for the all-error system. However, the
PTC of experienced participants decreased proportionally with the decline of system
performance (see Fig. 3. Left panel).
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Fig. 3. The effect of System performance and Empathetic design on PTC.

Personal Attachment (PA). The repeated measure ANOVA (System performance ×
Empathetic design × User expertise) showed the main effect of System performance
on PA, F(3, 33) = 29.173, p < 0.001, partial η2 = 0.726. Again, only the PA of the
all-error system was significantly different from the other three levels (ps < 0.001).
There was also a trend that participants held higher PA toward empathetic design than
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normal design, F(1, 11) = 4.764, p = 0.052, partial η2 = 0.302. In addition, the System
performance × Empathetic design interactive effect was significant, F(3, 33) = 3.356,
p = 0.030, partial η2 = 0.234, with Empathetic design only enhancing PA when the
System performance was relatively high (see Fig. 4). However, there were no interactive
effects between User expertise and other variables for PA (ps > 0.1).
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Fig. 4. The effect of System performance and Empathetic design on PA.

3.4 Pleasure

For pleasure, the repeated measure ANOVA (System performance × Empathetic design
×User expertise) also revealed amain effect of System performance (F(3, 33)= 32.580,
p < 0.001, partial η2 = 0.748), with all-error level significantly lower than all other
three (ps < 0.001). The ANOVA also showed the main effect of Empathetic design on
emotional pleasure (F(1, 11) = 6.890, p = 0.024, partial η2 = 0.385), with Empathetic
design bringing more pleasure than normal design. No significant interactive effects
were found for pleasure.

4 Discussion

The present study examined the interactive effect of system performance and empa-
thetic design on user experience. Meanwhile, the modulating effect of user difference
in maintenance expertise was also investigated. Participants who majored in automatic
control used eight versions of fault diagnosis systems to troubleshoot a UV box control
cabinet. They evaluated their perceived performance, trust, and pleasure immediately
after experiencing each version of the system. As predicted, the system performance
is an essential factor regarding all the evaluated dimensions of user experience. Also,
the empathetic design enhanced most aspects of user experience in the fault diagno-
sis system. Furthermore, the interaction effects among system performance, empathetic
design, and user expertise were observed in our study and would be further discussed.

Although system performance impacts all dimensions of user experience, we should
notice that the perceived performance did not change proportionally with the real system
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performance wemanipulated. Only the all-error system is rated extremely low compared
to the other three levels. However, no obvious decline in the evaluation was observed
when the system changed from high performance (correct item ranked at the first or
second place) to low performance level (correct item ranked at the fifth or sixth place).
Consistently, previous research on the system performance also reported an indirect
relationship between objective performance and subjective user evaluation [13, 14].
However, there is a study that found a linear relationship between system performance
and subjective user evaluation [15]. This inconsistency in findings may come from the
different approaches of evaluation. In the study which reported a linear relationship,
the participants were allowed to modify their evaluation of different systems before the
last evaluation, which would enable users to make more relative judgments when they
looked back. In contrast, in our study, the participants had to evaluate immediately after
the use of each system, without the opportunity of post-modification.

The interactive effect between system performance and user experience on personal
attachment should also be noticed. While the inexperienced participants showed no
preference among the high to low level systems, the experienced participants were more
sensitive to the change in system performance.

In addition, our study also observed a positive effect of empathetic design on per-
ceived performance, personal attachment, and pleasure. Therefore, when the system
performance is on a plateau and unable to be upgraded at a certain level, the empa-
thetic design would serve as a more economical approach to improve user experience.
However, it is worth noting that the interactive effect between system performance and
empathetic design reveals that the trick of empathetic design can only work when the
system performance is at a qualified level. In other words, an all-error system would
never offer users with good experience no matter how fancy the empathetic design is.

Another interesting finding is the interaction between empathetic design and user
expertise. The results of this study indicated that not all users buy into the empathetic
design in dimensions of perceived performance and perceived technical competency.
While the inexperienced users rated a higher score for empathetic design, the experienced
users pay more attention to the system performance itself. This result is also reflected in
our interview after the tasks. Those participants with previous maintenance experience
said they would not be affected by the empathetic design when they made the judgment
on the performance of the system, instead they weighted more on the logic behind the
suggested items. Even so, the positive side is that in terms of pleasure, the empathetic
design enhanced the evaluation of all users regardless of their maintenance expertise.

In conclusion, the results of the present study indicate important effects of system
performance and empathetic design on the fault diagnosis system, and also reveal the
modulating effect of users’ expertise. First of all, the system permeance always matters,
both for cognitive and emotional evaluations. The positive perspective is that as long as
the system can provide a correct answer in the end, the user experience won’t be too
disappointing. Secondly, empathetic design is a promising feature to contribute to the
user experience, but the premise is that the system performance is at least qualified. It
doesn’t mean that a system needs to be perfect before deployment. When the system
reaches a qualified standard, some design features such as empathetic design would help
to enhance the user experience. Lastly, the effect of system performance and empathetic
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design both interactwith users’ own characteristics. The trick of empathetic designworks
out better for users with no prior maintenance experience, while the experienced users
tend to be more sensitive to changes in system performance. Further research with more
resources could expand the samples and conduct the experiment in factories to verify
whether the effects of system performance and empathetic design are still effective in a
real working scenario.
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Abstract. Prohibition signs warn people of certain behaviors to avoid danger or
risk, so they should be carefully designed. ISO regulated that prohibition signs
should be designedwith the diagonal bar as foreground of the pictogram. In China,
although general guidelines for prohibition signs follow this rule, the guidelines
for prohibition traffic signs adopt an opposite design with the bar as background.
This study attempts to evaluate the effect of bar position on the recognition effi-
ciency of prohibition signs from the perspective of warning processing. Using
paired prohibition signs that had opposite bar positions and controlled familiarity,
we conducted the experiment with a within-subject design. In the experiment,
participants judged whether the pictures of prohibition signs matched the textual
explanationwhen theywere simultaneously displayed on a blank screen.Consider-
ing the differences between different participants and signs, we modelled reaction
time with a mixed-effects linear model containing random intercepts. The results
showed that participants recognized familiar signs more quickly, and for familiar
signs, participants recognized the signs with bar as foreground faster than the signs
with bar as background. In practice, the findings suggest designing the prohibition
signs with bar as foreground to improve the speed of signs recognition.

Keywords: Prohibition sign · Sign recognition ·Warning processing · Bar
position

1 Introduction

1.1 Design of bar in Prohibition Signs

Safety signs, especially prohibition signs are very important to our daily life, as they
provide crucial information in potentially dangerous scenarios. Prohibition signs are
used to warn staff and visitors that certain behaviors or actions are not allowed [1]. The
International Standardization Organization (ISO) claims that prohibition sign should
always consist of a red circle and a red diagonal on a white background with a black
standardized pictogram.

But there are some inconsistent specifications on the design of the bar in China. The
Graphical Symbols Safety Colours and Safety Signs of China (in Chinese) [2] regulated
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that prohibition signs must position the diagonal bar as foreground, while the Code for
Layout of Urban Road Traffic Sign and Markings of China (in Chinese) [3] regulated
that the pictogram should be placed as foreground in prohibition traffic signs (see Fig. 1).
That is, in China prohibition signs with bar as foreground were usually used in daily
life, but specially in traffic setting prohibition signs with bar as background were used
more often. There comes the question: Should the diagonal bar placed as foreground or
background from human factors perspective?

Fig. 1. Prohibition sign with bar as foreground (left) and prohibition sign with bar as background
(right).

Previous findings were inconsistent on the role of bar position in prohibition signs.
Some researcher thought that bar as foreground obscured the pictogram and made signs
recognition more difficult [4, 5]. There were also researchers find out there were no
differences between bar as foreground and bar as background [6, 7]. However, most
of the previous tasks and measurements focused on the accuracy in sign recognition,
while speed of sign recognitionwas neglected. Prohibition signs are special in that people
need to react fast to these signs beyond simple recognition. The more quickly people can
recognize signs, the more time they have for hazard information processing. Therefore,
we focus on speed of sign recognition in this study.

1.2 Evaluation of Bar Position Based on Warning Process

To evaluate the two types of prohibition signs, we need to resort to how people process
warning signs. Rogers et al. [8] have summarized the framework of warning process
included noticing, encoding, comprehending and complying stage, and they have pro-
posed several person variables and warning variables influencing the warning process at
these stages. Noticing stage means to be attracted to the sign. Encoding stage involves
translation from the external sign to the internal representation. The comprehending and
complying stage were more likely to be influenced by the content of the sign and other
personal variables (e.g. ability, attitude) rather than secondary features like the position
of the bar. As a result, the effect of bar position may mainly affect noticing and encoding
stages. For now, we will focus on evaluating the two types of prohibition signs on these
early stages.
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At the noticing stage, Rogers et al. [8] took color as one of the important warning
variables that influencedwhether people noticed thewarning.Comparedwith prohibition
signs with bar as background, signs with red diagonal bar as foreground have more red
areas. Red stimuli have been shown to receive an attentional advantage [9] and can
promote the efficiency of visual search [10]. Researchers have done many works on
visual search task of colored stimuli, most research have found out that compared with
other colors, red stimuli can be found easier [11, 12]. Electrophysiological research has
shown that red had special arousal on some ERP components which suggest particular
selectivity for red and attentionmay be deployed to redmore quickly than to other colours
[12]. Therefore, the prohibition signs with bar as foreground, which have large red
center areas, are more likely to capture attention and increase alertness and physiological
arousal.

Encoding of a sign mainly refers to translating the information of signs into internal
representation. The graph coding category model proposed by Reinitz et al. [13] pointed
out that category information can improve the speed of acquiring graph information. If
the category of a graph is known, the speed of obtaining information from the graph is
faster than that from the graph of unknown category. For prohibition signs, “prohibition”
is one of its categories, and the red circle and the red diagonal bar usually represent
prohibition, which can be processed as the category clue of the sign. As soon as the bar
appear, people will immediately perceive that the graph is conveying the information
of “prohibition”, allowing them to extract further details more quickly. That is, for the
signs with bar as foreground, the circle and bar are shown as the emphasis of categories
of the prohibition signs, which may lead to faster encoding of the signs.

Based on the above, this study assumes that people would react faster while recog-
nizing the prohibition signs with diagonal bar as foreground, and this effect is stronger
in the familiar signs.

2 Methods

2.1 Experimental Design

The experiment has a 2 × 5 within-subject design. The two independent variables are
position of bar (bar as foreground vs. bar as background) and familiarity (five levels
from 1: “I have never seen this sign before” to 5: “I often see this sign”). The dependent
variable is the speed of sign recognition. It is measured by reaction time from the time
a sign and its interpretation are presented to the moment participants response.

2.2 Participants

There were 54 undergraduate students with normal or corrected-to-normal vision from
Shaanxi Normal University participating this study. Data from five participants were
excluded due to more than 20% of missing data. The final valid data come from 49
participants, including 14 males and 35 females aged from 17–27 (M = 19.04, SD =
1.6). All participants were compensated for their participation. Informed consent was
obtained from each participant.
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2.3 Materials

We selected 38 prohibition signs from Graphical Symbols Safety Colors and Safety
Signs of China (in Chinese) [2]. The sign pictures were edited with Photoshop CC 2017
to make sure that each sign had two forms: bar as foreground and bar as background (see
Fig. 2). Finally, we got 38 pairs of different prohibition signs, which all had one version
with bar as foreground and the other had signs with bar as background. All pictures were
consistent in color, saturation and brightness.

Fig. 2. Example of a pair of prohibitions signs with different bar positions: “No Entry” signs with
bar as foreground (left) and bar as background (right).

2.4 Procedure

Participants sat in a well-lit and quiet room in a comfortable position. They faced a 21-in.
colored display 0.8 m from them. The pictures of signs appeared on a black background
in the center of the display. The diameter of each picture is 10 cm, with a visual angle
of 7.2° × 7.2°.

We used E-Prime 2.0 to present stimulus and record the response data. The procedure
was demonstrated in Fig. 3. In each trial, a fixation was presented in the center of the
screen for 500 ms, followed by a picture of prohibition sign displayed in the center of the
screen and its corresponding textual explanations at the bottom for 5 s. Participants were
asked to determinewhether themeaning of the signwas consistentwith the presented text
as quickly as they can. Participants pressed J if they thought that words and meaning of
the sign matched, otherwise pressed F. Their reaction time and accuracy were recorded.
After participants pressed the required keys, the picture and the words disappeared
immediately, followed by a blank screen for 250 ms. If participants did not press the
keyboard, a blank screen would be presented 5 s later and the next trial began. Each sign
appeared twice, once with the correct meaning and once with incorrect meaning.

Before the formal experiment, participants practiced on3pairs of signs presented ran-
domly for ten times. The formal experiment included 140 random trials on the remaining
35 pairs of signs. Participants had a brief break after they finished 70 trials.
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Fig. 3. Procedure of the experiment. The stimulus of this trial is the prohibition sign “NoSmoking”
and the textual explanations at the bottom is “No Smoking” in Chinese, which is the correct
meaning.

After the recognition task was finished, the standard signs were presented on the
screen one by one with their correct meanings. Participants were asked to evaluate the
familiarity with each sign on the Likert scale of 1 to 5 (1 means “I have never seen this
sign before”, 5 mean “I often see this sign”).

2.5 Statistical Analysis Methods

Reaction time was defined as the time from the presentation of stimulus to the response
of participants. We removed outliers beyond 2.5 standard deviations from the data for
each participants’ reaction time, 6.15% of the data was deleted.

With the remaining data, we built a linear mixed-effect model to analyze how partici-
pants’ reaction timewas affected bybar position and familiaritywith different prohibition
signs. We modeled individual differences by assuming different random intercepts for
each participant [14]. We used R [15] and its lme4 package to estimate all the models
[16].

3 Results

The descriptive statistics of accuracy and reaction time are shown in Fig. 4. It shows that
the signs with bar as foreground led to higher accuracy and less reaction time than signs
with bar as background.

To further analyze how bar position and familiarity affected reaction time, we built
two models. We first put the bar position, familiarity of signs and the interaction in the
initial model as fixed effect and considered random intercept for participant to account
for the interdependent response from the same participant (Model 1). The core syntax
is: Reaction time ~ bar position * familiarity + (1|participant).
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Fig. 4. Accuracy (left) and average reaction time (right) of sign recognition of all responses.
Familiarity: 1 means “I have never seen this sign before”, 5 means “I often see this sign”.

Similarly, given that the reaction time for the same prohibition signs were also
interdependent, we add a random effect for signs in ourmodel to account for the different
random intercepts for each sign as we did for each participant. We then built another
model (Model 2). The core syntax is: Reaction time ~ bar position * familiarity +
(1|participant) + (1|sign).

Considering the speed-accuracy trade-off, we use the data of correct responses to
test and compare the two models, and found out that Model 2 was significantly better
than Model 1 (χ2 (1) = 229.53, p < 0.001). That means the random effect of different
signs should be included in the interpretation. Therefore, we finally chose Model 2 to
interpret the association between reaction time, familiarity and bar position. The results
are shown in Table 1.

Table 1. Fixed effect of the linear mixed models.

Model 1

(with random effect of participants)

Model 2 -Final

(with random effects of participants and signs)

Estimated Value (SE) t value Estimated Value (SE) t value

Intercept 1810.1 (41.01) 44.14*** 1766.2 (47.64) 37.07***

Bar position (bar as background) -17.7 (29.60) -0.60 -12.6 (28.85) -0.44

Familiarity with signs -61.2 (7.11) -8.60*** -42.7 (8.33) -5.13***

Bar position (bar as background)

× familiarity with signs
22.0 (9.87) 2.23* 20.8 (9.62) 2.16*

Note. * p < 0.05, ** p < 0.01, *** p < 0.001 

The result revealed that the time participants recognized prohibition signs was not
significantly different across two bar positions (t = −0.44, p = 0.66). Familiarity with
signs significantly affected reaction time. Participants identified familiar signs more
quickly (t = −5.13, p < 0.001).

The interaction between bar position and familiarity with signs was significant (t =
2.16, p = 0.031) (see Fig. 5).

The results indicated that for familiar prohibition signs, the signs with bar as
foreground was recognized more quickly. Nevertheless, for the prohibition signs that
participants did not know well, the bar position did not affect the final reaction time.
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Fig. 5. Reaction time of sign recognition of correct responses. Familiarity: 1 means “I have never
seen this sign before”, 5 means “I often see this sign”.

4 Discussion

Overall, the experiment showed when people were asked to recognize the prohibition
signs, they made decisions more quickly when judging the signs with bar as foreground,
and this quick reaction only occurs when they faced familiar signs.

As we reviewed in Introduction Sect. 1.2, Rogers et al. [8] divided signs processing
into four stages: noticing, encoding, comprehending and complying, and summarized
several person variables (such as familiarity) and warning variables (such as color)
influencing the warning process at these four stages. Different designs would influence
the processing of signs.

In this experiment, participants need to judge the meaning of the simple picture of
prohibition signs presented on blank screen, so the time spent on searching for sign is
negligible. Therefore, the final reaction time mainly reflects the process of encoding the
sign, comprehending the sign and response by pressing the keyboard. In these stages, we
found a quicker reaction for more familiar signs. The finding is consistent with previous
studies which found that people’s recognition and understanding of safety signs are
related to familiarity. More familiar the signs are, greater recognition efficiency will be
[17].

More importantly, we found a bar-as-foreground advantage only for familiar signs,
just as we expected. Although previous study has shown that bar as foreground can
obstruct processing of signs [4, 5], we think the obstruction can be diminished by
strengthened category cues [13]. Bar as foreground can significantly help people elicit
the category information from prohibition signs, so participants took shorter time to
encode and recognize the signs with bar as foreground. Besides, for familiar signs, even
the bar is placed as foreground, people can integrate the complete pictogram automat-
ically by gestalt principle and previous experience, which may counteract the effect of
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obstruction. For unfamiliar signs, people don’t have enough knowledge about the pic-
togram in signs, so bar as foreground breaks the integrity of the pictogram, and people
cannot encode the whole pictogram quickly. As a result, even the category information
facilitated the encoding to some extent, the final reaction time become similar with signs
with bar as background.

The results of the experiment suggest that the prohibition signswith bar as foreground
are better than bar as background in terms of processing efficiency. Our findings suggest
using the prohibition signs with bar as foreground to improve the speed of processing
signs.

Our study still has many aspects to improve. In this study, we just presented the pic-
tures of prohibition signs on a blank screen and asked participants to judge the meaning
of the signs, ignoring the scenarios where people come across the prohibition signs. In
the future considering the signs recognition in complex surrounding may have different
consequence with that in a laboratory.

5 Conclusion

The position of diagonal bar and familiarity both affect speed of prohibition signs recog-
nition. People recognize the prohibition signs with bar as foreground more quickly than
bar as background and this effect was stronger on familiar signs. Based on this, we
suggest using prohibition signs with bar as foreground to speed up its recognition.
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Abstract. When users interact with smart phones, the issue of fluency can influ-
ence their experience. However, there has been no previous clear definition and
structure of smart phone fluency. The objective of this study is to confirm the fac-
tors influencing smart phone fluency and identify operational problems that affect
smart phone fluency. A large-scale questionnaire survey was conducted, and 637
questionnaires were collected.We found that fluency is the most important feature
of an easy-to-use smart phone. Moreover, the results confirmed the six factors of
smart phone fluency: response delay, simplicity, operation error rate, connection,
hardware, and visual experience. We also found that there were significant dif-
ferences in the importance evaluation of visual experience and operation error
rate among different age groups. In addition, opening the application, using the
application, and opening the browser were the three operations in which people
had the least fluent experiences. This study successfully confirmed the elements
of smart phone fluency and contributed substantially to future smart phone design
to shape a better user experience.

Keywords: Smart phone fluency · User experience · Satisfaction ·
Human-computer interaction

1 Introduction

Smart phones have developed at an exponential rate in recent years because they serve
as important tools for communication (Dufau et al. 2011). In examining the whole
industry, the focus of smart phone evaluation tends to be product-centered rather than
user-centered, whether from the perspective of terminal equipment manufacturers or
application developers (Si and Liu 2015). These studies focus on product design, appli-
cation service quality, application optimization efficiency, etc. However, with the current
relatively mature development of software and hardware technology, customers expect
experiences more than utility because the technology has become a means to improve
human experiences in many aspects of life (Hassenzahl 2018; Walsh et al. 2010). Thus,
not only the function of the products but also the user experience should be considered.
User experience is defined as a person’s perceptions and responses that result from the use
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or anticipated use of a product, system or service (Norman et al. 1995). It is amomentary,
primarily evaluative feeling (good-bad) (Hassenzahl 2008). Therefore, a good product
design should satisfy users’ needs, trigger a feeling of anticipation regarding the use of
the product, implicate considerations related to user experience and integrate affect into
the design (Agost and Vergara 2014; Law et al. 2014; Seva et al. 2007; Seva et al. 2011;
van Kuijk et al. 2015). As smart phone adoption grows rapidly, there is still much to be
done to improve the user experience of smart phones.

In previous studies focusing on smart phones, researchers held different views about
the dimensions of user experience. It was identified that the performance and appearance
of smart phones are themost important factors for users (Si and Liu 2015). Li (2015) pro-
posed a smart phone user experience evaluation system and gave the evaluation indexes
from six aspects, including system responsiveness, stability, compatibility and power
consumption. However, these two types of categorization were limited because they did
not take the users’ subjective attitudes and feelings into account in assessing the inter-
active experience but rather focused too closely on the product characteristics from the
technological perspective. Another previous study indicated that the factors influencing
users’ smart phone experience can be divided into three categories: appearance, opera-
tion, and comprehensive satisfaction (Yan et al. 2015). Appearance includes modeling
factors, material factors, and button layouts, while operation factors refer to the ease of
learning and ease of use of the smart phone system. These categories are related to how
easily new users can complete tasks and how convenient the experience is (Yan et al.
2015). In fact, current smart phones are relatively uniform in terms of appearance and
operation, and their hardware capabilities are sufficient to meet the functional require-
ments. For example, at a viewing distance of approximately 30 cm, the 960× 640 screen
resolution of iPhone4 had already reached the limit of human retinal resolution.

Although the objective performance of mobile phones met the industry standard,
many complaints about mobile phones could still be heard that reflected users’ dissatis-
faction. In the model of consumer behavior proposed by Lewis, the role of users’ sub-
jective perceptions in consumer behavior is particularly emphasized. Thus, in addition
to appearance and operation, another important factor that influences user experience is
customer satisfaction. Customer satisfaction refers to the degree to which the product
meets a customer’s needs (Shi 2005). It is a positive subjective response that is associ-
ated with aspects such as comprehensive, friendly, enjoyable, fun, efficient, comfortable,
controllable, and fresh experience. In real life, negative user evaluations are often heard
that use terms such as “stalling”, “flash quit”, “inactivity” and “slow” (Si and Liu 2015).
These disadvantages,which are apparently related to “smart phone fluency”, can strongly
negatively affect user satisfaction and purchase aspiration.

There is no clear definition of smart phone fluency, but speed and people’s perception
of speed are indispensable aspects of smart phone fluency. As the hardware and data
communication speed continue to develop rapidly, people may not want to be bothered
by slow response times and system performance; thus, a slow system response time
could result in users’ dissatisfaction and discontinued use of an application (Schleifer
and Iii 1989). In addition, studies on the worldwide web showed that web pages with
shorter delays and faster retrieval times were judged to be more interesting than slower
pages (Ramsay et al. 1998), and if delays extended to 4 s or longer, people’s behavioral
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intentions decreased substantially (Galletta et al. 2004). Another study indicated that the
instant connectivity of a device could have an impact on smart phone user satisfaction
because people use smart phones not only to call other people but also to access the
internet anytime and anywhere. This feature, known as instant connectivity or ubiquitous
access, could affect users’ mood and hence influence their satisfaction (Park and Lee
2011). All the above mentioned studies indicated that the “fluency” of the interaction
process with the products was related to response time, which could play an important
role in user satisfaction.

There are some related studies about fluency that could help us to understand this
concept. For example, processing fluency objectively refers to the dynamic characteris-
tics of the internal information processing process of the human brain (mainly refers to
the processing speed and accuracy) (Winkielman and Cacioppo 2001) and subjectively
refers to the individual’s subjective experience of the difficulty of processing informa-
tion (Oppenheimer 2008). In addition, Csikszentmihalyi and Larson defined flow as a
mental state in which one is fully immersed in an activity (Csikszentmihalyi and Mihaly
2014). Flow occurs with a high degree of excitement and fullness. Different from the
above, the smart phone fluency in the current study emphasizes the subjective feeling of
the user when operating the smart phone. When we design future interactive techniques
for smart phones, it is important to capture humanity and then make the smart phone no
longer feel like a machine that adds burden to users but an extension of users themselves
and give users pleasure so that they like to use.

According to the results of a focus group interview conducted by us earlier, fluency
refers to the degree of ease with which an individual is able to perform some tasks, and it
typically implies a high level of experience or practice. A previous focus group interview
explored the dimensions of smart phone fluency (Liu et al. submitted) and found 6
elements: connection, response delay, nonoperational system failure, visual experience,
operation error rate and simplicity. Connection refers to a visual sense of connection
when switching frames or tasks (i.e., the rate of switching between applications and the
stability of the system). Response delay is defined as the time interval from completing
an operation to the device providing a recognizable response. Nonoperational system
failure is defined as mobile breakdowns caused by hardware configuration, software and
the compatibility of the two rather than faulty operations (i.e., a device does not work
when the user is typing). Visual experience refers to the sharpness, distinguishability
and color matching of the screen and image quality. The operation error rate is defined as
the error rate when individuals operate a mobile phone, and the lapses are not caused by
the users’ lack of mobile-related knowledge. The aspect of simplicity is defined as the
number of operations needed to complete a task.As the focus groupwas only a qualitative
study and just on behalf a small sample of users, we designed a questionnaire to confirm
factors of fluency in a larger sample and determine operation problems affecting fluency
experience.
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2 Method

2.1 Participants

We used a convenient sampling method to collect the data. All the questionnaires were
distributed through friend circles and survey companies. All the respondents participated
in this study voluntarily and anonymously. All participants were informed that all their
information and the results would remain confidential and received 10 yuan as a reward.
Overall, 637 valid surveys were returned. Table 1 summarizes the demographics of the
respondents.

Table 1. Age distribution by gender of participants.

Age Gender Number (%)

Under 18 years old Male 132 (20.7%)

Female 115 (18.1%)

31–40 years old Male 124 (19.5%)

Female 106 (16.6%)

Above 41 years old Male 82 (12.9%)

Female 78 (12.3%)

2.2 Questionnaire

A set of questionnaires in three sections was developed for a larger survey. The first
section focused on the basic information of participants and their mobile phones, includ-
ing demographic questions, usage ofmobile phones, features of easy-to-use smart phones
and so on. The second part concerned users’ attitude to the six dimensions of smart phone
fluency summarized from previous focus group interview, including response delay
(response speed of smart phone), operation error rate (the frequency of false touch),
visual experience (the clarity, resolution and color matching of screen picture quality),
connection (the connection between two tasks such as app switching and screen page
turning), simplicity and convenience (theminimumnumber of steps required to complete
a task), and system failure (failure frequency of smart phone hardware such as battery
and CPU). The participants needed to evaluate the significance of each dimension on
smart phone fluency using a five-point Likert scale anchored by “0 = not important”
and “4= very important”. The third section focused on the specific situations that affect
smartphone fluency, including two questions. First, the researchers listed 13 problems
that may affect the fluency experience of smart phones, including input feedback delay,
slowness of software startup, abnormal call process, restart the phone again and again,
slow down after clicking, cannot find the needed function, touch screen failure and so
on. Participants needed to choose three problems that most influenced smart phone flu-
ency according to their use experience. If there are other important problems that are not
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listed, the users can fill in the questionnaire. Next, participants needed to evaluate the
frequency of unsmooth experience in 38 common smart phone operation scenarios using
a five-point Likert scale anchored by “0= never have the unsmooth experience” and “4
= always have the fluency experience”. Smart phone operation scenarios covered most
of the smart phone function, including power on, navigating, opening the application,
playing audio and video, browsing pictures and so on.

3 Results

3.1 Features of an Easy-to-Use Smart Phone

In this part, participants need to choose the three most important features of an easy-to-
use smart phone in a list. Table 2 shows the frequency of each featurementioned. Fluency
is the most important feature of an easy-to-use smart phone. Convenient operation and
sensitive touch screens are also related to fluency.

Table 2. The frequency of important features of easy-to-use smart phones.

Features Frequency Features Frequency

Fluency 268 Light and thin phone body 147

Long standby time 248 Sensitive touch screen 136

Good hand feeling 224 High resolution camera 86

Beautiful interface 183 High resolution screen 69

Convenient operation 178 Fast response camera 42

3.2 The Experience of Smart Phone Fluency Among Different Age Groups

In the questionnaire, the participants rated the significance of the six dimensions on smart
phone fluency using a five-point Likert scale ranging from 0 to 4, with 2 as the median.
Table 3 shows that the influence of the six factors on smart phone fluency was more than
moderate, indicating that the factors are indeed closely related to smart phone fluency.
A GLM repeated measure was used to test the difference among each dimension. The
main effect was significant (F= 3.06, p< 0.01). The pairwise comparisons showed that
only the operation error rate was higher than the connection, system failure and visual
experience scores.

To explore the effect of demographic variables on smart phone fluency, we compared
the differences among each group. No difference was found between males and females,
but the difference among age groups was significant. The Kruskal-Wallis test showed
a significant difference between the age groups in terms of “operation error rate” (p <

.05) and “visual experience” (p< .001). Participants 31–40 years old were significantly
more concerned about the operation error rate than people under 30 years old (p< .05).
Participants under 30 years old were significantly less concerned about visual experience
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than participants 31–40 years old (p < .01) and participants above 41 years old (p <

.001). The descriptive results of factors of concern regarding smart phone fluency in
different age groups are shown in Table 3.

Table 3. Importance of each dimension on smart phone fluency in different age groups (M ±
SD).

Age Total Under 30 31–40 Above 41

Operation error rate 2.19(1.11) 2.03(1.13) 2.23(1.14) 2.38(1.03)

Simplicity and convenience 2.11(1.23) 1.95(1.25) 2.05(1.24) 2.44(1.13)

Response delay 2.08(1.54) 2.02 (1.62) 1.88(1.61) 2.47(1.22)

Connection 2.06(1.23) 1.92(1.31) 1.97(1.22) 2.41(1.05)

System failure 2.05(1.45) 2.35(1.24) 1.97(1.47) 2.39(1.20)

Visual experience 2.03(1.26) 1.77(1.30) 2.00(1.29) 2.49(1.01)

3.3 The Problems that Affect Smart Phone Fluency Experience

In this part, the participants were asked to choose three problems that most affected
their smart phone fluency experience. The results showed that the top three were “slow
down after use for a period of time”, “slowness of software startup”, and “touch screen
failure”; see Fig. 1 for details.

Fig. 1. Problems that most affect smart phone fluency experience.

3.4 The Unfluency Experience in Different Operations

In Fig. 2, we list the top 10 operations in which people have the most unfluency expe-
riences when using smart phones. Among them, opening the application, using the
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application, and opening the browser were the three operations in which people had the
least fluent experiences.

1.1 1.15 1.2 1.25 1.3 1.35 1.4 1.45 1.5

Opening the application
Using the application
Opening the browser

Switching between applications
Browsing process

Loading game
Playing audio and video

Navigating
Clicking to load audio and video

Playing games

The score of experiencing unfluency

Fig. 2. Top 10 operations in which people have the most unfluency experiences.

4 Discussion

In conclusion, a large-scale questionnaire survey was conducted, which investigated the
easy-to-use features of smart phones, proved the six dimensions that affect smart phone
fluency, and analyzed the problems and operations that contribute to a lack of fluency
on smart phones.

This study successfully confirmed the six factors that influence smart phone fluency,
including response delay, simplicity, operation error rate, connection, system failure,
and visual experience. The results showed that people regard the six factors as impor-
tant aspects affecting smart phone fluency, as all the participants rated the influencing
degrees as more than mediating. Response delay can bring users a sense of stutters and
reduce use experience (Nguyen et al. 2014), which affects the fluency of smart phones.
Simplicity makes it easier for users to complete various operations. A higher error rate
and lower connectivity can causemore difficulties in task completion and task switching.
System failures such as battery failures will seriously influence the normal use of smart
phones. Higher visual experience, such as higher screen definition and image quality,
helps to improve user satisfaction (Sauer and Sonderegger 2009) and fluency experience.
In general, the six dimensions of smart phone fluency cover a series of processes from
application startup and application operation to application function switching, which
can make a more comprehensive assessment of mobile phone fluency. Moreover, the
analysis of GLM repeated measures showed that the importance of the operation error
rate on smart phone fluency was significantly higher than that of connection, system fail-
ure and visual experience. With the update of mobile phone and hardware facilities, the
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performance of mobile phone devices is increasingly better, and there are fewer system
errors, which make the operation errors more intolerable. Ren et al. (2017) proposed a
user experience evaluation model from four dimensions, including performance experi-
ence, usability experience, emotional experience and sensory experience, and took fault
tolerance as one of the subdimensions of mobile phone usability experience and found
that fault tolerance had the greatest impact onmobile phone usability. Comparedwith the
operation error rate, connection and visual experience mainly affect the user’s sensory
experience and the attractiveness and satisfaction of the smart phone product. There-
fore, in the fluency experience, the user’s evaluation of the importance of the operation
error rate, which affects usability, is higher than that of system failure, which occurs
less frequently, and connection and visual experience, which affect sensory experience.
It also suggests that operation errors should be reduced as much as possible in product
design.We can reduce user operation errors and increase the fluency ofmobile phones by
designing user-friendly interface layouts (Jain et al. 2013; Nakagawa and Uwano 2012),
efficient touch screen interaction methods (Garcia-Ceja et al. 2014), detailed operation
guidance (Hagiya et al. 2015; Wang et al. 2014) and so on.

Furthermore, we investigated the problems encountered when using smart phones
that most affected users’ fluency, and the results showed that slowness and touch screen
failure frequently occurred, and these two problems were closely related to response
delay and operation error rate. In addition, different age groups had both similarities and
differences in terms of their opinions on smart phone fluency. Specifically, participants
under 30 years old were significantly more concerned about the frequency of touch error
and less concerned about the quality of screens or images than 31–40-year-old people.
It is well known that fine movements, motor control and cognitive functions, such as
perception, decline with age (Verwey 2010; Voelcker-Rehage 2008). Compared with
older people, younger people are more proficient in smart phone operation tasks and
have more knowledge and experience in using mobile phones (Al-Showarah and IEEE
2019). Moreover, they also have better cognitive functions andmotor control. Therefore,
operation errors have a greater impact on the fluency experience of older people.

This study also investigated the problems that affect the fluency experience in smart
phones. The results showed that the slowness of software startup, the slow speed after
use for a period of time and touch screen failure are the three problems that most affect
the fluency experience. The slowness of software startup and the slow speed after use
for a period of time are the main response delays, which will increase users’ negative
emotions and reduce task efficiency and user satisfaction (Szameitat et al. 2009). Touch
screen failure is a common problem in the use of mobile phones, which may be related
to operation identification and interface design. Regarding touch screen operation iden-
tification, if the identification is too sensitive, it will cause many troubles to users, such
as dialing the phone by mistake; if the identification is too slow, it will increase the
difficulty of user operation. In interface design, an appropriate control size (Jung and
Im 2015; Kolly et al. 2012) and icon layout (Jain et al. 2013) should be set to reduce the
cognitive load of users and improve the usability of products. Therefore, smart phone
manufacturers should improve the touch screen accuracy, shorten the system response
time and improve the user experience.
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In the last part of the questionnaire,we investigated thefluency experience in different
mobile phone operation situations and summed up the 10 operations that people have the
most unsmooth experiences. Four of them are not fluentwhen starting, including opening
the application, opening the browser, loading the game and clicking to load audio/video,
and one of them is not fluent when switching tasks. Mobile product designers can use
some methods to reduce the unsmooth sense when opening and switching, such as
showing interactive animation, progress bars and other ways to show that "things are
happening", to help reduce users’ perceived waiting time when opening and switching
applications and improve product satisfaction (Hohenstein et al. 2016; Thomas and
Calder 2005). The other five operations are not fluentwhenusing,whichmaybe related to
phone memory and hardware facilities. Increasing fluency experience in the use process
depends on mobile phone manufacturers continuously improving product performance
and managing the background software to improve the response and operation speed of
the mobile phone.

5 Limitations and Future Directions

This study proposed six factors of smart phone fluency, but future efforts should be
dedicated to making up for the limitations of this study. The present study used a ques-
tionnaire method to confirm factors affecting smart phone fluency, but the results were
easily influenced by subjectivity, and the respondents were likely to conceal their real
opinions. In the future, the findings of the current study could be verified by smart phone
operating tasks, which are more objective and accurate. Moreover, it is necessary to
develop measurement methods for each factor of smart phone fluency. In addition, the
structure of smart phone fluency should be tested by other persuasive techniques, such
as confirmatory factor analysis.

6 Conclusion

The present study contributed significantly to confirming the six factors of smart phone
fluency based on the survey results in a large sample. We also found features of an easy-
to-use smart phone and opening the application, using the application, and opening the
browser were the three operations in which people had the least fluent experiences. The
important factors of smart phone fluency are response delay, simplicity, operation error
rate, connection, system failure, and visual experience. Moreover, there were significant
differences in the importance evaluation of visual experience and operation error rate
among different age groups. Although these factors may be common in other areas of
user experience, they are unique in smart phone user experience. In practice, it provides
guidance to smart phone manufacturers for improving user experience. Only by paying
more attention to smart phone fluency and user experience can smart phone manufac-
turers optimize their products and gain more recognition among customers around the
world.

Financial Disclosure. This study was supported by grants from the National Key Research and
Development Plan of China (2017YFB0802800); the National Natural Science Foundation of
China (Grants No. 32071066, 32071064, 31771225, U1736220, 71971073).
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Abstract. In recent years, attention has been focused on information
presentation methods that take into account the user’s situation by uti-
lizing wearable computing technology. Most of the existing information
presentation methods present users with information that gives them a
choice of actions, and encourage them to take actions. However, users
may not be able to control their own actions appropriately. It is impor-
tant not only to encourage users to act, but also to forcibly control their
behavior. Such behavioral control methods use actuators (e.g. displays,
speakers etc.) to stimulate senses such as vision and hearing, and then
control behavior by reversing the reaction to maintain consistency with
the usual senses. However, most of these studies have not yet examined
how to determine the intensity of the stimuli when introducing behavioral
control methods into the real world. To solve this problem, we focused
on the influence of the presence of others on human behavior control. We
propose a method to determine the amount of stimuli to be fed back to
the user based on the results of simulating the sensations of others. We
define this method as Pseudo Human Sense in the Loop (referred to as
“PHSIL” in this paper), and conduct cognitive psychology experiments
on presentations, applying PHSIL to both auditory and visual stimuli,
to verify the effectiveness of PHSIL.

Keywords: Cognitive psychology · Voice control · Mixed reality ·
Hearing · Sight

1 Introduction

In recent years, attention has been focused on information presentation methods
that take into account the user’s situation by utilizing wearable computing tech-
nology. For example, wearable devices such as Google Glass and Apple Watch are
used to support user behavior by providing useful information such as navigation
to a destination, sale information when shopping, and health management based
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on step count and heartbeat. In this way, many existing information presentation
methods encourage users to take actions by presenting them with information
that gives them options. However, there are cases where users cannot imme-
diately control their own behavior, such as in a state of tension, intoxication,
or confusion. Therefore, it is important to use wearable systems not only to
encourage users to act, but also to control their actions.

Several behavioral control methods have been proposed in the past. All of
these methods use actuators that stimulate sensory organs (e.g. displays, speak-
ers etc.) to stimulate senses such as vision and hearing, and control behavior
by taking advantage of the response that tries to maintain consistency with the
usual senses. However, the method of determining the intensity of the stimulus
has not yet been studied when introducing these behavior control methods in
the real world.

For example, the voice volume control method developed by the author’s
research group succeeded in amplifying/attenuating voice volume by feeding
back white noise and the speaker’s own voice to the speaker’s auditory system
[1]. The stronger the feedback to the auditory system, the stronger the amplifi-
cation/attenuation of the voice volume. One of the applications of the proposed
method is the control of voice volume in presentations. However, the proposed
method was only applied to a laboratory experiment in a quiet soundproof room,
which is quite different from the actual presentation environment. In an actual
presentation, for example, the speaker’s voice may be low at the beginning of
the presentation due to nervousness, but it may become louder in the latter
half of the presentation as the speaker gets used to talking. Also, if there is a
noisy audience, the presenter may not know how loudly to speak. The size of the
presentation venue also has a great impact on the volume of speech. Therefore,
when supporting presentation-making, it is difficult to control behavior with a
fixed amount of stimuli.

As a method to solve this problem, this study focused on the fact that the
presence of others has an effect on the control of human behavior [21]. We propose
a method to determine the intensity of stimuli to be fed back to the user based
on the results of simulating the sensation of others, using a microphone and a
video camera. We call this method Pseudo Human Sense in the Loop (referred
to as PHSIL in this paper), and conduct a cognitive psychology experiment in
which we apply PHSIL both auditorily and visually to a presentation, to verify
its effectiveness.

2 Related Research

2.1 Presentation Support

There have been many studies on presentation. Among them, Maeda [2] and
his colleagues proposed a presentation style in which the presenter stands in
front of a screen, so that the presenter and the screen are viewed as one. In
this style, consolidating the information presented by the presenter focuses the
audience’s attention and non-verbal information, which is difficult to convey in
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conventional presentations, can be conveyed to the audience. In addition, by
dynamically arranging objects to avoid the presenter, Maeda et al. solved the
problem of shielding, which is a detriment to the proposed presentation style.
By mapping the presenter’s gestures to the animation of the objects, interaction
with the screen is possible, and the presenter’s expression can be made more
effective. The aspect of this research that supports presentation is related to our
research, but the aspect that supports the presenter using the screen is different
from our research. Kurihara et al. [3] proposed a presentation training system
that combines audio and image information processing. The developed “Pre-
sentation Sensei” analyzes the presenter’s voice and behavior obtained from a
microphone and a Web camera, and provides real-time feedback to the presenter
on indicators such as speaking speed, voice inflection, and the degree of eye con-
tact with the audience, in conjunction with presentation tools. Kurihara et al.’s
system does not improve the content of the presentation itself, but suppresses
unintentional inappropriate behaviors during the presentation, thereby improv-
ing the presentation skills of the presenter alone. Our presentation experiment
differs from Kurihara et al. in that it aims to control the volume of the presen-
ter’s voice and the magnification rate of the slides to an appropriate size in real
time.

2.2 Behavior Control Methods

There are many research examples of controlling human behavior using wear-
able devices. For example, emotion recognition control in children with ASD
by providing emotion classification [4], appetite control by visual presentation
using virtual reality (VR) [5], behavior control using vibration motors [6,7], and
performance tempo control using visualization of heart rate information [8]. In
this paper, we introduce a new approach to human behavior control.

2.3 Auditory Feedback

There are a number of studies related to auditory perception in our research,
such as the Speech Chain, a vocalization model that has long been used in the
fields of articulatory phonetics, acoustic phonetics, and auditory phonetics. The
principle of the Speech Chain is that the speaker visualizes a speech message
in his or her mind, and then the signaled speech message moves the language
development muscles through the central nervous system to produce speech. The
articulated sound is then emitted from the speaker’s mouth and reaches the ears
of the listener. The sound that reaches the listener vibrates the eardrum and
reaches the cerebrum from the inner ear through the cochlear nerve (auditory
nerve), and the content of the speaker’s speech is transmitted to the listener.
Next, the speaker and the listener switch roles, and speech is generated and
transmitted, and the conversation proceeds in a circular fashion. In recent years,
research applying the Speech Chain has had a significant impact on phonetics
[9].
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The Lombard effect [10] is a vocalization model that specializes in voice
feedback. For example, we naturally tend to speak louder in a noisy environment,
but it is known that when we are exposed to noise or white noise, not only do our
voices become louder, but various acoustic characteristics change, for example,
the fundamental frequency and formant frequency become higher. Hodoshima
et al. [11] investigated the intelligibility of vocalizations in quiet, noisy, and
reverberant environments. In addition, there is research on the realization of the
Lombard effect on a computer system [12]. Our study is different in that we
investigate the interaction method when the Lombard effect is applied to the
field of presentation.

Kawahara et al. [13] proposed transformed auditory feedback (TAF), in which
small perturbations to acoustic parameters are applied via auditory feedback to
examine the effect on the subsequent speech production, and conducted exper-
iments using the fundamental frequency of speech as the perturbation target.
The results of these experiments showed that when the fundamental frequency
of speech fluctuates, the speaker’s response acts to cancel the fluctuation with
a delay of about 150 ms. In our study, we will propose a voice volume control
method or design a proposed system based on the results obtained by TAF using
fundamental frequency.

Auditory feedback refers to a person listening to his or her own voice during
speech and adjusting the pitch and intensity of speech [14]. If we artificially
delay the timing at which we hear the sound of our own speech, it will interfere
with subsequent speech. Delayed auditory feedback (DAF) has been shown to
reduce the frequency of stuttering when applied to people who stutter [15,16].
As another example of a study using DAF, Kurihara et al. developed a system
called Speech Jammer that inhibits a speaker’s speech without causing physical
pain, by artificially delaying the feedback of the speech [3]. Our research is closely
related to Speech Jammer in terms of speech control. However, users to whom
Speech Jammer is applied stop speaking when their speech is directly inhibited,
whereas the approach of our study is different in that it focuses on vocal volume
and controls the volume without interfering with speech.

Terada has developed a system that can keep the volume of speech that the
user hears constant. This system can accurately convey audio information to
the user by changing the presentation method according to the user’s situation,
while also maintaining a constant volume that the user hears [17]. In this way
the system reduces the discomfort of the speech that the user hears, even when
the system is worn in different situations. This related research will be used as
a reference to investigate ways to reduce the discomfort of the sounds the user
receives.

2.4 Visual Feedback

There are many studies related to vision in our research. There is a device called
an Inter Dis-Communication Machine that allows two parties to exchange what
they are seeing [18]. This device forces the user to place him/herself in the other
person’s position by seeing only the other person’s point of view. The goal is to
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blur the boundaries of identity. This research is similar to our research in that
it allows the user to see a third party’s view, but it differs in that it uses part of
the user’s own vision.

Next, there is research on linking unmanned aerial vehicle (UAV) control
operations to human body movements [19]. When compared with the conven-
tional operation method, the results show that UAV operation becomes easier.
In our research, it is important to link the range captured by the camera to the
user’s field of vision and body movements.

In recent years, there has been a lot of research on AR and VR, and we can
imagine that in future society Head Mounted Displays (HMD), such as HoloLens,
will be used in our daily lives. For certain scenarios, such as monitoring the
situation during ship docking, visualizing objects outside the field of view by
using HMD is a useful technique [20]. It is relevant to this study in that it
assumes the use of HMD in daily life.

3 Behavior Control Method Based on PHSIL

The PHSIL-based behavioral control method is designed to be applied to pre-
sentations. It is rare for people not to feel nervous during job-hunting activities
or presentations at academic conferences, and this nervousness increases as the
importance of the presentation increases. In this paper, we apply the PHSIL-
based behavioral control method to presenters to solve these problems.

3.1 Voice Control Method

By making the presenter listen to white noise during the speech, the volume of
the presenter’s speech is amplified. In a presentation, the optimal voice volume
differs depending on not only factors caused by the presenter (nervousness, anx-
iety, lack of practice, etc.) but also on the environment of the presentation site
(size of the presentation site, buzz of the audience, etc.), so the volume of the
white noise fed back to the presenter needs to be dynamically controlled.

The voice volume control model is shown in Fig. 1. In the usual voice volume
control model that we use in our daily life, (i) the listener hears the speech of
the presenter, (ii) The speech delivered by the presenter reaches the eardrum of
the presenter through the presenter’s own auricle and skull. (iii) If the listener
feels that the presenter’s speech is difficult to hear, (iv) the listener can tell
the presenter that it is difficult to hear, with a comment such as “please speak
more loudly”. (v)(vii) When the presenter receives this message, (viii) a change
in behavior appears, such as raising of the voice.

In this voice volume control model with PHSIL, (i) a listener listens to the
presenter’s speech. The speech of the presenter as it sounds to the listener is
called the audible speech. (viii) The audible speech is fed back to the presenter
to control (vi) and (vii) the presenter’s voice volume.

Specifically, the presenter is made to listen to white noise so that the vol-
ume of his own speech heard by the presenter is approximately the same as the
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Fig. 1. Voice volume control model

volume of the presenter’s speech heard by the listener (e.g., a listener sitting at
the back of the presentation hall). In other words, the white noise attenuates
the speech sound in (ii). This gives the presenter a simulated experience of the
sound heard by the audience. When the audience has difficulty hearing the pre-
senter’s speech, the presenter himself also has difficulty hearing his own speech,
so he involuntarily increases the volume of his speech. When the volume of the
presenter’s voice becomes easy for the audience to hear, the presenter’s voice
also becomes easy for he himself to hear, so the presenter does not increase the
volume of his voice unnecessarily.

3.2 Slide Magnification Control Method

When the presenter looks at the screen, if the slide visible is replaced with one
smaller than usual, he can be made to increase the magnification rate of the slide.
In a presentation, the font size varies depending on the amount of information
contained in the slides, and figures and tables are inserted. In addition, the
optimum slide magnification rate varies depending on the size of the presentation
room.

The slide magnification control model is shown in Fig. 2. In our usual slide
magnification control model, (i) the presenter presents the slide to the audience.
(ii) When the listener feels that the slide is difficult to see, (iii) the listener
reacts by squinting to indicate that the slide is difficult to see. (iv)(v) When
the presenter observes this reaction, a behavioral change appears, such as (vi)
enlarging the slide.

In this model that incorporates PHSIL into the slide magnification control
model, (i) the presenter presents the slides to the audience. (vii) A part of the
visual image seen by the audience (screen area only) is (v) fed back to the
presenter to (vi) control the slide magnification rate.
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Fig. 2. Slide magnification rate control model

Specifically, the visual image of the screen portion presented to the presenter
is controlled so that the visual image seen by the presenter is the same as the
image of the presenter seen by the audience (e.g., audience members sitting at
the back of the presentation hall). The gives the presenter a simulated experience
of how the audience sees the slides projected on the screen. If it is difficult for
the audience to see the presenter’s slides, it is also difficult for the presenter to
see his own slides, so the presenter involuntarily increases the magnification of
the slides. When the slides are easy for the audience to see, the slides are also
easy for the presenter to see, so the presenter will not increase the size of the
screen unnecessarily.

4 Verification of PHSIL Focusing on Voice Volume
Control

In order to verify the validity of the PHSIL noise control, we conducted an
evaluation experiment. We set up an experimental scenario of a presentation
using slides (hereinafter referred to as “presentation”), and the presenter and
the listener were the subjects of the experiment. Two comparison methods were
used to evaluate the usefulness of the proposed method. The evaluation items
were the volume of the presenter’s voice during the presentation, the persistence
of the volume change, and the subjective audibility of the presentation for the
audience.

Subject. There were 20 subjects (10 presenters and 10 listeners), who were
healthy university students with no speech, hearing, or visual disabilities. All
subjects did not understand the details of this study or the purpose of the
experiment. When we recruited the subjects, we told them that they would be
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asked to perform either a task in which they had to make a presentation with
slides in front of a group of people or a task in which they had to listen to a
presenter. The presenters were not used to giving presentations, as they gave
presentations only once or twice a year.

Comparison Method. As a comparison method, we used the noise-free method,
in which the presenter is asked to give a presentation in the same situation as
a general presentation without hearing white noise, and the fixed noise method,
in which the amplification of white noise is constant. In this paper, the PHSIL
noise method and the fixed noise method are collectively referred to as the noise
methods.

Assignment Slides. The assignment slides to be presented by the presenter con-
sist of 11 pages, and the presentation time is about 6 min. The same subject
slides were used for both the PHSIL noise method and the comparison methods.
A web article titled “A Simple Manual for WiFi Users - Towards Safe WiFi Use
-”1, was edited and used as slides.

Instructions for Subjects. The presenters of both the PHSIL noise method and
the comparison methods were instructed to convey the contents shown on the
slides to the audience in an easy-to-understand manner, and were told that they
could freely decide the timing of moving to the next page and the words to be
added there. We did not instruct the speaker as to how loud speaking volume
should be. The audience was instructed to listen to the presenter’s presentation
and to answer the questionnaire afterwards.

Experiment Place. The experiment took place in a lecture room at Future Uni-
versity Hakodate. The lecture room is not equipped with ceiling speakers or wall
speakers. In a normal lecture, the teacher gives a lecture using slides and a white
board. A projector is installed in the lecture room, and the slides delivered from
the presentation PC are projected on the screen. The experimental environment
is shown in Fig. 3.

Experimental Procedure. The presenters were asked to perform the experiment
according to the following procedure. Task items 2 through 4 were administered
randomly to each presenter in order to prevent ordering effects. In addition, a 20-
minute break was set after each presentation. This was to refresh the effect of the
white noise presented during the presentation and to recover physical strength.
During the break, the participants were asked to answer the questionnaire shown
in Table 1.

1. Subjects understand the contents of the task slides. They also practice the
presentation using a presentation PC. This series of tasks is performed until
the presenters are satisfied, or for a maximum of 30 min. It is confirmed that
slide operation using a PC can be performed without any problem.

1 http://www.soumu.go.jp/main sosiki/joho tsusin/security/cmn/wi-fi/Wi-Fi man
ual\ for\ Users.pdf.

http://www.soumu.go.jp/main_sosiki/joho_tsusin/security/cmn/wi-fi/Wi-Fi_manual\protect \global \let \OT1\textunderscore \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}\OT1\textunderscore for\protect \global \let \OT1\textunderscore \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}\OT1\textunderscore Users.pdf
http://www.soumu.go.jp/main_sosiki/joho_tsusin/security/cmn/wi-fi/Wi-Fi_manual\protect \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}for\protect \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}Users.pdf
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Fig. 3. Experiment environment

Table 1. Questionnaire contents

Question items

Presenter How uncomfortable did the white noise feel?

(1:Very uncomfortable-5:Not at all uncomfortable)

Listener How easy was it to hear the presenter’s voice?

(1:Very difficult-5:Very easy)

2. Subjects give a presentation using the PHSIL noise method.
2. Subjects give a presentation using the fixed noise method.
4. Subjects give a presentation using the noise-free method.

Experimental System. Each presenter wore a pin microphone (for recording the
volume of speech) on the chest and earphones (bone conduction earphones for
listening to white noise) in the ears. The experimental system for the PHSIL
noise method is shown in Fig. 4. The details of the experimental system for each
method are described below.

PHSIL noise method: A microphone (hereinafter referred to as a rear micro-
phone) was installed next to a listener seated at the rear of a lecture room. In a
preliminary experiment, the optimum voice volume at the rear microphone posi-
tion was investigated, and the audio signal recorded by the rear microphone at
that time was recorded with a sampling frequency of 44.1 kHz and a quantization
bit rate of 16 bits. After converting the signal to 4 kHz, the absolute value of the
amplitude was obtained and the moving average of 100 samples was calculated.
The amplitude varied from 1 to -1, and the absolute value was applied to the
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Fig. 4. Experimental system for PHSIL noise method

amplitude and converted to decibels, which is called Xprop. Xmin is the result
of applying the same process to a speech signal that is judged to be difficult to
hear. The amplification level of the white noise presented during speech during a
presentation ranges from 0 dB to 24 dB, and is controlled in 128 steps. When the
presenter is not speaking, the amplification level of the white noise is set to 0 dB.
The amplification level (y) of the white noise presented to the presenter is set
based on the following equation for the input (x), to which the same processing
as above is applied for the audio signal from the rear microphone. The larger
y is, the larger the amplification of the white noise presented to the presenter.
y = 0 when y is less than 0, and y = 127 when y is greater than 127.

y = 127 − (x − Xmin)/(Xprop − Xmin) ∗ 127 An Apple MacBook was used
as a PC for calculating the steps of white noise amplification, and a TOSHIBA
dynabook was used as a PC for recording the presenter’s voice. An audio technica
AT9904 was used as a pin microphone and an audio technica AT-VD3 was used
as a rear microphone. In addition, AS400 earphones from AFTERSHOKZ were
used. Also, a Roland VR-4HD was used to generate the specified volume for the
white noise source. For the projector, we used an EPSON EB-940. Fixed noise
method: In the fixed noise method, the presenter is always presented with 24
dB of white noise. The rest of the experimental system is the same as that of
the PHSIL noise method. In other words, the fixed noise method corresponds
to the experimental condition in which, taking the presenter as a basis, the
rear microphone is set at an infinitely distant point. Noise-free method: In the
noise-free method, the white noise presented in the PHSIL noise method and
the fixed noise method is not presented. Therefore, although the presenter wears
earphones, no white noise is output from the earphones. In other words, the
noise-free method corresponds to the experimental condition in which a rear
microphone is placed at the same position as the pin microphone worn by the
presenter.
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Fig. 5. Evaluation item

Evaluation Items. The evaluation items are efficacy and persistence, as shown in
Fig. 5, and the questionnaire items described above. The method of calculating
the efficacy and persistence items is described below. The sampling frequency of
the audio signal obtained from the microphone is 44.1 kHz and the quantization
bit rate is 16 bits. After converting the audio signal to 4 kHz, the absolute ampli-
tude was obtained from the presenter’s audio signal, and the moving average of
100 samples was calculated. The amplitude varied from 1 to −1. The absolute
value was applied to this amplitude and converted to decibels, and the resulting
value was defined as the average speech volume.
Efficacy: The difference between the average speech volume (dB) measured in
the noise-free method and the average speech volume (dB) measured in the noise
methods.
Persistence: The time (in seconds) that the speaker’s vocal volume in the noise
methods exceeded the average vocal volume in the noise-free method.

4.1 Result

The results for each evaluation item are shown in Fig. 6. The average amplifica-
tion of the white noise presented to the presenter in the PHSIL noise method
was about 12.8 dB.

Efficacy. The efficacy of the PHSIL noise method averaged 2.6 dB, while the
efficacy of the fixed noise method averaged 2.8 dB. When Welch’s t-test was
applied to the efficacy of the PHSIL and fixed noise methods at a 5% significance
level, no significant difference was observed.

Persistence. The persistence of the fixed noise method averaged 99 s and that
of the PHSIL noise method averaged 248 s. The persistence of the fixed noise
method and the PHSIL noise method are very different. As a result of applying
Welch’s t-test to the persistence of the fixed and PHSIL noise methods at a
significance level of 5%, a significant difference was observed (t(16) = 4.01,
p < .05).
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Fig. 6. Voice volume control result

Questionnaire Results. In terms of noise discomfort, the fixed noise method had
a mean of 1.8 and the PHSIL noise method had a mean of 3.0. As a result of
applying Wilcoxon’s signed rank sum test at 5% significance level, a significant
difference was observed between the fixed noise method and the PHSIL noise
method (Z = 2.32, p < .05). This means that the fixed noise method is more
unpleasant than the PHSIL noise method.

In terms of the audibility of the presenter’s voice, the noise-free, PHSIL noise,
and fixed noise methods averaged 3.3, 4.3, and 4.2, respectively. As a result of
applying Wilcoxon’s signed rank sum test at % level of significance, significant
differences were observed between the noise-free method and the PHSIL noise
method (Z = 3.37, p < .05) and between the noise-free method and the fixed
noise method (Z = 3.21, p < .05). The higher the value, the more intelligible the
voice is, thus speech is more intelligible in the noise methods than the noise-free
method.

4.2 Discussion

Noise Methods vs Noise-Free Method. It was observed that the PHSIL
noise method and the fixed noise method increased the volume of speech more
than the noise-free method. In addition, the questionnaire results of the listeners
showed that the volume of the presenter’s voice was easier to hear in the methods
with noise than in the method without noise. By presenting white noise to the
presenter, the volume of the presenter’s voice was amplified, and the amplified
volume of the presenter’s voice changed clearly until the listeners perceived it as
easy to hear.
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Fixed Noise Method vs PHSIL Noise Method. No difference in speech vol-
ume was observed between the PHSIL noise method and the fixed noise method.
One of the major differences observed between the PHSIL and fixed noise meth-
ods was the persistence. In the fixed noise method, 24 dB of white noise was
always presented, which caused the presenter to speak more loudly than neces-
sary, even if the vocal volume was loud enough to be heard at the back of the
room. As a result, the presenter became exhausted and was not able to speak
loudly at the end of the presentation. In addition, since there was no change in
the loudness of the white noise, some presenters found that their ears became
accustomed to the white noise environment and their voice volume decreased.

As for the discomfort of white noise, the fixed noise method was found to be
more uncomfortable than the PHSIL noise method. When the presenters were
asked why they felt the fixed noise method was uncomfortable, all the subjects
commented that the amount of amplification of the white noise presented by
the fixed noise method was basically large and that they felt the white noise
was noisy. On the other hand, the PHSIL noise method can flexibly respond to
the loudness of the natural voice, which varies from person to person, and the
amplification of the white noise was small for the three presenters with relatively
loud natural voices. The average amplification of the white noise was 12.4 dB,
so the PHSIL noise method did not present the presenters with the same 24 dB
average white noise amplification as the fixed noise method.

5 Verification of PHSIL Focusing on Slide Magnification
Control

We conducted an evaluation experiment to verify whether the proposed method
with an HMD is useful or not. We set up an experimental scenario of a presenta-
tion with slides, with a presenter and an audience as subjects. We also prepared
a comparison method and evaluated the usefulness of the proposed method by
using the maximum magnification rate of the slides during the presentation and
the viewability of the presentation slides as evaluation items.

Subject. There were 20 subjects (10 presenters and 10 listeners), who were
healthy university students with no disabilities in speech, hearing, or vision.
All subjects did not understand the details of this study or the purpose of the
experiment. When we recruited the subjects, we told them that they would be
asked to perform either a task in which they had to make a presentation with
slides in front of a group of people or a task in which they had to listen to a
presenter. The presenters were not used to giving presentations, as they gave
presentations only once or twice a year.

Comparison Method. As a comparison method, we used the method without an
HMD, in which the participants were asked to give a presentation in the same
situation as a general presentation, without wearing an HMD.
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Assignment Slides. We used different slides for the method with HMD and
without HMD. The slides consisted mainly of text, maps, and graphs. This is
because there are many presentations that use text and graphs in general, and,
when using a map in a presentation, it is thought that zooming in and out will
occur frequently, such as when presenting the entire map then zooming in on a
destination. Compared to text and graphs, the presentation method of maps is
expected to differ greatly depending on the presenter. The explanation of the
airplane2 and the explanation of IT3 were used as text slides. Access from Kofu
Station to the Science Museum4 and access from Nagoya Station to Nagoya
Castle5 were used as map slides. The number of typhoons approaching6 and the
estimated production of sweets in Japan7 were used as graph slides.

Instructions for Subjects. Both presenters with and without HMD were
instructed to convey the contents shown on the slides to the audience in an
easy-to-understand manner, and were told that they could freely decide the tim-
ing of moving to the next page and the words to be added at that time. The
presenters were not instructed on the magnification of the slides. The audience
was instructed to listen to the presenter’s presentation and to answer the ques-
tionnaire afterwards.

Experiment Place. We used the same lecture room as in Sect. 4 as the experi-
mental site. The experimental environment is shown in Fig. 7.

The presenter wore an HMD (to insert the slides from the audience’s per-
spective at the rear of the lecture room). The size of the screen was 1.54 × 2.04
(m). The distance between the screen and the projector was 2.76 (m), and the
distance between the screen and the listener was 7.72 (m).

Experimental Procedure. The presenters were asked to perform the experiment
according to the following procedure. Task items 2 to 3 were administered ran-
domly to each presenter in order to prevent ordering effects. In addition, a 10-
minute break was set after each presentation. This was to refresh the effect of the
magnification rate of the slides presented during the presentation and to recover
physical strength. After the experiment, the participants were asked to respond
to an interview about whether the method with HMD helped their presentation.
After the experiment, the listeners were asked to answer the questionnaire shown
in Table 2.

2 https://ja.wikipedia.org/wiki/%E9%A3%9B%E8%A1%8C%E6%A9%9F.
3 https://www.internetacademy.jp/it/programming/programming-basic/it usage

something field.html.
4 https://www.kagakukan.pref.yamanashi.jp/.
5 https://www.nagoyajo.city.nagoya.jp/.
6 https://www.data.jma.go.jp/fcd/yoho/typhoon/statistics/accession/index.html.
7 http://www.chocolate-cocoa.com/statistics/domestic/confectionery j.html.

https://ja.wikipedia.org/wiki/%E9%A3%9B%E8%A1%8C%E6%A9%9F
https://www.internetacademy.jp/it/programming/programming-basic/it_usage_something_field.html
https://www.internetacademy.jp/it/programming/programming-basic/it_usage_something_field.html
https://www.kagakukan.pref.yamanashi.jp/
https://www.nagoyajo.city.nagoya.jp/
https://www.data.jma.go.jp/fcd/yoho/typhoon/statistics/accession/index.html
http://www.chocolate-cocoa.com/statistics/domestic/confectionery_j.html
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Fig. 7. Experiment environment

Table 2. Questionnaire contents

Question items

Listener How easy to see was the slide being presented?

(1: Very hard to see-5: Very easy to see)

1. Subject studies the contents of the task slides then practices the presentation
using a presentation PC. This series of tasks is performed until the presenter
is satisfied or for up to 30 min. It is confirmed that slide operation using a
PC can be performed without any problem.

2. Subject gives a presentation using the method with HMD.
3. Subject gives a presentation using the method without HMD.

Experimental System. Method with HMD: To conduct the evaluation experi-
ment, we constructed the experimental system shown in Fig. 8. The experimen-
tal system uses video calling between the PC and the HMD to share screens.
We used the Microsoft Teams application on the PC and the Remote Assist
application on the HMD to change the magnification of the slides by pinching
in and out on the touchpad of the PC. The presenter wore an HMD, into which
was inserted a part of the visual image seen by a person looking at the screen
from the back seat of the lecture room.

The size of the slide inserted in the HMD was adjusted to be the same as
the size of the slide on the screen, with the experimenter seated in the back
seat of the lecture room before the start of the method with HMD. The size of
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Fig. 8. Experimental system

the slides in the HMD was adjusted so that they did not appear to be floating
away from the screen. The magnification of the slides displayed on the projector
at the beginning of the trial was 100%, and the presenter could change the
magnification freely during the trial.

We used an Apple Macbook as the PC, which was used to display the slides
and to talk to the HMD, and a Microsoft HoloLens as the HMD, which was used
to insert a part of another person’s visual image into the presenter’s vision. As
a camera, a SONY HANDYCAM HDR-CX680 was used. The camera was used
to record the experiment. The EPSON EB-940 of was used as a projector to
project the slides on the screen.
Method without HMD: The method without HMD does not present the visual
images of others that were presented in the method with HMD.

5.1 Result

The average magnification ratio for each graph is shown in Fig. 9. For the three
types of slide (text, map, and graph), the average magnification was larger for the
method with HMD than for the method without HMD. Especially, the average
magnification of the map was the largest. In addition, the standard deviation of
the map slide was larger than that of the text and graph slides.

For the text slides, the average magnification for the method without HMD
was 114%, and the average magnification for the method with HMD was 157%,
with the average magnification for the method with HMD being 1.4 times larger.
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Ease of seeing slides

Fig. 9. Average slide magnification

When a t-test was applied at a significance level of 5%, a significant difference
(t(5) = 8.37, p = 0.0004) was observed between the method with HMD and the
trial without HMD.

For the map slide, the average magnification for the method without HMD
was 189%, and the average magnification for the method with HMD was 372%;
the average magnification for the method with HMD was 2.0 times larger. When
a t-test was applied at a significance level of 5%, a significant difference (t(5) =
5.04, p = 0.0040) was observed between the method with HMD and the method
without HMD.

For the graph slide, the average magnification for the method without HMD
is 122%, and the average magnification for the method with HMD is 173%, which
is 1.4 times larger than the average magnification for the method with HMD.
When a t-test was applied at the 5% level of significance, a significant difference
(t(5) = 5.30, p = 0.0032) was observed between the method with HMD and the
method without HMD.

In terms of the ease of viewing the slides during the presentation, the mean
for the method without HMD was 1.9 and the mean for the method with HMD
was 3.9. As a result of applying the Mann-Whitney U test, a significant difference
was observed between the method without HMD (M = 1.9, SD = 0.7) and the
method with HMD (M = 3.9, SD = 0.7) (U = 3.00, p < 0.01). The higher the
value, the more difficult it was to see the slides, meaning that the slides were
easier to see in the method with HMD than in the method without HMD.

The presenters were interviewed about whether the HMD method helped
their presentations. They answered that they enlarged the slides because the
text was smaller than they expected (Presenter 1, Presenter 2, Presenter 4,
Presenter 6, Presenter 7, Presenter 8, Presenter 9, Presenter 10), and that they
wanted to enlarge the text on the map slides more because they felt the text
was particularly small (Presenter 3, Presenter 5).

5.2 Discussion

For all three slides, the average magnification ratio of the method with HMD
was larger than the average magnification ratio of the method without HMD,
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and the presentation method was changed by wearing an HMD into which was
inserted the visual image seen by the audience seated in the back seats. For the
map slide, the magnification rate was 189% for the method without HMD and
372% for the method with HMD, which was the largest among the three types of
slides. The standard deviation of the map slide was larger than that of the other
two slides for both the method without HMD and the method with HMD. This
is thought to be because the presenters used different methods to enlarge the
map. For example, some presenters enlarged the starting point, destination, and
landmarks, in particular, while others showed the entire route from the starting
point to the destination. In addition, as a result of interviewing about whether
the method with HMD helped the presentation, two subjects answered that they
thought to enlarge the map slides in particular. This provides another reason for
the standard deviation of the map slides becoming larger. In contrast, many of
the presenters enlarged the text slides and graph slides within the range where
the whole image could be seen, rather than enlarging one part in particular.
Therefore, the standard deviation was smaller.

As a result of interviewing about whether the method with HMD supported
the presentation, four subjects answered that they enlarged the slides because
the text looked small. Therefore, it can be said that the method with HMD
supported the presentation.

6 Conclusion

In this study, we proposed PHSIL, a method of controlling user behavior by
feeding back to the user the results of simulating the sensations of others. We
also conducted a cognitive psychology experiment in which we controlled the
volume of the presenter’s voice and the magnification rate of the slides. Although
no difference was observed between the fixed noise method and the existing
method for controlling the volume of speech, the PHSIL noise method increased
the duration of the increased speech volume more than the comparison method.
For slide magnification control, the average magnification rate of the method
with HMD was significantly higher than that of the method without HMD.

In the future, we plan to conduct evaluation experiments in a more realistic
experimental environment, such as with a larger audience, with different presen-
tation contents and presentation skills, and to develop techniques for estimating
the volume of the presenter’s voice and the text in the slides received by the
audience.
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Abstract. It is widely recognised that swarms are the likely next step
for Unmanned Aerial Vehicle (UAV) or drone technology. Although
substantially increased autonomy for navigation, data collection and
decision-making is very much part of the “collective artificial intelli-
gence” vision, this expected development raises questions about the most
productive form of interaction between the swarm and its human oper-
ator(s). On the one hand, low-level “micro-management” of every unit
clearly nullifies many of the advantages of using swarms. On the other,
retaining an ability to exercise some control over the swarm’s objectives
and real-time behaviour is obviously paramount. We present two families
of control methods, direct and indirect, that we believe could be used to
design suitable, i.e. simultaneously intuitive, easy to use, powerful and
flexible, Graphical User Interfaces (GUI) that would allow a single oper-
ator to choreograph a swarm’s actions. Simulation results are used to
illustrate the concept and perform a quantitative performance analysis
of both control methods in different scenarios. Human factors aspects
related to drone swarm control are identified and both control methods
are discussed from the human operator’s usage point of view. We con-
clude that the direct approach is more suitable over short time-scales
(“tactical” level), whilst indirect methods allow to specify more abstract
long-term objectives (“operational” level), making them naturally com-
plementary.
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1 Introduction

Drones (or unmanned aerial vehicles, UAVs) are increasingly becoming an every-
day tool [9] in a growing number of application areas [17], as a convenient and
cost-efficient way of remote sensing [4] or to gather information best acquired
from a vantage point not easily accessible by other means (e.g., [2,18]).

In the vast majority of cases, these benefits are achieved by combining remote
control by a human operator with relatively simple autonomous features, such
as attitude control [22,24], obstacle avoidance, and return-to-base functions. In
the case of beyond visual line of sight (BVLOS) operations, the assumption is
often that the human in the loop uses a real-time video feed to pilot the drone
as if he/she were on board (see Fig. 1).

Fig. 1. A TNO reconnaissance drone departing for BVLOS flight during the (now
concluded) EU funded ALFA (Advanced Low Flying Aircrafts Detection and Tracking)
project [5] where it facilitates automatic threat evaluation for border security and
surveillance. The pilot uses the control interface to see what the drone can see.

However, another paradigm is gaining momentum that is poised to challenge
this mode of operation: fleets or swarms of drones. Simple common sense suggests
that it is possible to achieve more with several units working as a team than with
a single UAV and, accordingly, that an ability to leverage drone swarms would
have a multiplicative effect on the usefulness of the technology. However, this
trivial statement hides the considerable underlying complexity of orchestrating
or choreographing the joint operation of a collective dozens or hundreds strong.

In the case of exploration or surveillance, for instance, it is obvious that n
identical drones have the potential to cover an area roughly n times larger in the
same amount of time as a single unit (notwithstanding restrictions imposed by
battery life or shared point of origin). However, this implicitly assumes division of
labour, i.e., no or limited overlap between flight paths, to avoid the duplication
of effort. Even in this simplest of cases and without any real-time change of
objectives, this would require assigning each drone to a particular zone in the
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area of interest. Furthermore, short of having one human operator per drone,
each one would have to fly its respective patrol route autonomously, without
real-time supervision. This in itself poses various safety concerns [20].

In the area of drone swarms, there are a number of concrete research questions
[9]. For example, what interface design would best allow the user to monitor
and operate a drone swarm? Furthermore, is there a suitable trade-off between
micro-management (i.e., directly piloting every unit in real-time) and assigning
global objectives to the entire fleet? And if the answer to the previous question is
‘yes’, what autonomous features are required and what kind of useful collective
behaviour is possible? Finally, what control functions would allow to the operator
of a drone swarm to achieve maximum utility for minimum complexity?

As a starting point, it does seem useful and necessary to create a “taxonomy”
of control functions and associated distributed algorithms for drone swarms. A
first distinction would be between those that involve directly piloting a subset
of units (possibly a single one) and those that instead specify abstract collec-
tive goals. It is worth noting that these two approaches, although functionally
different, are not mutually exclusive and could govern different aspects of fleet
operations in parallel/at the same time.

The former (direct control) could be used on a short time-scale to coordinate
the movement of the swarm into a chosen direction through formation flying.
In this scenario, the human operator pilots the remote-controlled “leader” unit
and the other members of the swarm use simple autonomous features (relative
positioning) to spread out around it, forming a pattern. This would result in the
type of collective behaviour most often cited as an example of swarming, i.e.,
flocking. More advanced functions could be introduced in the form of a simple
ability to update key parameter values in real-time. For instance, how tight or
loose the formation is could easily be controlled by fine-tuning the separation
distance. Other basic commands could involve, e.g., instructions to follow, spread
around or align with the leader perpendicularly to the direction of movement.
Similar commands could be used to control altitude, determining, for instance,
whether “subordinate” units should distribute themselves in the same horizontal
plane as the leader or form a 3D lattice (with upper and lower bounds).

The latter (indirect control through abstract collective goals) is likely to be
more useful on a longer time-scale and/or when the swarm is expected to ful-
fil its mission without direct human control or supervision. For instance, the
drone “colony” could be tasked with patrolling a region of interest over an
extended period (hours, days, or more). This would require much more com-
plex autonomous features in the form of decentralised resource-management and
collective decision-making to ensure that the airborne contingent balances the
need to recharge with that to visit every part of the target area regularly. In this
scenario, the challenge is to create an interface that allows the user to specify
and subsequently update such abstract goals intuitively. For example, the ability
to “paint” a region of arbitrary size and shape on a digital map to designate it
as being of interest and communicate this information to the swarm would be
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paramount. In both direct and indirect control, human factors aspects need to
be considered in the design of the system and its related user interfaces.

2 Human Factors Aspects in Drone Swarm Control

As has occurred in many other highly automated domains (e.g., industrial pro-
cess control, ship navigation, and traditional aviation), conducting drone oper-
ations will also eventually evolve to become more of a supervisory task than
an active manual control. Consequently, similar human factors problems that
have been identified in these other domains will then become prevalent. These
issues include, but are not limited to, operator trust in automation [23], excessive
mental workload in exception situations [25], situation awareness issues [12,13],
operator boredom [11], work vigilance [6] and the integrity of the artificial intel-
ligence [26]. Additionally, with higher automation levels supported with AI, the
supervisory control of multiple UAVs will become possible. To approach the
human factors problems of controlling a drone swarm, various approaches have
been discussed in the literature, only a fraction of which is discussed here.

To analyse, optimise and divide the tasks to be conducted by humans and
by the AI/automated system in drone swarm control, task/work analyses are
a key approach. They are especially suitable to consider the human limitations
and support the definition of human operator’s meaningful tasks and decision-
making in the design phase of the system [1]. As a one guideline for design
when considering human-automation task allocation in drone swarm control, it
has been found out that instead of management by consent (automation as an
assistant to the operator), management by exception improves the operator’s
performance [10]. According to [16], management by exception means that the
automation decides to take an action based on some set of predetermined criteria
and gives operators only a chance to veto the automation’s decision.

In systems engineering, defining a Concept of Operations (ConOps) for the
drone swarm control in the start of the system design is essential [14]. From the
human factors point of view, this ConOps typically includes a clear description of,
for example, the division of tasks between human and the automation, operator
tools, roles/responsibilities, and procedures [3]. This ConOps should work as
a boundary object (see, e.g., [29]) and allow the relevant stakeholders (e.g.,
engineers, users, and designers) to discuss about the system under development
and the related aims in a manner understandable for all involved parties.

On a methodological level, for example, ecological interface design (EID) has
been successfully applied to the control of UAV swarms by [15]. The results
of this study showed that EID-inspired interface design enabled operators to
control a drone swarm and successfully resolve failures during mission execution
[15]. Particularly, the ecological interface designs promoted creative problem-
solving activities to scenarios that could not have been solved by following a
fixed procedure (see details in [15]).

Regarding detailed control systems, for example, [19] have provided a review
of human-system interface (HSI) solutions for the management of swarms of
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drones. Their main conclusion from this review was that allowing user and
mission-specific customization to user interfaces and raising the swarm’s level
of autonomy to reduce the cognitive workload shouldered by the operator are
beneficial and improve operators’ situation awareness [19].

There have also been some studies about different interaction modalities for
drone swarm control, such as gesture and touch [21]. However, the benefits of
user interfaces with novel input paradigms remains unclear compared to tradi-
tional point-and-click interfaces. In general, in drone swarm control HSI design it
is important to ensure that the operator has adequate means to first observe and
then direct the automation’s functioning in order to be responsive to potential
situation specific changes [8]. Therefore, both the hardware and software solu-
tions developed to monitor and control the swarm need to be suitable for the
specific situation and task at hand without cumbersome interaction solutions
that may hinder safe and efficient operations.

3 Direct Control Methods

The most straightforward method for controlling a fleet of semi-autonomous
UAVs, at least over short time-scales (of the order of a drone’s battery life), is to
pilot one or a few participating units directly and use parameterised formation
flying to orchestrate the collective behaviour of the rest of the swarm. This
“leader” may very well differ from the other members of the “flock”. For instance,
it could be a special drone with enhanced capabilities (e.g., for reliable long-range
communication and telemetry), or a manned aircraft that the swarm is meant
to escort or “extend” (acting as a network of distributed sensors).

Notwithstanding such specifics, the difficulty lies in identifying the right bal-
ance between precise control and ease of use. The human operating the swarm
may have limited time or cognitive resources to allocate to this task, as other
activities may require his or her urgent attention. Therefore, to minimise men-
tal workload, orchestrating the UAV collective should be as easy and seamless
as possible instead of a fastidious exercise with real time fine-tuning. To use a
common metaphor: the swarm should “feel” like a mere extension of the user’s
own sensing and actuation capabilities. This aim means that identifying the
right parameters, a range of suitable values for them, and a suite of intuitive,
user-friendly tools to pick or change one or more of these parameter values is
paramount. Clear and illustrative visualisations of the swarm’s behaviour as well
as ‘what if ’ scenarios in the user interfaces are also essential for fluent operations.

There is no proven or “one size fits all” approach to solving this conundrum.
The framework we present here is meant as an illustration of a possible “swarm
interface” design, not as a final product. Different applications will undoubtedly
require specific additional functions that we do not discuss here, as they would
require restricting our findings to a particular mission-specific domain.

UAVs, as physical devices, are defined by hardware characteristics that act
as constraints over what can and cannot be achieved. Some of these traits, such
as, for example, battery life, are of critical importance when considering longer
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time-scales (days or weeks) but are not particularly relevant for short periods
(which we previously argued is the context in which direct control methods are
likely to be most useful).

Other limiting factors also play an essential role in formation flying, such as:

– Positioning accuracy
– Maximum speed
– Maximum acceleration
– Sensor/communication range

Here, it is good to note that fixed-wing aircraft represent a special case in
that they rely on lift to stay airborne (and so have a minimum speed thresh-
old too) and cannot accelerate in any direction, but rely on course correction.
What follows assumes that the swarm is comprised of rotary-wing drones (e.g.,
quadcopters or (remote controlled or autonomous) helicopters [7]).

Positioning accuracy is a tricky parameter to take into account, but it is
mostly relevant for close formations such as the ones used for aerobatics display.
In most other applications, the target separation distance between units will
be considerably higher (sometimes by over one order of magnitude) than the
average positioning error. For instance, GPS is typically accurate down to a few
meters, so if drones are attempting to maintain a separation of 50+ m even
based solely on broadcasted GPS coordinates, the error will already not have
much impact. Furthermore, other methods such as dead reckoning, radio signal
triangulation and attenuation analysis, or even real-time computer vision can
be used to improve accuracy of (relative) positioning. In the remainder of this
section, the coordinates are assumed to be the ones reported by the UAVs, which
means that the actual location might slightly differ, but not to the extent that
it will significantly affect the configuration of the swarm.

Speed and acceleration are another matter. Not only do their maximum pos-
sible values, imposed by aerodynamic characteristics, represent an upper bound
to which instructions given to the swarm must conform, they also less directly
but significantly affect flying patterns.

Our simulation results suggest that active/deliberate modulation of the tar-
get speed (V ) and acceleration (delta-V ) by the swarm operator can be one of
the simplest and most efficient way to control collective behaviour through a
single pair of parameters. It is important to understand here that, whereas max-
imum values are hardware constraints, target acceleration and speed are not. For
instance, a quadcopter may not be capable of accelerating at a faster rate than
10m

s2 but there is nothing preventing on-board software from targeting a lower
value if so instructed. Since lower acceleration means greater inertia, under the
influence of the same “forces” (e.g., a tropism), different target delta-V s will
result in different movement patterns.

If we consider the case of a single rotary wing UAV, acceleration is the result
of its tilting into the direction of intended movement, converting some lift into
thrust. The angle of the tilt, combined with a possible change in the speed of
the rotors/blades, is what determines the value of the delta-V . If we hypothesise



414 F. Saffre et al.

that the rotors automatically adjust their speed to keep lift (and so altitude)
constant by default, then acceleration can be controlled via tilt angle only.

For instance, a drone might have a maximum “safe” tilting angle (determined
by physical constraints such as the top speed at which rotors can spin) allowing
for a maximum horizontal acceleration of 10m

s2 . At this angle, it will take such
a device 1 s to go from hovering (stationary) to traveling at a target velocity of
10m

s , during which time it will have travelled 5 m into the intended direction. It
will take another 1 s (and another 5 m) for it to slow down and return to hovering
mode (N.B. these figures assume a negligible drag coefficient).

Let us consider the situation in which a drone traveling East at a cruising
speed of 10m

s is instructed to change direction and go North, using the maxi-
mum allowable acceleration. Such a device will first need to stop its Eastward
movement (1 s, 5 m), then accelerate North (again 1 s, 5 m). The change of course
takes 2 s and the drone will reach its new heading and cruising speed at a point
5 m East (slowing down) and 5 m North (reaccelerating) of the position where
the instruction was received. Had the tilting angle been such that the accelera-
tion rate was only 5m

s2 instead of 10m
s2 , the same manoeuvre would have taken

twice the time (4 s) and the drift east during deceleration would have been 10 m.

3.1 Two Drones Interaction

These relatively trivial calculations become more subtle when the intended direc-
tion of travel depends on the relative location of multiple UAVs attempting to
coordinate their movements to achieve a certain objective (e.g., spatial distribu-
tion pattern). Figures 2 and 3 visualize these interaction dynamics.

Fig. 2. Visualisation of the two drones interaction dynamics: the evolution of the posi-
tion over time on the axis the origin of which is the mid-point between the two units
(cf. Fig. 3 for speed vs. position). The oscillatory regime after 2.5 s is clearly visible.
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For example, if two drones start hovering 100 m apart and the target separa-
tion distance is 50 m, they will accelerate toward each other, say at the maximum
allowable delta-V (10m

s2 ). They will reach their cruising speed after 1 s, having
travelled 5 m each, in opposite directions, i.e., 90 m apart. Another two seconds
later, they will have travelled another 20 m each and be 50 m apart as instructed.
However, at this point, they are flying toward each other at 10m

s . If they start
decelerating immediately, they will be only 40 m apart by the time they are sta-
tionary (overshooting the target separation). Intuitively, this means that they
should now accelerate in the opposite direction to open the gap. If they do so,
they will be 50 m from each other again one second later, but traveling at 10m

s .
This will initiate an oscillation around the target separation distance, with an
amplitude of 20 m. This is illustrated in Figs. 2 and 3.

Fig. 3. Visualisation of the two drones interaction dynamics: the speed vs. position (for
comparison, cf. Fig. 2 for the evolution of the position over time). The “spindle-shaped”
part corresponds to the oscillation, when the two drones travel back and forth around
the equilibrium point. Arrows indicate the passage of time (the closed and indefinitely
repeating loop corresponding to the oscillatory regime).

Had they been limited to a tilt angle and acceleration of 5m
s2 , the scenario

would be qualitatively identical but quantitatively different. Indeed, the two
UAVs would have reached their cruising speed (10m

s ) not one but two seconds
later and 80 m apart instead of 90. Having reached the target separation distance
1.5 s later instead of 2, they would require another two seconds to come to a halt,
closing the distance between them to 30 m (instead of 40). Accelerating away
from each other, still at the same reduced rate of 5m

s2 , then slowing down after
reaching the 50 m separation target, they will be 70 m apart before they have
returned to hovering mode. The oscillation is now double the amplitude, the
distance between the two drones varying between 30 m and 70 m. The perhaps
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somewhat counter-intuitive conclusion is that a higher acceleration rate results
in a reduced deviation from the target separation at steady state.

These effects could of course be counteracted by simply anticipating the
overshoot and decelerating pre-emptively, but what would be an easy calculation
in the above example (with just two drones traveling along a single dimension)
becomes almost impossible in a swarm dozens of units strong, “pushing and
pulling” each other in 2D or 3D space.

3.2 Multiple Drones Interaction

We used simulation extensively to investigate the collective dynamics of a swarm
controlled by combining direct piloting of a single unit (“leader”) with real-time
modification of the aforementioned parameter values (target speed, acceleration
and separation). The results of these numerical experiments are summarised
in this section. We present the user interface (Fig. 4) as well as screenshots of
the swarm in various configurations together with the corresponding parameter
settings (in Figs. 6 and 7), to emphasise the link between them.

In order to ensure reproducibility of our findings, we must first disclose the
“hidden” rules of interaction, i.e., those that are, so to speak, “hard-coded” into
the rules governing drone behaviour and not tied to any modifiable parameter.
It is important to understand that these rules are ad-hoc in nature and that we
make no claim of having investigated them in any meaningful way: they were
simply found to be suitable to illustrate the type of collective activity pattern
that the end user can elicit in the swarm by altering the value of the controllable
parameters. The tunable parameters used are shown in Fig. 4.

Fig. 4. The user interface with the tunable parameters. Figures 6 and 7 show the sliders
to indicate the varied parameters and their respective settings. This could be regarded
as an early prototype for a real-world user interface, with the exception of the “Leader”
sub-panel, which is a very crude approximation for an actual remote-control station.
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We simulated a group of 37 drones, one of which is assumed to be remote-
controlled and the other 36 semi-autonomous (in the sense that they plan and
execute their own movement based on interaction rules and parameter values).
The remote-controlled unit (swarm “leader”) depends entirely on the human
pilot’s instructions to perform any action other than hovering in position.

Fig. 5. Clustering process for the default parameter values (maxV = 10m
s
, delta-

V = 10 m
s2

, separation = 50 m) from random initial locations (top-left corner). Screen-
shots are 10 s apart. Arrows are the speed vectors; the screen/display is always centered
on the swarm leader, indicated in red. (Color figure online)

We hypothesise that all drones are constantly broadcasting their location
and that they can all reliably communicate with each other (so every member
of the swarm can potentially use the location of any other as input for planning
its own movement). In the chosen rule-set, every drone is only using the location
of the leader and of its two nearest neighbours (the identity of the two nearest
neighbours may of course change over time as the swarm reconfigures itself).

The location of these three other units influences path planning as follows:

– Each one exerts a force inversely proportional to the distance (i.e., 1
r ).

– For distances < target separation this is repulsive, otherwise attractive.
– If the distance falls below half the target separation, this force is multiplied

by 10 and a flag is raised (similar to a collision avoidance mechanism).
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– The three attraction/repulsion vectors are then added up and the resulting
vector is normalised (indicating the direction of acceleration, not intensity).

– This vector is then multiplied by the chosen acceleration rate (delta-V ) unless
the “collision avoidance” flag is raised, in which case the maximum value is
always used (20m

s2 in our experiment). NB: because of the 1
r rule and of the

multiplicative factor applied to the repulsion force exerted by a neighbour
less than half the target separation away, when in danger of collision, this
vector tends to point directly away from the nearest neighbour.

The resulting acceleration vector is then used to update the drone’s airspeed,
until the target velocity is reached. This is done synchronously (i.e., all speeds
and positions are updated simultaneously), with an integration step of 0.01 s.

Fig. 6. Controlling the swarm through global parameters only. Each screenshot is a
typical illustration of the type of distribution pattern observed at steady state for
different combinations of values. Shown are (A): “Flocking”, (B): tight regular lattice.

Unless specified otherwise, units start at a random location within one square
kilometre centred on the leader (coordinates origin x = 0, y = 0), with the only
constraint that no two drones can be closer to each other than half the default
target separation (25 m). The default values for acceleration and maximum (or
target) speed are 10m

s2 and 10m
s . The sequence shown in Fig. 5 illustrates the

typical clustering process taking place if no actions are taken by the operator
(i.e., all parameters are at their default value and the leader remains stationary).

As illustrated in Figs. 6 and 7 it is possible to control the behaviour of the
swarm by changing the values of the three previously identified key parameters
for relative movement and positioning (maxV , delta-V and separation).
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Some changes will result in a “quantitative” difference (e.g., tighter or looser
lattice, cf. Fig. 6(B), 7(A)) others may bring about a “qualitative” change (e.g.,
from holding position, Fig. 7(A), to adopting a random search pattern, Fig. 7(B)).

Fig. 7. Controlling the swarm through global parameters only (continuation of Fig. 6).
Each screenshot is a typical illustration of the type of distribution pattern observed at
steady state for different combinations of values. Shown are (A): loose regular lattice,
(B): “Exploration”. The swarm will continously self-organize and transition, seemingly
spontaneously, between these states as the human operator updates parameter value(s).

Figures 6 and 7 show typical examples. The precise influence of each param-
eter can be analysed using statistical methods, which should inform the design
of the graphical user interface (e.g. by identifying suitable maximum and mini-
mum parameter values). Such principled investigation is also critical to discover
possibly “unsafe” combinations (e.g. if the ratio between maxV and delta-V is
such that it increases the risk of collision beyond an acceptable level).

To illustrate this approach we present an analysis of a numerical experi-
ment designed to study how changing the acceleration rate (delta-V ) affects
the swarm’s ability to form and maintain a regular lattice. Figure 8, shows the
resulting frequency distribution.

The results shown in Fig. 8 provide at least two useful pieces of information:

1. The distributed algorithm being used is capable of reliably generating a close
approximation of a regular hexagonal lattice, which means that, by position-
ing the “leader” at its centre and letting the swarm self-organise, homoge-
neous coverage of a region of interest (the area of which is controlled solely
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Fig. 8. Frequency distribution of the distance from the centre (“leader”), at or close
to steady state (10′ after take-off), for a fleet of 37 drones and 3 different values of the
delta-V parameter and for a target separation of 50 m (max. velocity = 10 m

s
). The bars

indicate the corresponding distribution in a perfect hexagonal mesh. 1000 independent
realisations from randomised initial conditions per parameter value.

by the target separation distance) can be obtained. See Figs. 6(B) and 7(A)
for an illustration.

2. Delta-V has a strong influence on the accuracy and stability of the lattice,
with lower values (5m

s2 ) resulting in the near disappearance of a discrete second
and third “rings”, replaced by a more diffuse “cloud” in the same annular
region (≈80–160 m). One can also observe that the effect of the acceleration
parameter is nonlinear, with the difference between 10m

s2 and 15m
s2 being much

lower than between 10m
s2 and 5m

s2 .

3.3 Direct Control: Summary and Conclusions

The practical implication for the operator of a swarm is that by modulating the
value of three global parameters shared by all drones, target separation distance,
speed and acceleration, he/she can trigger a variety of collective movement pat-
terns. A high delta-V and low target speed will tend to “lock” individual units
in a regular mesh (in 2D, a hexagonal one) the density of which is controlled
by the separation distance. Conversely, a high target speed and low acceleration
rate will favour a much more dynamic and less predictable behaviour in which
UAVs follow complicated “orbits” around the geometric centre of the swarm.
Clearly, the former may be suitable for certain mission types (e.g., homogeneous
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coverage or systematic survey), the latter for others (e.g., escorting a potential
target by scouting all possible attack vectors).

Critically, alternating between these two types of collective behaviour can be
achieved simply by broadcasting updates to the corresponding parameter values
without any need for “micro-management” or path-planning.

All this requires adaptivity from the user interface designed to supervise and
control the swarm. For example, mission-specific customizations are needed par-
ticularly for the acceleration control. Visualisations of the effects of different
parameter values are essential for the user to understand their effect in practice.
Furthermore, to predict the effects before making the actual changes, simula-
tion capabilities are needed to show the operator ‘what if ’ type of scenarios in
order for optimal decision-making. Finally, to minimise mental workload, the
user interface needs to support the operational situations in a sufficient level of
abstraction for the human operator.

4 Indirect Control Methods

By indirect control methods, we refer to any algorithmic framework designed to
make the swarm work towards achieving a certain goal without any real-time
intervention by a human operator being necessary. In that sense, it is analogous
to “management-by-exception” [10], whereby a system or organisation is capable
of operating smoothly by default and only needs new instructions or temporary
takeover occasionally, when circumstances or objectives change.

The chosen scenario to illustrate this concept is long-term surveillance, spe-
cific cases of which could be patrolling a remote border or protecting a wilderness
area by deterring damaging human activity (e.g., poaching or illegal logging).
Because such a mission would typically vastly exceed a drone’s battery life, this
implies the presence of at least one and probably several “bases” at which indi-
vidual units can land and recharge. Simple navigation methods can be used to
guarantee that a drone’s flight path never exceeds its autonomy and that it can
safely land either at its point of origin (round-trip) or at another base located
at the end of a one-way flight.

The challenge is elsewhere and consists in finding ways of leveraging coopera-
tive effects to ensure good coverage (i.e., no “blind spots”) and avoid duplication
of effort (i.e., several drones patrolling the same area simultaneously).

We found that a suitable way to achieve cooperation with minimal need for
explicit coordination and communication is to let all drones access a shared
real-time simulation of the world, also known as so-called Digital Twin (DT),
and modify it to exchange relevant information (a method of interaction known
as stigmergy). However, the focus of the present paper being user interfaces
and methods for orchestrating or choreographing swarms, we will not go into
a detailed description and performance analysis here. This is the subject of a
separate publication by the same authors team [28].

Our opinion is that, in the long-term surveillance scenario, interaction
between the swarm and its human master should also take the form of mod-
ifications to the DT. For instance, the obvious first step would likely consist
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Fig. 9. Images from the user interface for a simulation of the proposed control through
area designation paradigm. White indicates areas not under consideration, the colour
spectrum indicates how close/recently a particular zone has been patrolled by at least
one drone (green ≈ nearby and/or a short time ago, red ≈ far and/or a while ago. The
panel on the left shows some initial area for the swarm to operate in. Shown are three
bases (square, blue) and six drones (one of which is currently at a base). The panel
on the right shows the same area after it has been extended towards the North East,
using a “drag-click” tool of the interface. (Color figure online)

in designating the default target area for which the user wants the swarm to
“take responsibility”. The easiest and most intuitive way to do so is to access the
real-time simulation through a graphical interface in which standard “paint” or
“click-and-drag” functions can be used to seamlessly add or subtract geographic
zones to or from the region of interest. This is illustrated by Figs. 9 and 10.

Using this functionality, the human user has added a rectangular area to the
North East as well as a connecting corridor. While the number of drones has
remained the same, an additional location for a base has also been designated
in the middle of the new area.

In essence, when preparing its upcoming flight plan, a departing drone
accesses the DT and uses the information it contains to determine the most
desirable patrol route at this point in time, based on a suitable utility function.

In the surveillance scenario, the objective is to ensure that no part of the
designated area of interest (the boundaries of which can be modified at runtime
as shown in Figs. 9 and 10) remains unobserved for too long, which is represented
in the DT by a “heat-map”. This heat-map indicates the concentration of a
diffusing virtual signal that is created when no drone is present and is removed
when visited. So in order to maximise its contribution to the swarm’s mission,
a departing unit only has to “climb” the gradient to ensure that it is heading
toward an area that needs inspection.

Accordingly, a human operator can also influence the swarm priorities by
manipulating the signal. Removing a region from the swarm’s territory is effec-
tively done by removing and stopping production of the signal in the correspond-
ing area. Symmetrically, adding a region takes the form of starting production
of the signal where it was absent before. Obviously, dropping a large “quantity”
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Fig. 10. Control through area designation: the area from Fig. 9 (right panel) is amended
even further. The panel on the left further modifies the area using “paint” toadd an
irregular region to the South-West. The panel on the right shows the area after using
“ctrl-paint” to remove certain areas from the swarm’s “territory”.

of the diffusing signal at a given location (“honeypot”) will result in a gradient
that will attract drones to this area, a method that can be used to “bias” the
swarm in favour of patrolling a particular zone. This can be regarded as the
indirect control equivalent of an explicit command to “go there”.

5 Comparison and Conclusion

To conclude this paper we reflect on what as discussed and proposed. In line with
the rest of the article, we are considering two main view points: that of someone
concerned primarily with the control aspect of a swarm and the accompanying
considerations regarding control, from a human factor point of view.

From the control methods point of view, perhaps the most useful lesson
to be learned is that it is relatively straightforward to foster the emergence
of desirable collective behaviour by leveraging self-organisation. This paradigm
is exceedingly familiar in complexity science and its potential will come as no
surprise to experts in the field, from Physics to Biology, but it still appears under-
exploited in technology and engineering in general and in distributed robotics in
particular. This could be about to change with the increasingly realistic prospect
of drone swarms performing various useful tasks in the physical world. Quite
simply, if we want to make the most of this opportunity to delegate various
complex tasks to machines, self-organisation and collective artificial intelligence
will cease to be an optional design choice to become a practical requirement.

It should however be remembered that undesirable emergent properties are
as common as desirable ones, which is why the principled study of global dynam-
ics in a system governed by local rules is extremely important, not least because
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they can be counter-intuitive or at least not obvious. We encountered this kind
of unexpected behaviour during the course of the present investigation, which
led to some adjustments. For instance, in the direct control algorithm, the deci-
sion to always include the “leader” in the trio of influencers was made after
it was noticed that not doing so could result in the formation of isolated clus-
ters. After modification, this effect is still present but now transient because
the corresponding configuration is usually unstable (see intermediate stages in
Fig. 5). Retrospectively, this could have been easily anticipated, but some emer-
gent dynamics are more subtle.

This simulation-based “trial-and-error” approach, where candidate algo-
rithms are tested, modified, then re-evaluated using quantitative and qualitative
measures of performance, may appear ad-hoc in nature, but it is surprisingly
effective. The reason is that, after being trained in complex systems modelling,
a human designer can gain an intuitive understanding of what particular tech-
nique could solve a particular problem, much as a skilled craftsman knows what
tool is most suitable to perform a certain task. We expect this type of expertise
to become increasingly in demand over the coming decade, not only at design
time but also for everyday operations. Indeed, the end user of a drone swarm will
rely upon the same familiarity with emergent properties and self-organisation to
orchestrate collective behaviour effectively and efficiently, particularly in the face
of unexpected events or circumstances. This has clear implications for the design
of user interfaces that are fit for purpose.

From a human factors perspective, some conclusions can be drawn
related to both control methods. It is clear that direct control requires more
active and hands-on user operation than indirect control. The direct control
mode of operation may allow the operator to stay better “in-the-loop” as regards
to what is happening with the swarm at each moment.

However, for efficient control of large swarms in complex operations, indirect
control is needed to mitigate, for example, potential human operator workload
issues. One clear future research issue in indirect control is in how to achieve the
necessary level of operator situation awareness about what the swarm is currently
doing. In addition, questions such as how to design the user interface to support
operator SA at an appropriate level, how to support the calibration of user trust
in the user interface, and how to make the indirect drone swarm control to be an
engaging activity are relevant. When combining the direct and indirect control
modes to a single user interface, the issues of mode transitions (see e.g., [27])
and handover implementation from indirect to direct control become essential.
Clearly, more human factors research is needed in this challenging area.
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Abstract. In order to analyze the visual fatigue caused by Red Blue 3D videos,
a combination of subjective questionnaire survey and objective experimental data
was adopted. Questionnaire investigation for visual fatigue and eye movement
data were collected in the process of viewing with human machine environment
synchronous platform. Three segments of 0–15 min, 15–30 min and 30–45 min
were intercepted, and the normality of physiological signal data was detected
by SPSS 23.0. Kruskal-Wallis test and multiple tests were used to compare the
differences between the groups. The results show that the fixation time of eyes
on the screen decreases and the number of blinks increases gradually with the
increase of watching time. And the pupil diameter gradually decreases while the
right pupil diameter is larger than the left one. The subjects are more comfortable
with blue lens than red one.

Keywords: Red and blue 3D display · Physiological signals ·Multiple test ·
Pupil diameter · Left pupil

1 Introduction

With the improvement of living standards, 3D display has become a mature and com-
mon technology. When watching movies, the left and right eye images are completely
separated. In order to maintain the fusion function, the brain is always in a state of high
tension, which leads to the appearance of visual fatigue [1]. Therefore, 3D display brings
people a real visual experience, followed by the problem of visual fatigue. Color differ-
ence 3D technology, combined with the use of passive red-blue (or red-green, red-cyan)
filter color 3D glasses [2]. The use of 3D glasses ensures that the viewer’s two eyes can
see different images, which makes the viewer feel immersive. However, a problem of
visual fatigue appears.

At present, some scholars have carried out research on fatigue on 3D display. Sun
[3] researched respiratory signals for visual fatigue caused by 3D display. Wang et al.
[4] selected the common double parallax 3D stereo image as the research object. Chen
et al. [5] used EEG and VEP in the study of VDT visual fatigue measurement, in which
the change of EEG reflected fatigue closer to mental fatigue, but the VEP did not change
significantly. The eigenvalues of blink frequency and pupil regulation were also used.
Li [6], Sakamoto [7], Kim [8] and some other scholars reflected the degree of visual
fatigue caused by watching different VDT by blinking frequency, which showed that
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the blinking frequency increased with the extension of time, while Wang [9] and Cai
[10] used pulse signal in the study of VDT visual fatigue, which shows the pulse value
decreased significantly with the deepening of visual fatigue.

In this research, the relationship of Red Blue 3D display and visual fatigue were
studied and the questionnaire investigation, the fixation time, blinking times and pupil
diameter were used to analyze characteristic of the subjects.

2 Experiments

2.1 Experiment Equipment

Tobii X2-30 screen-based eye tracker; Workstation (NVIDIA Jetson Xavier NX Devel-
oper Kitrefresh rate 120 Hz); Display (AOC, 23.8 in., 165 Hz/1 ms/2k); Red Blue 3D
glasses (left red and right blue); Flash fusion frequency meter (BD-11–118, red light as
the test light source, the background light intensity is 1, the light black ratio is 1:1, and
the bright light intensity is 1).

2.2 Subject Selection

30 subjects were selected, including 15 males and 15 females, with an average age of
21.8 years. Before the experiment, the subjects were reminded to get enough sleep, and
during the experiment, the subjects were voluntary and had no other emotional influence.

The informed consent was signed before the experiment and the experiment was
completed according to the instructions.

2.3 Experimental Design

Fig. 1. Scene of the experiment

The subjects were given a questionnaire survey for visual fatigue before watching
the video, and the flash fusion frequency meter was used to measure the critical fusion
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frequency (CFF) in order to obtaining the baseline data. Tobii x2–30 was used to collect
the eye movement data during the watching process which lasting for 45 min. After
watching the video, questionnaire survey and flash fusion frequency measurement were
conducted again. The experiment was carried out in the dark which was shown in Fig. 1.

3 Data Processing

3.1 CFF Analysis

The mean value, median value and standard deviation of CFF before and after watching
the video tested by flash fusion frequency meter are compared, as shown in Table 1.

Table 1. Descriptive statistics of CFF

Group Mean Median Standard Deviation

Before video watching Flash frequency 26.763 26.700 4.132

Fusion frequency 28.280 28.400 3.493

After video watching Flash frequency 26.517 27.600 3.769

Fusion frequency 28.190 28.150 3.388

The bigger the CFF, the higher level of the brain consciousness. Andwhen the human
body is tired, the CFF is low [11]. It can be seen from the data in Table 1 that the three
descriptive statistical data (mean, median and standard deviation) after watching are
less than those before watching, which indicate that the visual fatigue after watching is
significantly higher than before watching.

In order to analyze these four sets of data, Skapiro-Wilkmethod is used for normality
test, and the test results are shown in Table 2.

Table 2. Normality test of CFF

Group P-value

Before watching
video

Flash frequency 0.826

Fusion frequency 0.904

After watching
video

Flash frequency 0.027

Fusion frequency 0.481

It can be seen from Table 2, before watching the video, the flash frequency value and
fusion frequency value are greater than 0.05, which conforms to the normal distribution.
While p-value of fusion frequency is less 0.05 after watching the video and it does
not conform to the normal distribution. The fusion value after watching the video is
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greater than 0.05, which also conforms to the normal distribution. At this condition,
the four groups of flash fusion frequency data do not meet the normal distribution, then
Kruskal-Wallis test was used.

Table 3. Kruskal Wallis test results of flash frequencies and fusion frequencies

Chi-square 5.1727

Degrees of freedom 3

Pr > Chi-square 0.1596

It can be seen fromTable 3 that the chi square value is 5.1727 and P= 0.1596> 0.05,
showing that there is no significant difference in flash fusion before and after watching,
that is to say, it is not effective to use CFF data to describe visual fatigue.

3.2 Questionnaire Analysis

Blehm [12] has studied that people’s visual fatigue includes ten items, such as blurred
vision, sore eyes, tingling eyes, drowsiness, dizziness, ghosting, tears, dry eyes, headache
and vomiting. The reliability coefficient of the questionnaire is tested, and the result is
0.761, which is greater than 0.7, indicating that the subjective reliability quality of
the questionnaire fatigue is very suitable for the experiment. Based on the reliability
of the questionnaire, the fatigue of the subjects before and after watching the video
was investigated. Each subjective problem was described in five different degrees. The
scoring standard is shown in Table 4.

Table 4. Standard of point score

Score Fatigue degree

0 Not at all

1 A little

2 Feel it

3 It’s a little bit strong

4 Feel strong

The statistics for the scores of the questionnaire before and after watching the video
were done and shown in Table 5.

It can be seen from Table 5 that the score after watching is significantly higher than
that before watching. That is to say, the scores after watching are increased compared
with that before watching in ten aspects, and it is more obvious in four aspects: blurred
vision, sore eyes, drowsiness and ghosting. Moreover, drowsiness is the most obvious
one. These two sets of data are analyzed, and the results is shown in Table 6.
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Table 5. Scores for questionnaire before and after watching video

Content Before watching
video

After watching video

Blurred vision 33 46

Sore eyes 29 44

Tingling eyes 22 28

Drowsiness 30 72

Dizziness 24 34

Ghosting 31 40

Tears 22 25

Dry eyes 31 38

Headache 22 33

Vomiting 21 22

Table 6. Analysis of subjective questionnaire data before and after watching the video

Groups Mean 95% confidence interval
of the difference

Standard
deviation

95% confidence interval
of the difference

Lower Upper Lower Upper

Before watching
video

36.500 33.140 39.860 4.696 3.230 8.574

After watching
video

49.200 38.666 59.734 14.726 10.129 26.883

Table 6 shows that the mean value and visual fatigue store are within the 95% confi-
dence interval, and the mean value and standard error mean after the video watching are
significantly greater than those before video watching. Then the two groups of data were
tested for normality, the results showed that the p-value before and after viewing were
greater than 0.05, in line with the normal distribution. Analysis of variance (ANOVA)
was used on the data, and the results are shown in Table 7.

Table 7. ANOVA of data before and after watching video

Method Numerator degrees of freedom Denominator degrees of freedom F-value Pr > F

F-test 9 9 9.83 0.002

Table 7 shows Pr> F= 0.002< 0.05. That is, the variances are homogeneity. T-test
is carried out and the result is shown in Table 8. It can be seen that p-values are all less
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than 0.05 whether the variances are homogeneity or not. If the hypothesis is established,
it means that the fatigue test scores by questionnaire before and after watching the video
are statistically significant.

Table 8. T test results

Method Variance Degrees of
freedom

T-value P-value

Pooled Equal 18 −2.60 0.018

Satterthwaite Not equal 10.812 −2.60 0.025

3.3 Eye Movement Data Analysis

Due to the difference between the left and right lenses of Red Blue glasses, the eye
movement test data were divided into three periods, 0–15 min, 15–30 min and 30–
45 min, in order to analyze the fatigue and changes of the left and right eyes in different
time periods.

Proportion of Fixation Time. Descriptive statistics of the total fixation time of the
three periods are given, as shown in Table 9.

Table 9. Descriptive statistics of fixation time proportion

Time period Mean Standard
deviation

Median Variance Range

0–15 min 0.482 0.188 0.511 0.036 0.741

15–30 min 0.423 0.188 0.511 0.029 0.741

30–45 min 0.302 0.147 0.270 0.022 0.526

As shown in Table 9, the average value of the data of three groups decrease gradually,
indicating that the proportion of total fixation time in the total time shows a downward
trend, and the total fixation time becomes less and less with the increase of viewing time.
It also indicates the fatigue performance of the subjects are increasing. Among the data
of three groups, the mean, standard error, median, variance and range are the smallest
in the 30–45 min viewing time, which indicates that the dispersion degree of this group
is the smallest. In other words, the total fixation time of 30 subjects in the period of
30–45 min viewing time has different decline, and tends to a certain value.

Skapiro Wilk test was performed on the data of the three groups. It showed that the
p-values of fixation time data were all greater than 0.05, which conformed to the normal
distribution. The data of three groups were analyzed by ANOVA, as shown in Table 10.
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Table 10. ANOVA of the fixation time

Source Degrees of freedom Quadratic sum Mean square F-value P-value

Fixation Time 2 0.457 0.229 7.86 0.0007

In Table 10, 0.05 is taken as the test level of hypothesis test, to the three groups of
data, p < 0.05. It indicates statistical significance. F = 7.86, indicating that there are
differences among the data of three groups. To sum up, the viewing and fixation time of
the three time periods were different and statistically significant. It shows that with the
increase of viewing time, the degree of visual fatigue increases, and the fixation time on
the screen decreases gradually.

Eye Blinks. Through the analysis of the number of eye blinks recorded by the eye
tracker when watching video, the number of blinks in three periods are carried out, as
shown in Table 11.

Table 11. Descriptive statistics of blink times

Time period Mean Standard
Deviation

Median Variance Range

0–15 min 291.50 165.00 276.00 15643 477.00

15–30 min 305.83 172.00 287.00 20407 574.00

30–45 min 316.70 181.00 265.00 14376 433.00

It can be seen from Table 11 that the mean value and inter quartile range increased
with the increase of watching time. The data of the period 30–45 min is the maximum
value in three periods. It indicates that the period of 30–45 min is the most discrete in the
data of three periods, and the increase of blinking times is the most significant. That is
to say, with the increase of viewing time, the subjects have to relieve the fatigue caused
by watching video through the increase of blinking times.

The data of three time periods were tested for normality, and the results are shown
in Table 12. In the period of 30–45 min, it does not follow the normal distribution. And
then Kruskal Wallis method of multiple rank sum test was used. The results are shown
in Table 13.

It can be seen from Table 13 that the difference in the total number of blinks among
the three groups is statistically significant (Chi-square = 0.7032, P = 0.0036 < 0.05).
From Fig. 2, it can be seen that 30–45 min is the most significant data. It indicates that
the visual fatigue and the blink times increase with the increase of viewing time while
the medium has a little decrease.

Pupil Diameter of Left and Right Eyes. To analyze the data of left and right pupils,
the corresponding relationship between visual fatigue and pupil diameter, the descriptive
statistics of the pupil diameters in three time periods are shown in Table 14.
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Table 12. Skapiro Wilk test

Time
period

Statistic P-value

0–15 min W 0.958 Pr <W 0.270

15–30 min W 0.952 Pr <W 0.189

30–45 min W 0.915 Pr <W 0.020

Table 13. Kruskal-Wallis test

Chi-square 0.703

Degrees of freedom 2

Pr > Chi-square 0.004

Fig. 2. Kruskal-Wallis test result

It can be seen from Table 14 that the mean value and the pupil diameter of both eyes
decreases with the increase of watching time, which indicates that the pupil diameter
gradually decreases with the increase of eye fatigue. The mean, standard deviation,
variance and interquartile distance of pupil diameter in the right eye were greater than
those in the left eye in the three periods of 0–15 min, 15–30 min and 30–45 min. It was
assumed that the fatigue degree of the right eye was lower than that of the left eye. Then
the normality of pupil data of left and right eyes in three periods is tested, as shown in
Table 15.

It can be seen from Table 15 that the p-value of the left pupil is less than 0.05 at the
period of 0–15 min, which does not conform to the normal distribution. The P values of
the other five groups are greater than 0.05. Therefore, the average pupil diameter data of
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Table 14. Pupil diameters of left and right eyes in three period

Descriptive statistics Left eye Right eye

0–15 min 15–30 min 30–45 min 0–15 min 15–30 min 30–45 min

Mean 4.636 4.317 4.032 4.650 4.347 4.058

Std 0.819 0.941 0.964 0.898 0.977 0.978

Standard deviation 0.671 0.885 0.928 0.807 0.954 0.957

Range 3.530 3.900 3.740 3.570 4.400 3.440

Inter quartile range 0.800 1.240 1.510 0.845 1.470 1.660

Table 15. Normality test for two pupils at different period

P-value Time/min

0–15 15–30 30–45

Left
pupil

0.038 0.563 0.467

Right
pupil

0.210 0.218 0.420

the six groups do not meet the normal distribution. Kruskal Wallis test is used and the
results are shown in Fig. 3 and Table 16.

Fig. 3. Kruskal-Wallis test result
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In Fig. 3, the scores of left and right eyes are all the highest in the period of 0–15min,
the data is the most significant and the scores of right eye are higher than that the left.
Then the previous preliminary hypothesis is verified, the fatigue degree of the right eye
is lower than the left, that is to say, under the same stimulation conditions, blue 3D lens
in the Red Blue glasses is more comfortable than the red lens. And it are produce less
visual fatigue.

Table 16 shows that the average pupil diameter of the six groups is 11.802 and p =
0.0376< 0.05. It indicates that when the visual fatigue is produced, the pupil decreases,
and the left and the right eyes are not synchronized. With the external stimulation, the
degree of visual fatigue will be different, so the size of the pupil also has different
performance.

Table 16. Kruskal-Wallis test

Chi-square 11.802

Degrees of freedom 5

Pr > Chi-square 0.0376

4 Conclusions

1) According to the questionnaire survey analysis, the subjects had obvious feeling
of visual fatigue after watching video. Blurred vision, sore eyes, drowsiness and
ghosting were more obvious, among which drowsiness was the most obvious one.

2) The visual fatigue and the blink times (mean and quartile) increase with the increase
of watching time while the medium has a little decrease.

3) With the increase of viewing time, visual fatigue occurs, the number of blinks
increases, the fixation time on the screen, the pupil diameter of the left and the right
eyes decrease, and the pupil diameter of the left and right eyes is not synchronized
with Red Blue 3D glasses.

4) Under the same conditions, the right eye using the blue lens in 3D glasses is more
comfortable than the left eye. That is, the blue lens results in lower visual fatigue
than the red one.
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Abstract. Current crane controls result from a machine-centered design
process and rely heavily on the operator, as he/she has to perform
continuous mental transformations to assess the correct control inputs
for all joints, causing considerable mental workload. To facilitate the
development of intuitive HMIs, a design framework for human-centered
remote crane controls is presented. The framework allows comparison of
the traditional machine-centered HMI with other, new HMIs in respect
of important design principles. It focusses on supporting the operator
in achieving his/her primary goal: moving the load. The framework is
used to analyze two new human-centered HMIs for a loader crane, the
direction-oriented and the target-oriented HMI. Based on the compatible
task/action mappings of the direction-oriented HMI, it is predicted that
the HMI facilitates interactions even for operators with minimal prior
experience. A mental workload reduction is also expected for the target-
oriented HMI as it combines task/action mappings with an increase in
automation.

Keywords: Human-machine interaction · Human-centered design ·
Intuitive control · Crane control · Teleoperation · Mental workload

1 Introduction

Cranes are a means of conveyance that allow a load to be lifted, lowered or
moved horizontally by attaching it to a load supporting means such as a chain
or a rope [1]. To fulfill the needs of multiple applications, they are available in
a range of designs such as overhead cranes, wall-mounted travelling cranes or
rotating tower cranes (cf. [2]). The standard human-machine interface (HMI)
for crane operations asks the user to separately control the crane’s different
degrees of freedom (DOFs), which are defined by the crane’s slewing gears and
linear motions [3]. This general design concept is independent of the chosen input
device. For example, when using push buttons, two buttons are used to trigger
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each of the two possible movement directions per degree of freedom (DOF). Using
linear levers, both movement directions of one DOF are mapped to one input
element, and when using joysticks, multiple DOFs are controlled with the same
input element. Most cranes are controlled using one of these three input elements
[3]. The separate control of the individual DOFs causes two main hindrances
for the user’s interaction with the crane. First, there is no intuitive mapping
between the DOFs and the input elements. Therefore, input elements have to be
labelled and new users are required to explicitly learn the mapping. Second, a
load movement has to be realized by the superposition of movements along the
crane’s DOFs. This requires the operator to perform a mental transformation of
the intended load movement to select the DOFs involved as well as the respective
movement directions.

Hence, the standard HMI for crane operations is based on a machine-centered
design perspective. The way the user interacts with the system is defined by the
functional principle of the machine since the user controls the movements of the
separate crane segments along their corresponding DOFs. This can be considered
a strong impediment to effective crane control and is especially demanding for
less experienced operators because the operator is continually confronted by
several simultaneous tasks. Taking into consideration that both the productivity
and safety of crane operations depend on the effectiveness and efficiency of the
operator-crane interaction (cf. [4]), the importance of optimizing crane human-
machine interfaces (HMIs) becomes apparent.

2 State of the Art: Improving the Crane HMI

Having identified this potential for improvement, several solutions have been
developed. The most promising approach shifts the responsibility of transforming
the desired load movement into the required crane segment movements from the
human operator to the crane system. As a consequence, the operator is able to
control the crane’s boom tip, and thereby the load, directly without needing to
consider the crane’s DOFs. This is called boom tip control. The approach has
been shown to improve operator performance with regard to learning times [5]
as well as cycle times and error rates [6].

Furthermore, research projects have focused on alternative input devices for
controlling the load. For example, Peng [7,8] developed several devices that
allow the operator to specify the desired path of the load. By tracking various
objects that can be carried by the operator, the load follows the operator’s
movements. Kazerooni et al. [9] chose a glove as an input device and used the
manual force applied to the load as a directional input. Both concepts were
successful in improving operation efficiency. However, the solutions referred to
are not without drawbacks. They all require either expensive technical equipment
and infrastructure or impose restrictions on the position of the operator.

These restrictions are in contrast to the current trend of eliminating restric-
tions on the operator’s position by use of teleoperation [10]. Teleoperation
improves the user’s flexibility and comfort and is also associated with substantial
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safety benefits (cf. [3]). First, the user can position himself/herself in a way that
ensures an unobstructed view of the load, and second, he/she can avoid being too
close to hazardous locations such as excavation pits. Thus, the cited approaches
do not provide an optimal solution as they fail to combine the benefits of an
intuitive interaction concept with those of teleoperation. Due to the numerous
advantages of teleoperation over a fixed operating station, failure to use remote
controls is neither a targeted nor an optimum solution.

When using a remote input device (i.e. radio control) in combination with
boom tip control, a further problem in respect of the operator’s interaction with
the crane occurs. As long as the operator is positioned in a fixed cab at the
crane, the user’s and the crane’s reference systems are aligned. Therefore, the
user’s inputs and the crane’s movements are always compatible. In contrast, if
the user changes his/her position, as he/she can when using radio control, the
user’s and the crane’s reference systems dissociate. Thus, the user is required to
perform a mental rotation of his/her own reference system to realign it with the
crane’s reference system increasing the cognitive demand of the task [11].

To overcome these compatibility problems, Kivila et al. investigate rotating
the control coordinate system with the user [12]. This allows the operator to con-
trol the hook directly from his/her perspective. Research results are promising
as they demonstrate that direct hook control from the operator’s own perspec-
tive can lead to reduced time spent on the task as well as fewer errors for novice
operators. Additionally, operator satisfaction can be increased. However, the
solutions presented in [12] have only been tested in indoor environments using
gantry cranes and also require costly spatial infrastructure. These drawbacks
have to be avoided when developing control concepts for cranes that are for
example mobile or have large operating spaces. Nevertheless, the results confirm
that the effectiveness of the human-machine interaction is strongly influenced by
compatibility and by taking the user’s orientation into account.

3 Research Gap and Objective

Examining the current state of the art of remote crane control and the corre-
sponding HMIs, it appears that until now, all developments have been based
solely on using a different HMI design idea and/or the first-time usage of sensor
technologies in this context. Although some solutions show promising improve-
ments with regard to operator performance and operator satisfaction, there exists
no systematic consideration of the reasons why certain HMIs can be expected
to be superior to others from the perspective of the human operator. Thus, new
concepts are the result of different (arbitrary) procedures because they do not
rely on an established methodological framework for crane HMI design. Such
a framework would support the development of human-centered crane HMIs
that on the one hand are suitable for controlling the machine but on the other
hand, and most importantly, promote simple and efficient interactions and, thus,
reduce the mental demand for the operator. This human-centered design app-
roach (i.e. creating a system to accomodate the human’s needs, capabilities and
behavior [13]) could systematically improve the productivity and safety of crane
operations.
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The goal of this paper is to analyze which psychological constructs can be
assumed to differentiate the effects of crane HMIs on the operator’s mental work-
load, in order to establish a general framework that can guide the development of
improved crane HMIs. We focus on remote-control HMIs because teleoperation
is the preferred operating mode in the majority of cases. In the following section,
we first present the conceptual foundation for human-centered design with regard
to intuitiveness, mental models, compatibility and the effect of automation on
mental workload. Then we introduce a design framework that is suitable for
comparing crane HMIs in respect of the interaction quality between the oper-
ator and the machine. Finally, we present two innovative crane HMI concepts
which, based on our framework, are expected to significantly improve human-
machine interaction during crane control.

4 Conceptual Foundation: Human-Centered Design
in the Light of Intuitiveness, Mental Models,
Compatibility and Mental Workload

4.1 Intuitiveness

According to common definitions, intuitiveness can be considered as the result
of the unconscious application of prior knowledge during a human’s interaction
with a certain system [14–16]. Applying pre-existing knowledge allows the user
to focus on his task rather than investing mental effort into understanding the
system’s interface. Consequently, facilitating intuitive interactions is understood
as a primary way of reducing the user’s mental workload [17].

(a) Continuum of
knowledge, adapted
from [17, p. 131].

(b) Simplified illustration of the Skills, Rules, and
Knowledge model by Rasmussen, adapted from [18,
p. 258].

Fig. 1. Conceptual foundation: intuitiveness.

Based on this definition of intuitiveness, Naumann et al. [17] have developed
the ‘continuum of knowledge’ as shown in Fig. 1a. This is a model for differen-
tiating classes of pre-existing knowledge that enable intuitive interactions. The
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continuum begins with innate knowledge that is based on gene activation in
the prenatal stage. The following two levels sensorimotor and culture distin-
guish between knowledge that is acquired universally in early childhood or that
depends on the culture a human grew up in. The most complex level of knowledge
is termed expertise and is obtained during education and professional training.
By moving down through the continuum, the group of people that possesses the
knowledge and is, therefore, able to experience the intuitive interaction becomes
larger and increasingly heterogeneous [15]. Moreover, the knowledge in the lower
levels is not only more prevalent among users but also more consolidated because
it is encoded and retrieved more frequently. As a consequence, users rely on
lower levels of knowledge in situations of high mental demand. It is important to
emphasize that any interaction will only be intuitive if the pre-existing knowl-
edge can be applied subconsciously (cf. [14,16,17]). Thus, if the user’s interaction
with a system depends on an initial impression that is formed via unconscious
associative processes, the interaction can be labeled as intuitive.

This view on intuitive interaction makes it possible to establish a connection
to one of the most prominent theories for explaining human action control: the
Skills, Rules, and Knowledge (SRK) model of Rasmussen [18]. This model differ-
entiates human action control into knowledge-based, rule-based and skill-based
behavior (s. Fig. 1b). Knowledge-based behavior is required in situations that are
unknown. The human has to identify the relevant parameters of the situation
and use this information to define a task goal. He/she then has to develop a
task rule that allows him/her to accomplish the set goal. If a situation has been
experienced before, the human has to recognize the recurrence and carry out the
already formed task rule. This is referred to as rule-based behavior. Finally, in
the case of skill-based behavior, the action pattern for the situation is already
internalized, so it is automatically activated when the human is confronted with
the respective conditions. Skill-based behavior usually requires substantial expe-
rience in the specific task.

Transferring the discussed insights into the model of intuitive interactions,
the unconscious application of pre-existing knowledge from another situation or
system state makes it possible to skip the phase of knowledge-based behavior.
Instead, rules from other situations are applied or even automatically activated
resulting in rule- or skill-based interactions. This relationship between the rule-
and skill-based levels of the SRK model and intuitive interactions has been
stated by multiple researchers [17,19]. It highlights the advantage of intuitive
interactions in providing a head start in learning how to interact with a system.

4.2 Mental Models

A mental model constitutes a structural model that determines how and if envi-
ronmental cues are processed and information is integrated into the human’s
understanding of his/her surroundings [20]. The formation of a mental model
allows the user to learn how to interact with a new system by enabling him
to understand and predict the system’s responses [21,22]. An insufficient men-
tal model of the system causes the operator to perform incorrect or unneces-
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sary actions resulting in rising mental workload due to the additional effort and
unexpected system responses [23]. Moreover, existing mental models circumvent
the necessity to learn novel systems from the beginning because they provide a
structure for integrating new information into pre-existing knowledge structures.
This enables a more efficient learning process that has been shown to result in
faster encoding, better retention, and more accurate and quicker operating per-
formance [24]. Understanding the user’s mental model is an optimal approach
to understanding why the user interacts with a system in a certain way and for
achieving ways in which the performance of the human-machine system can be
improved [25].

However, mental models cannot be considered as a homogenous group of
internal representations that structure the user’s knowledge. Researchers have
tried to differentiate different types of mental models that satisfy different
requirements. The most common use of the term is to describe “a rich and elab-
orate structure, reflecting the user’s understanding of what the system contains,
how it works, and why it works that way” [21, p. 12]. The most important feature
of such a model is that it allows the mental simulation of the system’s behavior
[22]. In contrast to these elaborate internal representations of the target system,
there exist more simplified models which Young defined as task/action map-
pings [26]. Unlike classical mental models, task/action mappings do not contain
extensive knowledge about how a system works. Instead, they store the concrete
actions that are required to accomplish a certain task. Whether a task/action
mapping or an elaborate mental model is more beneficial for the user depends
on the application. For example, an elaborate mental model is superior when
attempting to explain why a system behaves in a certain way under unusual
circumstances as the task/action mapping lacks an explanation of the system’s
functioning principles [26]. In those situations of knowledge-based behavior, the
elaborate mental model is necessary for generating new insights, for example
by developing new mappings that fit the current situation. However, since the
elaborate mental model exclusively focuses on the system’s overall functioning
principles, it lacks direct applicability for specific tasks.

Consequently, task/action mappings guide the user’s actions in performance-
oriented tasks using rule- or skill-based behavior [26,27]. According to Young
[26], the elaborate mental model is practically irrelevant under those conditions.
Taking everything into account, the answer to the question of which type of
mental model should be facilitated via the system design, depends on the type
of tasks the user is regularly confronted with. Enabling the user to develop an
in-depth understanding of the system enables him/her to deal with novel use
cases more easily, whereas consistent task/action mappings are highly beneficial
for operating performance in everyday use [26].

4.3 Compatibility

Compatibility is defined as the magnitude of decoding effort in human informa-
tion processing whereby low compatibility corresponds to high decoding effort
[28]. In the 1950s, Fitts and Seeger showed that the spatial correspondence
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between a set of visual stimuli and a set of manual response elements affects
both the speed and accuracy of participants’ reactions: The higher the spatial
correspondence between the set of stimuli and the response elements, the bet-
ter the participants’ performances [29]. The observed effects are referred to as
spatial stimulus-response (SR) compatibility. In a second experiment, Fitts and
Deininger only used one corresponding arrangement but manipulated the pair-
ings between the stimuli and the response elements [30]. They concluded that
the requirements for SR compatibility are (1) congruent stimulus and response
sets and (2) congruent pairings between the individual stimulus and response
elements. Today, these two conditions are usually termed set-level compatibil-
ity and element-level compatibility, as proposed by Kornblum and colleagues
[31]. They also developed a general model for describing SR compatibility [31].
According to them, set-level compatibility is based on the fact that stimulus and
response elements vary in a common dimension which is referred to as dimen-
sional overlap. Element-level compatibility is present if stimulus and response
elements are matched based on their level in the shared dimension.

Human information processing can be divided into minimum three stages:
stimulus identification, response selection and motor execution (cf. [32]). The
effect of SR compatibility is attributed to the stage of response selection. Popular
models for explaining the observed effects are dual process models that differen-
tiate two routes of response selection (see Fig. 2). In this model, the first route
is based on the conscious identification of the presented stimulus and the sub-
sequent intentional selection of the required response alternative (lower branch
in Fig. 2). The second route describes the automated activation of a response
when perceiving the stimulus, whether it is correct in the current situation or
not (upper branch in Fig. 2).

Fig. 2. Illustration of the dual process model for stimulus-response compatibility tasks
with (solid lines) and without (dashed lines) dimensional overlap between stimulus and
response sets. The top branch shows the automatic and the lower branch the intentional
processing route. Adapted from [31, p. 257].

If no dimensional overlap exists between the stimulus and response sets, the
human only uses the intentional processing route which results in comparatively
slow responses. In contrast, the presence of set-level compatibility also enables
the automated processing route, and the response that is compatible with the
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presented stimulus is activated [33]. In the case of element-level compatibility,
the two processing routes yield congruent responses resulting in faster reactions.

Another compatibility effect is referred to as response-effect (RE) compati-
bility. In an experimental RE paradigm, the participant’s response is followed by
an effect. The response elements and effect elements are either associated during
a learning phase or the response and effect sets have a dimensional overlap [34].
Therefore, response and effect pairings can be either compatible or incompat-
ible. Multiple studies have shown that compatible RE mappings lead to faster
reaction times (e.g. [35,36]). Considering that effect follows response, this shows
that the anticipation of the effect plays a critical role in the response initiation.

Furthermore, compatibility is also influenced by the human’s visual perspec-
tive. In most cases, control elements and the view of the controlled system are
aligned. However, if the operator uses control elements that are in front of him
but has to turn his/her head to one side to see the controlled system, the con-
trol can only be either compatible with the system’s movements in a global
reference system or compatible in the reference system that is defined by the
operators visual field. Worringham and Beringer referred to these conditions
as control-display compatibility and visual-field compatibility [37]. Their exper-
iments showed that operating performance is strongly affected by visual-field
compatibility but not by control-display compatibility.

4.4 Automation and Mental Workload

Considering human information processing when designing a system in line with
the user’s needs and abilities (i.e. increasing intuitiveness) is one option for
decreasing the demands imposed on the operator. An alternative approach is
to eliminate certain information processing demands in the first place. This is
the approach of automation. Different automation solutions can be classified by
considering what fraction of the human’s responsibilities are handed over to the
system [38]. Where the human operator is concerned, automation is intended
to reduce mental workload by freeing up some of the limited cognitive resources
[39]. By reducing the task demands, automation reduces the effect of the skill gap
between experts and novices, relieving the novice from deliberative processing
similar to an expert [40]. However, the effect of automation on mental workload
is not solely positive. When automated systems are designed without consider-
ing the user, those functions that are well understood are automated while less
understood and therefore potentially more difficult tasks are left to the human
operator [41]. Common residual tasks for the human are monitoring the system
and taking over in the event of system errors which are tasks that humans are
not particularly effective at performing. If the user is not involved in control-
ling the system, both his/her skill and situation awareness will decline. In this
case, the user may experience mental underload or mental overload due to unex-
pected increases in processing demands [42]. To prevent this, human-centered
automation should always keep the human operator in the loop [43].
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5 Framework for the Design of Human-Centered HMIs
for Teleoperated Cranes

Having established the necessary definitions and the conceptual foundation, we
can draw conclusions regarding human-centered HMI design for crane teleopera-
tion. To increase intuitiveness compared to the present machine-centered HMI, a
human-centered HMI should support the formation of appropriate mental mod-
els, assure compatibility and use potentials of system automation, without taking
the operator out of the control loop.

5.1 Support Appropriate Mental Model: Task/Action Mappings

The user’s mental model is essentially formed by the system and the task that
has to be completed. The main task when operating a crane is moving a load
from a starting point to its destination. Hence, any human-centered HMI should
provide a direct match with the human’s goal of moving the load. This is not the
case for the machine-centered HMI as the exact movements of the crane segments
themselves are not part of the task specification. One could argue, that in the
case of the machine-centered HMI, the main input for the formation of the user’s
mental model is not the load movement but the crane’s DOFs instead.

In the vast majority of cases, the operator is not (and should not be) required
to consider and control the movements of the separate crane segments in order to
reach his/her primary goal (i.e. moving the load). Therefore, there is no need for
an accurate mental representation of the system’s DOFs. Furthermore, problem
solving and consequently knowledge-based behavior do not play a crucial role
in crane control. For those two reasons, we conclude that an elaborate mental
model is not required for the vast majority of crane operators and applications.
In contrast, since cranes are used for one particular task only that is repetitively
performed with low variation, it is reasonable to choose an HMI concept that
facilitates simple task/action mappings to benefit rule- and skill-based behavior.

Therefore, a human-centered crane HMI should provide direct task/action
mappings by design, instead of contributing to more elaborate mental models.
Consequently, a human-centered HMI should allow the operator to directly con-
trol the movements of the crane’s boom tip and thereby the load.

5.2 Assuring Compatibility

When using the machine-centered HMI, the mapping between the user inputs
and the load’s movements does not correspond to any action-effect mapping
that is learned outside the application of cranes. Thus, the knowledge required
to establish task/action mappings for this HMI can be classified as expertise
knowledge for tools in the continuum of knowledge. In contrast, the task/action
mappings for a human-centered HMI should follow the principles of interface
compatibility which are located at the sensorimotor level. This means that a
certain control input in one direction results in a load movement in a fixed
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dimension in order to enable set-level compatibility with the load’s movement.
Set-level compatibility is not present when applying the machine-centered HMI.
Not only do none of the common input device options such as push buttons,
linear levers or joysticks provide spatial compatibility with the movement axes of
the crane segments, the fact that the orientation of these axes changes depending
on the orientation of the other crane segments makes set-level compatibility
impossible for fixed crane controls. Only the presence of set-level compatibility
creates the potential of element-level compatibility and the associated processing
speed benefits due to correspondence between the automatic and the intentional
processing route. Element-level compatibility is present, if, for example, a control
input always results in a load movement parallel to the input direction, regardless
of the operator’s orientation.

There are some additional factors that should be considered when analyzing
the compatibility of an interface. First, RE compatibility only holds when the
load movement is in fact the intended effect of the operator’s action [34]. Second,
compatibility effects depend on visual-field compatibility rather than control-
display compatibility. Thus, only when the operator’s visual field is aligned with
the input device’s reference system, will he/she benefit from the full potential of
compatibility effects.

To summarize, a human-centered HMI should allow the operator to form
compatible task/action mappings based on compatible user inputs and system
outputs. As simple spatial compatibility relations are learned independent of
cultural background, the required knowledge is located at the sensorimotor level
in the continuum of knowledge. What is more, this knowledge is applied uncon-
sciously as highlighted by the dual process model of response selection that
explains compatibility effects by via parallel automatic processing route. There-
fore, the requirements for facilitating intuitive interactions for a large and hetero-
geneous group of users are met independent of their prior experience with con-
trolling cranes. The application of compatible task/action mappings that have
already been internalized can enable the operator to interact with the crane on
a rule-based level even when using it for the first time.

Moreover, these compatible task rules can be expected to be particularly
stable because they are constantly encoded and retrieved independent of crane
usage. Consequently, they are likely to improve operator performance in rule-
and skill-based behavior. In contrast, the task/action mappings for the machine-
centered HMI have to be consciously learned by any operator without substantial
experience with the respective crane system locating them at the expertise level
on the continuum of knowledge. Importantly, even for experienced users, com-
patible task/action mappings can be expected to be more stable which would
benefit operating performance in demanding situations. Taking everything into
account, since a human-centered HMI based on compatible task-action mappings
should facilitate intuitive interactions at a more basic level of prior knowledge
thus enabling the operator to focus on accomplishing the task rather than fig-
uring out the interface, its application is expected to improve human-machine
interaction significantly compared to the machine-centered HMI.
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5.3 Using Effects of Automation

The interaction between the operator and the crane can also be improved by
equipping the crane in such a way that information processing demands on the
operator’s side are eliminated. If the user specifies his/her task goal (i.e. the
destination of the load), the crane’s control unit could take over all necessary
operations in order to move the load to the desired point. In this case, the oper-
ator would not need to specify any crane movements at all. Thus, it would be
a more automated interaction concept that allocates more responsibility to the
machine since the operator is not required to constantly specify the load’s move-
ment. It might be expected that the such an HMI concept would provide an
additional reduction in the operator’s mental workload, however, the literature
review also shows that the effect of automation on mental workload is more com-
plex. When the automation shifts the responsibilities of the operator from active
controlling to passive monitoring and failure detection, operating performance
has been shown to degenerate. This can be caused by either mental underload or
mental overload in cases of unexpected system behavior. However, when applied
with care, automation can be another tool for supporting the operator in achiev-
ing his/her primary goal.

5.4 Resulting Framework

In summary, we propose three main tools for implementing intuitive crane HMIs
with the goal of enhanced intuitiveness:

1. Support an appropriate mental model, i.e. task/action mapping.
2. Ensure compatibility, i.e. set-level & element-level (considering stimulus-

response, response-effect and visual-field) compatibility to support the for-
mation of compatible task/action mappings.

3. Increase the level of automation.

These tools form the methodological toolbox for developing human-centered
crane HMIs for teleoperation. Figure 3 shows a summary of our methodologi-
cal framework and also includes the expected results if the method is applied
properly. Mainly, we expect increased intuitiveness, which in turn should result
in a reduction of the operator’s mental workload. Furthermore, as increased
intuitiveness is an indicator for less demanding human-machine interaction, we
expect other performance indicators to improve, as well. This includes efficiency,
effectiveness and satisfaction, all three of which are subsumed under usability.

To conclude this section, we have established the necessary framework of
human-centered design and interaction. It can form the methodological basis for
developing innovative crane HMIs as it allows the evaluation of different crane
HMIs in respect of their contribution to an intuitive human-machine interaction
prior to their implementation. Consequently, we consider the presented frame-
work an important guideline for future developments of crane HMIs.
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Fig. 3. Methodological framework for the development of human-centered crane HMIs
for teleoperation: tools and known effects (top) and expected results (bottom).

6 Proposed Human-Centered HMI for Teleoperated
Cranes

In this section, we propose two newly developed human-centered HMIs and com-
pare them to the traditional machine-centered HMI using the established frame-
work.

(a) Direction-oriented HMI. (b) Target-oriented HMI.

Fig. 4. Proposed concepts for remote control of teleoperated cranes.

6.1 Direction-Orientated HMI

Principle. Based on the principle of combining boom tip control and improved
HMI design, a solution that combines an HMI that enables the operator to
directly control the load’s movement from his/her perspective without consider-
ing the crane’s DOFs, with the prerequisites for teleoperation (due to its numer-
ous advantages) and also the absence of costly infrastructure has been developed
[44]. As part of the project, inverse kinematics have been specified that enable
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the crane to transform the user’s input into the required joint velocities for the
crane’s actuators [45]. Hence, the movements of the individual crane segments
that are needed to accomplish the specified load movement are calculated by the
crane system and do not have to be considered by the operator. Additionally,
the user’s orientation (i.e. the relative rotation to the crane coordiante system)
is captured by using the inertial sensor technology of a microelectromechani-
cal system (MEMS) in the input device. This enables the crane’s control unit
to adjust the load movements according to the operator’s orientation. Using a
joystick controller, one joystick controls the load’s movement in the horizon-
tal plane, and a second joystick with one input axis controls the load’s vertical
movement. As shown in Fig. 4a the load’s movement (dashed black line at the
hook) is, therefore, always parallel to the tilting direction of the joystick (dashed
black line at the user’s position).

Consequently, the user can control the load based on his/her own reference
system without considering crane related factors. We expect this system to sim-
plify crane control considerably, especially when the user’s coordinate system
and the crane’s coordinate system are not aligned because of the user’s orienta-
tion (as can be seen in Fig. 4a). As the user specifies the desired direction of the
load’s movement from his/her own perspective via the input device, this concept
is termed a direction-oriented HMI.

Discussion with Regard to Framework. Given that the task of the operator-
crane system is to position the load, the concept of the direction-oriented HMI
provides a direct match with the human’s goal. Furthermore, the direction-
oriented HMI allows the operator to form task/action mappings based on com-
patible user inputs and system outputs.

As the joystick controller directly controls the load’s movement, this HMI
provides set-level compatibility with the movement of the load. Element-level
compatibility for the vertical control is easily achieved by mapping load lifting
to pushing the joystick forward and load lowering to pulling the joystick back-
ward, using existing population stereotypes [46]. The compatibility of horizontal
load movements depends on the position of the operator relative to the load, also
ensuring element-level compatibility. To be more precise, element-level compati-
bility is present in the sense of both SR and RE compatibility. When the target
location as the task defining stimulus is on the left side of the load, the operator
is required to respond by pushing the joystick to the left making the interface
SR compatible. Similarly, pushing the joystick to the left causes the load as the
distal effector to move to the left making the interface RE compatible.

RE compatibility, as elaborated above, only holds if the load movement is in
fact the intended effect of the operator’s action. However, since the operator’s
task is to position the load, it is very reasonable to assume that RE compatibil-
ity is achieved. Concerning visual-field compatibility, processing benefits can be
restricted as the load movement is adjusted based on the orientation of the input
device and not of the operator’s head. That said, since in most cases the operator
is able to turn himself and the controller towards the load aligning his/her visual
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field with the input device’s reference system, visual-field compatibility should
be achieved in most situations.

In summary, the direction-oriented HMI is in line with the elaborated frame-
work. Hence, its application is expected to cause a reduction in the operator’s
mental workload in comparison to the traditional machine-centered HMI.

6.2 Target-Oriented HMI

Principle. In a further attempt to facilitate intuitive interactions between the
operator and the crane, a second HMI is implemented that allows the user to
specify the desired target location of the load with a pointing device, such as a
laser pointer. We term this concept a target-oriented HMI. Like the direction-
oriented HMI, the target-oriented HMI enables the operator to control the load
directly without considering the movement of the separate crane segments. The
implementation of vertical control is equivalent to the direction-oriented HMI
with one joystick, with its one input axis controlling load lifting and load lower-
ing. The difference between the two concepts is the horizontal control of the load.
Using the target-oriented HMI, the operator specifies the desired target location
of the load by pointing with a laser pointer (see Fig. 4b) at the respective loca-
tion on the ground and saving the input with a press on the confirmation button.
While the forward feed lever is tilted, the crane automatically moves the load
horizontally towards the specified location until the load is positioned exactly
above it. Accordingly, the operator is not required to constantly specify the
direction of the load’s movement, but he/she can rely on the crane system to
move the load directly towards the target location. While doing so, he/she has to
monitor the horizontal load movement and control the load’s vertical position.

Like the direction-oriented HMI, this solution is compatible with teleoper-
ation and does not ask the user to consider the crane’s DOFs. However, it is
a more automated interaction concept and allocates more responsibility to the
machine.

Discussion with Regard to Framework. The target-oriented HMI mirrors
the direction-oriented HMI in that the core principle is controlling the load
and not controlling the crane. Thus, it has the same task-centered and thereby
human-centered system image. In addition, the task/action mapping for verti-
cal control is equivalent and based on a compatible mapping between joystick
and load movement. Consequently, set-level & element-level compatibility are
present. In contrast, the horizontal control is not based on a strictly compatible
mapping between joystick and load. It is divided into the two phases of target
specification (TS phase) and actual load movement (LM phase). The interface
in the form of a laser pointer in the target specification phase is inherently com-
patible since the laser point directly follows the movements of the laser pointer.
Using a pointing device such as a laser pointer can, therefore, be classified as
sensorimotor knowledge on the continuum of knowledge.

However, the load movement phase will account for the majority of time spent
on a task in most cases. As the operator does not explicitly specify the horizontal
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load movement in this phase, there is also no compatibility between user input
and system output. This emphasizes that the human-machine interaction in this
phase is mainly determined by the degree of system automation and not by
interface compatibility. Applying the terminology of the levels of automation for
real-time control systems [38], the machine-centered HMI is a standard example
of manual control. The direction-oriented HMI can be classified as action support
since the crane system helps the operator to implement the load movements by
controlling the separate crane segments. Consequently, the vertical control of the
target-oriented HMI is also located at the action support level. In contrast, the
horizontal control of the target-oriented HMI is an example of batch processing.
The user’s task is to generate and select the desired location, but the machine is
solely responsible for implementing the movement to reach it. Thus, the target-
oriented HMI has a higher level of automation compared to the direction-oriented
HMI. This highlights that the horizontal control of the target-oriented HMI does
not simplify the human-machine interaction by facilitating intuitive interactions
but by transferring additional processing demands from the operator to the crane
system.

As one of the main goals of increasing system automation is to reduce the
user’s mental workload, it might be expected that the target-oriented HMI pro-
vides an additional reduction of the operator’s mental workload compared to
the direction-oriented HMI. However, when the automation shifts the responsi-
bilities of the operator from active controlling to passive monitoring and failure
detection, operating performance has been shown to degenerate. Transferring
these insights to the application of the target-oriented HMI, it is difficult to
anticipate whether operators will feel relieved due to the additional automation
and reduced processing demands or will feel under more load because they are
out-of-the-loop. Since the direction-oriented and the target-oriented HMI influ-
ence the operator’s mental workload in different ways, more insight is required
to reliably answer the question of which of the two provides a greater reduction
in the operator’s mental workload. When contrasting the target-oriented HMI to
the standard machine-centered HMI, the comparison becomes less ambiguous.
Based on its human-centered system image of controlling the load as well as the
compatible vertical control and the increase in system automation for horizontal
control, in line with our framework, the target-oriented HMI is expected to cause
a reduction in the operator’s mental workload compared to the machine-centered
HMI.

6.3 Comparison

Table 1 shows a comparison between the two human-centered HMIs and the
machine-centered HMI with regard to the established framework. It illustrates
the superiority of the human-centered HMIs over the traditional HMI in all
framework categories.

In a video simulation based online survey with 149 participants, results
demonstrated improved operation efficiency, and reduced error frequency and
learning time as well as increased input certainty and satisfaction in comparison
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Table 1. Comparison of direction-oriented and target-oriented HMI with traditional
machine-centered HMI

HMI App. mental model Assure compatibility (SR & RE) Automation Result (exp.)

Task/action mapping Set-level Element-level Visual-field increased Mental Workl.

Direction-oriented � � � � ⇑ (see a) ⇓
Target-oriented* � � (TS, z) � (TS, z) � (TS, z) ⇑ ⇑ (see b) ⇓
Machine-centered × × × × × (see c) reference

* TS: target specification phase; LM: load movement phase; x/y/z: movement in corresp. direction during LM
a action support b batch processing (x, y) & action support (z) c manual control (reference)

to the traditional machine-centered HMI [44]. These results were further sup-
ported in a usability study with a loader crane in which participants made fewer
control errors when using a direction-oriented HMI [47]. Since the target-oriented
HMI is still under development, there is currently no data available regarding
its performance. However, the expected causal relationship between our frame-
work’s tools and mental workload as well as the stated empirical evidence lead
us to suspect that both human-centered HMIs lead to a considerable reduction
in the operator’s mental workload.

7 Conclusion and Outlook

Our research aims to develop solutions for remote crane control that are based
on a human-centered design perspective in order to increase intuitiveness. To do
so, we analyzed which psychological constructs can be assumed to differentiate
the effects of the HMIs on the operator’s mental workload. Then we established
a suitable framework as guidance for comparing the machine-centered and new
human-centered HMIs with regard to intuitiveness, mental models, compatibility
and the effect of automation on mental workload. For the first time, the frame-
work allows the comparison of different remote crane HMIs based on method-
ological principles prior to implementation. The presented framework, therefore,
forms an important guideline for future developments of crane HMIs.

Subsequent to establishing the framework, we presented two human-centered
HMIs for remote control of teleoperated cranes. Comparing the two new HMIs
to the traditional machine-centered HMI, using the established framework, leads
us to suspect that both HMIs improve remote crane control significantly. The
interaction between operator and crane is no longer defined by the functional
principle of the machine but by the human’s intention in using the system. As
the user directly controls the load, his/her actual task of positioning the load
is matched closely by the design of the new HMIs. The HMI analysis showed
that the user inputs and system responses of the direction-oriented HMI follow
the principles of compatibility. This allows operators to form task/action map-
pings for controlling the crane that are not based on expert knowledge of crane
operations but on basic sensorimotor knowledge that is possessed by all people.
Consequently, the direction-oriented HMI’s potential for facilitating intuitive
human-machine interactions for a large and heterogenous group of crane opera-
tors was identified. These advantages become particularly obvious in comparison
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to the original machine-centered HMI, which lacks interface compatibility. For
the target-oriented HMI, it was determined that the HMI facilitates intuitive
interactions for part of the operator-crane interaction via compatible task/action
mappings while removing other interaction responsibilities from the operator by
increasing the level of automation. Both the facilitation of intuitive interactions
and the increase in automation are expected to reduce the operator’s workload.

Hence, we believe firstly that our framework helps in evaluating HMI con-
cepts at an early stage of development. Secondly, based on the framework, we
conclude that the proposed human-centered HMIs can be expected to be supe-
rior to the existing machine-centered HMI from the operator’s point of view, in
particular by reducing the operator’s mental workload. An empirical assessment
of this reduction would provide strong evidence for a more intuitive interaction
of the operator with the crane. While this paper establishes the foundation for
the suspected effect and deduces a corresponding framework, the empirical eval-
uation based on a VR study—including measuring the operator’s workload using
pupil dilatation—will be presented in a subsequent paper.
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