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Abstract. The increasing deployment of end-to-end encrypted commu-
nications services has ignited a debate between technology firms and
law enforcement agencies over the need for lawful access to encrypted
communications. Unfortunately, existing solutions to this problem suffer
from serious technical risks, such as the possibility of operator abuse and
theft of escrow key material. In this work we investigate the problem of
constructing law enforcement access systems that mitigate the possibility
of unauthorized surveillance. We first define a set of desirable properties
for an abuse-resistant law enforcement access system (ARLEAS), and
motivate each of these properties. We then formalize these definitions
in the Universal Composability (UC) framework, and present two main
constructions that realize this definition. The first construction enables
prospective access, allowing surveillance only if encryption occurs after a
warrant has been issued and activated. The second, more powerful con-
struction, allows retrospective access to communications that occurred
prior to a warrant’s issuance. To illustrate the technical challenge of con-
structing the latter type of protocol, we conclude by investigating the
minimal assumptions required to realize these systems.

1 Introduction

Communication systems are increasingly deploying end-to-end (E2E) encryption
as a means to secure physical device storage and communications traffic. E2E
encryption systems differ from traditional link encryption mechanisms in that
keys are not available to service providers, but are instead held by endpoints:
typically end-user devices such as phones or computers. This approach ensures
that plaintext data cannot be accessed by providers and manufacturers, or by
attackers who may compromise their systems. Widely-deployed examples include
messaging protocols [6,73,78], telephony [4], and device encryption [5,43], with
some systems deployed to billions of users.

The adoption of E2E encryption in commercial services has provoked a back-
lash from the law enforcement and national security communities around the
world, based on concerns that encryption will hamper agencies’ investigative
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and surveillance capabilities [10,36,77]. The U.S. Federal Bureau of Investiga-
tion has mounted a high-profile policy campaign called “Going Dark” around
these issues [34], and similar public outreach has been conducted by agencies
in other countries [55]. These campaigns have resulted in legislative propos-
als in the United States [46,66,71] that seek to discourage the deployment of
“warrant-proof” end-to-end encryption, as well as adopted legislation in Aus-
tralia that requires providers to guarantee access to plaintext in commercial
communication systems [76].

The various legislative proposals surrounding encryption have ignited
a debate between technologists and policymakers. Technical experts have
expressed concerns that these proposals, if implemented, will undermine the
security offered by encryption systems [1,61,74], either by requiring unsafe
changes or prohibiting the use of E2E encryption altogether. Law enforcement
officials have, in turn, exhorted researchers to develop new solutions that resolve
these challenges [10]. However, even the basic technical requirements of such a
system remain unspecified, complicating both the technical and policy debates.

Existing Proposals for Law Enforcement Access. A number of recent
and historical technical proposals have been advanced to resolve the technical
questions raised by the encryption policy debate [13,14,30,55,68,75,79]. With
some exceptions, the bulk of these proposals are variations on the classical key
escrow [31] paradigm. In key escrow systems, one or more trusted authorities
retain key material that can be used to decrypt targeted communications or
devices.

Technologists and policymakers have criticized key escrow systems [1,33,62],
citing concerns that, without additional protection measures, these systems could
be abused to covertly conduct mass surveillance of citizens. Such abuses could
result from a misbehaving operator or a compromised escrow keystore. Two
recent policy working group reports [33,62] provide evidence that, at least for
the case of communications services, these concerns are shared by members of
the policy and national security communities.1 Reflecting this consensus, recent
high-profile technical proposals have limited their consideration only to the spe-
cial case of device encryption, where physical countermeasures (e.g., physical
possession of a device, tamper-resistant hardware) can mitigate the risk of mass
surveillance [14,68]. Unfortunately, expanding the same countermeasures to mes-
saging or telephony software seems challenging.

Abuse of Surveillance Mechanisms. Escrow-based access proposals suffer
from three primary security limitations. First, key escrow systems require the
storage of valuable key material that can decrypt most communications in the
system. This material must be accessible to satisfy law enforcement request, but
must simultaneously be defended against sophisticated, nation-state supported

1 The Carnegie Institution report [33] concludes that “In the case of data in motion,
for example, our group could identify no approach to increasing law enforcement
access that seemed reasonably promising to adequately balance all of the various
concerns”.
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attackers. Second, in the event that key material is surreptitiously exfiltrated
from a keystore, it may be difficult or impossible to detect its subsequent mis-
use. This is because escrow systems designed to allow lawful access to encrypted
data typically store decryption keys, which can be misused without producing
any detectable artifact.2 Finally, these access systems require a human operator
to interface between the digital escrow technology and the non-digital legal sys-
tem, which raises the possibility of misbehavior by operators. These limitations
must be addressed before any law enforcement access system can be realisti-
cally considered, as they are not merely theoretical: wiretapping and surveillance
systems have proven to be targets for both nation-state attacks and operator
abuse [19,44,60].

Overcoming these challenges is further complicated by law enforcement’s
desire to access data that was encrypted before an investigation is initiated.
For example, several recent investigations requested the unlocking of suspects’
phones or message traffic in the wake of a crime or terrorist attack [56]. Sat-
isfying these requests would require retrospectively changing the nature of the
encryption scheme used: ciphertext must be strongly protected before an inves-
tigation begins, but they must become accessible to law enforcement after an
investigation begins. Satisfying these contradictory requirements is extraordinar-
ily challenging without storing key material that can access all past ciphertexts,
since a ciphertext may be created before it is known if there will be a relevant
investigation in the future.

Law enforcement access systems that do not fail open in the face of lost key
material or malicious operators have been considered in the past, e.g., [13,16,79].
Bellare and Rivest [13] proposed a mechanism to build probabilistic law enforce-
ment access, in order to mitigate the risk of mass surveillance. Wright and
Varia [79] proposed cryptographic puzzles as a means to increase the financial
cost of abuse. While these might be theoretically elegant solutions, such tech-
niques have practical limitations that may hinder their adoption: law enforce-
ment is unlikely to tolerate arbitrary barriers or prohibitive costs that might
impede legitimate investigations. Moreover, these proposals do little to enable
detection of key theft or to prevent more subtle forms of misuse.

Towards Abuse Resistant Law Enforcement Access. In this work, we
explore if it is technically possible to limit abuse while giving law enforcement the
capabilities they are truly seeking: quickly decrypting relevant ciphertexts during
legally compliant investigations. To do this, we provide a new cryptographic
definition for an abuse resistant law enforcement access system. This definition
focuses on abuse resistance by weaving accountability features throughout the
access process. More concretely, our goal is to construct systems that realize the
following three main features:

2 This contrasts with the theft of e.g., digital certificates or signing keys, where abuse
may produce artifacts such as fraudulent certificates [64] or malware artifacts that
can be detected through Internet-wide surveillance.
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– Global Surveillance Policies. To prohibit abuse by authorized parties,
access systems must enforce specific and fine-grained global policies that
restrict the types of surveillance that may take place. These policies could,
for example, encompass limitations on the number of messages decrypted, the
total number of targets, and the types of data accessed. They can be agreed
upon in advance and made publicly available. This approach ensures that
global limits can be developed that meet law enforcement needs, while also
protecting the population against unlimited surveillance.

– Detection of Abuse. We require that any unauthorized use of escrow key
material can be detected, either by the public or by authorized auditing par-
ties. Achieving this goal ensures that even fully-adversarial use of escrow key
material (e.g., following an undetected key exfiltration) can be detected, and
the system’s security can be renewed through rekeying.

– Operability. At the same time, escrow systems must remain operable, in
the sense that honest law enforcement parties should be able to access mes-
sages sent through a compliant system. We aim to guarantee this feature by
ensuring that it is easy to verify that a message has been correctly prepared.

We stress that the notion of abuse-resistance is different from impossible to abuse.
Under our definitions abuse may still happen, but the features described above
will allow the abuse to be quickly identified and system security renewed. The
most critical aspect of our work is that we seek to enforce these features through
the use of cryptography, rather than relying on correct implementation of key
escrow hardware or software, or proper behavior by authorities.

Prospective vs. Retrospective Surveillance. We will divide the access systems we
discuss into two separate categories: prospective and retrospective. When using a
prospective system, law enforcement may only access information encrypted sent
or received from suspects after those suspects have been explicitly selected as
targets for surveillance: this is analogous to “placing an alligator clip on a wire”
in an analog wiretap. A retrospective access system, as described above, allows
investigators to decrypt past communications, even those from suspects who were
not the target of surveillance when encryption took place. Retrospective access
clearly offers legitimate investigators more capabilities, but may also present a
greater risk of abuse. Indeed, achieving accountable access in the challenging
setting of retrospective key escrow, where encryption may take place prior to
any use of escrow decryption keys, is one of the most technically challenging
aspects of this work.

Our Contributions. More concretely, in this work we make the following con-
tributions.

– Formalizing security notions for abuse resistant law enforcement
access systems. We first provide a high-level discussion of the properties
required to prevent abuse in a key escrow system, with a primary focus on
the general data-in-motion setting: i.e., we do not assume that targets pos-
sess trusted hardware. Based on this discussion, we formalize the roles and
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protocol interface of an Abuse-Resistant Law Enforcement Access System
(ARLEAS): a message transmission framework that possesses law enforce-
ment access capability with strong accountability guarantees. Finally, we
provide an ideal functionality FARLEAS in Canetti’s Universal Composability
framework [21].

– A prospective ARLEAS construction from non-interactive secure
computation. We show how to realize ARLEAS that is restricted to the
case of prospective access: this restricts the use of ARLEAS such that law
enforcement must commit to surveillance parameters before a target commu-
nication occurs. Each message contains a message for a non-interactive secure
computation protocol [49] that will release plaintext only if law enforcement
has activated a relevant warrant before encryption. We note that more sim-
ple and efficient constructions are possible if restrictions are put on warrants,
e.g. warrants must list specific receivers; due to space constraints, we discuss
these approaches in the full version of the paper.

– A retrospective ARLEAS construction from proof-of-publication
ledgers and extractable witness encryption. We show how to real-
ize ARLEAS that admits retrospective access, while still maintaining the
auditability and detectability requirements of the system. The novel idea
behind our construction is to use secure proof-of-publication ledgers to con-
dition cryptographic escrow operations. The cryptographic applications of
proof-of-publication ledgers have recently been explored (under slightly dif-
ferent names) in several works [25,45,51,69]. Such ledgers may be realized
using recent advances in consensus networking, a subject that is part of a
significant amount of research.

– Evaluating the difficulty of retrospective systems. Finally, we investi-
gate the minimal assumptions for realizing retrospective access in an account-
able law enforcement access system. As a concrete result, we present a lower-
bound proof that any protocol realizing retrospective ARLEAS implies the
existence of an extractable witness encryption scheme for some language L
which is related to the ledger functionality and policy functions of the system.
While this proof does not imply that all retrospective ARLEAS realizations
require extractable witness encryption for general languages (i.e., it may be
possible to construct languages that have trivial EWE realizations), it serves
as a guidepost to illustrate the barriers that researchers may face in seeking
to build accountable law enforcement access systems.

1.1 Towards Abuse Resistance

In this work we consider the problem of constructing secure message transmission
protocols with abuse resistant law enforcement access, which can be seen as an
extension of secure message transmission as formalized in the UC framework
by Canetti [21,22]. Before discussing our technical contributions, we present
the parties that interact with such a system and discuss several of the security
properties we require.
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The ARLEAS Setting. An ARLEAS system is comprised of three types of
parties:

1. Users: Users employ a secure message transmission protocol to exchange
messages with other users. From the perspective of these users, this system
acts like a normal messaging service, with the additional ability to view public
audit log information about the use of warrants on information sent through
the system.

2. Law Enforcement: Law enforcement parties are responsible for initiating
surveillance and accessing encrypted messages. This involves determining the
scope of a surveillance request, obtaining a digital warrant, publishing trans-
parency information, and then accessing the resulting data.

3. Judiciary: The final class of parties act as a check on law enforcement, deter-
mining whether a surveillance request meets the necessary legal requirements.
In our system, any surveillance request must be approved by a judge before it
is activated on the system. In our model we assume a single judge per system,
though in practice this functionality can be distributed.

At setup time an ARLEAS system is parameterized by three functions, which
we refer to as the global policy function, p(·), the warrant transparency function,
t(·), and the warrant scope check function, θ(·).3 The purpose of these functions
will become clear as we discuss operation and desired properties below. Finally,
our proposals assume the existence of a verifiable, public broadcast channel, such
as an append-only ledger. While this ledger may be operated by a centralized
party, in practice we expect that such systems would be highly-distributed, e.g.
using blockchain or consensus network techniques.

ARLEAS Operation. To initiate a surveillance request, law enforcement must
first identify a specific class of messages (e.g. by metadata or sender/receiver);
it then requests a surveillance warrant w from a judge. The judge reviews the
request and authorizes or rejects the request. If the judge produces an authorized
warrant, law enforcement must take a final step to activate the warrant in order
to initiate surveillance. This activation process is a novel element of an abuse
resistant access scheme, and it is what allows for the detection of misbehavior. To
enforce this, we require that activation of a warrant w results in the publication of
some information that is viewable by all parties in the system. This information
consists of two parts: (1) a proof that the warrant is permissible in accordance
with the global policy function, i.e. p(w) = 1, and (2) some transparency data
associated with the warrant. The amount and nature of the transparency data
to be published is determined by the warrant transparency function t(w). Once
the warrant has been activated, and the relevant information has been made
public, law enforcement will be able to access any message that is within the
scope of the warrant, as defined by the warrant scope check function θ(w).

3 We later introduce a fourth parameterizing function, but omit it here for the clarity
of exposition.



Abuse Resistant Law Enforcement Access Systems 559

1.2 Technical Overview

We now present an overview of the key technical contributions of this work. We
will consider this in the context of secure message transmission systems, which
can be generalized to the setting of encrypted storage. Our overview will begin
with intuition for building prospective ARLEAS, and then we will proceed to
retrospective ARLEAS.

Accountability From Ledgers. For an ARLEAS the most difficult proper-
ties to satisfy are accountability and detectability. Existing solutions attempt
to achieve this property by combining auditors and key escrow custodians; in
order to retrieve key material that facilitates decryption, law enforcement must
engage with an auditor. This solution, however, does not account for dishonest
authorities, and is therefore vulnerable to covert key exfiltration and collusion.
In our construction, we turn to public ledgers—a primitive that can be realized
using highly-decentralized and auditable systems—as a way to reduce these trust
assumptions.

Ledgers have the property that any party can access their content. Impor-
tantly, they also have the property that any parties can be convinced that other
parties have access to these contents. Thus, if auditing information is posted
on a ledger, all parties are convinced that that information is truly public. We
note that using ledgers in this way is fundamentally different from prior work
addressing encrypted communications; our ledger is a public functionality that
does not need to have any escrow secrets. As such, if it is corrupted, there is no
private state that can be exploited by an attacker.

Warm up: Prospective ARLEAS. To build to our main construction, we
first consider the simpler problem of constructing a prospective access system,
one that is capable of accessing messages that are sent subsequent to a warrant
being activated.

A key aspect of this construction is that we consider a relatively flexible
setting where parties have network access, and can receive periodic communica-
tions from escrow system operators prior to transmitting messages. We employ
a public ledger for transmission of these messages, which provides an immutable
record as well as a consistent view of these communications. The goal in our app-
roach is to ensure that escrow updates embed information about the specifics of
surveillance warrants that are active, while ensuring that even corrupted escrow
parties cannot abuse the system.

Prospective ARLEAS for Arbitrary Predicates. The core intuition of
our approach is to construct a “dual-trapdoor” public-key encryption system
that senders can use to encrypt messages to specific parties. This scheme is
designed with two ciphertexts c1 and c2, such that c1 can be decrypted by the
intended recipient using a normal secret key, while c2 can be decrypted by law
enforcement only if the recipient is under active surveillance, i.e. law enforcement
has a warrant w that applies to the message and has posted any necessary
transparency information. A feature of this scheme is that for all recipients not
the target of surveillance, c2 should leak no information about the plaintext to
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law enforcement. In this work, we use non-interactive secure computation (NISC)
[49], a reusable, non-interactive version of two-party computation to “encrypt”
the ciphertext c2. NISC for an arbitrary function f allows a receiver to post an
encryption of some secret x1 such that all players can reveal f(x1, x2) to the
receiver with only one message, without revealing anything about x2 beyond the
output of the function.

In prospective surveillance, law enforcement must activate their warrant
before it can be used to decrypt traffic. When activating a warrant, law enforce-
ment computes the transparency information for their warrant info ← t(w) along
with the first message of the NISC scheme, embedding the warrant, and posts
these onto the ledger. Whenever a sender sends a message m, they retrieve law
enforcement’s latest post, generate c1 as using a normal public key encryption
scheme and then generate c2 which, using the NISC scheme, allows law enforce-
ment to compute f(w, (m,meta)) = m∧ θ(meta, w), where θ(·, ·) evaluates if the
warrant applies to this particular message (we will discuss θ(·, ·) in more detail
in Sect. 3). Notice that if θ(meta, w) = 0, then the output of the NISC eval-
uation is uncorrelated with the message. However, if θ(meta, w) = 1, meaning
law enforcement has been issued a valid warrant, then the message is recovered.
We note that it is possible to construct a more concretely efficient scheme that
uses lossy encryption instead of NISC, as long as warrants specify the identity
of users; we discuss this construction in the full version of the paper.

From Prospective to Retrospective. The major limitation of the ARLEAS
construction above is that it is fundamentally restricted to the case of prospec-
tive access. Abuse resistance derives from the fact that “activation” of a warrant
results in a distribution of fresh encryption parameters to users, and each of these
updates renders only a subset of communications accessible to law enforcement.
A second drawback of the prospective protocol is that it requires routine com-
munication between escrow authorities and the users of the system, which may
not be possible in all settings.

Updating these ideas to provide retrospective access provides a stark illustra-
tion of the challenges that occur in this setting. In the retrospective setting, the
space of targeted communications is unrestricted at the time that encryption
takes place. By the time this information is known, both sender and recipient
may have completed their interaction and gone offline. Using some traditional,
key based solution to this problem implies the existence of powerful master
decryption keys that can access every ciphertext sent by users of the system.
Unfortunately, granting such power to any party (or set of parties) in our system
is untenable; if this key material is compromised, any message can be decrypted
without leaving a detectable artifact. The technical challenge in the retrospective
setting is to find an alternative means to enable decryption, such that decryption
is only possible on the conditions that (1) a relevant warrant has been issued
that is compliant with the global policy function, (2) a detectable artifact has
been made public. This mechanism must remain secure even when encryption
occurs significantly before the warrant is contemplated.
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Ledgers as a Cryptographic Primitive. A number of recent works [24,25,45,51,
69] have proposed to use public ledgers as a means to condition cryptographic
operations on published events. This paradigm was initially used by Choud-
huri et al. [25] to achieve fairness in MPC computations, while independently a
variant was proposed by Goyal and Goyal [45] to construct one-time programs
without the need for trusted hardware. Conceptually, these functionalities all
allow decryption or program execution to occur only after certain information
has been made public. This model assumes the existence of a secure global ledger
L that is capable of producing a publicly-verifiable proof π that a value has been
made public on the ledger. In principle, this ledger represents an alternative form
of “trusted party” that participates in the system. However, unlike the trusted
parties proposed in past escrow proposals [30], ledgers do not store any decryp-
tion secrets. Moreover, recent advances in consensus protocols, and particularly
the deployment of proof-of-work and proof-of-stake cryptocurrency systems. e.g.,
[17,28,40,52], provide evidence that these ledgers can be operated safely at large
scale.

Following the approach outlined by Choudhuri et al. [25], we make use of the
ledger to conditionally encrypt messages such that decryption is only possible
following the verifiable publication of the transparency function evaluated over
a warrant on the global ledger. For some forms of general purpose ledgers that
we seek to use in our system, this can be accomplished using extractable witness
encryption (EWE) [18].4 EWE schemes allow a sender to encrypt under a state-
ment such that decryption is possible only if the decryptor knows of a witness
ω that proves that the statement is in some language L, where L parameterizes
the scheme. While candidate schemes for witness encryption are known for spe-
cific languages (e.g. hash proof systems [26,39]), EWE for general languages is
unlikely to exist [38].

Building Retrospective ARLEAS from EWE. Our retrospective ARLEAS con-
struction assumes the existence of a global ledger that produces verification
proofs π that a warrant has been published to a ledger. As mentioned before,
we aim to condition law enforcement access on the issuance of a valid warrant
and the publication of a detectable artifact. In a sense, we want to use this pub-
lished detectable artifact as a key to decrypt relevant ciphertexts. Thus, in this
construction, a sender encrypts each message under a statement with a witness
that shows evidence that these conditions have been met. This language reasons
over (1) the warrant transparency function, (2) a function determining the rele-
vance of the warrant to ciphertext, (3) the global policy function, (4) the judge’s
warrant approval mechanism, and (5) the ledger’s proof of publication function.

On the Requirement of EWE. We justify the use of EWE in our construc-
tion by showing that the existence of a secure protocol realizing retrospective
ARLEAS implies the existence of a secure EWE scheme for a related language
that is deeply linked to the ARLEAS protocol. Intuitively, the witness for this
4 Using the weaker witness encryption primitive may be possible if the ledger produces
unique proofs of publication.
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language should serve as proof that the protocol has been correctly executed; law
enforcement should be able to learn information about a message if and only if
the accountability and detectability mechanisms have been run. For the concrete
instantiation of retrospective ARLEAS, we give in Sect. 6, this would include get-
ting a valid proof of publication from the ledger. If the protocol is realized with a
different accountability mechanism, the witness encryption language will reason
over that functionality. No matter the details of the accountability mechanism,
we note that it should be difficult for law enforcement to locally simulate the
mechanism. If it were computationally feasible, then law enforcement would be
able to circumvent the accountability mechanism with ease.

1.3 Contextualizing ARLEAS In The Encryption Debate

This work is motivated by the active global debate on whether to mandate
law enforcement access to encrypted communication systems via key escrow.
Reduced to its essentials, this debate incorporates two broad sub-questions. First:
can mandatory key escrow be deployed safely? Secondly, if the answer to the first
question is positive: should it be deployed?

We do not seek to address the second question in this work. Many scholars
in the policy and technical communities have made significant efforts in tackling
this issue [1,11,33,62] and we do not believe that the current work can make
a substantial additional contribution. We stress, therefore, that our goal in this
work is not to propose techniques for real-world deployment. Numerous prac-
tical questions and technical optimizations would need to be considered before
ARLEAS could be deployed in practice.

Instead, the purpose of this work is to provide data to help policymakers
address the first question. We have observed a growing consensus among stake-
holders that key escrow systems should provide strong guarantees of informa-
tion security as a precondition for deployment. Some stakeholders in the law-
enforcement and national security communities grant that key escrow systems
should not be deployed unless they can mitigate the risk of mass-surveillance
via system abuse or compromise.5 Unfortunately, there is no agreement on the
definition of safety, and the technical community remains divided on whether
traditional key escrow security measures (such as the use of secure hardware,
threshold cryptography and policy safeguards) will be sufficient. We believe that
the research community can help to provide answer these questions, and a failure
to do so will increase the risk of unsound policy.

Our contribution in this paper is therefore to take a first step towards this
goal. We attempt to formalize a notion of abuse-resilient key escrow, and to
5 For evidence of this consensus, see e.g., the 2018 National Academies of Sciences

Report [62], which provides a framework for discussing such questions. See also a
recent report by the Carnegie Endowment [33] which chooses to focus only on the
problem of escrow for physical devices rather than data in motion, providing the
following explanation: “it is much harder to identify a potential solution to the
problems identified regarding data in motion in a way that achieves a good balance”
(p. 10).



Abuse Resistant Law Enforcement Access Systems 563

determine whether it can be realized using modern cryptographic techniques.
Our work is focused on feasibility. With this perspective in mind, we believe
that our work makes at least three necessary contributions to the current policy
debate:

Surface the notion of cryptographic abuse-resistance. We raise the question of
whether key escrow can be made abuse resistant using modern cryptographic
technologies, and investigate what such a notion would imply. A key aspect
of this discussion is the question of detectability: by making abuse and key
exfiltration publicly detectable, we can test law enforcement’s belief that back-
door secrets can remain secure, and renew security by efficiently re-keying the
system.

Separate the problems of prospective and retrospective surveillance. By emphasiz-
ing the technical distinctions between prospective and retrospective surveil-
lance, we are able to highlight the design space in which it is realistic to discuss
law enforcement access mechanisms. In particular, our technical results in this
work illustrate the cryptographic implausibility of retrospective ARLEAS:
this may indicate that retrospective surveillance systems are innately suscep-
tible to abuse.

Shift focus to public policy. In defining and providing constructions for prospec-
tive and retrospective ARLEAS, we formalize the notion of a global policy
function and a transparency function (see Sect. 3). By making these func-
tions explicit, we hope to highlight the difficult policy issues that must be
solved before deploying any access mechanism. As noted by Feigenbaum
and Weitzner [35], there are limits what cryptography can contribute to this
debate; legal and policy experts must do a better job reducing the gray area
between rules and principles so that technical requirements can be better
specified.

Finally, we note that the existence of a cryptographic construction for ARLEAS
may not be sufficient to satisfy lawn enforcement needs. The mathematics for
cryptographically strong encryption systems is already public and widespread,
and determined criminals may simply implement their own secure messaging
systems [32]. Alternatively, they may use steganography or pre-encrypt their
messages with strong encryption to prevent “real” plaintext from being recovered
by law enforcement while still allowing contacts to read messages [47]. These
practical problems will likely limit the power of any ARLEAS and must be
considered carefully by policy makers before pushing for deployment.

2 Related Work

The past decade has seen the start of academic work investigating the notion
of accountability for government searches. Bates et al. [12] focus specifically
on CALEA wiretaps and ensuring that auditors can ensure law enforcement
compliance with court orders. In the direct aftermath of the Snowden leaks,
Segal et al. [70] explored how governments could accountably execute searches
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without resorting to dragnet surveillance. Liu et al. [57] focus on making the
number of searches more transparent, to allow democratic processes to balance
social welfare and individual privacy. Kroll et al. [53,54] investigate different
accountability mechanisms for key escrow systems, but stop short of addressing
end-to-end encryption systems and the collusion problems we address in this
work. Kamara [50] investigates cryptographic means of restructuring the NSA’s
metadata program. Backes considered anonymous accountable access control [7],
while Goldwasser and Park [42] investigate similar notions with the limitation
that policies themselves may be secret, due to national security concerns. Frankle
et al. [37] make use of ledgers to get accountability for search procedures, but
their solution cannot be extended to the end-to-end encryption setting. Wright
and Varia [79] give a construction that uses cryptographic puzzles to impose a
high cost for law enforcement to decrypt messages. Servan-Schreiber and Wheeler
[72] give a construction for accountability that randomly selects custodians that
law enforcement must access to decrypt a message. Panwar et al. [65] attempt
to integrate the accountability systems closely with ledgers, but do not use the
ledgers to address access to encryption systems. Finally, Scafuro [69] proposes a
closely related concept of “break-glass encryption” and give a construction that
relies on trusted hardware.

3 Definitions

Notation. Let λ be an adjustable security parameter and negl(λ) be a negligible
function in λ. We use ‖ to denote concatenation,

c≈ to denote computational
indistinguishability, and

s≈ to denote statistical indistinguishability. We will write
x ← Algo(·) to say that x is a specific output of running the algorithm Algo on
specific inputs and will write x ∈ Algo(·) to indicate that x is an element in
the output distribution of Algo, when run with honest random coins. We write
AlgoPar to say that the algorithm Algo is parameterized by the algorithm Par.

Defining ARLEAS. We now formally define the notion of an Abuse-Resistant
Law Enforcement Access System (ARLEAS). An ARLEAS is a form of mes-
sage transmission scheme that supports accountable access by law enforcement
officials. To emphasize the core functionality, we base our security definitions
on the UC Secure Message Transmission (FSMT) notion originally introduced
by Canetti [21]. Indeed, our systems can be viewed as an extension of a multi-
message SMT functionality [22], with added escrow capability.

Parties and System Parameters. An ARLEAS is an interactive message trans-
mission protocol run between several parties and network components:

– User Pi: Users are the primary consumer of the end-to-end encrypted ser-
vice or application. These parties, which may be numerous, interact with the
system by sending messages to other users.
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– Judge PJ : The judge is responsible for determining the validity of a search
and issuing search warrants to law enforcement. The judge interacts with the
system by receiving warrant requests and choosing to deny or approve the
request.

– LawEnforcement PLE: Law enforcement is responsible for conducting searches
pursuant to valid warrants authorized by a judge. Law enforcement interacts
with the system by requesting warrants from the judge and collecting the
plaintext messages relevant to their investigations.

A concrete ARLEAS system also assumes the existence of a communication
network that parties can use to transmit encrypted messages to other users. To
support law enforcement access, it must be possible for law enforcement to “tap”
this network and receive encrypted communications between targeted users. For
the purposes of this exposition, we will assume that law enforcement agents have
access to any communications transmitted over the network (i.e., the network
operates as a transparent channel.) In practice, a service provider would handle
the transmissions of ciphertexts. This service provider would also be respon-
sible for storing ciphertext and metadata, and providing this information to
law enforcement. Our simplified model captures the worst case network secu-
rity assumption, where the service provider cooperates with all law enforcement
requests. Service providers would also be responsible for checking that messages
sent by users are compliant with the law enforcement access protocol. We move
this responsibility to the receiver for simplicity. We discuss the role of service
providers in more detail in the full version.

An ARLEAS system is additionally parameterized by four functions, which
are selected during a trusted setup phase:

– t(w): the deterministic transparency function takes as input a warrant w and
outputs specific information about the warrant that can be published to the
general public.

– p(w): the deterministic global policy function takes as input a warrant w and
outputs 1 if this warrant is allowed by the system.

– θ(w,meta): the deterministic warrant scope check takes as input a warrant
w and per-message metadata meta. It outputs 1 if meta is in scope of w for
surveillance.

– v(meta, aux ): The deterministic metadata verification functionality takes as
input metadata associated with some message meta and some auxiliary infor-
mation aux and determines if the metadata is correct. This auxiliary informa-
tion could contain the ciphertext, global timing information, or some authen-
ticated side channel information.

We discuss concrete instantiations of these functions in the full version of the
paper.

ARLEAS Scheme. An ARLEAS scheme comprises a set of six possibly interac-
tive protocols. We provide a complete API specification for these protocols in
later sections:
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– Setup. On input a security parameter, this trusted setup routine generates all
necessary parameters and keys needed to run the full system.

– SendMessage. On input a message m, metadata meta, and a recipient identity,
this protocol sends an encrypted message from one party to another.

– RequestWarrant. On input a description of the warrant request, this procedure
allows law enforcement to produce a valid warrant.

– ActivateWarrant. Given a warrant w, this protocol allows law enforcement and
a judge to confirm and activate a warrant.

– VerifyWarrantStatus. Given a warrant w, this protocol is used to verify that a
warrant is valid and active.

– AccessMessage. In the retrospective case, this protocol is used by law enforce-
ment to open a message.

UC Ideal Functionality. To define the properties of an ARLEAS system, we
present a formal UC ideal functionality FARLEAS in Fig. 1. Recalling that
ARLEAS can be instantiated in one of two modes, supporting only prospec-
tive or retrospective surveillance, we present a single definition that supports a
parameter, mode ∈ {pro, ret}.

Ideal World. For any ideal-world adversary S with auxiliary input z ∈ {0, 1}∗,
input vector x, and security parameter λ, we denote the output of the ideal
world experiment by IdealS,Fv,t,p,θ,mode

ARLEAS
(1λ, x, z).

Real World. The real world protocol starts with the adversary A selecting a sub-
set of the parties to compromise PA ⊂ P, where PA ⊂ {{Pi}, {PLE}, {PLE, PJ}},
where we denote sender with Pi and receiver with Pj . We limit the subsets of
parties that can be compromised to these cases, because any other combination
is trivial to simulate or can be deducted from the other cases. For example, if
both Pi and Pj would be corrupted, there is nothing stopping them from not
using the system. Moreover, we also don’t consider the case where PJ is the only
corrupted party, this case is a more specific then when both PLE and PJ are
corrupted and PJ on its own doesn’t have any additional information to achieve
anything different. All parties engage in a real protocol execution Π, the adver-
sary A sends all messages on behalf of the corrupted parties and can choose any
polynomial time strategy.

In a real world protocol we assume that communication between a sender Pi

and receiver Pj happens over a transparent channel, meaning all other parties
are able to receive all communication. We make this choice to simplify the pro-
tocol and security proofs. In the real world, this can be modeled with a service
provider relaying messages between Pi and Pj that always complies with law
enforcement requests and hands over encrypted messages when presented with
a valid warrant. Note that this makes our modeling the worst case scenario, and
therefore captures more selective service providers. Additionally, in practice, this
service provider would validate if messages are well-formed to make sure Pi and
Pj follow the real protocol.

For any adversary A with auxiliary input z ∈ {0, 1}∗, input vector x, and
security parameter λ, we denote the output of Π by RealA,Π(1λ, x, z).
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Functionality Fv,t,p,θ,mode
ARLEAS

The ideal functionality is parameterized by mode ∈ {pro, ret}, a metadata verifi-
cation function v : {0, 1}∗ × {0, 1}∗ → {0, 1}, the transparency function t(·), the
global policy function p(·), and the warrant scope check functionality θ(·, ·). The
three latter functions are as defined above. We denote the session identifier as sid
to separate different runs of the same protocol. We have several parties:
– P1, . . . , Pn: participants in the system
– PJ : the generator of a warrant
– PLE: Law enforcement that can read the message given a valid warrant

Send Message: Upon receiving a message (SendMessage, sid, Pj , m,meta, valid)
where valid ∈ {0, 1} from party Pi, it sends (Sent, sid,meta) to the adversary. If
(sid, c) is received from the adversary,

– If valid = 0 or v(meta, aux ) = 0, send (Sent, sid,meta, c, m) to Pi and send
(Sent, sid,meta, c, 0) to PLE.

– If valid = 1, v(meta, aux ) = 1, and there is no entry w in the active
warrant table Wactive send (Sent, sid,meta, c, m) to Pi and Pj , and send
(Sent, sid,meta, c) to PLE.

– If valid = 1, v(meta, aux ) = 1, and there is an entry w in the active warrant
table Wactive send (Sent, sid,meta, c, m) to Pi, Pj , and PLE.

Finally, store (Sent, sid,meta, c, m) in the message table M .

Request Warrant: Upon receiving a message (RequestWarrant, sid, w) from PLE,
the ideal functionality first checks if p(w) = 1, responding with ⊥ and aborting if
not. Otherwise, the ideal functionality sends (ApproveWarrant, w) to PJ . If PJ re-
sponds with (Disapprove), the trusted functionality sends ⊥ to PLE. If PJ responds
with (Approve), the trusted functionality sends (Approve) to PLE, and stores the
entry w in the issued warrant table Wissued.

Activate Warrant: Upon receiving a message (ActivateWarrant, sid, w) from
PLE, the ideal functionality checks to see if w ∈ Wissued, responding with ⊥
and aborting if not. If w ∈ Wissued, the trusted functionality adds the entry w to
the active warrant table Wactive, computes t(w), and sends (NotifyWarrant, t(w))
to all parties and the adversary.

Verify Warrant Status: Upon receiving message
(VerifyWarrantStatus, sid, c,meta, w) from PLE, if mode = pro, the ideal function-
ality responds with ⊥ and aborts. Otherwise, if (Sent, sid,meta, c, m) ∈ M and
w ∈ Wactive such that θ(w,meta) = 1, the ideal functionality returns 1. Finally,
if θ(w,meta) = 0 or w �∈ Wactive, it returns 0.

Access message: Upon receiving message (AccessData, sid, c,meta, w) from PLE,
if mode = pro, the ideal functionality responds with ⊥ and aborts. Otherwise, if
(Sent, sid,meta, c, m) ∈ M and w ∈ Wactive such that θ(w,meta) = 1, the ideal
functionality returns m. Finally, if θ(w,meta) = 0, it returns 0.

Fig. 1. Ideal functionality for an Abuse Resistant Law Enforcement Access System.



568 M. Green et al.

Protocol RealA,Π(1λ, x, z)

RealA,Π(1λ, x, z) is parameterized by the protocol Π = (Setup,
SendMessage,RequestWarrant,ActivateWarrant,VerifyWarrantStatus,
AccessMessage) and a variable mode ∈ {pro, ret}.

1. When RealA,Π(1λ, x, z) is initialized, then all parties engage in the
interactive protocol Π.Setup

2. When Pi is activated with (SendMessage, sid, Pj , m, 1), parties Pi,
Pj , and PLE engage in the interactive protocol Π.SendMessage. PLE

learns some metadata meta about the message.
3. When Pi is activated with (SendMessage, sid, Pj , m, 0), parties Pi,

and PLE engage in the interactive protocol Π.SendMessage (with
Pj not getting output). PLE learns some metadata meta about the
message.

4. When PLE is activated with (RequestWarrant, sid, ŵ), parties PLE

and PJ engage in the interactive protocol Π.RequestWarrant.
5. When PLE is activated with (ActivateWarrant, sid, w), all parties

engage in the interactive protocol Π.ActivateWarrant.
6. When PLE is activated with (VerifyWarrantStatus, sid, c,meta, w),

if mode = pro, PLE returns ⊥. Otherwise, PLE calls the non-
interactive functionality Π.VerifyWarrantStatus(c,meta, w)

7. When PLE is activated with (AccessData, sid, c,meta, w), if mode =
pro, PLE returns ⊥. Otherwise, PLE calls the non-interactive func-
tionality Π.AccessMessage(c,meta, w)

Fig. 2. The real world experiment for a protocol implementing Fv,t,p,θ,mode
ARLEAS

Functionality LVerify

GetCounter: Upon receiving (GetCounter) from any party, return �.

Post: Upon receiving (Post, x), the trusted party increments � by 1, computes the proof of
publication πpublish on (�||x) such that Verify((�‖x), πpublish) = 1. Add the entry (�, x, πpublish) to
the entry table T . Respond with (�, x, πpublish)

GetVal: Upon receiving (GetVal, �), check if there is an entry (�, x, πpublish) in the entry table
T . If not, return ⊥. Otherwise, return (�, x, πpublish).

Fig. 3. Ideal functionality for a proof-of-publication ledger, from [25].

Definition 1. A protocol Π is said to be a secure ARLEAS protocol computing
Fv,t,p,θ,mode

ARLEAS if for every PPT real-world adversary A, there exists an ideal-world
PPT adversary S corrupting the same parties such that for every input x and
auxiliary input z it holds that

IdealS,Fv,t,p,θ,mode
ARLEAS

(1λ, x, z)
c≈ RealA,Π(1λ, x, z)
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π
v,t,p,θ
PRO

.Setup:

– All users send (CRS) to FΠNIZK.ZKSetup
CRS

to retrieve the common reference string for the NIZK scheme

and all users send (CRS) to FΠNISC.GenCRS
CRS

to retrieve the common reference string for the NISC scheme
CRSNISC.

– Each user Pj computes (pkj , skj) ← ΠEnc.KeyGen(1λ) and sends pkj to PLE and to each Pi via FAUTH .

– The judge PJ computes (pksign, sksign) ← ΠSign.KeyGen(1λ) and send pksign to all other users via FAUTH .

– Law enforcement PLE runs π
v,t,p,θ
PRO .ActivateWarrant with an empty set ∅ as the valid warrants.

π
v,t,p,θ
PRO

.SendMessage :

– The sender Pi computes the ciphertext (c1, c2, π, meta) as follows, and sends it to Pj and PLE via FAUTH :

• Send (GetCounter) to LVerify and receive the current counter �. Then query LVerify on (GetVal, �) to receive

the latest posting (�, x, πpublish). Parse x as (niscpublic1 , π, info). If ΠNIZK.ZKVerify(niscpublic
1 , info, π) = 0

or LVerify.Verify(�‖(niscpublic
1 , π, info), πpublish) = 0 return ⊥ and halt.

• c1 ← ΠEnc.Enc(pkj , m; r1), where r1
$←− {0, 1}λ

• Create meta

• nisc2 ← ΠNISC.NISC2(CRSNISC, I|info|, (m, meta), nisc
public
1 ; r2), where r2

$←− {0, 1}λ

• c2 ← nisc2
• Use ΠNIZK.ZKProve to compute π such that

π ← NIZK

⎧⎪⎨
⎪⎩

(m, r1, r2) :
c1 = ΠEnc.Enc(pkj , m; r1)∧

c2 = ΠNISC.NISC2(CRSNISC, I|info|, (m, meta), nisc
public
1 ; r2)

⎫⎪⎬
⎪⎭

– Upon receiving c from Pi, Pj calls π
v,t,p,θ
PRO .VerifyMessage on c. If the output is 1, then recover the message

as m ← ΠEnc.Dec(skj , c2)

– Upon receiving c from Pi, PLE calls π
v,t,p,θ
PRO .VerifyMessage on c. If the output is 1, then recover the message

as m ← ΠNISC.Evaluate(CRSNISC, nisc2, nisc
private
1 )

π
v,t,p,θ
PRO

.VerifyMessage :

– Any party parses (c1, c2, π, meta) ← c and verifies that π is correct and computes v(meta, aux), aborting if
the output is 0. Otherwise, output 1.

π
v,t,p,θ
PRO

.RequestWarrant:

– PLE sends (RequestWarrant, ŵ) to PJvia FAUTH . PJ then either decides to send (Disapprove) to PLE and halt
or executes the following:

• Verify that p(ŵ) = 1. If not send (Disapprove) to PLE and abort.
• σ ← ΠSign.Sign(sksign, ŵ)
• Send the signed warrant w = (ŵ, σ) to PLE via FAUTH .

π
v,t,p,θ
PRO

.ActivateWarrant:

– PLE adds the new warrant w to the set of valid warrants W. Let w∗ = w1‖ . . . ‖w|W| for wi = (ŵi, σi) ∈
W.

– (niscpublic1 , nisc
private
1 ) ← ΠNISC.NISC1(CRSNISC, w∗; r) and record nisc

private
1

– Compute info ← {t(w)|w ∈ W}
– Use ΠNIZK.ZKProve to compute π such that

π ← NIZK

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(W, nisc
private
1 , r) :

info = {t(w)|w ∈ W}∧

(niscpublic
1 , nisc

private
1 ) ← ΠNISC.NISC1(CRSNISC, w

∗; r)∧
∀(ŵ, σ) ∈ W, ΠSign.Verify(pksign, ŵ, σ) = p(ŵ) = 1

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

– Send (Post, (niscpublic
1 , π, info)) to LVerify and receive (�, x, πpublish).

Fig. 4. Our construction of a protocol πv,t,p,θ
PRO that UC-realizes Fv,t,p,θ,pro

ARLEAS
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4 Building Blocks

Proof-of-Publication Ledgers. Our work makes use of a public append-only
ledger that can produce a publicly-verifiable proof of publication. This concept
was formalized by Goyal et al. [45], Choudhuri et al. [25], and Kaptchuk et
al. [51], but related ideas have also been previously used by Liu et al. to realize
time-lock encryption [58]. Plausible candidates for such ledgers have been the
subject of great interest, due to the deployment of blockchains and other con-
sensus networks [59]. Significant work has been done to formalize the notion of
a public, append-only ledger [8,9,24,45] and study its applications to crypto-
graphic protocols [3,15,25]. This work uses a simplified ledger interface formal-
ized in [25] that abstracts away details such as timing information and temporary
inconsistent views that are modeled in [9]. However, this simplified view captures
the eventual functionality of the complex models, and is therefore equivalent for
our purposes (Fig. 2).

The ledger ideal functionality is provided in Fig. 3. This functionality allows
users to post arbitrary information to the ledger; this data is associated with
a particular index on the ledger, with which any user can retrieve the original
data as well as a proof of publication. For security, our functionality encodes a
notion we refer to as ledger unforgeability, which requires that there exists an
algorithm to verify a proof that a message has been posted to the ledger, and
that adversaries cannot forge this proof.

Authenticated Communication. We use a variant of Canetti’s ideal function-
ality for authenticated communication, FAUTH , to abstract the notion of mes-
sage authentication [21]. Due to space constraints, we omit the ideal functionality
in this shortened version. Since we restrict our analysis to static corruption, we
simplify this functionality to remove the adaptive corruption interface.6

Simulation Extractable Non-interactive Zero Knowledge. In our pro-
tocols we require non-interactive zero knowledge proofs of knowledge that are
simulation extractable. To preserve space, we refer the reader to the definitions
of Sahai [67] and De Santis et al. [29]. Rather than rely on UC functionalities,
we employ a NIZK directly in our protocols.

Multi-sender Non-interactive Secure Computation. When instantiating
our prospective protocol for arbitrary predicates in Sect. 5, we will require the
use of Non-interactive Secure Computation (NISC) [2,49]. In NISC, a receiver
can post an encryption embedding a secret x1 such that senders with secret x2

can reveal f(x1, x2) to the receiver by sending only a single message. Realizing
such a scheme (see [49]) is feasible in the CRS model [21,23] from two-round,
UC-secure malicious oblivious transfer [27,63], Yao’s garbled circuits [48], and
generic non-interactive zero knowledge (see Sect. 4). The resulting protocols,

6 Note that this ideal functionality only handles a single message transfer, but to
achieve multiple messages, we rely on universal composition and use multiple
instances of the functionality.
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however, are very inefficient and require non-blackbox use of the underlying
cryptographic primitives. While this is sufficient for our purposes, we note that
depending on specific functionality required in an instantiation of ARLEAS, it
may be possible to use more efficient constructions (i.e. depending on the size
of the predicate circuit, etc.) Because the notation for NISC protocols varies, we
fix it for this work below. We omit the ideal functionality of multi-sender NISC
from [2], due to space constraints. Because we require non-blackbox use of the
primitive, we will use it directly rather than as a hybrid.

Definition 2 (Multi-sender Non-interactive Secure Computation). A
garbling scheme for a functionality f : {0, 1}input1 ×{0, 1}input2 → {0, 1}output is a
tuple of PPT algorithms ΠNISC := (GenCRS,NISC1,NISC2,Evaluate) such that

– GenCRS(1λ, input; r) → (CRSNISC, τNISC): GenCRS takes the security parame-
ter 1n and outputs a CRS, along with a simulation backdoor τNISC. When we
explicitly need to specify the randomness, we will include it as r as here.

– NISC1(CRSNISC, x1; r) → (niscpublic1 , niscprivate1 ): NISC1 takes in the CRS and
an input x ∈ {0, 1}input1 and outputs the first message NISC1. When we explic-
itly need to specify the randomness, we will include it as r as here.

– NISC2(CRSNISC, f, x2, nisc
public
1 ; r) → nisc2: NISC2 takes in the CRS, a circuit

C, an input x2 ∈ {0, 1}input2 and the first garbled circuit message niscpublic1 .
It outputs the second message nisc2. When we explicitly need to specify the
randomness, we will include it as r as here.

– Evaluate(CRSNISC, nisc2, nisc
private
1 ): Evaluate takes as input the second GC

message nisc2 along with the private information niscprivate1 and outputs
y ∈ {0, 1}output or the error symbol ⊥

We omit the ideal world security definition for multi-sender NISC, due to space
constraints. It can be found in [2].

Witness Encryption and Extractable Witness Encryption. Our retro-
spective constructions require extractable witness encryption (EWE) [18], a vari-
ant of witness encryption in which the existence of a distinguisher can be used
to construct an extractor for the necessary witness [41]. While EWE is a strong
assumption, in later sections of this work we show that it is a minimal require-
ment for the existence of retrospective ARLEAS.

To preserve space we give the formal definition in the full version of our
paper and we describe it informally here. An extractable witness encryption
scheme is parameterized by an NP-language L and has two algorithms ΠEWE =
(Enc,Dec). Encryption uses a statement x to encrypt a plaintext message m,
while decryption uses a witness ω such that (x, ω) ∈ RL to recover the plaintext.

This scheme has two properties: correctness and extractable security. Correct-
ness implies decryption recovers the plaintext if the witness is valid. Extractable
security says that if an adversary can distinguish between two encrypted mes-
sages, there exists an extractor that can extract the witness of the statement.
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π
v,t,p,θ
RET

.Setup:

– All users send (CRS) to FΠNIZK.ZKSetup
CRS

to retrieve the common reference string for the NIZK scheme.

– PJ computes (pksign, sksign) ← ΠSign.KeyGen(1λ) and sends pksign to all other users via FAUTH .

π
v,t,p,θ
RET

.SendMessage:

– The sender Pi computes the ciphertext (c1, c2, c3, π, meta) as follows, and sends it to Pj and PLE via
FAUTH :

• Sample r ← {0, 1}λ

• Query the random oracle to obtain the hashes:
(HashConfirm, r1) ← GpRO(HashQuery, (“ENC”‖r‖m)),
(HashConfirm, r2) ← GpRO(HashQuery, (“WE”‖r‖m)), and
(HashConfirm, r3) ← GpRO(HashQuery, (“RP”‖r))

• c1 ← ΠEnc.Enc(pk, r; r1), c2 ← ΠEWE.Enc(meta, r; r2), and c3 ← m ⊕ r3
• Use ΠNIZK.ZKProve to compute π ← NIZK{(r, r1, r2) : c1 = ΠEnc.Enc(pkj , r; r1) ∧ c2 =

ΠEWE.Enc(meta, r; r2)}
– Upon receiving (send, c), Pj performs the following steps:

• Call π
v,t,p,θ
RET .VerifyMessage on c, aborting if the output is 0;

• Compute r′ ← ΠEnc.Dec(skj , c1)

• (HashConfirm, r3) ← GpRO(HashQuery, (“RP”‖r′))
• Compute m′ ← c3 ⊕ r3
• (HashConfirm, r1) ← GpRO(HashQuery, (“ENC”‖r′‖m′))
• (HashConfirm, r2) ← GpRO(HashQuery, (“WE”‖r′‖m′))
• Then to verify that the message has not been mauled, Pj recomputes c′

1 ← ΠEnc.Enc(pkj , r′; r1)

and c′
2 ← ΠEWE.Enc(meta, r′; r2). If c1 �= c′

1 or c2 �= c′
2, return ⊥. Otherwise, return m′.

– Upon receiving (send, c), PLE calls π
v,t,p,θ
RET .VerifyMessage on c, aborting if the output is 0, and then calls

π
v,t,p,θ
RET .AccessMessage on c.

π
v,t,p,θ
RET

.VerifyMessage :

– Any party parses (c1, c2, c3, π, meta) ← c and verifies that π is correct and computes v(meta, aux), aborting
if the output is 0. Otherwise, output 1.

π
v,t,p,θ
RET

.RequestWarrant:

– PLE sends (RequestWarrant, ŵ) to PJ via FAUTH . PJ then either decides to send (Disapprove) to PLE and halt
or executes the following:

• Verify that p(ŵ) = 1. If not send (Disapprove) to PLE and abort.
• σ ← ΠSign.Sign(wsk, ŵ)
• Send the signed warrant w = (ŵ, σ) to PLE via FAUTH .

π
v,t,p,θ
RET

.ActivateWarrant:

– PLE computes info ← t(w); uses ΠNIZK.ZKProve to compute π ← NIZK{(w) : w =

(ŵ, σ), ΠSign.Verify(pksign, ŵ, σ) = 1 ∧ info ← t(w)}; and sends (Post, (info, π)) to LVerify. It receives and
returns (�, info, πpublish).

π
v,t,p,θ
RET

.VerifyWarrantStatus:

– PLE calls ΠEWE.Dec(c2, meta, (ŵ, σ), (�, info, πpublish)). If the output is ⊥, return 0. Otherwise, return 1.

π
v,t,p,θ
RET

.AccessMessage:

– PLE computes r′ ← ΠEWE.Dec(c2, meta, (ŵ, σ), (�, info, πpublish)).

– (HashConfirm, r3) ← GpRO(HashQuery, (“RP”‖r′))
– Recovers m′ ← c3 ⊕ r3.
– (HashConfirm, r1) ← GpRO(HashQuery, (“ENC”‖r′‖m′))
– (HashConfirm, r2) ← GpRO(HashQuery, (“WE”‖r′‖m′))
– Recomputes c′

1 ← ΠEnc.Enc(pkj , r′; r1) and c′
2 ← ΠEWE.Enc(meta, r′; r2). If c′

1 = c1 and c′
2 = c2, PLE

returns m′ and ⊥ otherwise.

Fig. 5. Our construction of a protocol πv,t,p,θ
RET that UC-realizes Fv,t,p,θ,ret

ARLEAS
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Programmable Global Random Oracle Model. The security proof for our
retrospective construction makes use of the programmable global random oracle
model, introduced in [20]. We omit the ideal functionality GpRO from [20] due to
space constraints.

5 Prospective Solution

In this section we describe a prospective ARLEAS scheme, which supports arbi-
trary predicates. Recall that the key feature of the prospective case is that war-
rants must be activated before targets perform encryption. A key implication of
this setting is that new cryptographic material can be generated and distributed
to users each time law enforcement updates the set of active warrants. The tech-
nical challenge, therefore, is to ensure that this material is distributed in such a
way that the surveillance it permits is accountable, without revealing to targets
any confidential information about which messages are being accessed.

For generality, our main construction supports targeting by allowing warrants
to specify an arbitrary predicate over the metadata of a transmitted messages.
In practice, we realize this functionality through the use of public ledgers and
non-interactive secure computation techniques.

5.1 UC-Realizing Fv,t,p,θ,pro
ARLEAS for Arbitrary Predicates

To realize prospective ARLEAS, each user must encrypt each message in two
separate forms. The first ciphertext uses standard PKE ciphertext to encrypt the
message directly to the recipient, as is standard in many end-to-end encrypted
messaging systems. The second ciphertext represents a “law enforcement access
field” that is designed to permit authorized surveillance. To construct the second
ciphertext, we require a mechanism that enables law enforcement access if and
only if the warrant is active and valid for the specific message metadata being
transmitted. To ensure that the transmission is consistent (i.e., the plaintexts
contained in each ciphertext is the same), the two ciphertexts are bound together
by using non-interactive zero knowledge proof of knowledge that can be verified
by all parties in the system.

Our construction relies on non-interactive secure computation (NISC) [49].
Recall that a NISC scheme for some function f allows a receiver to post an
encryption of some secret x1 such that all players can reveal f(x1, x2) to the
receiver with only one message, without revealing anything about x2 beyond the
output of the function. For the following construction, we require a NISC scheme
for the function Ik, defined as Ik((w1, w2, . . . , wk), (m,meta)) = m ∧ (θ(meta, w1) ∨
. . . ∨ θ(meta, wk)).

This function evaluates the warrant scope check functionality on the meta-
data over k different warrants. If any of them evaluate to true, the message is
output. Otherwise, Ik outputs 0. Note that the number of warrants is an explicit
parameter of the function and its circuit representation.
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Law enforcement begins by posting the first message of the NISC scheme,
embedding as input their k warrants, along with the transparency information
and proof of correctness. Senders generate and send the ciphertext (c1, c2, π),
generated as follows. c1 remains a normal public key ciphertext for the recipient.
c2 is the second message of the NISC scheme, for the function Ik and embedding
the inputs m,meta. Most known realizations of NISC rely on garbled circuits,
with the second message containing the garbling of the intended function and
hardcoding the sender’s inputs. π is a zero-knowledge proof demonstrating that
the two ciphertexts contain the same message and that they were each generated
correctly with respect to the first message of the NISC.

Upon receiving the resulting ciphertext, law enforcement can attempt to
decrypt by evaluating the NISC ciphertext. By the security of the NISC scheme,
law enforcement will only learn information about the plaintext if they have a
relevant warrant and posted the required transparency information, accomplish-
ing our goal.

We give a description of the prospective ARLEAS protocol πv,t,p,θ
PRO in Fig. 4.

Theorem 1. Assuming a CCA secure public key encryption scheme ΠEnc, a
SUF-CMA secure signature scheme ΠSign, a NIZK scheme ΠNIZK, and an NISC
scheme ΠNISC, πv,t,p,θ

PRO (presented in Fig. 4) UC-realizes Fv,t,p,θ,pro
ARLEAS initialized

in prospective mode in the LVerify, FΠNIZK.ZKSetup
CRS , FΠNISC.GenCRS

CRS , FAUTH−hybrid
model.

Security Proof. We give the security proof in the full version of the paper. The
simulator is straight forward, taking advantage of the NIZKs and the NISC to
facilitate extraction. The proof first simulates just a user, then law enforcement,
and then both the judge and law enforcement.

6 Retrospective Solution

In the previous section we proposed a protocol to realize ARLEAS under the
restriction that access would be prospective only. That protocol requires that
law enforcement must activate a warrant and post the resulting parameters on
the ledger before any targeted communication occurs. In this section we address
the retrospective case. The key difference in this protocol is that law enforce-
ment may activate a warrant at any stage of the protocol, even after a target
communication has occurred.

In this setting we assume law enforcement has a way of getting messages that
were sent in the past. As described before, we take the simplifying assumption
that messages automatically get send to law enforcement. In practice, either a
service provider can forward them, after checking the warrant. One can try to
avoid surveillance by using expiring messages, but service providers can be forced
to keep encrypted messages for a certain period of time. Or law enforcement can
actively record messages in transit.
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Our construction makes use of an extractable witness encryption scheme
ΠEWE to encrypt the law enforcement ciphertext c2. This scheme is parame-
terized by a language LEWE that is defined with respect to the transparency
function t(·), the policy function p(·), the targeting function θ(·, ·), the warrant
signing key pksign, and the ledger verification function L.Verify, as follows:

LEWE =

⎧
⎨

⎩
meta

∣
∣
∣
∣
∣
∣
∃w, (t, info, πpublish) s.t.

w = (ŵ, σ), L.Verify((�‖info), πpublish) = 1,
info = t(w), ΠSign.Verify(pksign, ŵ, σ) = 1,
p(ŵ) = 1, θ(ŵ,meta) = 1

⎫
⎬

⎭

Intuitively, these ciphertexts can only be decrypted by law enforcement once
they have performed all the accountability tasks required by the ARLEAS.

We will describe our protocol in a hybrid model that makes use of several
functionalities. These include L, FD

CRS , GpRO and FAUTH .

6.1 UC-Realizing Fv,t,p,θ,ret
ARLEAS

We give a description of the retrospective ARLEAS protocol πv,t,p,θ
RET in Fig. 5.

Theorem 2. Assuming a CCA-secure public key encryption scheme ΠEnc, an
extractable witness encryption scheme for LEWE, a SUF-CMA secure signature
scheme ΠSign, and a simulation-extractable NIZK scheme ΠNIZK, πv,t,p,θ

RET (pre-
sented in Fig. 5) UC-realizes Fv,t,p,θ,ret

ARLEAS in the LVerify,FΠNIZK.ZKSetup
CRS ,GpRO−hybrid

model.

Security Proof. We show the full security proof in the full version of the paper.
The proof proceed similarly to the prospective case, with the exception that the
simulator needs to equivocate on the context of ciphertexts once law enforcement
is able to decrypt them. This equivocation is facilitated by the random oracle.

7 On the Need for Extractable Witness Encryption

The retrospective solution we present in Sect. 6 relies on extractable witness
encryption. Intuitively, this strong assumption is required in our construction
because a user must encrypt in a way that decryption is only possible under
certain circumstances. Because the description of these circumstances can be
phrased as an NP relation, witness encryption represents a “natural” primitive
for realizing it. However, thus far we have not shown that the use of extractable
witness encryption is strictly necessary. Given the strength (and implausibility
[38]) of the primitive, it is important to justify its use. We do this by showing that
any protocol ΠA that UC-realizes Fv,t,p,θ,ret

ARLEAS implies the existence of extractable
witness encryption for a related language. Notice that this does not mean the
existence of a particular ARLEAS instantiation implies the existence of generic
extractable witness encryption scheme, but rather a specific, non-trivial scheme.
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Before proceeding to formally define this related language, we give some
intuition about its form. We wish to argue that a protocol ΠA acts like an
extractable witness encryption scheme in the specific case where an adversary has
corrupted the escrow authorities PLE and PJ (along with an arbitrary number of
unrelated users). Recall that in order to learn any information about a message
sent in ΠA, the following conditions must be met: specifically, law enforcement
must correctly run the protocol for ΠA.RequestWarrant and ΠA.ActivateWarrant
such that if ΠA.VerifyWarrantStatus were to be called, it would output 1.7 For
the protocol we presented in Sect. 6, this corresponds to obtaining a correct
proof of publication from the ledger. Importantly, it must be impossible for law
enforcement and judges to generate this information independently; if it were
possible, it would be easy for these parties to circumvent the accountability
mechanism.

We give a formal definition of this language L below. We denote the view
of a user Pi as VPi

, where this view is a collection of the views of running
all algorithms that appear. We abuse notation slightly and denote the pro-
tocol transcript resulting from a sender PS sending a message m to PR as
ΠA.SendMessage(·, PS , PR,m)

L =

{
(meta, sid)

∣∣∣∣∣∃
(

w, c,

{ VPLE , VPJ
,

{VPi
}Pi∈{P1,...,Pn}/{PS,PR}

})
s.t.

c,meta ← ΠA.SendMessage(sid, PS , PR, m),

(Approve) ← ΠA.RequestWarrant(sid, w),

(NotifyWarrant, t(w)) ← ΠA.ActivateWarrant(sid, w),

1 ← ΠA.VerifyWarrantStatus(sid, w,meta, c)

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

In this language, the statement comprises some specified metadata and a valid
instance of the protocol ΠA from the perspectives of the parties PLE, PJ , and
the users Pi without the sender and receiver. This setup specifies all the relevant
components of the protocol (including the ledger functionality, in the case of
the protocol presented in Sect. 6). The witness is a valid transcript starting
with that setup, that includes the sending party sending a message with the
appropriate metadata and concludes with a call to ΠA.VerifyWarrantStatus that
returns 1. Note that if VerifyWarrantStatus returns 1, then in the real protocol,
AccessMessage would return the relevant plaintext. Unlike other common witness
encryption languages, we note that all correctly sampled statements are trivially
in the language and have multiple witnesses. Therefore, we need the strong
notion of extractable witness encryption. As we will discuss, finding a witness
for the statement remains a difficult task.

Consider the implications if it were computationally feasible for an adver-
sary to generate a witness for an honestly sampled statement for L. This would
imply that an adversary corrupting PLE and PJ interacting with the real proto-
col has a correct witness, which includes a call to ActivateWarrant, this implies

7 As specified in the ideal functionality, during verification it will be checked that a
warrant was properly requested and activated.
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our accountability property. Such a protocol could never succeed in meeting
our original goals; law enforcement would always be able to simulate the steps
required for proper accountability. An accountability mechanism that can be
locally simulated cannot guarantee that all parties can monitor the mechanism,
undermining the purpose of the protocol.

To formalize this intuition, we begin by describing an extractable witness
encryption scheme ΠEWE for language L given access to an ARLEAS protocol
ΠA.

– Enc(x,m) parses (meta, sid) from x and calls ΠA.SendMessage(sid,m, PS , PR)
such that it outputs meta, c. It then returns the views {VPLE ,VPJ

,VP0 , . . . ,
VPn

} resulting from that run, excluding the private information associated
with sending the message.

– Dec(c, ω) first parses c, w,meta, sid from the inputs c and ω, then calls m ←
ΠA.AccessMessage(sid, w,meta, c) and returns the result.

It is easy to see that this construction satisfies the correctness property of
extractable witness encryption. Notice that a valid witness needs to contain
inputs to VerifyWarrantStatus such that it outputs 1. Because VerifyWarrantStatus
is defined to return 1 exactly when AccessMessage will return a message, the
above decryption algorithm will return a message only with a valid witness.

We introduce the metadata in the statement in order to fix a witness to a
particular statement. Note that our protocol generates an encryption as run-
ning part of the protocol, actually generating part of the witness. If metadata
is not included in the statement, then any witness for a particular setup can
be used to decrypt any ciphertext generated by the encryption oracle under
the same statement. While this is not inherently problematic for extractable
witness encryption, it no longer corresponds neatly to ARLEAS. Recall that
warrants in ARLEAS specify the metadata for which they are relevant through
the warrant scope check functionality θ(·, ·) and this property must be enforced
in the language. We now proceed to show that the above scheme ΠEWE satisfies
extractable security if ΠA UC-realizes Fv,t,p,θ,ret

ARLEAS .

Theorem 3. Given a protocol ΠA that UC-realizes Fv,t,p,θ,ret
ARLEAS , ΠEWE is a secure

extractable witness encryption scheme for the language L.

Proof. Given an adversary A with non-negligible advantage in the extractable
witness encryption game for language L, either

1. We construct an extractor ExtA(1λ, x, aux ) by verifying if the adversary
A ran ΠA.RequestWarrant(sid, w) and ΠA.ActivateWarrant(sid, w) such that
ΠA.VerifyWarrantStatus(sid, w,meta, c) = 1. If this was the case, the extractor
would have all information to form a witness that it can output;

2. else, if such extractor does not exist, we construct a distinguisher Z that
distinguishes between ΠA and ARLEAS ideal functionality. Z proceeds as
follows



578 M. Green et al.

(a) When A asks to sample a statement, Z instantiates ΠA with parties
{PLE, PJ , P0, . . . Pn, PS , PR} on honest random coins. Z then generates
some arbitrary metadata meta associated with a message that PS could
send in the future. and returns meta, sid to A.

(b) When A sends the challenge plaintexts m0,m1 (such that |m0| = |m1|)
on statement x, Z then flips a coin b

$←− {0, 1}, Z has PS call

ΠA.SendMessage(sid,mb, PS , PR)

such that it outputs c,meta. Z then returns the updated views of PLE, PJ

and the N other users to A.
(c) When A outputs the guess b′ and halts, Z outputs b′ == b, where 1

indicates the real world and 0 indicates the ideal world.
Note that in the ideal functionality, the joint views of law enforcement and the
judge contain no information about the plaintext, because the ciphertext is
chosen by the ideal world adversary without access to the plaintext. As such,
if the adversary is able to distinguish between messages with non-negligible
probability, Z must be interacting with the real world protocol.

Implications For Practical Retrospective ARLEAS. The relationship
between retrospective ARLEAS and extractable witness encryption is an indi-
cation of the difficulty of realizing retrospective ARLEAS in practice. In very
specific cases, it may be possible to phrase certain existing encryption schemes
as witness encryption schemes, for example some IBE schemes. General purpose
extractable witness encryption, on the other hand, is considered implausible
[38]. The extractable witness encryption language we have described above must
reason over the ledger authentication language and the various functionalities
that parameterize an retrospective ARLEAS system. As such, the difficulty of
realizing a practical retrospective ARLEAS will hinge on the complexity of the
ledger and the parameterizing functionalities. If they are centralized and simple,
it may be possible to instantiate an retrospective ARLEAS using the protocol
we provided in Sect. 6 and known encryption techniques. However, the security
provided by a centralized ledger is not significant, as a compromised central
authority could circumvent the accountability properties of the system. Thus,
we believe that this result indicates that instantiating an retrospective ARLEAS
with meaningful security is impractical with known techniques.
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