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Abstract. Ethical dilemmas are complex scenarios involving a decision
between conflicting choices related to ethical principles. While consider-
ing a case of an ethical dilemma in education presented in [17], it can be
seen how, in these situations, it might be needed to take into considera-
tion the student’s needs, preferences, and potentially conflicting goals, as
well as their personal and social contexts. Due to this, planning and fore-
seeing ethically challenging situations in advance, which would be how
ethical design is normally used in technological artifacts, is not enough.
As AI systems become more autonomous, the amount of possible situ-
ations, choices and effects their actions can have grow exponentially. In
this paper, we bring together the analysis of ethical dilemmas in educa-
tion and the need to incorporate moral reasoning into the AI systems’
decision procedures. We argue how ethical design, although necessary,
is not sufficient for that task and that artificial morality, or equivalent
tools, are needed in order to integrate some sort of “ethical sensor” into
autonomous systems taking a deeper role in an educational settings in
order to enable them to, if not resolve, at least identify new ethically-
relevant scenarios they are faced with.

Keywords: AI Ethics · Online learning · Artificial morality · Ethical
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1 Introduction and Motivations

The new disciplinary approach of learning engineering as the merge of break-
through educational methodologies and technologies based on internet, data sci-
ence and artificial intelligence (AI) have completely changed the landscape of
online education over the last years by creating accessible, reliable and affordable
data-rich powerful learning environments [12]. Particularly, AI-driven technolo-
gies have managed to automate pedagogical behaviours that we would deem as
“intelligent” within an online education setting.

This work has been supported by the project colMOOC “Integrating Conversational
Agents and Learning Analytics in MOOCs”, co-funded by the European Commission
(ref. 588438-EPP-1-2017-1-EL-EPPKA2-KA), and by a UOC postdoctoral stay.
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However, as reported in more mature sectors where AI-driven technologies
have already been developed and deployed, automatic decision-making processes
many times bear unexpected outcomes. For instance, machine learning (ML)
based systems have been reported to discriminate certain social communities in
the context of law courts, job applications or bank loans due to the use of biased
datasets to feed the ML models [4,13,25]. Different studies conclude that, in
order to avoid unforeseen outcomes in their integration, the ethical dimension
of deploying AI in different settings must be taken into account. This becomes
particularly important when thinking about the effects that applying AI systems
to education could have to current and future generations of students. Due to
this, special care needs to be taken when considering how AI systems could deal
with ethical dilemmas that can appear in an educational setting.

In order to provide a starting point and guide our discussion throughout this
paper, let us consider the following case of an ethical dilemma in the context of
education, as it appears in [17]. An eight-grade student’s marks are not enough
to pass to ninth-grade, and her teachers agree that she is unprepared for the
next grade. Should the student be allowed to pass? Given the standard norms,
the automatic answer might be “no”. However, we have some more information
available about the student; we know she is likely to drop out entirely if she is
not allowed to pass, and her teachers also note that she has put a lot of effort
that resulted into improving her grades, until she recently grew discouraged.
Given these new bits of information, should the student be allowed to pass? We
still have some more details about this case, though: she has lived in three foster
homes for the past years, and her brother died from a gunshot. Furthermore, a
potential alternative school for struggling students is a well-known “school-to-
prison” pipeline. Again, should the student be allowed to pass?

Although this is an example of a quite extreme case, it shows how, in order to
evaluate and make a decision about a situation with clear ethical effects in their
outcomes, one needs to consider a broad picture of the scenario. In this particular
case, and even though the dilemma takes place in an educational setting, the
elements that need to be considered step “beyond the classroom”; namely, the
situation starts being shaped as a dilemma as soon as we start considering not
just the student’s information that we would normally find represented within
the educational system (marks, grade pass, etc.), but also the student’s personal
and contextual situation. In this sense, what makes this situation particularly
challenging goes beyond the usual norms that one would apply in the educational
system and step right into the student’s own case. As it is pointed out in [9],
ethical dilemmas are often about the exception, rather than the norm, and they
usually involve solutions with potentially conflicting goals that cannot all be
fully satisfied at the same time. As such, ethical dilemmas do not usually have
a clearly “good” outcome, as one solution favoring one dimension will often
disregard another one.

After having introduced the guiding case study, we introduce the notion
of the layered approach to ethical dilemmas in Sect. 1.1. We explore distinct
considerations related to the integration of ethical behaviors in technological
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tools in Sect. 2. With this considerations at hand, we discuss the challenges that
each layer of our guiding case study would pose in Sect. 3. Having identified the
complexities behind this kind of dilemmas, we introduce the notion of ethical
sensors in Sect. 4. Finally, we provide some conclusions and directions of future
work in Sect. 5.

1.1 Ethical Dilemmas in Education: A Layered Approach

The previous dilemma allows us to distinguish three different layers that should
be taken into account when considering the ethical dimension of a conflicting sit-
uation like the one depicted in the case study: the Educational layer, the Personal
layer, and the Social layer. In a nutshell, those layers (see Fig. 1) distinguish three
contexts that, although being all potentially important in an ethically-relevant
scenario, belong to different spheres of the student’s learning context.

Fig. 1. The different ethically-relevant layers of a student’s learning experience.

The Educational layer refers to those elements that belong to, and are explic-
itly accounted for, the educational context –namely, anything that would nor-
mally take place within the classroom. Course contents, classroom activities,
evaluations, homework, etc. These elements are already part of the student’s
persona within the educational environment, and they aim to measure their
knowledge, progress and skills within the learning process. They are the most
readily-available elements for an educational institution to look at, as they nat-
urally fall within the scope of what the students do in their learning process
and within the standard course of events of their learning. In the case study
presented in the previous section, those elements would correspond to:
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– The student’s final marks.
– The norm requiring students to achieve a certain mark in order to pass to

next grade.
– The student’s marks record.

The Personal layer refers to those elements related to the student’s way
of being, their goals, preferences and motivations, the way the student faces
learning challenges, etc. –namely, they are part of what makes each and every
individual person be the way they are. Even though these elements are not
explicitly taken into account within the educational system, they have a direct
effect in the way the student approaches their learning process. Even though not
being explicitly represented in the educational environment, they clearly bear
a direct relationship with the student’s learning journey, and are often known
and taken into account by human actors involved in the learning process. In the
previous case study, those elements would correspond to:

– The student’s intention to drop out from the educational system if she is not
allowed to pass to ninth grade.

– The student’s effort (and success) in raising her marks in the past through
more dedication.

– The student’s discouragement after having improved her marks, which
resulted in her results worsening again.

The Social Layer refers to those elements belonging to the student’s context,
but which are external to their way of being. These include, but are not limited
to, the people with whom they share their life (family, friends, etc.), the place
where they live (home, geographical area), relationships and responsibilities they
may have towards other people, past and current events that might be affecting
the student’s life significantly, as well as socio-political and historical particular-
ities of the student’s social context (which might be related to ethnicity, gender
roles, etc.). These contextual elements can have a big effect on the student’s
life and, consequently, on the student’s learning process. Aside from potentially
affecting the student’s access to educational resources, they can have an effect
on the way the student behaves, the way the student devotes their time to learn-
ing, and can even frame the student in specific roles related to different social
communities and contexts. In the previous case study, those elements would be
(among others, but focusing on the ones that are being explicitly mentioned):

– The student having lived in three different foster homes for the past years,
which indicates an unusual and potentially troublesome family structure for
the student.

– The student’s brother having died from a gunshot. This not only highlights
an important personal loss for the student that can have profound emotional
consequences, but might also suggest troublesome living conditions for the
student and her family.

Even though this classification is not meant to be exhaustive, it is enough to
show how these three different layers play a quite important role when consider-
ing an ethical dilemma such as the one presented in the case study. Furthermore,
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this classification allows us to see how each further layer is harder to explicitly
account for by using the tools of the educational system itself, but, at the same
time, each further layer might point to deeper factors related to the student’s
situation that need to be considered in the dilemma. How, if possible at all,
can all this be acknowledged in order to be used as part of a semi-autonomous
decision-making system within a learning environment?

2 Beyond Tools: AI and Ethical Behavior

Before trying to answer that question, we first need to examine what the relation
between technology and ethical1 challenges has been. The use of AI in decision-
making was seen, years ago, as the most reliable way of eliminating human bias
and unfair decisions [8]; it was thought that data was objective and that compu-
tational systems were neutral with regards to interests and prejudices, and thus it
was believed that those systems would be able to make neutral and fair decisions
much more easily that any human would. Nevertheless, researchers soon realized
that this was not the case. The way data was gathered, represented, selected and
used, the way algorithms were encoded, the rules governing automated decision
systems, all those pieces of the mechanism could easily encapsulate personal,
social and historical biases in a wide variety of ways [8,13,18]. The question,
then, arose: how could AI systems be made in such a way to prevent uninten-
tional harm from being done?

Even though computers are clearly technological tools, the way computa-
tional artifacts have evolved in the recent decades sets them apart from other
technological creations [14]. There currently is a strong distinction between a
computer program and the traditional notion of a tool, such as a screwdriver, a
jackhammer, or even a hand calculator. Perhaps the most evident distinction is
that, while a traditional tool waits for someone to use it, AI programs can act
somewhat autonomously react to, and affect their environment. Due to this, the
ethical considerations traditionally applied to the design and use of technology
(safety mechanisms, emergency buttons, etc.) no longer fill the needs behind AI
systems. As a tool gets more autonomous, the responsibility for its ethical use
gets farther away from its intended user and needs to consider a broader set of
scenarios.

The study of the ethical dimension of artificial agents has led to some different
classifications of both what constitutes and ethical agents, and what kinds of
ethical agents there might exist. Moor distinguishes in [19] between four kinds
of (non-exclusive) ethical agents:

– Ethical impact agents: Those agents whose actions have ethical consequences,
regardless of whether these are intended, or not.

1 Although the terms “ethics” and “morality” have slightly different definitions (one
being a more reflective discipline, while the other one being more about prescription
of behavior), we use them interchangeably in this work to refer to behaviors that
are both in accordance to certain ethical principles, as well as considered to bear
“good”, or “right” outcomes.
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– Implicit ethical agents: Those agents that have ethical considerations (nor-
mally, safety, or security considerations) built into their design.

– Explicit ethical agents: Those agents that can identify and process ethical
information, as well as use it to make sensitive decisions on what should be
done.

– Full ethical agents: Those agents who, aside from being able to identify and
process ethical information, have those metaphysical features that are usually
attributed to human agents; namely, consciousness, intentionality and free
will.

Similarly, Wallach and Allen [23] define three layers of moral agency based
on the two properties of autonomy (the degree in which an agent can act inde-
pendently) and sensitivity (the degree in which the agent can identify and factor
ethical information into their decision system):

– Operational morality : Agents with both low autonomy and low sensitivity,
but which have some ethical considerations engineered in their design.

– Functional morality : Agents that either have high autonomy and low sensi-
tivity, or the other way around (i.e.: low autonomy and high sensitivity).

– Full moral agency : Agents with high degrees of both autonomy and sensitivity,
capable of acting as “trustworthy moral agents” [23, p. 26].

Wallach and Allen explicitly refer to Moor’s categorization and, although
they agree with Moor’s aim and approach towards explicit ethical agents, they
also point out how Moor does not provide instructions regarding how this direc-
tion should be pursued. In this sense, the authors defend how their account of the
development of technology based on an interaction between autonomy and sen-
sitivity provides good directions. As increased autonomy is an already ongoing
trend in technological advancement, the question behind artificial moral agency
requires an increase in ethical sensitivity.

The challenge behind the design of artificial ethical agents has usually been
tackled through ethical design. Nevertheless, as soon as we recognize that the
next steps behind that challenge lie in increasing ethical sensitivity, ethical design
may be faced with certain limitations requiring us to divert our attention to a
more explicit approach to ethical reasoning: the creation of artificial morality.

2.1 Ethics by Design: Forewarned is Forearmed

Ethical design faces the ethical challenges behind technology through anticipa-
tion [18]. When designing a new technological artifact, considering what this
new artifact can do, who might use it, how it may be used, and what outcomes
their uses can bring about helps understand situations in which the artifact can
have an ethically-relevant effect. Once this combination of internal (the artifact’s
allowances) and external factors (its users, potential contexts, etc.) is considered,
the designers can anticipate risks and dangers and integrate those into the design
of the artifact itself.
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One can find ethical design in technology way before complex AI-driven
systems, and it can easily be found in almost any kind of technological tool
[14,23]; emergency buttons on tools that, if they were to get out of control, could
cause severe damage (like jackhammers, kitchen blenders, motorbikes), manual
safety blocks and latches in firearms to prevent unintended firing, etc. How-
ever, the more autonomous technological artifacts become, the more complex
their “safety mechanisms” must become. For instance, internet search engines
are equipped with automated filtering tools to prevent showing inappropriate
content to unintended audiences; a search engine could show these results, but
its potential searches are limited beforehand due to ethical reasons. Similarly,
a plane’s autopilot system has a constrained range of manoeuvres it can per-
form, with limited speeds, turning, and ascend/descend angles; beyond what is
mechanically and physically possible, these limitations are imposed in order to
avoid discomfort to the passengers. More complex systems, such as an ML-based
algorithm programmed to decide whether an applicant can get a bank loan, have
been known to show biases and unfair behaviors [13]; among other options, eth-
ical design can be applied in order to pre-process the data to filter those fields
that should not play a role in the decision-making.

When considering the categories introduced in the Sect. 2, ethical design
would likely lead to what Moor classifies as ethical impact agents and implicit
ethical agents, and to what Wallach and Allen call operational morality. Even
in the case of fairly complex systems (such as ML-based automated decision
systems), ethical concerns are explored beforehand, planned and dealt with in
advance. Although this does not mean that the system cannot be checked, revised
and improved over time, aside from the ethically-relevant situations that have
been foreseen in its design, the system does not adapt. Furthermore, there is
no explicit representation of the ethical weight of the system’s actions. As such,
ethical design leads to systems that, regardless of their degree of autonomy, lack
ethical sensitivity (following Wallach and Allen’s terminology).

In order to leap this gap and reach some sort of explicit ethical sensitivity,
which would be necessary for artifacts exhibiting functional morality, we need to
define and embed morality as part of the system’s decision procedures. In order
to do this, ethical design is not enough: we must take a step forward and venture
into the realm of artificial morality.

2.2 Artificial Morality: Towards Encoding Moral Value

Even though certain behaviors can be encouraged or limited through rules, norms
and patterns, ethical behavior usually requires some sort of awareness of what is
at stake in a situation. Take, for instance, a famous case in the fiction literature
of ethical autonomous systems: Isaac Asimov’s I, robot [5]. Although being a
fictional work, Asimov’s rules of robotics have been thoroughly considered and
discussed as a potential starting point for ethical machines [3,11]; needless to
say, this set of rules has been shown to lead to paradoxes that would make
them insufficient to guide artificial ethical behavior. Nevertheless, even if we
hypothetically accept that those rules are good enough to guide ethical robots,
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the robots would still need to be aware of what constitutes an ethically-relevant
fact. Take, for instance, the first rule governing the ethical behavior of robots:

A robot may not injure a human being or, through inaction, allow a human
being to come to harm.

In order for a robot to act according to this rule, it must be able to understand
what “harm” means to a human, and what situations could possibly lead to
a human coming to harm. In fact, a different understanding of what counts
as “harm” could lead to many different interpretations to guide the robot’s
behavior2. Even being just a fictional example, this helps to highlight how, in
order to exhibit ethical behavior and adapt to potentially unforeseen situations
involving multiple agents, interests and contexts, an explicit awareness of what
counts as “moral” is needed.

This requirement for explicitness, which would be needed in order to achieve
explicit moral agents and functional morality (as well as beyond that), makes
artificial morality a more promising avenue than ethical design, which is based on
a priori anticipation to ensure that behavior is constrained according to certain
ethical principles. Instead, artificial morality is rooted in the notion of “agent”
and “agency”; automated decision-making systems here are not considered mere
tools, but they are implicitly considered to be autonomous over certain decisions.
As such, this approach is based on integrating moral reasoning into the decision
system itself. The agent is given agency to identify, evaluate and potentially make
autonomous decisions over potentially new ethically-relevant situations –just as
we humans do.

The overall idea behind the engineering of these systems is simple: the “moral-
ity” of a decision should be identified, weighted and brought into the picture,
just as it is already done with other notions (such as “utility”, “performance”,
“benefit”, etc.) that are factored into the decision procedure. Intuitively speak-
ing, this sounds quite natural to what we humans do when we reason about
a situation; sometimes, our decision is entirely based on the benefit we would
receive from acting in a certain way; other times, we become aware of the moral
weight involved in such decision and choose to act in a different way, even if it
not as beneficial to us as it could be. Beyond this intuition, however, identifying,
capturing and weighing morality in a computational way suddenly becomes a
huge conceptual challenge where, for every answer, we are faced with a plethora
of both theoretical and technical questions. As identified by [24], this challenge
can be looked at from three main design perspectives:

1. Top-down approaches are based on understanding and defining beforehand
all those situations that could be relevant in order to distill a set of rules to
guide the behavior of the artificial moral agent (some examples are [6,7,21]).

2. Bottom-up approaches are inspired by trial-and-error learning which, in fact,
we humans use while developing our moral character. Machine learning and

2 In the story “Liar!” [5, ch. 6], precisely, a robot continuously lies to the characters
in order to avoid hurting their feelings, which is an unintended understanding of the
term “harm” that was not planned in the design of that robot.
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evolutionary algorithms are some of the underlying mechanisms that could
be used under this approach (see [1,15]).

3. Hybrid approaches combine both previous approaches in order to dynamically
learn from relevant cases, while sticking to a certain set of rules that might
constrain or guide the way those cases are processed. Hybrid approaches have
the advantage of being more flexible than pure top-down approaches, while
being less unpredictable than purely bottom-up ones (see [2,22]).

Despite the clear challenge behind the computational representation of some-
thing as contextual as “morality”, several prototypes have been designed and
implemented in order to explore this uncharted territory [10]; this sheds some
light into this and provide some first steps that can be followed to enhance this
kind of explicit ethical systems3.

3 Exploring the Challenges Behind the Case Study

Although it is true that ethical dilemmas in the context of education need not
be as deeply nuanced as the one we present in this paper, that case is useful to
understand the multiple layers that may be involved in those scenarios. Needless
to say, a case like that, where not even human teachers can agree on (different
professionals propose very different approaches to it in [17]), would be extremely
challenging to solve computationally. However, we can tentatively venture into
exploring some of the many challenges that each layer of that case would need
to be faced by autonomous ethical agents. Far from trying to provide a solution
to that problem, this exploration can help us understand the challenges that a
computational approach to it will face, thus guiding future steps in this line.

3.1 The Educational Layer

As it has been explained in Sect. 1.1, the Educational layer represents the most
direct representation of the student’s activities as part of the expected learning
process. The information contained in this layer encapsulates the standard norm
and conditions required to pass grade, as well as the student’s actual results;
furthermore, and through the student’s record, one can get a picture of the
student’s performance in the past, and might allow to spot performance trends
and unusual variances that could be used to support making a decision.

If we are to focus, for now, only on the Educational layer, the ethical dilemma
depicted in the case study somewhat vanishes –or, at the very least, gets strongly
diluted. Because this layer is driven by a clear rule (the required mark to pass

3 It is worth mentioning that these two approaches to ethical systems, ethical design
and artificial morality, are not mutually exclusive. In fact, Moor points out in his
work how the categories he defines in [19] are not exclusive either –an explicit ethical
agent can easily be an ethical impact agent and an implicit ethical agent as well.
Following this, furnishing an agent with some artificial morality mechanisms does
not imply having to ditch ethical design approaches beforehand.
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grade) and a fact (the mark scored by the student), there is not much to consider
at this point... unless we bring the student’s record into the picture. A student
whose marks are good enough, but which have shown improvement in the past
(even if with ups and downs), might be able to keep the pace with the next
grade; conversely, a student whose marks have been consistently low would not
probably be able to cope with the next grade any better than with the current
one.

This task at hand could be approached through ethical design by a set of
rules, without the need to furnish the agent with any sort of explicit moral rea-
soning. Because the rule and the data are clear, the only thing that could be taken
into account in this decision is the tendency depicted in the student’s records.
One can easily imagine an automated system that, provided the students’ records
follow a certain specified tendency, is more prone to either rounding up a slightly
low mark4 to allow a grade pass, or, at least, bring a human-in-the-loop to make
a decision on a “fringe case”.

3.2 The Personal Layer

The Personal layer poses some computational challenges with respect to the Edu-
cational layer. Namely, as the Personal layer is directly related to the student’s
beliefs, goals, intentions, etc., which are way harder to capture from “within”
the computational setting that an artificial agent, such as a personal tutoring
system, would have access to. This layer would normally be grasped and under-
stood, in a traditional learning context, by the student’s teachers5.

This layer presents severe conceptual representation challenges. Because we
are focusing on the personal attitude of the student towards the situation, we
are faced with notions such as the student’s intention, effort, dedication and
discouragement, among others. While it can be argued that, in an online learn-
ing environment, dedication could be somewhat acknowledged (through maybe
hours connected on campus, activities and exercises solved, etc.), the other three
belong to the internal mental state of the student and are hard to account for
through the usual environment in online learning. An even trickier part of this
layer lies in the fact that this decision is all about potential future outcomes.
This decision is no longer about what the normal rule about grade passing and

4 This would then open up the Sorites question about “how low is low enough” for the
system to make this decision, but this question falls outside the scope of this paper.

5 It is worth recalling a recent case that occurred during 2020 in the UK in which, due
to students being unable to attend an A-level exam due to the Covid-19 pandemic,
an automated system was implemented in order to predict the student’s grades [16].
It turned out that the predictions made by the students’ teachers and the ones made
by the automated system were quite different (being way lower in the automated
prediction), which resulted in several protests that led to the UK government dis-
regarding the automated predictions and following the human teachers’ predicted
grades. This ties up directly with the fact that human teachers had access to this
Personal layer of their students that the automated system, which was fed only on
data of what we call the Educational layer, lacked.
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the student’s grades are, but rather it is about how the future scenario could be,
after a decision has been made, and how this may affect the student’s possibili-
ties.

In this sense, the student’s success in raising her grades (which can be
acknowledged by the system through her records) is key in considering whether
the student should be given this chance; a student whose grades have been invari-
ably low would not probably be able to cope with the next grade –or, at least,
there is no evidence supporting that. However, and because this not guarantee,
in any way, that the student will be able to keep the pace, this might require
some sort of vote of confidence where a teacher might agree to allow the student
to pass grade, but only if the student promises to make an effort to keep the
pace with it; this agreement might work, or it might not, but it is something
that only time will tell.

Automatizing this to some degree becomes challenging, as it risks turning the
exception into a norm. In the case that occupies us, the fact that the student has
shown that she can keep up with the workload, given enough effort and dedica-
tion, should be key in deciding whether the exception should be considered. An
automated system, therefore, should be able to look up for signs in the student’s
record showing that they could, indeed, face the challenge a new grade would
present6.

3.3 The Social Layer

The Social layer requires an understanding that goes beyond the students and
that deals with the context they are living in. This context has an influence
over the student and their behavior, as well as over potential opportunities and
limitations the student might have. Among other factors, family, social roles,
historical and geographical inequalities can have a strong impact on the stu-
dent and their learning process. Understanding how those factors can influence
the student is a challenge for both human teachers and automated systems.
Although demographic data of the students might be available, inferring infor-
mation automatically from that data in order to understand the social context of
the students can potentially lead to biases, profiling and discriminatory segmen-
tation of the students, as it has been seen in other areas where ML technologies
have been used on demographic data [13]. This layer, therefore, presents a par-
ticularly deep challenge: whereas the social context is indeed relevant and can
provide important information regarding the students’ living conditions, it is
also mainly based on generalizations that can lead to unfair decisions based on
social profiling.

Whereas the Personal layer had to do with the student’s particular case
and, therefore, was hard to generalize into an “exceptional norm”, the Social
layer deals with generalizations and, as such, is hard to apply to the particular
case. Even though social circumstances can lead to systematic profiling and

6 Learning analytics could help understand the student’s performance and dedication
and provide some grounds for a more informed decision.
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discrimination, in our case study the Social layer is meant to highlight how,
because of the inherent problems the student faces in her social environment,
further care could be placed in her case in order to make an exception to the
usual norm. In this case, therefore, the Social layer should be meant to play a
“positive discriminatory” effect, rather than a negative one. Understanding how
the student’s environment might constrain her performance, her dedication and
her emotional well-being can be a reason to provide an additional margin of
tolerance to that student’s case in order to make up for that.

However, and just as it happened in the aforementioned sectors where AI has
systematically been discriminatory because of social considerations, the same
thing could happen if the trend was inverted. Because social differences reflect
general patterns, those patterns might not apply to the particular cases of people
belonging to those social groups. Belonging to a particular social circle might
indicate a propensity, or a major probability, towards being affected by some of
the characteristics (positive, or negative) that are considered “common” of that
social group. Nevertheless, transforming a general tendency, depicted by statis-
tical patterns, into particular cases, always bear the risk to unfairly misrepresent
those particulars. The characteristics that are more prone to occur in that social
group could not, however, be systematically taken for granted, but they could
rather be open for consideration.

The fact that the social environment is highly contextual and usually requires
a holistic understanding of the social reality of the moment could suggest that a
human-in-the-loop should be needed in order to understand each particular case.
The role of a pedagogical agent in this case would be not to make a decision
on its own, but rather to identify the case as potentially relevant and bring
a human-in-the-loop in order to make a supported decision. This collaborative
role that technology can have in ethical decision-making, where an automated
system may be able to identify cases that require more careful human-in-the-
loop supervision, leads us to the identification of the need for ethical sensors in
this kind of systems, which we explain in the next section.

4 Awaking Awareness: From Physical to Ethical Sensors

Even with just a brief analysis of the guiding case study, it is enough to show
the complexity that ethical dilemmas carry with them. Our reflections around
this case lead us to realize that, before even attempting to imagine a computa-
tional system able to provide a satisfactory decision to a situation as complex
as that, the system would need to raise an awareness of the ethical dimension
behind that decision. As we have previously mentioned, the Educational layer in
itself had almost no hint of an ethical dilemma at all. Nevertheless, by directing
our attention to the Personal and Social layers of that particular student, the
ethical dimension behind such decision arose. Only once we become aware of
such dimension we start wondering whether following the standard norm would
be the right thing to do, or whether we need to carefully consider other factors
bearing an ethical weight before making a decision. Following this line, we rec-
ognize that our autonomous ethical agents need something else, before they can
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even consider how to make an acceptable decision as part of ethical dilemmas:
they need to be able to recognize them.

The notion of a “sensor” is quite common in computational technology. Phys-
ical sensors allow computers to take parts of the physical worlds as input and
react to them accordingly: light, temperature, movement, writing, faces, etc.
Physical sensors allow to leap the existing gap between certain non-digital parts
of the world and digitalize them in order to be used in a computational environ-
ment. The sensory organs in the human body, in fact, do pretty much the same:
our senses capture the “raw” information we perceive in the world (light, sound,
touch, etc.) and send it to our brains so that we can make a model and interpret
them. We can follow this analogy further on and go beyond the physical sensors
in our body. Aside from being able to gather and interpret physical information
about the world, we are also able to extract and infer other kinds of information
from a perceived situation, such as psychological, emotional and ethical informa-
tion. Just as we can perceive and “mindread” someone else’s thoughts, worries
and feelings, we can also intuitively perceive when a decision carries out an eth-
ical weight with it. The ethical relevance of the situation is not clearly signaled
by any physical, or mental signal; instead, when we put together our mental
model of a situation we are faced with, we can (often) recognize whether it car-
ries out an ethical component in it. What makes a particular situation qualify as
ethically-relevant, however, greatly varies depending on the context. Regardless
of the particularities behind each situation, the important thing is that, just
as we have sensory inputs directed towards sensing the physical world, we are
also able to “sense” the ethical dimension of a scenario. Following this analogy,
then, it is only natural to ask ourselves the question: could artificial agents be
equipped with a similar sort of ethical sensors, just like how they already are
equipped with physical sensors?

We believe that, in order to design artificial moral agents able to recognize
and deal with the ethical dimension of situations they may face, they should
be equipped with some sort of ethical sensors. Although the parallelism with
physical sensors is useful, ethical sensors would need to be, in fact, an internal
procedure within the artificial agent, rather than an input hardware component.
In other words, ethical sensors would need to interact not with the “outer world”,
but rather with the “inner model” of the outer world already created within the
agent’s representation system. These sensors should allow the agent to raise
awareness about decisions that could have a profound ethical impact. Unlike
physical sensors, which gather “actual” data about the world and construct a
picture of the current scenario, ethical sensors would need to consider “potential”
outcomes that could follow a decision and understand how these would shape
future scenarios.

In this sense, we claim that artificial morality is key. Whereas ethical design
allows to encapsulate and foresee specific situations that may arise in certain
domains, it is not grounded on the compositional evaluation of the different
“pieces” that form the situation, but rather on the consideration of the situation
as a whole. Conversely, artificial morality can take a more granular approach
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to ethically-relevant scenarios that might arise, or emerge. For instance, [1,2]
provide hybrid and bottom-up prototypes of artificial moral agents that learn,
via examples, how to deal with new morally-relevant scenarios. Even though
these prototypes focus on solving moral dilemmas by following other examples
and, therefore, by capturing their patterns, one can conceive these agents as
being able to “distill” the ethical relevance of the different elements forming the
distinct cases that are used to train them; in other words, the agents could grow
an awareness about which elements can potentially bear ethical weight within
them. This would be a first step towards being able to recognize when a certain
scenario, even if brand new in the set of examples used to train the agent, might
bear ethical relevance.

It is worth noting that the path between recognizing ethical dilemmas and
solving them is far from direct. Nevertheless, if artificial agents are to be more
and more integrated in our educational environments, then it we need to ensure
that they can, at the very least, recognize when a decision can potentially have
an ethical impact on students, or teachers. Furthermore, ethical dilemmas in
education can be quite complex to evaluate and solve, and it might be chal-
lenging, or even impossible, the find the “right” choice –even among human
teachers. In those cases, artificial agents deployed in an online learning environ-
ment (personal tutoring systems, pedagogical conversational agents, etc.) could,
if equipped with ethical sensors, recognize when a decision could qualify as an
ethical dilemma and bring a human-in-the-loop to supervise and consider how
to deal with that particular case.

5 Conclusions and Future Work

Ethical dilemmas usually bear a huge degree of complexity with them and it
is often not even clear whether a “right choice” exists. Making a decision usu-
ally involves adhering to certain principles while disregarding others, and this
may bring severe detrimental consequences to some of the parties involved in
the situation. In this sense, ethical dilemmas in education are no different. As
artificial agents gain more autonomy and become more integrated in the educa-
tional system, one must consider how these artificial systems could be equipped
to handle ethically-relevant situations that arise in online learning environments.
In this work we have briefly compared two main approaches to ethical artificial
agents: ethical design and artificial morality. Each one have their strengths and
weaknesses and can, therefore, tackle different parts of the problem at hand.

Far from aiming to provide a general solution to the automated solving of
ethical dilemmas, in this work we direct our attention to a challenge that would
come prior to solving an ethical dilemma: recognizing that there is one. While
ethical design preemptively constrains certain behaviors and functionalities that
fit a pre-specified pattern, existing prototypes of systems equipped with some
sort of artificial morality behave as “ethical problem solvers”: their inputs are
decisions known to be ethically-relevant, and so they are designed to munch those
scenarios and spit out an ethically-acceptable solution. Although this is some-
thing that ethical autonomous agents will need to do eventually, these agents
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would firstly need to be able to recognize ethically-relevant scenarios, prior to
using their moral reasoning mechanisms to understand what the best choice
would be –and, in case there is no clear answer, bring a human professional
into the decision process. In this line, we introduce the notion of ethical sensors
as mechanisms aimed not at solving ethical problems, but rather at identifying
what can make a decision qualify as “ethically-relevant”. Being better suited to
the design of explicit ethical agents, we believe that artificial morality provides
a better starting point towards the design of ethical sensors. The need to find a
balance between ethical sensitivity and privacy remains open and needs further
discussion, however, as in order to achieve more ethical sensitivity the system
would probably need to have more data available.

As part of our future work, we want to study how artificial morality proto-
types shaped in either a hybrid or a bottom-up fashion, such as [1,2,20], could
be used as a starting point to the design of ethical sensors. Intuitively, the pat-
terns learned by those systems could be used to identify what makes a morally-
relevant situation be considered so. Once those elements have been identified,
we could start prototyping ethical sensors that, given situations that are not
preemptively identified as being morally-relevant, could identify whether those
situations could carry moral relevance by following a compositional, or emergent
analysis of the elements that form such situations. Although designing artificial
pedagogical agents that are able to solve ethical dilemmas is, indeed, our ulti-
mate goal, we first need to ensure that those agents will be able to recognize
them.
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