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Foreword

Human-Computer Interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, and having more impact on people’s everyday life, as an
ever-growing number of human activities are progressively moving from the physical
to the digital world. This process, which has been ongoing for some time now, has been
dramatically accelerated by the COVID-19 pandemic. The HCI International (HCII)
conference series, held yearly, aims to respond to the compelling need to advance the
exchange of knowledge and research and development efforts on the human aspects of
design and use of computing systems.

The 23rd International Conference on Human-Computer Interaction, HCI Interna-
tional 2021 (HCII 2021), was planned to be held at the Washington Hilton Hotel,
Washington DC, USA, during July 24–29, 2021. Due to the COVID-19 pandemic and
with everyone’s health and safety in mind, HCII 2021 was organized and run as a
virtual conference. It incorporated the 21 thematic areas and affiliated conferences
listed on the following page.

A total of 5222 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 81 countries submitted contributions, and 1276 papers and
241 posters were included in the proceedings to appear just before the start of the
conference. The contributions thoroughly cover the entire field of HCI, addressing
major advances in knowledge and effective use of computers in a variety of application
areas. These papers provide academics, researchers, engineers, scientists, practitioners,
and students with state-of-the-art information on the most recent advances in HCI. The
volumes constituting the set of proceedings to appear before the start of the conference
are listed in the following pages.

The HCI International (HCII) conference also offers the option of ‘Late Breaking
Work’ which applies both for papers and posters, and the corresponding volume(s)
of the proceedings will appear after the conference. Full papers will be included in the
‘HCII 2021 - Late Breaking Papers’ volumes of the proceedings to be published in the
Springer LNCS series, while ‘Poster Extended Abstracts’ will be included as short
research papers in the ‘HCII 2021 - Late Breaking Posters’ volumes to be published in
the Springer CCIS series.

The present volume contains papers submitted and presented in the context of the
2nd International Conference on Artificial Intelligence in HCI (AI-HCI 2021), an
affiliated conference to HCII 2021. I would like to thank the Co-chairs, Helmut Degen
and Stavroula Ntoa, for their invaluable contribution to its organization and the
preparation of the proceedings, as well as the members of the Program Board for their
contributions and support. This year, the AI-HCI affiliated conference has focused on
topics related to ethics, trust and explainability, human-centered AI, and AI applica-
tions in HCI and Smart Environments.



I would also like to thank the Program Board Chairs and the members of the
Program Boards of all thematic areas and affiliated conferences for their contribution
towards the highest scientific quality and overall success of the HCI International 2021
conference.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
appreciation to Abbas Moallem, Communications Chair and Editor of HCI Interna-
tional News.

July 2021 Constantine Stephanidis

vi Foreword
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Can You Trust the Black Box? The Effect
of Personality Traits on Trust in AI-Enabled

User Interfaces

Martin Böckle(B), Kwaku Yeboah-Antwi, and Iana Kouris

BCG Platinion, Design and Engineering, Berlin, Germany
{boeckle.martin,yeboah-antwi.kwaku,kouris.iana}@bcgplatinion.com

Abstract. Human-centred artificial intelligence is a fast-growing research stream
within the artificial intelligence (AI) and human–computer interaction (HCI) com-
munities. One key focus of this stream is the enablement of trust between end users
and the intelligent solution. Although, the current body of literature discusses and
proposes a range of best practices for the design of user interfaces for intelligent
solutions, there is a dearth of research how such interfaces are perceived by users
and especially focusing on trust in these interfaces. In this paper, we investigate
how the Big Five personality traits affect trust in AI-enabled user interfaces. We
then experimentally verify which design best practices and guidelines proposed
by Google enable trust in AI-enabled user interfaces for the different personal-
ity types. Initial results (n = 211) reveal that three of the Big Five personality
traits – Extraversion, Agreeableness and Open-Mindedness – show a significant
correlation between the degree of the personality trait and trust in the proposed
storyboards. In addition, we identified significant positive relationships between
the perception of trust by users and four out of the twelve design principles: review
implicit feedback; connect the feedback to UX changes; create opportunities for
feedback; fail gracefully and highlight failure. This paper is of a highly explo-
rative character and provides first experimental results on designing for trust to
the HCI/AI community and also highlights future research directions in the form
of a research agenda.

Keywords: Human-centred AI · Personality traits · HCI/AI · Big five

1 Introduction

Human-Centred Artificial Intelligence involves considering human needs when devel-
oping intelligent solutions. This approach has attracted a lot of attention in the AI
and human–computer interaction (HCI) communities [1]. Although Grudin [3] states
that, “both research disciplines have been divided by a common focused goal”, current
research endeavours are bridging this gap [4, 5]. They are accomplishing this by resolv-
ing relevant issues not only from a technological perspective but also by highlighting that
humans still represent the most central and critical element in many scenarios to which
machine learning (ML) algorithms are applied [4]. AI has already been used to support

© Springer Nature Switzerland AG 2021
H. Degen and S. Ntoa (Eds.): HCII 2021, LNAI 12797, pp. 3–20, 2021.
https://doi.org/10.1007/978-3-030-77772-2_1
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the decision-making process in various application domains [6–8]. Examples include the
medical domain [6, 11, 12], where AI has been used to classify computed tomography
images to aid in the early diagnosis of retinal diseases [6], or in finance, supporting
humans in risk management and option pricing decisions [7, 13]. Furthermore, AI [8,
14] has found applications in healthcare where it assists humans with patient adminis-
tration, patient monitoring and clinical decisions [8]. Although these examples highlight
promising early results of the application of AI to support human decision-making in
different domains, the design of intelligent systems that provide seamless interaction
for individual end users by understanding their different needs is still an ongoing chal-
lenge for human-centred AI. In fact, Xu and Riedl [1, 2] argue that while technological
factors are of major importance because technology is developing at such a fast pace,
nontechnical factors must also receive considerable attention.

From a HCI perspective, the first two waves of AI can be considered failures because
they neglected human needs [2]. The focus was predominantly driven by academia and
mainly on technological solutions. The third wave of AI, starting in approximately 2006
and characterized by major breakthroughs in the application of deep learning to big data,
pattern and speech recognition [2], has been shaping up differently. Very importantly,
there is a conversation on how to combine these technological advances with a human-
centred approach. There is a clear understanding that intelligent systems need to be
designed while taking into account that they form part of a larger ecosystem consisting
of human stakeholders including users, operators and clients. This has been defined as
human-centred AI [1].

There is increasing awareness that the AI goals of intelligent interfaces would
strongly benefit from the application of user-centred design principles, especially the
principles concerning user testing defined in theHCI community [9]. HCI needs to tackle
several challenges in the design of AI-enabled interfaces. Firstly, AI algorithms deal with
a high level of complexity and therefore the interfaces need to provide transparency and
better explanations. Secondly, AI-enabled user interfaces are generally designed for
more long-term interactions since algorithms initially need to be “trained up” before
obtaining the full benefit of the user-experience (UX) design [9]. Consequently, there is
a need for a user-centred approach which helps users understand the characteristics and
output of the AI algorithm in order to address the AI black-box problem [2], to enable
trust and to tackle issues such as social responsibility, fairness and accountability [1].

If systems with AI components are designed to be human centric and enable trust,
Riedl [1] highlight two main aspects for consideration. Firstly, AI and ML systems must
be able to produce understandable explanations. This is mainly covered by the emerging
and fast-growing research stream of explainable AI (xAI), which provides toolkits and
taxonomies for AI explainability techniques [16, 17]. Secondly, human-centred AI and
ML systems need to consider the behaviour and objectives of different personalities in
order to address their individual needs [15]. The current paper investigates this second
aspect and examines how it affects trust in AI-enabled user interfaces by addressing the
following research question:
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RQ 1: Do personality traits affect trust in human-centred AI-enabled user interfaces?

In the current body of HCI/AI literature, there is consensus around a set of proposed best
practices and guidelines for building human-centred AI-enabled user interfaces [18, 19].
If personality traits affect trust in these interfaces, then it is important to understandwhich
best practices and guidelines encourage a high level of trust for different personality
traits, an area which considerably lacks research. Such knowledge will be very useful in
the design of human-centred AI approaches. This paper therefore attempts to answer a
second research question:

RQ 2: Which best practices and guidelines for the design of human-centred AI-enabled
interfaces instil the highest levels of trust for different personalities?

As such, this study has two main objectives. First, to investigate the influence of person-
ality traits on trust in AI-enabled user interfaces and second, to experimentally verify
which design best practices and guidelines enable trust in AI-enabled user interfaces
according to personality type. We also propose a research agenda intended as a basis
for future research directions and to guide the practical application of human-centred AI
design by considering users’ personality traits.

To the best of our knowledge, this is one of the first papers to investigate the rela-
tionship between personality traits and trust in AI-enabled user interfaces and there-
fore contributes new design knowledge to the current body of HCI/AI literature and
community.

2 Research Background and Related Work

To identify and develop the research gap and the definition of the proposed research
design, we studied several streams within the literature on HCI/AI.

2.1 Human-Centred AI

There are several emerging and fast-growing research streams under the umbrella of
human-centred AI that highlight different aspects of intelligent solutions. One stream
focuses on ethically responsibleAI [2],which aspires to avoid discrimination and achieve
fairness. Another stream focuses on designing explainable, useful and useable AI solu-
tions [1, 2], as these features have been neglected in the past. As AI is increasingly
applied in multiple end-user applications, most users, especially those with a limited
technical background, perceive intelligent systems as a black box. This phenomenon
causes end users to ask systems questions such as: “Why did you do that? Why is this
the result? Why did you succeed or fail? When can I trust you?” [1, 2, 10]. These ques-
tions represent the baseline of explainable AI (xAI), which is currently a popular topic in
human-centred AI literature. xAI attempts to address these systems’ opacity for the end
user by explaining why a certain solution is presented. This approach focuses on under-
standing and interpreting the AI system output. Recent examples of such work include
the classification of explanations of AI solutions for different types of user – developers,
AI researchers, domain experts, lay end users – by considering theirs goals [20]. This
is a novel framework that comprises relevant theories on human decision-making, e.g.,
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how people should and actually reason in order to inform the xAI techniques [21] and
a taxonomy focusing on questions about, “What is explained?” (e.g., data or model),
“How it is explained?” (e.g., direct/post-hoc, static/interactive) and “At what level?”
(e.g., local/global) [22]. These approaches address the research question, “How to and
why trust AI-enabled user interfaces and their output?”

2.2 Trust in AI

When end users overcome the perception of uncertainty or risk, they then start to develop
trust in technology. This usually happens after an assessment of the technology’s perfor-
mance, reliability, safety and security [23]. Generally, trust is a very complex construct
[24] and within the domain of human–machine interaction (HMI) it is defined as, “the
attitude that an agent will help achieve an individual’s goals in a situation character-
ized by uncertainty and vulnerability” [25]. The work of Ferrario et al. [26] discussed
the concept of e-trust when end users interact with e-commerce platforms, group chats
and online communities [27]. McKnight et al. [28] investigated the concept of initial
trust formation, which explains the preliminary acceptance of technology, in contrast
to continuous trust development, where trust needs to be maintained over time. These
approaches deal with the question, “How is trust formed when interacting in a digital
context?”

2.3 Best Practices and Guidelines for the Design of Intelligent Solutions

This research paper aims to answer the question, “Who trusts AI-enabled user interfaces
and which ones do they trust?”, rather than the questions put forward at the end of
the last two paragraphs, both having already been discussed extensively in the domain.
Jamson et al. [29] showed that AI technology is only effective when it assumes some
degree of control for users. To support this effective use of AI technology, interaction
with AI-enabled user interfaces should therefore aim to build trust in various ways by
considering the factors that influence trustworthiness in such systems, as outlined by
Ashoori et al. [30]. Google has created a collection of recommended best practices and
guidelines from the UX domain that should be followed in order to achieve a human-
centred approach toAI that encourages trust [18]. These include how to introduce the end
user to the AI system in a meaningful way and how to set expectations for adaptation and
create effective mental models. Other best practices and guidelines show that feedback
is crucial to developing trust in AI-enabled user interfaces, as well as explaining how
to review, collect and connect implicit and explicit feedback to inform and enhance the
user’s experience of the product [18]. Google [18] proposed further guidelines on how
to define errors and failure and provide a path forward from failure, since AI capabilities
can change over time, leading to errors and failures, and the ability to deal with this
gracefully is crucial to trust. As explainability is considered one of the major drivers
for increasing trust in these systems, there are also best practices that explain how AI
systems work by connecting explanations to the end users’ actions with the AI system



Can You Trust the Black Box? The Effect of Personality Traits 7

output and workings of the system’s optimisation process [18, 20]. In the current paper,
we highlight four sets of best practices and guidelines out of six proposed by Google
[18], all of which are widely used and accepted in practice. The four sets of guidelines
are:

• Mental Model: This set of guidelines concerns the end users’ understanding of how
AI systems work and how their interactions affect the interface. Generally, mental
models aim to set expectations about functionalities and communication limitations.

• Explainability and Model Confidence: These guidelines address how the end user
receives an appropriate level of explanation regarding how the system works and its
degree of confidence in its output. After developing a clear mental model and aware-
ness of the system’s overall capabilities, these guidelines help end users learn how
and when to trust the underlying system. They were originally named “Explainability
+ Trust” but have been renamed here to avoid confusion.

• Feedback and Control: This set of guidelines concerns the design of feedback and
control mechanisms that provide a meaningful end-user experience (UX) when sug-
gesting personalized content. These mechanisms can also be used to improve the
underlying AI model output.

• Errors and Graceful failures: These guidelines help identify and diagnose AI context
errors and communicate the way forward. Context errors include false starts, misun-
derstandings and edge cases that cannot be foreseen within the development process.
Google suggests these errors should be seen as opportunities to correct the end user’s
mental model, encourage the end user to provide feedback and enhance the overall
learning process through experimentation and error resolution processes [18].

We focused on these four sets of guidelines from the total of six sets because only
these four applied to the context of our evaluation.

Although these UX best practices and guidelines for the design of AI-enabled
user interfaces are widely used in the industry, there is a lack of experimental vali-
dation of their efficacy in terms of individual user needs that can be associated with
different user/personality types [15, 51]. This is very important, since these different
user/personality types are known to have distinct needs which should be taken into
consideration when implementing a human-centred design approach.

2.4 User-Type Models

User typologies or personality types have a long history of use in the design of person-
alised solutions, especially in the domainof learning andpersuasion. For instance,Böckle
et al. [31, 32] used user/player types to define user-centred design possibilities at the inter-
section of gamification and persuasive technology. These typologies are also very useful
in HCI [33] for defining boundaries to ensure successful interaction with AI-enabled
systems and user interfaces [15, 34]. Stachl et al. [35] reported that user/personality
types are better predictors of AI application usage than basic demographic parameters
[36]. Although several different user type models have been discussed in the literature,
in this paper, we focused on the Big Five personality types proposed by Goldberg [36].
These types are described in the Table 1.
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Table 1. Big Five factors of personality (BFI-2) [54]

Extraversion (E) Active, assertive, energetic, enthusiastic, outgoing, talkative

Agreeableness (A) Appreciative, forgiving, generous, kind, sympathetic, trusting

Conscientiousness (C) Planula

Negative Emotionality (N) Anxious, self-pitying, tense, touchy, unstable, worrying

Open-Mindedness (O) Artistic, curious, imaginative, insightful, original, wide interests

3 Research Design

To collect data to study how personality traits affect trust in human-centred AI-enabled
user interfaces, we created a survey with storyboards covering the four sets of best
practices and guidelines for the design of AI-enabled user interfaces proposed byGoogle
[18] and described in Sect. 2.3. The storyboards show a prototype of amobile application
called “Zycle” created using the sets of best practices from Google [18]. Zycle is an
application that helps users who cycle for exercise, a common mode of exercise in
Germany, the country of residence of the authors. Zycle has various functionalities such
as suggesting routes for rides based on the user’s profile, as well as ride summaries
and music playlists. We designed three storyboards for each set of best practices and
guidelines, giving a total of twelve storyboards. The storyboards and their matching sets
of guidelines are shown in Table 2.

Users were asked to rate each storyboard on the perceived trust. They were given
the following scale and asked to pick one option.

(1) The system is reliable
(2) I am confident in the system
(3) I can trust the system
(4) I am not suspicious of the system’s intentions, actions or outputs.

Although the literature discusses several approaches for measuring trust [38, 39], we
selected this scale for measuring trust in automated systems [37]. We believe this scale
is the most appropriate as it is one of the few that has been empirically tested and used
to measure trust in automated systems such as AI-enabled systems.



Can You Trust the Black Box? The Effect of Personality Traits 9

Table 2. Defined storyboards inspired by [18]

Explainability and model confidence 

S1 Articulate data 
sources – The interface 

reports a lack of data and 

suggests that the user 

uses their own judge-

ment. 

S2 Account for situa-
tional stakes – The in-

terface explains why cer-

tain recommendations 

have been made in a cer-

tain context (e.g., best for 

ankles). 

S3 Communicate model 
confidence – The interface 

highlights different recom-

mendations of representing 

the confidence values as 

categories (e.g., high/me-

dium/low).

Mental Model Mapping 
S1 Design for experi-
mentation – The inter-

face indicates that the ap-

plication will average the 

first few rides together 

before starting to make 

recommendations. 

S2 Fail gracefully and 
highlight failure – The 

interface explains that 

the application could not 

map the entire bike ride.

S3 Clearly communicate 
the limits of AI – The in-

terface highlights the fea-

tures of the  

AI component and sets ex-

pectations while also help-

ing the end user. 

(continued)
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Table 2. (continued)

Feedback and control 

S1 Review implicit 
feedback – The interface 

provides the option of 

looking at past rides and 

adjusting data collection 

settings. 

S2 Connect the feed-
back to UX changes – 

The interface allows us-

ers to provide feedback, 

which will have a direct 

impact on the UX. 

S3 Consider user prefer-
ences – The interface pro-

vides the option to make 

adjustments if the user’s 

preferences change. 

(continued)
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Table 2. (continued)

Errors and graceful failures 

S1 Define meaningful 
error states – Use of er-

ror states to inform the 

user what input the AI 

needs. 

S2 Consider contextual 
recommendations – The 

interface offers proactive 

recommendations. 

S3 Create opportunities 
for feedback - The inter-

face presents the oppor-

tunity to receive feedback 

if the user rejected AI 

outputs.

4 Results

We used the Amazon Mechanical Turk (MTurk) micro-task market to collect the results
of the questionnaires.MTurk is a widely accepted and reliablemethod [40] for collecting
end user responses and has also been applied in a variety of peer-reviewed HCI studies
[41–45]. Several studies have confirmed themethodological validity ofMTurk in various
types of survey, including the issues of sampling and participant representatives and
potential biases [46–48]. The major advantage of MTurk is that it taps into a diverse
population of potential participants who are more easily accessible than via traditional
recruitment methods. To obtain high-quality results, we followed the best practices
recommended by Goodman and Kurtis by setting a minimum approval rating of 97%
and a minimum number of approved tasks of 5,000. To answer our research questions,
we applied a multiple regression analysis to the results of the survey to determine which
of the predictors, in this case the Big Five personality traits, showed a high correlation
with a perception of trust in each of the storyboards.
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4.1 Demographic Information

We received 239 complete responses and discarded 28 responses that we considered
invalid, giving a total of 211 valid responses. The discarded responses violated certain
rules such as completing the questionnaire in less than the minimum time of 15 min.
Demographic data revealed that the participants represented a very diverse population
with some differences regarding their home country and level of education. The demo-
graphic data are shown in Table 3. It shows that 41% of the subjects were female and
59% male. The largest age group (46%) were between 26 and 35 years old and 49%
of all respondents had a degree. Most respondents selected India (51%) as their home
country, followed by the United States (41%).

Table 3. Demographic data

Total responses (n = 211)

Gender Female (41%), Male (59%), Trans (0%), Other (0%)

Age 15−25 (4%), 26−35 (46%), 36−45 (28%), Over 45(22%)

Education Less than high school (1%), High school (9%), Graduate (16%), College diploma
(7.5%), Degree (49%), Master’s degree (15%), Doctoral degree (0), Other (2.5%)

Country India (51%), USA (41%), Austria (4%), Germany (3%), Singapore (1%)

4.2 Personality Traits and Trust in AI-Enabled User Interfaces

Firstly, we shall address the research question:

RQ 1: Do personality traits affect trust in human-centred AI-enabled user interfaces?

We applied a multiple regression analysis to the results of our survey, focusing on the
relationship between the Big Five personality traits and perceived trust in the storyboards
and, subsequently, the best practices and guidelines used to design the storyboards. The
results are shown in Tables 4, 5, 6 and 7.

Overall, the results reveal that all the user types have differing correlations for form-
ing trust in AI-enabled user interfaces. Three out of five user types, namely those with
a high tendency towards Extraversion, Agreeableness and Open Mindedness, show a
statistically significant correlation with trust in AI-enabled user interfaces. We could not
identify any significant relationships for users who tend towards the user types Consci-
entiousness and Negative Emotionality. Our results unequivocally show that personality
traits affect trust in human-centred AI-enabled user interfaces.

Our second aim was to answer the research question:

RQ 2: Which best practices and guidelines for the design of human-centred AI-enabled
interfaces instil the highest levels of trust for different personalities?

The following subsections provide a more detailed analysis of the relationship between
each Big Five personality trait and trust and attempts to answer RQ1 and RQ2 for each
trait.
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Extraversion: Individuals with this trait are sociable, gregarious, assertive, talkative,
energetic and optimistic [49]. A lower degree of Extraversion corresponds to more
reserved, independent and quieter users [50]. Our results in Tables 4 and 7 revealed a sig-
nificant positive relationship between the degree ofExtraversion and trust in storyboards
belonging to the categoriesMental Model and Errors and Graceful Failures. Storyboard
S2 onMental Model Mapping highlights the best practice of failing gracefully when the
system fails to meet expectations but provides the option to map the run manually. In
this case, higher degrees of Extraversion correlated positively with an increase in trust
when this guideline is followed. Users may see the failure not only as forgivable but
something they can help fix, thus increasing their perceived trust in the system. There
is a similar positive correlation between trust and higher degrees of Extraversion for
storyboard S3 on Errors and Graceful Failures, which corresponds to the best practice
for creating feedback opportunities. These results suggest that extraverted users have
a higher degree of perceived trust in systems when they are given chances to supply
feedback to fix system failures.

Agreeableness: Agreeableness is an important factor in human–computer interactions
and is characterised as individuals who are helpful, cooperative, good-natured, sympa-
thetic and tolerant of others [49]. Results in Table 6 show significant positive correlations
between the degree of Agreeableness and trust in storyboards S1 and S2 for Feedback
and Control. The first storyboard (S1) deals with the best practice of reviewing implicit
feedback and informs end users about an option to opt-out of data collection function-
alities. In this context, higher degrees of Agreeableness correlated positively with an
increase in trust when these guidelines were followed. Generally, since the application
of data collection practices may conflict with the level of trust in AI, end users perceive
this option positively as a transparent system behaviour. The second storyboard (S2)
highlights feedback opportunities by directly influencing the UX of the present ride by
asking, “How’s the ride going?”; this reveals the balance between control and automation
[18].

In this case, individuals can respondwith options such as, “Toomany hills”, “Boring”
or “Too long”, etc. and the results in Table 6 show that higher degrees of Agreeableness
correlated positivelywith an increase in trust when this guidelinewas applied. Therefore,
our results confirm that users have a higher level of trust when they are given chances
to opt-out of critical functionalities or providing feedback with a direct impact on the
present UX.

Open-Mindedness: Open-Mindedness is characterised by intellectual curiosity, a high
level of creativity, complex and deep thinking, including the interest in abstract ideas
[49]. On the other hand, a low level of Open-Mindedness corresponds to conventional,
conservative behaviour and a preference for familiar situations [33, 52].

Our results inTables 4 and 5 show that there is a highly significant inverse relationship
between the degree of Open-Mindedness and trust for all the storyboards for Mental
Model Mapping and the third storyboard (S3) for Explainability and Model Confidence.

Storyboard S1 inMentalModelMapping demonstrates the best practice of designing
for experimentation and reassuring users that these features will not dictate their future
experiences [18]. Our results in Table 4 show that higher degrees of Open-Mindedness
correlate negatively with an increase in trust when this guideline was applied.
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Consequently, this shows that these individuals perceive experimentation in which
the first few routes will be averaged as untrustworthy. Similarly, when this guideline was
followed for the second storyboard (S2), where the route could not be mapped properly,
we identified a highly significant negative relationship with increased trust. Users with
this personality trait do not tolerate any failures in the system or the option of running the
mappingmanually. Finally, the last storyboard (S3) aims to communicate the limits of AI
by carefully describing theAI features of the systemwhich form the basis of the data used
for the proposed recommendations. End users with a higher degree ofOpen-Mindedness
did not trust this recommendation. Within this context, Google [18] suggested that there
is a risk of integrating a generalised “AI helper”, yet the risk of mistrust is even higher
if the system limitations are unclear, as it could lead to over-trust or failing to benefit
from the real added value [18]. In the category Explainability and Model Confidence,
we identified a highly significant negative relationship (Table 5) between the degree of
Open-Mindedness and the third storyboard (S3),which corresponds to the best practice of
how to communicate the model confidence in a meaningful way. Although, the interface
breaks down model confidence into three levels – best match, good match, match unsure
– this personality type does not trust this type of explanation.

Table 4. Mental model mapping

Storyboard 1 Storyboard 2 Storyboard 3

RC t Stat p-value RC t Stat p-value RC t Stat p-value

EXT 0.17 1.62 0.10 0.35* 2.20 0.02 0.24 1.84 0.06

AGR 0.14 0.97 0.33 0.00 0.0 0.99 0.11 0.62 0.53

CON 0.15 1.08 0.28 −0.31 −1.47 0.14 0.03 0.20 0.83

NEG −0.09 −0.88 0.37 −0.25 −1.47 0.14 −0.11 −0.84 0.40

OPE -0.29** −2.43 0.01 −0.57** −3.05 0.00 −0.52** −3.47 0.00

Coefficients in bold represent a significant correlation (*p-value ≤ 0.05, **p-value ≤ 0.01), EXT
– Extraversion, AGR – Agreeableness, CON – Conscientiousness, NEG – Negative Emotionality
(Neuroticism), OPE – Open-Mindedness, RC – Regression Coefficient)

Table 5. Explainability and model confidence

Storyboard 1 Storyboard 2 Storyboard 3

RC t Stat p-value RC t Stat p-value RC t Stat p-value

EXT 0.15 1.2 0.21 0.12 1.12 0.26 0.09 0.81 0.41

AGR 0.13 0.75 0.45 0.16 1.00 0.31 0.10 0.63 0.52

CON 0.14 0.91 0.36 0.18 1.24 0.21 0.19 1.28 0.20

NEG 0.08 0.66 0.50 0.10 0.85 0.39 −0.06 −0.55 0.58

OPE −0.14 −1.04 0.29 −0.23 −1.75 0.08 −0.31** −2.37 0.01

Coefficients in bold represent a significant correlation (*p-value ≤ 0.05, **coefficient p ≤
0.01), EXT – Extraversion, AGR – Agreeableness, CON – Conscientiousness, NEG – Negative
Emotionality (Neuroticism), OPE – Open-Mindedness, RC – Regression Coefficient)
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Table 6. Feedback and control

Storyboard 1 Storyboard 2 Storyboard 3

RC t Stat P-value RC t Stat P-value RC t Stat P-value

EXT 0.15 1.38 0.16 0.15 1.38 0.16 0.16 1.48 0.13

AGR 0.30* 1.92 0.05 0.30* 1.92 0.05 0.19 1.21 0.22

CON 0.12 0.88 0.37 0.12 0.88 0.37 0.11 0.76 0.44

NEG 0.14 1.22 0.22 0.14 1.22 0.22 0.08 0.68 0.49

OPE −0.17 −1.36 0.17 −0.17 −1.36 0.17 −0.18 −1.43 0.15

Coefficients in bold represent a significant correlation (*p-value ≤ 0.05, **p-value ≤ 0.01), EXT
– Extraversion, AGR – Agreeableness, CON – Conscientiousness, NEG – Negative Emotionality
(Neuroticism), OPE – Open-Mindedness, RC – Regression Coefficient)

Table 7. Errors and graceful failures

Storyboard 1 Storyboard 2 Storyboard 3

RC t Stat P-value RC t Stat P-value RC t Stat P-value

EXT 0.12 0.97 0.33 0.09 0.76 0.44 0.24* 2.03 0.04

AGR 0.18 1.06 0.29 0.24 1.37 0.17 0.17 1.01 0.31

CON 0.02 0.12 0.89 0.01 0.06 0.94 −0.01 −0.11 0.91

NEG −0.06 −0.45 0.64 0.02 0.20 0.83 −0.04 −0.36 0.71

OPE −0.09 −0.65 0.51 −0.11 −0.74 0.45 −0.01 −0.07 0.94

Coefficients in bold represent a significant correlation (*p-value ≤ 0.05, **p-value ≤ 0.01), EXT
– Extraversion, AGR – Agreeableness, CON – Conscientiousness, NEG – Negative Emotionality
(Neuroticism), OPE – Open-Mindedness, RC – Regression Coefficient)

5 Conclusion

The results of the present work aim to support researchers in the design of human-centred
AI applications with a major focus on trust. Generally, the application of psychology to
HCI can be used to assess design effectiveness, as different personality types perceive
and use technology differently. Therefore, we looked into best practices from a UX
perspective in order to design AI user interfaces that enable trust. These guidelines
indicate how to design intelligent solutions in a meaningful way and cover topics such as
Mental Model Mapping, Explainability and Model Confidence, Feedback and Control
and Errors and Graceful Failures. The storyboards we developed were designed to
encourage trust and followed a human-centred approach to AI.

The human-centredAI design elements appliedwithin the prototype captured a holis-
tic picture of a mobile phone cycling application that informs and enhances the users
training habits through feedback and suggestions. Regarding the first research question,
we identified significant correlations between three of the Big Five personality traits and
the proposed storyboards and therefore conclude that personality types do affect trust in
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human-centred AI-enabled user interfaces. For people with high levels of Extraversion
and Agreeableness, we found a positive relationship with the aforementioned best prac-
tices, while Open-Mindedness presented negative relationships. For the analysis of the
second research question, we have shown which of the proposed best practices actually
instil higher levels of trust according to personality type. We identified positive corre-
lations between personality types and trust for: review implicit feedback; connect the
feedback to UX changes; create opportunities for feedback; fail gracefully and highlight
failure.

We believe that there are multiple means and opportunities to consider different
personality traits when designing AI applications, which is an area that has received
very little research interest. For instance, the term cognitive compatibility indicates that
the structure of the human–machine interface should actually match the user’s cognitive
style [53]. Recent research also suggests that users actually perform better when they
use an interface that has been matched to their personality type [53].

Unfortunately, there is no complete set of design guidelines to describe preferences
for specific design elements, as most of the limited number of studies published to date
present results for combined personality traits [53]. Consequently, this paper has a highly
explorative character and contributes first results to the HCI/AI literature and community
by highlighting future research directions in the form of a research agenda.

6 Limitations and Future Research

The current paper is also subject to several limitations. First, we could not identify an
appropriate scale for measuring trust in AI-enabled user interfaces within the literature,
so we applied certain items from the work of Jian et al. [37]. Second, each individual’s
perceived trust was measured through responses to screenshots of a prototype design.
Particularly in the case of AI applications, trust can change while using the application
in everyday life, the scenario in which behavioural data will be generated, which has
an impact on the maturity of the AI functions and therefore on the level of trust. Both
initial trust and continuing trust development play a major role throughout these stages.
Furthermore, certain AI features of the prototype may reveal practical strengths and
weaknesses. Third, since we used MTurk we knew little about the participants, although
it is already a well-established method for the design of large-scale studies. Yet many
unknowns still remain, for instance the cognitive profile of theMTurk workers as well as
how prior experience might influence their responses [40]. Fourth, the prototype cycling
application and its presentation to the end user may be perceived differently in certain
cultures and regions around the world.

While there are many unexplored issues within this domain, as discussed by Alves
et al. [15, 53], we believe that this paper makes a valuable contribution to the HCI/AI
community by highlighting the importance of trust in AI-enabled interfaces based on
different individual personal types. Finally, based on the initial literature review we
identified challenges that are summarized in a proposed research agenda in Table 8.
This is intended as a research outlook within the emerging and fast-growing research
stream of human-centred AI. While the first challenge (C1) focuses on the difficulties
of meaningfully integrating personality traits into the design of intelligent solutions, the
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second challenge (C2) aims to shed light on how different personality traits actually
affect certain types of intelligent support. The third challenge (C3) does not relate to the
work of Google and Amershi et al. [18, 19], but instead deals with UI related elements;
for instance how to present intelligent support in a significant manner (e.g., buttons,
element style, information density, themes, etc.), as discussed in Alves et al. [53]. The
fourth challenge (C4) aims to uncover what the modification techniques might look
like when attempting to foster initial trust and constantly improve the level of trust and
therefore the overall experience of the AI application. Finally, the fifth challenge (C5)
investigates how to define reinforcement strategies if the level of trust starts to decline
for the end user.

Table 8. Proposed research challenges

C1 To examine and understand the difficulties of incorporating personality traits into the
design of intelligent solutions to increase the level of trust. In particular, to consider how
they emerge and connect to different AI layers in a meaningful way, in function of
changing needs and demands from the end user.

C2 To explore how personality types affect different design elements and tasks of the
intelligent solution, for instance the frequency, type and quality of explanations for
different types of information.

C3 To examine how individuals perceive as trustful, different elements (e.g. buttons,
information density) of a user interface (UI) for an AI system, with a specific focus on
trust.

C4 To design and develop meaningful modification techniques for different types of
intelligent solution (e.g., personality engines) in order to maintain and constantly improve
the present level of trust (initial trust versus continual trust development).

C5 To design for trust reinforcement in AI-enabled interfaces.
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Abstract. Experts rely on fraud detection and decision support systems
to analyze fraud cases, a growing problem in digital retailing and bank-
ing. With the advent of Artificial Intelligence (AI) for decision support,
those experts face the black-box problem and lack trust in AI predictions
for fraud. Such an issue has been tackled by employing Explainable AI
(XAI) to provide experts with explained AI predictions through vari-
ous explanation methods. However, fraud detection studies supported by
XAI lack a user-centric perspective and discussion on how principles are
deployed, both important requirements for experts to choose an appro-
priate explanation method. On the other hand, recent research in Infor-
mation Systems (IS) and Human-Computer Interaction highlights the
need for understanding user requirements to develop tailored design prin-
ciples for decision support systems. In this research, we adopt a design
science research methodology and IS theoretical lens to develop and eval-
uate design principles, which align fraud expert’s tasks with explanation
methods for Explainable AI decision support. We evaluate the utility
of these principles using an information quality framework to interview
experts in banking fraud, plus a simulation. The results show that the
principles are an useful tool for designing decision support systems for
fraud detection with embedded user-centric Explainable AI.

Keywords: Explainable AI · Fraud detection · Decision support
systems · Artificial intelligence · Design principles · HCI · Human-AI
interaction · Human-centered AI

1 Introduction

Digital platforms are convenient for customers in online retail and banking as
they allow quick transactions and a choice between multiple E-commerce and
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offline channels [8]. However, the convenience is followed by increased fraud cases
[30,33]. Companies increasingly use Artificial Intelligence for decision support
and fraud detection systems to automatically classify and alert experts of cases
where revision is needed. However, fraud experts are not knowledgeable about
AI’s inner workings and face the black-box problem [35].

Ideally, fraud experts should be able to trust AI partners in such scenarios, as
due to the complexity of their work, if decisions those experts make are wrong,
this might cause harm and financial loss for institutions and customers [62].
Indeed, trust in AI is recognized as essential by agencies in Europe and world-
wide, which develop guidelines for trustworthy and responsible AI for businesses
and society [20]. In the meantime, Explainable AI (XAI) research was devel-
oped to optimize a diversity of explanation methods (EM) and to enable user’s
understanding of AI predictions for decision support [2].

Concerning fraud detection specifically, previous studies supported by XAI
provide experts with explanations [12], but a user-centric perspective is lacking.
Requirements are not elucidated before the deployment of explanations, and
they also lack prescriptive principles for the alignment between EM and fraud
experts requirements [3,61]. Therefore, this can cause the lack of trust from
fraud experts in AI predictions [11]. Since XAI research has a major focus on
optimizing EM and AI models, and previous XAI studies for fraud lack a user-
centric perspective, in this work, we develop design principles (DP) to prescribe
the alignment of fraud expert’s tasks to EM for enabling Explainable AI decision
support (XAIDSS) in fraud detection. We adopt an Information Systems (IS)
lens and follow a design science research methodology to develop and evaluate
DP through multiple iterations with fraud experts. We evaluate the utility of
our principles through an information quality framework with experts in banking
fraud via interviews and also via a simulation on a real transaction fraud dataset.

This paper is structured as follows: Sect. 2 presents the theoretical foundation
and related work; Sect. 3 highlights the research methodology; Sect. 4 depicts the
developed design principles as the core contribution of this study; Sect. 5 provides
the evaluation design and results for design principles; Sect. 6 discusses results
and implications followed by Sect. 7 with conclusions.

2 Theoretical Foundation and Related Work

Shopping transactions via digital retail platforms are constantly increasing [10],
which opens opportunities for fraudsters to act. This work focuses on transaction
fraud cases, which occur when a customer card or online account balance is used
without a customer’s consent to perform a transaction, for instance, in retail or
via bank transfers [45,68]. In order to review and make decisions on fraud cases
classified by AI models, experts rely on fraud detection and decision support
systems [14].

Explainable AI research applies and develops a diversity of explanation
methods to explain AI predictions in particular applications [4]. There is no
consensus on how to classify those methods. Currently, well-regarded surveys
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classify EM based on their dimensions of scope (local and global explana-
tions), target (to explain the data, model, or features), and explanation type
[2,4,5,18,38,39,41,54,67]. Therefore, each method provides the users with an
explanation type for decision support, and it analyses particular aspects of AI
predictions and models. Recent research in XAI advocates for the importance of
user-centric XAI, relying on Human-Computer Interaction (HCI) and interdis-
ciplinary social sciences [1]. The researchers focus on the design of EM following
user requirements to enhance decision support and trust in AI [58].

Design principles are well researched in Information Systems and HCI disci-
plines. They enable prescriptive knowledge on establishing and designing deci-
sion support systems to aid user practices [15,52,53]. Design principles have
also been developed to guide the design of user interactions with AI, support
explanatory data analysis, and debugging AI models [6,65]. Indeed, [19] high-
lights the need for the development of principles for informed predictions and
interactions between users and AI predictions, which can then be mitigated with
HCI research support.

Previous studies employing XAI and EM for fraud detection explore the
effects and performance of explanations in fraud expert’s work. In [31], authors
provide a service architecture for security experts with explanations, aiming to
introduce more context for the outlier score given anomalous records of net-
work flows. In [12], authors provide experts with Shapley Additive Explanations
(SHAP) [34] for why particular warranty claims are marked as anomalies by a
machine learning (ML) model. In [61], the authors also work with SHAP expla-
nations for fraud cases, and they observe through experiments that explanations
positively impact the decision-making for fraud alerts. The same authors in [60]
go further and develop case-based explanations with visualizations for similar
fraudulent cases in banking. In [7] authors develop an EM to explain the impor-
tance of current and past events and features on sequential data, enabling experts
with a temporal perspective on explanations for recurrent ML models such as
RNNs and LSTMs [25]. They evaluate their model through experiments and
simulations regarding the relevance of features, events, and efficiency for pro-
viding explanations that can support debugging AI models for fraud detection.
In [26], authors evaluate popular EM and tools focusing on feature importance
explanations and their impact on user’s accuracy and time to make decisions.
However, the assessment of user requirements and exploration of different expla-
nation types are left for future studies.

Existing literature employing EM in fraud detection has not tackled fraud
expert’s requirements, making it challenging to align explanations and these
requirements to establish trustworthy XAIDSS. Furthermore, as used by IS, AI,
and HCI studies, design principles are lacking in fraud scenarios for providing
prescriptive knowledge on how to deploy explanations for fraud expert’s deci-
sion support with XAI. This study aims to address this gap by developing and
evaluating principles for user-centric XAI and enable XAIDSS in fraud detection.
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3 Research Methodology

We follow design science research (DSR) [42], an IS research methodology focused
on interactive developing and evaluating artefacts for solving a practitioner’s
problem and bringing research contributions. We start by identifying the research
problem through a literature review presented in the theoretical background
section and discussions with experts in fraud detection within a European bank.
We identify the problem of fraud experts’ lack of trust towards AI predictions due
to insufficient alignment between their tasks and explanations to review fraud
cases. The next step is to establish the research objective, which is to align
expert’s tasks to explanations according to their needs for XAIDSS. Adopting
HCI and IS theoretical lenses, this study develops an artefact, a set of design
principles to guide such alignment.

For the design and development phase of design science research, we first
need to establish the kernel theory governing the artefact development process
for solving the identified problem [22,56]. Given the poor alignment between
fraud expert’s tasks and explanations for XAIDSS, our problem relates to an
expert’s decision-making process when reviewing fraud cases. We then establish
the kernel theory to develop the artefact based on two main sets of constructs:
1) fraud expert tasks and 2) design features revealing meta-design principles of
EM, which facilitate experts to perform their tasks. Those constructs compose
the design knowledge to develop our principles.

Regarding the first set of constructs for artefact development, we rely on our
previous study results to elicit 13 fraud expert’s tasks when analyzing suspi-
cious fraud cases [51]. In the referred study, we adopt expert interviews with a
scenario-based method, and a systematic literature review [11]. Scenario-based
elicitation facilitates an HCI and problem-centered perspective to identify stake-
holder requirements, goals, tasks and knowledge to develop decision support
systems [64]. In the current study, and guided by [51], we extend the previous
work by grouping the tasks into requirements. Those requirements should reflect
experts’ actions and goals when analyzing fraud cases supported by a decision
support system. For instance, experts compare, cluster and contrast cases, so
those tasks are grouped within a requirement established as similarity and pre-
vious pattern matching. We employ the tasks and requirements in our design
principles.

In relation to the second set of constructs for artefact development, we per-
form a systematic literature review following [59] to identify design features
of EM, which enable fraud experts to perform their tasks and understand AI
predictions. Those features help identify meta-design principles, which are post-
instantiated principles found on a class of artefacts [13,57]. In our case, the class
of artefacts is an EM within the XAI literature. Then, we start defining the main
research question as “What are the design features and meta-design principles of
explanation methods for their user’s decision support?”. To answer the research
question through relevant literature, we define a search query as “(“explainable
ai” OR “explainable artificial intelligence” OR “interpretable machine learn-
ing”)” and query the databases of Scopus, ACM Digital Library, IEEEXplore,
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Science Direct, Springer Link, and arXiv. The database search is performed until
July 2020. We obtain 2507 studies and read their abstract, introduction and con-
clusion to select papers that discuss explanation methods. That process gives 372
papers, which are thoroughly read following inclusion and exclusion criteria.1 We
then obtain 140 papers, for which backward and forward search gives us addi-
tional 51 papers. We also include papers from scientific events focused on XAI
research following our inclusion criteria and extending our coverage, which adds
43 papers to our pool. Therefore, the total of selected papers was 177. Those are
analyzed to extracting design features of explanation methods. The complete
data for our systematic literature review is available externally.2

To analyze the systematic literature review results and elicit design features
of EM, we adopt a classification for explanations following our theoretical foun-
dation [2,4,5,18,38,39,41,54,67]. Given that our DP should align EM to fraud
experts tasks to establish XAIDSS, this foundation guides our elicitation of EM
design features. Therefore, we focus our analysis on every paper selected based
on how the EM employed enables decision support based on the scope, target,
and explanation type they provide. We adopt a Concept Centric Matrix [28]
to structure the findings and design features of EM from every selected paper.
Finally, we establish the DP reflecting the instantiated meta-design principles
and design features aligned to fraud expert’s tasks.

In the first iteration of our design science research, the design principles are
discussed with fraud experts in one major bank and our project partner. We ask
the experts about their perceptions regarding the principle’s correctness, under-
standability, and comprehensibility according to their tasks and requirements for
analyzing fraud cases. From that iteration, we obtain issues with the terminol-
ogy adopted to describe each principle, which is deemed ambiguous to describe
requirements and their grouping towards design features of EM. After analyzing
our kernel knowledge and references discussing templates for DP development,
we incorporate the guidelines with the anatomy of DP by [23] bringing prin-
ciple’s aim, implementer, context, mechanism, and rationale based on expert’s
requirements. The authors developed a systematic template for clear delivery
of DP based on rigorous analysis of IS literature, including the development of
intelligent decision support systems, which all relate to our context. The next
round of iterations was focused on evaluating the tasks, requirements, design
features, and DP presented in Sect. 4.

1 Inclusion criteria (IC) for papers: IC1-“Paper focuses on providing explanation meth-
ods for supporting understanding of AI predictions or user decision-making in user
experiments”; IC2-“Paper presents explanation methods that possess an interface
for providing explanations as outputs”; IC3-“Paper focuses on discussing classifica-
tions or types of explanation methods”. The exclusion criteria (EC) is elaborated
as: EC1-“Paper is not written in English”; EC2-“Paper is not a journal, conference,
workshop article, or Ph.D. thesis”; EC3-“The paper is not fully available”.

2 https://github.com/dougcirqueira/hcii-design-principles-user-centric-explainable-
ai-fraud-detection/tree/main/resources/systematic literature review.

https://github.com/dougcirqueira/hcii-design-principles-user-centric-explainable-ai-fraud-detection/tree/main/resources/systematic_literature_review
https://github.com/dougcirqueira/hcii-design-principles-user-centric-explainable-ai-fraud-detection/tree/main/resources/systematic_literature_review
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4 Design Principles

Figure 1 presents developed design principles from our study. It starts with
the 13 fraud expert’s tasks when analyzing fraud cases (T1–T13). Those tasks
are grouped, and 7 requirements are established (R1–R7), as described in our
methodology in Sect. 3. Table 1 presents the descriptions for requirements.

Table 1. Grouped fraud expert tasks and requirements with descriptions

Tasks Requirements Description

T1, T2 R1: System
confidence and
limitations

To provide predicted fraud cases based on a
probability ranking, and the limitations for
classifying cases based on the current AI model
performance on training and validation datasets

T3, T5, T6 R2: Similarity
and previous
pattern matching

To provide similar and dissimilar classified fraud
cases to enable comparative analysis of AI
predictions

T3, T12 R3: System
interactivity

To provide interactivity and enable experts with a
dynamic view on data and detail when comparing
fraud cases or investigating the impact of
attributes on predictions

T4, T7, T13 R4: Relationships To provide relationships between attributes in
single and multiple classified fraud cases

T8, T9 R5: Importance
of attributes

To provide the importance of attributes used by
the AI model for classifying fraud cases

T10, T11 R6: Inference
path

To provide the reasoning process of the AI model
for classifying fraud cases, based on rules and a
friendly language for fraud experts

T12, T13 R7: Impact on
specific decisions

To provide the impact of attributes used by the
AI model on specific classifications given to
suspicious fraud cases

The fraud expert’s tasks and requirements are aligned with the 8 design fea-
tures extracted from existing explanation methods (DF1–DF8). Table 2 presents
the descriptions for each design feature. According to the explanation scope, tar-
get, and type, the dimensions of EM are also highlighted within the description
of each design feature. Those design features reveal meta-design principles of
EM, from which we derive the five design principles (DP1–DP5) developed for
user-centric XAIDSS in fraud detection.

Therefore, our design principles aim to provide utility and information qual-
ity to fraud experts and researchers in XAI to clearly understand how to set
up explanation methods for decision support in fraud detection. Each principle
highlights the users, aim, mechanism, and rationale for supporting experts with
explanations to understand AI predictions for fraud. We focus on the alignment
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Table 2. Descriptions for design features, which reveal meta-design principles of expla-
nation methods

Design features Description

DF1: AI prediction
probabilities and
efficiency

The inclusion of prediction probabilities and information
on the efficiency of AI may give the user with an explicit
visualization of the AI model confidence, and attend R1

DF2: Cases
mistaking
predictions

Explanations containing local (scope) cases (target) which
deceive the AI model predictions, such as those provided
by adversarial explanation methods (type). These
explanations may support the understanding of weaknesses
of AI models and attend to R1

DF3: Representative
cases and
predictions

Explanations containing local (scope) similar cases (target)
to a current prediction, such as those provided by
prototypes as explanation methods (type). These
explanations may help the comparison between cases by an
expert and attend R2 and R3

DF4: Dissimilar
cases and
predictions

Explanations containing local (scope) dissimilar cases
(target) to a current prediction, such as those provided by
criticisms as explanation methods (type). These
explanations may support the contrast between true
positives and outliers, which can attend R2 and R3

DF5: Data features
affecting predictions

Explanations containing global (scope) data features
(target) considered important by the AI for learning and
predicting classes, such as those provided by Feature
Importance (type). These explanations may help experts in
understanding what data features deserve more attention
when deciding on suspicious cases and attend to R5

DF6: Predictions for
what if values of
data features

Explanations containing global and local (scope) changes
on values of data features (target) which can switch the AI
model prediction for a case (type), such as those provided
by Counterfactual explanation methods. These
explanations help in visualizing needed changes to shift AI
predictions and enable fine-tuning against errors, which
can attend R3 and R7

DF7: Rules as
conditions for
predictions

Explanations containing rules in natural language for
global predictions (scope) which possess data feature
values (target) and their combinations for AI model
predictions, such as those provided by rule-based
explanations and Decision Trees (type). These
explanations provide human-readable relationships from
the data and AI and attend to R6

DF8: Data features
impacting particular
predictions

Explanations containing local (scope) data features
(target) that impact the AI model predictions for a given
class, such as those provided by Feature Impact methods
(type). These explanations may enable the user with
understanding the important features that impact local
cases towards being true positives for the target class and
attend to R3, R4 and R7
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between explanations and expert’s tasks and requirements. Section 5 presents the
evaluation of our principles regarding the achievement of the goal established in
this study.

5 Evaluation and Results

5.1 Evaluation and Experiment Design

We conduct a naturalistic ex-ante evaluation to assess the extent to which our
design principles attend the utility and quality requirements established at the
start of the project [42]. The ex-ante evaluation aims to assess the partial design
of artefacts before their deployment in real settings. We interviewed three fraud
experts (minimum of 3 years of experience) within a bank partner. To struc-
ture the evaluation, we adopt the utility and information quality framework of
[24]. Those authors there provided a practical framework with semiotic-based
pragmatic, semantic, and syntactic levels to establish evaluation criteria for the
information quality of DSR artefacts. The framework is suitable for complex
design environments, which matches our study context of aligning diverse expla-
nation methods to user requirements for XAIDSS in fraud detection.

To perform an evaluation following [24] framework, we employ a problem-
centered interview method [63], which is an approach ratified for ex-ante eval-
uation in DSR studies [55]. We interviewed each expert for one hour on the
matters on how they perceive the correctness of DP’s terminology matching
their experience and knowledge based on syntactic quality (adequacy, accessibil-
ity, consistency), semantic quality (unambiguity, preciseness, understandability,
interpretability, and accuracy), and the principle’s instantiation helping in every-
day work. We also encourage experts to provide reasons for their views and enrich
our qualitative data collection. We aim to understand their stressing points and
issues worthy of further investigation. Our evaluation strategy matches current
research assessing the utility and impact of DP [36]. To structure the feedback
collected, we also allow experts to provide their answers based on objective cri-
teria following a Likert scale from extremely unlikely to likely.

We also perform a simulation to evaluate the quality of design principles
based on their instantiation. We instantiate the principles by developing an
interface mockup to implement explanation methods that reflect the design fea-
tures within our principles, illustrated in Fig. 2. The mockup instantiates DP1
by showing the AI confidence after the training and testing phases (DP1). It
instantiates DP3 and DP5 by presenting the EM of Local Feature Importance
(LFI), Global Feature Importance (GFI), and Feature Impact (FI) to provide
relevant data features for predictions and their relationships. We instantiate DP2
and DP4 by presenting the EM of Prototypes for providing experts with similar
cases to the fraud under analysis, and we provide Anchors for presenting rules
governing predictions. The explanation methods described explain the predic-
tions of a Random Forest model trained on a bank partner’s dataset with 3269
suspicious cases out of 7653 transactions over three months. The transactions
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belong to ten customers of the institution. The set of features adopted for train-
ing and testing are: amount, device, anonymous receiver ID, receiver location,
sender location, and currency. For each customer, the institution has provided
75% of past transactions for training and 25% for testing. Python programming
language version 3.8 is adopted for this implementation and the scikit-learn3

library for training and testing ML models. Python libraries for LIME [48],
Anchors [49] and SHAP [34] are adopted for the implementation of LFI, GFI, FI
and Anchor rules. Regarding the EM of Prototypes, we follow the guidelines of
[38,60] and train a KNearestNeighbor [44] classifier based on the SHAP values
of the training instances. The complete implementation and dataset used for our
simulation results are available externally.4

An expert would use the described mockup and explanations following our
principles. Therefore, this simulation focuses on automatically evaluating the
goodness of those explanations to estimate the user confidence in them. The
methodology is aligned with the functionally-grounded evaluation established
by [17], where an author defines proxy tasks for assessing how good an expla-
nation is in achieving its goal without human participation. Given that our
interface has multiple EMs, their goodness is computed according to the expla-
nation types. For Local Feature Importance, Anchors, GFI, and FI, we compute
their fidelity to the AI model being explained [40,43,46]. For that, we retrieve
the features highlighted in those explanations and change their values in data
instances until the prediction for those instances changes. We report the average
prediction switching point (ASP). Lower values for switching prediction point
indicate that the EM presents the features that contributed most towards the
predicted class, which would foster user confidence in the explanation [40]. We
compare this result with a random deletion of features. Ideally, the average pre-
diction switching point should be lower than a random deletion switching point
to assure the quality of explanations.

Concerning the EM of Anchors, we compute the percentage of instances that
change their predicted class when following the Anchor rules to change feature
values. That should be above 0.5 to ensure the quality of those explanations.
For Prototypes, we compute the number of neighbors which match the correct
label prediction for the current transaction under analysis. Therefore, we obtain
the explanations for predictions belonging to the last suspicious transactions in
the test set from five customers with suspicious fraud cases. Those customers
are selected because the AI confidence was diverse, with levels ranging from
66% to 98%. We report the Anchor percentage of instances and percentage of
Prototypes to illustrate the refereed explanations’ goodness following our design
principles.

3 https://scikit-learn.org/.
4 https://github.com/dougcirqueira/hcii-design-principles-user-centric-explainable-

ai-fraud-detection/tree/main/resources/simulation.

https://scikit-learn.org/
https://github.com/dougcirqueira/hcii-design-principles-user-centric-explainable-ai-fraud-detection/tree/main/resources/simulation
https://github.com/dougcirqueira/hcii-design-principles-user-centric-explainable-ai-fraud-detection/tree/main/resources/simulation
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Fig. 2. Mockup with explanation methods following design principles

5.2 Evaluation Results

5.3 Information Quality of Design Principles with Syntactic
and Semantic Criteria

Table 3 presents the questions and qualitative feedback from experts during
our evaluation and the average rating selected by them regarding the informa-
tion quality criteria assessed. Concerning the syntactic quality, our interviewed
experts report that the terminology to describe design principles is extremely
likely to be aligned with their internal practices (adequacy). However, they would
like to have included examples of cases and fraudulent customer journeys. We
suggested the addition of scenarios, such as developed in [11], and the experts
agree those are good examples of additions to the DP for fulfilling that need.
They also agree that the DP give a sense of better structuring practices and
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can serve as documentation to reply on for using explanation methods. Further-
more, experts consider the tasks, requirements, design features, and principles
to bring the primary information they need, which enable them to quickly grasp
the content and discuss with co-workers and interdisciplinary teams (accessibil-
ity). Therefore, experts feel confident in following the principles for setting up
EM, discussing them with co-workers, and feedback that no contradictions were
observed when reading the principles descriptions (consistency).

Concerning the DP’s semantic quality, we ask experts regarding DP’s unam-
biguity, preciseness, understandability, and interpretability. Experts agree our
principles are extremely likely to be not ambiguous, as they can visualize the
differences and how each principle guides the implementation of explanations
for AI fraud predictions (unambiguity). They consider the terminology quite
precise compared to their internal reviewing process of fraud cases and their
connection to design features of EM (preciseness). Regarding understandability,
experts highlight the structure of their tasks for analyzing fraud cases is clear
and that the alignment of requirements to design features is comprehensible.
Therefore, they would be able to tackle why to use or follow particular tasks
and use specific EM to deal with the analysis of fraud cases. Therefore, the
experts agree they are extremely likely to reflect on their needs when reading
the DP for fraud detection, what they can do to support their work, and how to
use them (understandability). They appreciate the levels of detail which match
their practices, and they agree it is understandable that they would analyze AI
predictions with different perspectives through a combination of explanations.

Regarding semantic interpretability specifically, experts acknowledge the DP
make it extremely likely to interpret their guidance through the established
user, aim, mechanism, and rationale in each principle description (interpretabil-
ity). Experts conclude the DP structure and layout help understand the DP as
it depicts each principle’s main goals and what they can do to support their
work. Experts are stimulated to give examples of such understanding. They
give an example that DP could also help set up separate defense lines for fraud
teams, where one team deals with the preliminary filtering of suspicious trans-
actions through the first EM, and more complex cases or new schemes of fraud
go through further analysis. For instance, one expert mentions he could filter
out cases based on Local Feature Importance, and discuss more critical cases
using further methods provided by our principles. They stress this aspect would
also reduce the workload to fraud teams. Finally, experts agree the principles
are extremely likely to be accurate regarding their tasks and requirements for
fraud detection and how AI predictions can be explained based on their context
and dataset that is daily analyzed (accuracy).

Overall, experts regarded the design principles as quite likely to be supportive
in their context, as it can be observed by the average score of 2.33 in Table 3, as
well as qualitative data and feedback provided by experts. The results highlight
our DP’s information quality, which would enable fraud experts to reflect on
their fraud detection practices and how to employ XAIDSS.
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Table 3. Information quality evaluation results for design principles (Expert rating
goes from a –3 to 3 scale, where –3 and 3 represent extremely unlikely and likely,
respectively. The letter E stands for Expert)

Theme Questions and qualitative feedback (A for Answer) Quantitative average expert rating

E1 E2 E3 Average

Syntactic

information

quality

1) Do you consider the design principles have an adequate represen-

tation in accordance with existing instructional material you have

seen and used in your organization to understand software tools?

(Adequacy)

A1: DP terminology is aligned with internal practices. The

principles could be accompanied by scenarios to illustrate the

fraud detection context they are applicable

3 2 2 2.33

2) Do you consider that the design principles have a good accessibil-

ity to yourself and for your discussion with colleagues regarding your

needs for fraud detection, and how Explainable AI and methods can

support you? (Accessibility)

A1: DP can structure their practices and primary information for

interdisciplinary discussions with colleagues that do not have deep

knowledge of AI. There is no need for lengthy material given the

principles

A2: DP can serve as documentation to reply on for using EM to

analyze and understand fraud cases

3 3 1 2.33

3) Do you consider that the descriptions for design principles are

consistent and do not bring contradictions? (Consistency)

A1: No contradictions were observed when reading the DP descrip-

tions. Each DP description is unique to understand their guidance

and capabilities when instantiated

A2: DP bring confidence for interdisciplinary discussion with

colleagues from various departments, including technical and

management levels

3 2 2 2.33

Semantic

information

quality

4) Do you consider the design principles description is not ambigu-

ous and that there are no principles that could be viewed as the

same? (Unambiguity)

A1: DP description and template enable the visualization of the

differences and how each principle guides the implementation of

explanations for AI fraud predictions

3 3 1 2.33

5) Do you consider the terminology in the design principles is pre-

cise to describe your needs for fraud detection tasks and analysis?

(Preciseness)

A1: DP terminology is precise compared to their internal

discussion themes and analysis tasks for fraud cases, as well as

design features of EM

3 2 2 2.33

6) Can you interpret what the design principles can do to support

your work based on their description for understanding fraud cases

classified by Artificial Intelligence? (Understandability)

A1: The flow from tasks to requirements and design principles is

comprehensible and reasonable

A2: Experts can understand why to use or follow particular tasks

and using specific EM, as well as what EM can do to support their

work and how to use them

A3: DP highlight the different perspectives through a combination

of explanations that can be leveraged to understand AI and review

fraud cases

3 1 2 2

7) Do you consider it is easy to understand the description of design

principles related to your current work? (Interpretability)

A1: Experts can understand the DP as it depicts each principle’s

main goals, what is behind them, and what they can do to support

their work

A2: DP can be considered for guiding organizational changes, such

as for setting up separate defense lines for fraud teams

3 3 2 2.66

8) Do you consider the description of design principles is accurate

and free of error when you relate it to your current work and tools

for fraud detection? (Accuracy)

A1: DP description is accurate to reflect experts tasks and require-

ments for fraud detection, and how AI predictions can be explained

A2: DP give the confidence to refer to internal practices and select

appropriate tools for fraud detection while interacting with AI

predictions

3 2 2 2.33
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5.4 Quality of Design Principles Instantiation Through a Simulation

Regarding the simulation results, Table 4 shows the average prediction switching
point for the explanations of LFI, GFI, and FI given different AI confidence
levels. The explanations are provided with 50 random seeds. For these methods,
the lower the ASP reported, the better the estimated user confidence. Columns
3 to 8 show the ASP for the referred methods. Those are compared to a random
deletion of features. The numbers highlighted in bold mean that deleting features
by importance reported by EM requires lesser deletions than a random selection,
which ensures the quality of explanations. Next, Table 5 shows the percentage of
cases with prediction changed following Anchor rules and the cases reported by
Prototypes explanations belonging to the correct suspicious case classification.
For these methods, the higher the reported value, the better the estimated user
confidence. Column 3 shows the results for Anchor rules, which should be at
least over 0.5 to be considered good in our scenario. Finally, column 4 shows the
simulation results for Prototypes.

Table 4. Estimated user confidence based on average prediction switching point for
instantiated explanation methods of Local Feature Importance (LFI), Global Feature
Importance (GFI) and Feature Impact (FI)

Average AI model

confidence for

transaction

Customer ID and

transaction

number

The lower the value, the better the estimated user confidence

LFI GFI Feature impact (FI)

ASP by

deleting

explanation

features

ASP by

random

deletion

ASP by

deleting

explanation

features

ASP by

random

deletion

ASP by

deleting

explanation

Features

ASP by

random

deletion

0.98 SEND 1 - 846 1 1 1 1 0.63 1

0.95 SEND 2 - 115 0.2 0.8 0.94 0.95 0.61 0.95

0.89 SEND 4 - 37 0.2 0.56 0.17 0.22 0.24 0.18

0.82 SEND 1 - 845 1 0.88 1 1 0.45 1

0.79 SEND 3 - 89 0.22 0.56 0.1 0.12 0.28 0.1

0.75 SEND 4 - 36 0.17 0.42 0.24 0.28 0.16 0.27

0.69 SEND 10 - 22 0.24 0.49 0.17 0.26 0.23 0.24

0.66 SEND 4 - 35 0.11 0.36 0.15 0.17 0.15 0.15

Table 5. Estimated user confidence for instantiated explanation methods of Anchors
and Prototypes

Average AI model

confidence for

transaction

Customer ID and

transaction

number

The higher the value, the better the estimated user confidence

Average percentage of

instances affected by anchors

rules

Average percentage of

prototypes with the same

label as the transaction being

analyzed

0.98 SEND 1 - 846 0 1

0.95 SEND 2 - 115 0.06 1

0.89 SEND 4 - 37 0.78 1

0.82 SEND 1 - 845 0 1

0.79 SEND 3 - 89 0.98 1

0.75 SEND 4 - 36 0.6 1

0.69 SEND 10 - 22 0.64 0.93

0.66 SEND 4 - 35 0.86 1
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6 Discussion and Implications

6.1 Practical Implications of Design Principles

DP1. Each principle would have practical implications when instantiated by
researchers and fraud experts. DP 1 states it is essential to enable fraud experts
with the capabilities and limitations of AI. Probabilities provide an explicit visu-
alization of AI models’ confidence for predictions based on a trained dataset
[32,47]. Moreover, the method of Adversarial explanations enables experts to
assess the cases that would affect legitimate predictions. Adversarial transac-
tions are generated in order to deceive the AI, which enables experts to spot
weaknesses of the trained models. Adversarial explanations might also be use-
ful for fraud prevention purposes, where simulated fraud schemes can be fed to
the AI, which has to determine their legitimacy [66]. Without the instantiation
of such a principle, experts might become overconfident in AI predictions and
explanations. Overconfidence is not ideal as users might be misled by blindly
believing the AI is correct in every prediction, which can cause damage to AI
stakeholders and end-users [12].

DP2. The instantiation of DP 2 provides experts with similarities and dissimi-
larities to a current case under analysis. According to experts during our evalua-
tion, it is essential to analyze customer behaviour from a dynamic perspective, as it
changes over time. Such principle supports the analysis of typical patterns within a
dataset [21], as experts need to get insights on typical behaviour of legitimate users.
Notably, the EM of Prototypes and Criticisms would play a role in the instantia-
tion of DP 2 [27]. Without this principle, experts would rely only on important
features and lack the analogy perspective for understanding predictions, which is
inherently part of how humans aim to digest explanations [37].

DP3. DP 3 instantiation enables experts to look closely into what data features
the AI is considering as the most important when learning legitimate and fraud-
ulent patterns from the whole dataset of customer transactions. EM methods
fulfilling this DP are among the most used in extant Explainable AI studies, as
the understanding of important features enables not only explanations for the AI
behaviour but also to clarify if the model is working correctly, which is valuable
for AI engineers aiming to optimize their models [29]. In the scenario of fraud
detection, the analysis of important features is among the first tasks performed
by experts when reviewing cases [11]. Therefore, without DP 3, experts would
lack explanations for understanding whether the AI is focusing on the correct
parameters, according to their domain knowledge in fraud cases. The wide adop-
tion of such a principle is reflected by 66% of studies retrieved in our systematic
literature review to establish EM design features, which adopt Global Feature
Importance as part of explanations.
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DP4. Fraud experts are constantly under pressure for protecting customers and
being efficient in reviewing fraud cases. DP 4 instantiation enables a friendly
and quick overview of fraud cases, as it advocates for the provision of rules and
human-friendly explanations. With rules, experts have an overview of multiple
data features and values at once. Indeed, experts have highlighted the need to
observe illustrations of the effects of multiple features in AI predictions. When
discussing DP 4, experts emphasize they get the sense that its instantiation
helps them in deciding faster what an AI prediction means, and if it is right,
or if the AI is “thinking wrongly”. Without DP 4, experts would not rely on a
language-friendly explanation to digest AI predictions, which might affect their
performance when working with colleagues and communicating to customers the
reasons for suspicious fraud [50].

DP5. Transaction fraud and customer datasets have a temporal nature, and
experts need to analyze the local impact of data features on single transactions,
as well as the influence of past behaviour on current transactions. DP 5 instan-
tiation enables experts to observe the local feature impact and the relationships
between features in the dataset. Furthermore, the relationship between multi-
ple instances, as transactions or customers, is also embedded into this principle.
This principle attends fraud expert tasks when analyzing complex fraud cases
involving multiple actors and comparing past patterns, which is constantly per-
formed during their analyses whether through Feature Impact EM or network
and graph visualizations of multiple customer transactions over time [9,16,26].
Without DP 5, experts would lack such features for understanding AI with tem-
poral and multiple feature and instances perspectives. Therefore, we perceive
our design principles are aligned with the user-centric XAI community and can
be useful for instantiating XAIDSS to conducting empirical studies and assess
the impact of explanations on fraud experts’ work and confidence in AI.

6.2 Simulation Findings

From a quantitative perspective, our simulation results illustrate the quality of
DP’s instantiations for fraud experts. For the EM of LFI and GFI, the ASP is lower
for features deleted based on explanations in 6 out of 8 customer cases, respec-
tively. When changing features based on Anchor rules, the prediction changes for
more than 50% of transactions for 5 out of 8 customer cases. Regarding the EM
of Prototypes, the method returns at least 93% of similar transactions to a suspi-
cious case that belongs to the same class. Therefore, the reported results obtained
based on the ASP computation highlight the data features deemed as important by
the AI model implemented, impacting predictions if compared to random features,
which is required by expert tasks when analyzing suspicious transactions. Finally,
experts compare and contrast fraud cases when analyzing suspicious transactions,
and the results are satisfactory to attend those needs as illustrated by Anchor and
Prototype reported simulation results.
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7 Conclusions

Experts recognize the value of Artificial Intelligence decision support for fraud
analysis and detection, despite the lack of transparency of black-box models and,
consequently, trust in AI predictions. We develop design principles to align expert
requirements and explanation methods for decision support and understanding
AI predictions. We adopt an Information Systems perspective and a design sci-
ence research methodology in the study. Based on the results, we argue that
IS theoretical lens is valuable towards user-centric Explainable AI development
and worth further investigation. The principles may contribute to user-centric
XAI design knowledge and Explainable AI decision support in fraud detection,
given their foundation based on industry practices and literature. The devel-
oped design principles could impact fraud experts’ working processes and guide
designing fraud operations based on the information provided by explanation
methods through workload splitting. The principles could also be considered by
companies developing fraud detection solutions taking into account explainabil-
ity requirements for the users of such tools.

As limitations, experts highlighted the interest in a prototype with interac-
tivity. However, no interface was deployed at this time, which will be addressed
at another iteration of the project. Therefore, as future work, we will conduct an
ex-post naturalistic evaluation of the design principles and expand the dataset for
experiments with a large bank partner. We can evaluate our artifact’s instantia-
tion by assessing an expert’s efficiency when using explanation methods instanti-
ated by our design principles. Researchers could also assess the design principles
in different fraud detection contexts, including phishing cases. It can be further
considered implementing a process perspective for collaboration between experts
and explanations for trustworthy and explainable AI decision support, enhancing
the efficiency of teams splitting their workload.
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Abstract. Advances in artificial intelligence will continue to broaden
the space of applications of AI-based systems. Trust is a complexity-
reducing mechanism that will guide human interactions with AI and
anticipation of AI behavior. Similarly, anthropomorphizing, or attribut-
ing humanlike qualities to an entity, allows humans to predict and pre-
pare for the complex and motivated behavior of humanlike entities in
our environment. The shared role of these two processes is particularly
relevant to interactions with complex and humanlike AI systems. This
paper firsts describes the nature of trust and anthropomorphism as pre-
dictive processes, how they are similar, and how they differ. Then, how
each may be considered in the design of human-centered AI systems is
discussed, including some future research directions.
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1 Introduction

Advances in artificial intelligence (AI) mean that humans will (and often already
do) come into contact with complex, AI-based systems on a daily basis. In such
interactions, the human user is generally exposed only to small set of informa-
tion and cues about the underlying technical system. The interface, including
system messages and appearance, is consequential for the user’s perceptions of
and behavior with the system.

In particular, such design features play a critical role in the user’s trust
in the AI system. Trust is a complexity-reducing mechanism used to limit the
space of potential outcomes of interaction with another individual. As with other
humans and with automated systems, perceptions of trustworthiness will guide
our expectations of AI systems and our anticipation of system behavior. Sim-
ilarly, anthropomorphizing, or attributing humanlike qualities to a non-human
entity, allows us to predict and prepare for the complex and motivated behavior
of humanlike entities in our environment. The shared role of these two pro-
cesses is particularly germane to AI user trust for two reasons: 1) AI trustees
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are inherently complex, and 2) the trustee is non-human, but may be perceived
as considerably humanlike.

Overall, trust and humanness lie at the heart of safe and effective collabo-
rations between humans and AI. This paper is not intended to be an extensive
review of the respective bodies of literature–the reader is referred to the fol-
lowing articles for reviews of the literature on trust in automation [12,18] and
AI [5], and anthropomorphism [4]. Instead, this paper focuses on the intertwined
relationship between trust and anthropomorphism and its implications for the
design of human-centered AI systems. First, the nature of both trust and anthro-
pomorphism as predictive processes are explored, as well as how they have been
studied in human-machine interaction. The subsequent section discusses how the
processes are similar and how they differ. Then, some suggestions are made for
researchers and designers regarding how trust and anthropomorphism can be
leveraged toward the design of human-centered AI systems.

2 Trust

Trust has been defined as:

“the willingness of a party to be vulnerable to the actions of another party
another based on the expectation that the other will perform a particular
action important to the trustor, irrespective of the ability to monitor or
control that party” [24]

While this definition was developed with human-human interaction in mind,
it accommodates non-human trustees. The “particular action important to the
trustor” exists in task-based interactions with computers and automation. More-
over, users’ or operators’ “ability to monitor or control” is lacking given the
degree of uncertainty about a technological system. This latter feature of the
definition is the crux of human-machine trust, since the role of system designers
is to develop system interfaces that quell the user’s uncertainty by accurately
and effectively communicating system strengths and limitations such that trust
is appropriate and task goals can be achieved.

This section delves into the function of trust and how it has been studied in
the context of human-machine interaction.

2.1 The Function of Trust

Luhmann describes trust as a means for reducing complexity in interactions with
other actors [21]. The agency of other individuals in our environment means that
we are faced with an infinite number of possible behaviors. Trust allows us to
deal with this uncertainty by limiting the space of the potential behaviors of
those individuals. If we decide that we trust a friend, we do not have to expend
energy preparing for that friend’s potential negative behaviors. Wicks, Berman
and Jones [48] discussion of optimal trust emphasizes these benefits of trust in
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firm-stakeholder relationships, and provides an illuminating quote from Baier [2]:
“Part of what it is to trust is not to have too many thoughts about possible
betrayals.” Humans trust in order to live cooperatively.

Meanwhile, Luhmann notes that distrust is not the opposite of trust, but its
functional equivalent [21]. If one decides that an individual is not to be trusted,
complexity remains. Deciding that there are reasons to distrust, however, reduces
complexity, given that cooperative behavior is not expected. Lewicki, McAllis-
ter, and Bies [20] note that often the healthiest organizational relationships are
characterized by simultaneously high levels of trust and distrust. In such a rela-
tionship, the trustor is more certain of the trustee’s future behavior and when
it can be expected to be negative or positive. So, distrust also helps to reduce
complexity. Humans distrust in order to protect themselves.

Game theory researchers have studied what strategies for cooperation with
others are the most advantageous and, therefore, can evolve naturally among a
population. This can elucidate the advantages of both trust and distrust among
humans. Looking at various cooperative strategies, Axelrod and Hamilton [1]
found that “Tit for Tat” consistently emerged as the most advantageous–this
strategy involves cooperating with other individuals during the first interaction
(i.e., trusting), and mirroring the other’s previous action for each subsequent
interaction. Essentially, this showed that an initial bias toward trusting could
naturally emerge among a population. This trust is not blind, however, as indi-
viduals learn to defect from (i.e., not cooperate with) those who are not cooper-
ative with them. Trust and distrust serve cooperative needs and protection from
untrustworthy individuals, respectively. Wicks, Berman, and Jones [48] note that
“prudence with a bias toward trust” permits safe cooperation. While trust is a
morally and socially desirable trait, prudence allows one to discern between the
trustworthy and untrustworthy in order to not be taken advantage of.

Overall, trust is a mechanism by which humans can cooperate with others.
It reduces the uncertainty posed by the freedom of other individuals. Given
this core function of trust, it follows that machines exhibiting some degree of
independent behavior receive the same treatment as our human peers. In other
words, we can trust machines.

2.2 Trust in Human-Machine Interaction

Trust in technology was first considered by Muir [27], who noted that different
operators of the same automated system exhibit a variety of responses to that
system and also that operators are faced with incomplete knowledge about com-
plex systems. As a result, she suggested that human behavior toward automa-
tion is driven by “some intervening or organismic variable that mediates between
the automation and the supervisor’s responses to the automation,” rather than
solely the objective properties of that automated system [27]. In other words,
while the objective characteristics of automation are influential, it is through
operator or user perceptions that they influence behavior. This claim was sub-
stantiated as Muir found that experimental participants were able to report on
their subjective level of trust in an automated system [27]. Moreover, Muir and
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Moray [28] subsequently found that subjective trust was predictive of reliance
on the automation. Reliance is a behavioral outcome of trust, akin to Mayer,
Davis, and Schoorman’s “risk-taking in relationship” [24] and underscores why
an understanding of trust is consequential for human-machine trust research–
system design influences operator trust and reliance, which influences human-
machine performance.

Parasuraman and Riley [34] described the importance of trust in the design
of automated systems given the potential for disuse and misuse. Disuse occurs
when an operator neglects automation that could assist them in a task, whereas
misuse occurs when an operator relies on automation on a task for which it is not
suited. Disuse and misuse are the result of undertrust and overtrust, respectively,
both conditions of inappropriate trust in automation.

Lee and See’s [18] review provides guidance on how trust research can be
leveraged in system design to prevent disuse and misuse. Trust calibration refers
to the degree of matching between perceived and actual performance, while trust
resolution and specificity refer to the degree to which operator trust distinguishes
among contextual changes in system performance. System designers are faced
with the challenge of communicating effectively and efficiently the information
that operators need in order to foster an accurate perception of system capabil-
ities. This is consistent with the function of trust for reducing complexity and
uncertainty.

Hoff and Bashir’s [12] more recent review categorizes the factors relevant
to trust in automation as dispositional, situational, and learned, corresponding
roughly to Mayer et al.’s [24] factors related to the trustor, context, and trustee.
Hoff and Bashir also note that the relationship between trust and reliance
depends on a number of factors. For instance, given a high degree of decisional
freedom, operator trust and reliance have a strong relationship. With less deci-
sional freedom, an operator may essentially have no other choice but to rely on
the automated system on a given task–trust plays a less significant role in their
decision to do so. In line with Lee and See [18], Hoff and Bashir [12]’s review
stresses that the design of system interfaces shapes the perceptions of system
performance and capabilities on which operator trust is based.

The increasing complexity of automated systems necessitated a consideration
of operator trust in their design. Trust, after all, serves to reduce uncertainty
in interactions with complex actors. The advent of artificial intelligence further
brings trust to the forefront, as technological systems will now be characterized
by an even greater degree of behavioral complexity. Compared to traditional
automation, AI-based systems are arguably closer to humans in their degree of
unpredictability. Madhavan and Wiegmann [22] posit that differences in trust in
human and automated decision aids are based on notions of flexibility. Humans
are viewed as capable of changing, whereas automation is viewed as static in its
behavior. The question arises as to whether perceptions of AI will be more like
automation or human. Do notions of machinelike rigidity extend to AI systems?
Or does the presence of AI alter perceptions of a system as dynamic actors? This
question highlights that technological trust is naturally connected to anthropo-
morphism.
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3 Anthropomorphism

Anthropomorphism has been defined as the process of:

“imbuing the imagined or real behavior of nonhuman agents with human-
like characteristics, motivations, intentions and emotions” [4]

While anthropomorphism is commonly associated with animals and super-
natural agents, this definition clearly applies to interactions with computers,
automation, and AI systems. The label “artificial intelligence” in and of itself is
a widely accepted act of anthropomorphizing. It follows that anthropomorphism
will play a fundamental role in human perceptions of AI systems.

This section explores the function of anthropomorphism and how it has been
considered in research on human-machine interaction, after which we compare
and contrast it with trust.

3.1 The Function of Anthropomorphism

Epley, Waytz, and Cacioppo [4] define anthropomorphism as a process of induc-
tive inference that humans use to reason about non-human actors. Inductive
inference involves the acquisition of knowledge, the elicitation of stored knowl-
edge, and the application of knowledge to a given target [11]. The application
stage also involves the use of alternative knowledge structures activated at the
time of perception to correct the applied knowledge. When anthropomorphiz-
ing a non-human agent, humans essentially use a wealth of acquired knowledge
about other humans and apply this to interpret and anticipate the behavior of
the target. Anthropomorphizing determines whether the target agent is treated
as “worthy of respect and concern” and, therefore, how that agent is expected
to behave [4].

This theory expresses anthropomorphism in terms of three factors: elicited
agent knowledge, effectance motivation, and sociality motivation [4]. As a cog-
nitive basis for anthropomorphism, elicited agent knowledge is composed of the
knowledge base about humans that is applied to the target, as well as informa-
tion about non-human agents in general and information about that particular
non-human agent. Epley et al. [4] note that, just as knowledge about the self
is commonly applied in evaluations of other humans (i.e., egocentrism), knowl-
edge about other humans is applied in the perception of non-human agents.
Effectance motivation entails a human’s desire to act effectively in their environ-
ment: “Attributing human characteristics and motivations to nonhuman agents
increases the ability to make sense of an agent’s actions, reduces the uncer-
tainty associated with an agent, and increases confidence in predictions of this
agent in the future” [4]. The theory suggests that when there is a high degree
of uncertainty, or when a human has incentive to predict the target’s behavior,
anthropomorphism can help to satisfy the perceiver’s situational needs. Social-
ity motivation consists of the human desire for connection with other humans.
Anthropomorphism may satisfy the human need for social connection when it is
lacking.
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The identification of humanlike qualities in other actors is critical given
the characteristics and behaviors associated with humanness and personhood.
Haslam, Loughnan, Kashima, and Bain [10] describe humanness in terms of
uniquely human and human nature traits. Uniquely human traits are those that
typically separate humans from other species and are associated with civility and
rationality, including secondary emotions like nostalgia and admiration. Human
nature includes traits that may be shared with other species, but are typically
emphasized as essential to being human, such as emotionality, warmth, and
curiosity. While the anthropomorphizing of non-humans has been the focus of our
discussion, Haslam [9] emphasizes that dehumanisation, the inverse of anthropo-
morphism, occurs when a human is denied these attributes of humanness. The
lack of civility associated with a denial of uniquely human traits is observed
in the likening of outgroups to other animals (i.e., animalistic dehumanisation).
The rigidity and lack of emotionality associated with a denial of human nature
traits likens outgroup members to machines (i.e., mechanistic dehumanisation).

Mechanistic dehumanisation is pertinent to human perceptions of AI-based
systems, which are objectively non-human, but may be attributed or denied
human nature traits. Characteristics of the technology may lead a system user to
apply knowledge about humans to a greater or lesser degree. Overall, a tendency
to socially respond to even minimally social computers has been observed [35],
suggesting a general human sensitivity to social characteristics of technology.
This may be the result of the particular threat that other humans posed in an
evolutionary environment, making it advantageous to recognize the presence of
a humanlike intelligence [32]. The function of anthropomorphism for the human
species has important implications for human-machine interaction.

3.2 Anthropomorphism in Human-Machine Interaction

Consideration of the “humanness” of computers is not unique to the most recent
advances in AI. In 1950, Turing proposed the imitation game to answer the ques-
tion, “Can machines think?”, which tested if an observer could tell whether a
subject hidden from view was a machine or a human [39]. His claim was that
meeting some objective standard for intelligence was besides the point–machine
intelligence would be achieved when the computer was perceived as human.
Humanness was implicated in the design of computers from the beginning, and
has persisted even as computers have become ubiquitous in our daily lives.
Turkle’s early work emphasized the reflective role of computing technologies [40]–
computers evoke thought about what makes us human, reflecting aspects of
Haslam’s aforementioned humanness traits [10].

Humans are, after all, perhaps the closest model we have for thinking about
“intelligent” computers. The Computers as Social Actors (CASA) paradigm
lends to this argument, and has been used by communication researchers to
observe whether social interaction phenomena hold when one individual in an
interaction is replaced by a computer [35]. For instance, in one prominent exper-
iment, researchers tested whether social politeness norms extend to comput-
ers [31]. When evaluating another human, we are more positive when giving
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direct feedback than when we give feedback indirectly. In the experiment, par-
ticipants evaluated a computer’s performance either on that same computer or
on a separate computer. Results were consistent with human-human politeness
behavior, in that indirect feedback was more negative than direct feedback, sug-
gesting that participants in the direct feedback condition were being polite to
the computer that they were evaluating. CASA has been applied in various other
experiments, showing that gender stereotypes and social rules about praise and
criticism [31], as well as reciprocal self-disclosure [26] extend to our interactions
with computers.

Researchers have considered various explanations for these social responses,
including conscious anthropomorphism [29]. In the CASA experiments, however,
participants generally denied that they had treated the computer like another
person. Moreover, samples often contained expert computer users who would
know that the computers were not actually human. Nass, Steuer, Tauber, and
Reeder [30] use the term “ethopoeia” instead of anthropomorphism in order to
accommodate these findings–they defined anthropomorphism as a conscious and
willing attribution of humanlike qualities to a nonhuman. Nass and Moon [29]
propose that social responses to computers occur due to mindlessness–given a
sufficient amount of social cues, humans cannot help but to respond socially
to computers outside of conscious awareness. Reeves and Nass [35] effectively
summarize this human tendency as, “When in doubt, treat it as human”.

While these arguments consider anthropomorphism as an active and con-
scious cognitive process, CASA findings show that people treat computers as
if they were other people–this aligns with definitions of anthropomorphism in
social psychology that do not specify the degree to which the process is con-
scious [4,10]. Some researchers have suggested that anthropomorphism may be
a mindless response to technology [16]. Epley et al. [4] also note that anthro-
pomorphism may vary from strong to weak attributions of humanness, where
the latter does not include an explicit endorsement of those beliefs by the per-
ceiver. Authors note that, “Metaphors that might represent a very weak form
of anthropomorphism can still have a powerful impact on behavior, with people
behaving toward agents in ways that are consistent with these metaphors” [4]. In
some ways, anthropomorphizing is inherently illogical because it involves appli-
cation of knowledge about humans to nonhuman agents. As such, especially when
not knowingly applied, anthropomorphism may have a significant influence on
human behavior toward computing technologies, including AI systems.

Throughout the history of computing and up until the latest advances in
AI, computing technologies have evoked thoughts about humanness. Anthro-
pomorphism operates as a method of reasoning about nonhumans, including
machines and computers, in order to effectively interact with those agents. As
such, anthropomorphism and trust play a shared role in human relationships
with AI systems. The next section reviews some of the literature that has con-
nected the two, and compares and contrasts them with respect to their functions
as human perceptual processes.
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4 Trust and Anthropomorphism

Researchers tend to view anthropomorphism as a predictor of trust. Trust is
a logical dependent variable because of its concrete implications for behavior
toward technology. Anthropomorphism is thus often viewed as a characteris-
tic of the technology. For instance, Gong [7] defines anthropomorphism as “the
technological efforts of imbuing computers with human characteristics and capa-
bilities”. This approach tends to discount the fact that anthropomorphism is
a process by which humans apply anthropocentric knowledge to a nonhuman.
Technological features that are considered objectively humanlike are so because
they are perceived as humanlike. Experiments finding that even minimally social
interfaces elicit social responses [35] as well as the idea of weak anthropomor-
phism [4] tell us that anthropomorphism can occur more subtly and in the
absence of overtly humanlike cues. This section considers how anthropomor-
phism is similar and different from trust in order to illuminate the distinction
between technological features and human perceptions of them.

Nonetheless, the anthropomorphism-predicts-trust approach has contributed
greatly to an understanding of the relationship between the two constructs.
De Visser and colleagues [41–43] ran a series of experiments manipulating the
degree of anthropomorphism of an automated agent that suggests answers to
participants in a number-guessing task. The anthropomorphism manipulation
involves both the appearance of the agent, which is shown via video throughout
the task, as well as a background story which establishes the agent’s intent. While
each study differs in its other variables of interest, each includes decreasing agent
reliability throughout the task and observes changes in participant’s trust and
willingness to comply with agent advice. These experiments found that greater
anthropomorphism was associated with greater “trust resilience”–although not
trusted more initially, declines in trust (in response to decreasing reliability) were
more shallow for humanlike agents. Other researchers have found that greater
anthropomorphism can increase trust and compliance with an agent [33,47].
Others did not find a behavioral effect but found greater subjective trust toward
a more humanlike agent [17].

Other studies suggest that perceptions of anthropomorphism are not static.
For instance, Salem and colleagues found that, in one study, a more smoothly
operating robot was perceived as more anthropomorphic [37] and, in another,
that inconsistency between a robot’s gestures and spoken instructions lent to
greater perceived anthropomorphism [36]. Jensen, Khan, and Albayram [15]
found not only that a more reliable automated system was trusted and relied
upon more, but that greater system reliability was associated with greater per-
ceived anthropomorphism. These findings highlight an important component of
Epley et al.’s [4] theory of anthropomorphism, in that the inductive process
can be influenced during the acquisition, application, or correction of knowledge
about humans toward non-humans. Perceptions of anthropomorphism toward an
entity are not a fixed function of design features, but can change as a result of
new information or observed agent behaviors. Technological characteristics such
as reliability that are generally associated with perceived trustworthiness may
just as well influence the anthropomorphizing process.
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This comparison of trust and anthropomorphism aims to broaden perspec-
tives on the role of the two processes in human-AI interaction.

4.1 Similarities

Trust and anthropomorphism align in that both are 1) based in uncertainty, 2)
predictive, and 3) used for cooperation and protection.

Based in Uncertainty. Both trust and anthropomorphism are useful for deal-
ing with uncertainty regarding the behavior of other actors. As mentioned, trust’s
role for complexity reduction is essential–without some notion of trust, we would
live in a paralyzing state of fear [21], constantly expecting that other humans
intended to hurt or take advantage of us. Anthropomorphism, likewise, gives us
a means of accommodating the uncertain and, perhaps, unfamiliar behavior of
non-humans in our environment. As will be discussed, however, a greater degree
of anthropomorphism may not necessarily lead to a greater degree of certainty.

Predictive & Future-Oriented. The two processes are predictive and future-
oriented. The aim of each is to be able to deal with the behavior of other actors
that may impact our own well-being. Trust essentially answers the question,
“Will this person help me or hurt me?” Anthropomorphism answers the question,
“To what extent will this person behave as a human would?” In terms of system
design, user perceptions related to both trust and anthropomorphism are critical
to understanding the user’s ability to accurately anticipate system behavior and,
therefore, to overall task performance.

Cooperation & Protection. Lastly, both processes serve not only to facil-
itate effective cooperation, but to protect individuals. Trust and distrust help
to characterize individuals’ expected positive or negative behavior, respectively,
in order to safely interact and achieve cooperative benefits. Anthropomorphism
similarly serves to characterize the complexity of expected behavior and serves
as a tool for interacting with non-humans in the absence of information about
that specific agent or similar non-humans. It can prepare the perceiver for the
potentially detrimental, intelligent behavior of the non-human target.

While these general functions are similar, the means by which trust and
anthropomorphism inform interactions differ in some important ways.

4.2 Differences

Trust and anthropomorphism differ in terms of 1) complexity outcomes, 2) type
of target actor they are commonly associated with, 3) counterpart processes, 4)
nature of the conservative error, and 5) degree of flexibility.
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Complexity Outcomes. For one, trust reduces complexity, leading to a sim-
pler consideration of the pertinent actor. If a trustor decides that they trust
another actor, they can consider a smaller (i.e., less complex) set of poten-
tial future behaviors. A decision to distrust leads to the same outcome (i.e.,
reduced complexity), although the set is comprised of more negative potential
future behaviors. However, complexity is not necessarily reduced by anthropo-
morphism. When an actor is deemed humanlike, there may be less uncertainty
regarding the unfamiliar non-human–the human metaphor applied to the non-
human target can make the interaction more manageable. However, given that
anthropomorphism is defined by the attribution of humanlike emotion and inten-
tions, it may lead to the perceiver’s expectation of more complex behavior. When
confronted with a human or something humanlike, the perceiver must prepare
for the motivations and intentions of another individual.

Type of Target Actor. In line with this difference in complexity outcomes,
each process has been defined with respect to a different kind of actor. Mayer
et al. [24] note that trust is not involved in all risk-taking behavior, citing an
example of a farmer planting crops with the expectation that sufficient rain will
fall. Their argument is that the farmer has no identifiable relationship with the
“other party” (i.e., the weather) and, as such, cannot engage in “risk-taking in
relationship,” the behavioral outcome of trust. Thus, some non-human actors can-
not be trusted according to this theory. Nonetheless, research on social responses
to computers [35] and trust in automation [27] lend to the construct’s viability
with respect to machines. Researchers have also specifically suggested greater con-
sideration of automated and autonomous systems as actors with which humans
have relationships, rather than one-shot interaction partners [44]. Anthropomor-
phism is defined as the attribution of humanlike characteristics to non-humans.
This precludes the possibility of anthropomorphizing another human, although
researchers have referred to dehumanization as the inverse process by which
human individuals or groups are denied humanlike traits [9].

Distrust vs. Dehumanization. The counterparts to trust and anthropomor-
phism are associated with different outcomes. Again, distrust is not an oppo-
site of trust but a functional equivalent [21]–both allow the trustor to be more
certain about the behavior of another actor. Trust and distrust lead the per-
ceiver to the same place of greater certainty, although positive and negative
behaviors are respectively expected. Dehumanization is the inverse process of
anthropomorphism [9] and involves the denial of humanlike attributes to another
human. According to this definition, a technological entity cannot be dehuman-
ized, although it could be anthropomorphized to a lesser extent. A lesser degree
of perceived anthropomorphism is not necessarily associated with less certainty,
as with a lesser degree of trust. On the contrary, it may be the product of ample
information about the non-human agent, such that anthropocentric knowledge
is not needed. Research into particular features or behaviors that make a tech-
nology appear less humanlike (i.e., more machinelike) would illuminate how user
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perceptions and behavior are influenced when anthropomorphism is reduced.
For instance, one study found that blaming developers for an automated sys-
tem’s errors altered perceptions of trustworthiness compared to self-blame by
the automation [14]. It is possible that mention of developers acts as a cue to
diminish perceived anthropomorphism.

Conservative Errors. As protective perceptual mechanisms, trust and anthro-
pomorphism may be biased in different ways. Error Management Theory (EMT)
suggests that asymmetry between the costs of two errors in the human evolution-
ary environment can lead to a systematic deviation or bias toward making the
less costly error [8]. With respect to trust, game theory researchers have shown
that “Tit for Tat” is an evolutionarily stable strategy for interaction–individuals
are predisposed to trust and cooperate with new interaction partners, but to
subsequently punish and defect from those who prove to be untrustworthy [1].
Wicks, Berman, and Jones [48] notion of a bias toward trusting shaped by pru-
dence mirrors this, highlighting the desirability of a state of trust alongside the
protective role of distrust. A bias toward trust may occur because it is more
costly to lose opportunities for cooperation (i.e., not trust) than to cooperate
with some untrustworthy individuals (i.e., trust), at least initially. In applying
anthropocentric knowledge or social treatment to non-humans, perceivers may
be making the, “When in doubt, treat it as human” conservative error noted by
Reeves and Nass [35]. To decide that some non-humans are humanlike is likely
less costly than misidentifying an intelligent and motivated individual as non-
human–use of more cognitive resources is a lesser risk than the harm another
human may cause [32]. While these perceptual biases serve a similar purpose,
the bias toward trusting is characterized by benefits of cooperation, while the
bias toward anthropomorphizing is characterized by the risk of interacting with
another human.

Degree of Flexibility. The degree to which levels of trust and anthropomor-
phism are flexible or change with respect to a given target may also differ. Trust
is well-defined by its dynamic nature. Existence of terms such as “building”
and “breaking” trust imply that it is an ongoing and fluid property of relation-
ships, and underlies calls by researchers to consider trust repair by autonomous
systems [44]. Likewise, “trust resilience” reflects the degree to which new infor-
mation via observed behaviors is able to change a trust in an agent [43]. Anthro-
pomorphism is generally portrayed as a static property. However, a change in the
acquisition, application, or correction of anthropocentric knowledge that charac-
terize the inductive inference process could alter the degree to which a target is
anthropomorphized [4]. Recent evidence suggests that perceived anthropomor-
phism is influenced by system reliability [15], a known factor in human-machine
trust, implying that system performance may alter anthropomorphism percep-
tions. Still, the differences mentioned above suggest that the dynamic profile of
perceived anthropomorphism may look different than that of perceived trustwor-
thiness. Trust by nature may need to be more flexible in order to continuously
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predict positive or negative future behavior. Mayer et al. [24] include a feedback
loop in their model to account for the effect of the observed outcomes of reliance
on perceived trustworthiness and future trust. Changes in anthropomorphism
reflect either cognitive changes via acquired agent knowledge or motivational
changes via effectance or sociality motivations as a product of task demands [4].
More research is needed to determine the extent to which anthropomorphism
perceptions of a target change over time.

5 Toward Human-Centered Design

The complexity and unpredictability inherent to AI systems places great impor-
tance on design for the human users of those systems. Because trust and anthro-
pomorphism are predictive perceptual processes used to confront complexity,
they are two highly important variables to consider during human-AI system
design. Human-centered design has been defined in ISO 9241-210:2019 as the
“approach to systems design and development that aims to make interactive
systems more usable by focusing on the use of the system and applying human
factors/ergonomics and usability knowledge and techniques” [13]. The human-
centered design process is focused on consistently incorporating input from
human stakeholders of a technological system when establishing context of use,
user requirements, design solutions, and evaluation of designs. In general, an AI
system that is human-centered will serve the human user or other stakeholder’s
task needs.

This final section integrates the prior discussion of trust and anthropomor-
phism toward some suggestions for areas of needed research to design human-
centered AI.

5.1 Designing for Trust Repair and Trust Dampening

Due to the increasing autonomy of technological systems, researchers have high-
lighted the need for an understanding of trust as a dynamic property of human-
autonomy systems and teams, toward the incorporation of trust repair capabil-
ities into those systems [44,45]. Because trust helps individuals to anticipate an
interaction partner’s behavior, human-human trust repair, via social accounts
such as apologies and attribution of blame [19], can help the trustee to manage
the trustor’s expectations of future behavior. Because of the increasing behav-
ioral flexibility of technological systems, de Visser, Pak, and Shaw [44] suggest
that systems engage in these relationship regulation acts in order to maintain
appropriate trust. In other words, designers may incorporate messages or other
features that dynamically facilitate users’ understanding of not only the system’s
strengths, but its limitations. If a system does something detrimental to the user
or the task, a trust repair act such as an apology or explanation can prevent trust
from becoming substantially lower. Meanwhile, if a system does something ben-
eficial for the user, a trust dampening act, such as a message regarding system
limitations, can prevent trust from becoming inappropriately high. The degree
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to which a user’s perception of system trustworthiness aligns with actual system
trustworthiness has been referred to as trust calibration [18].

Human-centered design can give designers information about stakeholders’
needs in terms of trust repair and trust dampening. For example, in a given
context of use, users may be prone to overtrust following an instance of good
system performance, which can lead to unrealistic expectations of the system in
situations where it is not capable. In such a circumstance, trust dampening by
the system is necessary to calibrate user trust. Involvement of users can deter-
mine both when trust dampening is necessary and which types of messages or
information can effectively dampen trust and improve performance. McDermott
and ten Brink suggest that human factors practitioners evaluate user trust at
“Calibration Points,” or circumstances where system reliability changes, in order
to observe whether trust is appropriately calibrated [25]. This practice can be
extended throughout the stages of the human-centered design process, guiding
designers on how to facilitate appropriate trust, and ensuring that AI systems
serve human stakeholder needs.

Overall, fostering appropriate trust can improve task performance by con-
tributing to a user’s accurate perceptions of a technical system’s strength and
limitations. The next section gives some suggestions for appropriately incorpo-
rating anthropomorphism into system design in order to benefit users’ under-
standing of a system.

5.2 Anthropomorphism as a Tool for User Understanding

Hoff and Bashir’s [12] assertion about the role of interface design in perceptions
of system performance emphasizes how, alongside trust, anthropomorphism is
a critical consideration in the representation of an AI system and the deliv-
ery of information to users. Anthropomorphism has been largely viewed as an
antecedent to trust in technology, and for good reason–it relates to the expecta-
tion of humanlike behavior, whereas trust relates more specifically to the valence
of expected behavior. The literature also suggests that anthropomorphism itself
can be dynamically influenced by factors in trust. Measurement of perceived
anthropomorphism or humanlikeness in the design process can elucidate how
these perceptions may fluctuate just as trustworthiness perceptions do.

As with trust appropriateness, anthropomorphizing should be considered as
a means to performance consequences. Epley et al. [4] suggest that anthropo-
morphizing can be a useful analog for interacting with a non-human in the
absence of other information, regardless of the objective accuracy of the anthro-
pomorphic beliefs. In other words, it is possible that the human metaphor can
assist user understanding of an AI-based system and lead to more appropriate
expectations for system behavior. However, Culley and Madhavan [3] express
concern for the role of anthropomorphic agents in eliciting inappropriate expec-
tations for system behaviors. Even if qualities such as liking and user satisfac-
tion are improved, if an objectively non-human system is perceived as having
human qualities like motivation and emotion, those interacting with the system
may expect it to do things it cannot. The general human tendency to respond
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socially to computers [35] shows that anthropomorphizing can occur even as
an unintended design consequence, which may represent a human vulnerability
when interacting with complex AI systems. It is the responsibility of designers
to protect human needs and interests with calculated and research-based incor-
poration of humanlike agents and features in their non-human systems. This
includes human-centered evaluation of both perceptions of anthropomorphism
and expectations of system capability even when systems are not deliberately
anthropomorphic.

In this vein, research is needed into the factors that make anthropomorphic
agents an effective interface tool in terms of task performance. Situating evalua-
tion of system design in the context of task performance can help researchers and
designers to conclude whether certain features help or hurt the user and their
task goals. At the time of this writing, at least one study explicitly considered the
role of humanlike features in user trust calibration [15]. Although a behavioral
effect was not found, an effect of humanlike communication style on perceived
benevolence of the automated system lends to the relationship between anthropo-
morphism and perceived trustworthiness found in other work [17,33,38,41–43].
In studies of human-AI interaction, we urge researchers to measure perceived
anthropomorphism, in order to understand anthropomorphism as a consequen-
tial psychological phenomenon rather than as a direct consequence of design
features.

Much like trust, evaluating anthropomorphism perceptions as a product of
various system behaviors, features, or messages throughout the stages of the
human-centered design process can improve understanding of how it functions
as a useful perceptual process for the human users of AI systems. This can
be leveraged toward design that improves safety and performance. For instance,
consider a virtual assistant that helps its user maintain a calendar via voice com-
mand. The conversational interface may elicit the perception of certain human-
like capabilities–perhaps it leads the user to believe that the system “cares”
enough to warn them when the timing of a newly scheduled event conflicts
with another. In this case, the user’s expectation of communication about the
conflict by the virtual assistant may lead them to miss one of the overlapping
events. Moreover, this violation of trust may lead to subsequent disuse of the
virtual assistant. Evaluating perceptions of anthropomorphism and expectations
of performance ahead of time would give designers information about the user’s
unrealistic perceptions of system capabilities arising as a result of the conversa-
tional interface, allowing them to appropriately communicate information or to
re-design based on the potential for such an outcome.

Research on user- and context-based variability provides insights into poten-
tial applications of trust- and anthropomorphism-driven human-centered design.
First, the use of anthropocentric knowledge to reason about an AI system may
differ across users. Waytz, Cacioppo, and Epley [46] pursued this line of inquiry
and established that there do exist individual differences in the tendency to
anthropomorphize. The Individual Differences in Anthropomorphism Question-
naire (IDAQ) developed by these authors has been shown to explain variance
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in perceptions of anthropomorphism of an automated system [15] and in trust
in technology [46]. Likewise, Marakas, Johnson, and Palmer [23], drawing from
CASA and the notion of mindless social responses to technology [29], suggest
a spectrum of social attributions to computing technologies, where some indi-
viduals are more prone to treat computers as social actors and others to treat
computers as tools. These perspectives suggest that not only different individual
users, but groups of users may respond differently to the intended or unintended
presence of humanlike qualities in an AI interface. Measurement of individual
tendency to anthropomorphize throughout the design process can help to tailor
system design to individuals or groups of end users.

Second, the value of a humanlike presence may differ across contexts of use.
Smith, Allaham, and Wiese [38] confirmed that trust in a humanlike agent was
greater on a task that was social in nature, while machinelike agents were pre-
ferred on a more analytical task. Similarly, Goetz, Kiesler, and Powers [6] showed
that robot appearance interacted with task sociability, such that humanlike
robots were preferred for more social tasks. Again, anthropomorphism may pro-
vide a suitable metaphor for interaction with non-human technical systems in
some cases, but be a distraction or set unrealistic expectations in other cir-
cumstances. The degree to which humanlike features in an interface are useful
toward a user’s understanding of the AI system and task performance certainly
should vary with characteristics of the task. The relationships between AI task
characteristics, perceptions of anthropomorphism and trustworthiness, and task
performance are important areas of research that can inform when certain design
features should or should not be employed.

6 Conclusion

Trust and anthropomorphism, as perceptual mechanisms for dealing with the
uncertain behavior of autonomous actors, will naturally extend to AI technolo-
gies. Both are based in uncertainty, predictive, and used toward cooperation and
protection. Meanwhile, they differ in terms of complexity outcomes, the type of
target actor they are commonly associated with, their counterpart processes, the
nature of their conservative error, and their degree of flexibility. Measurement
of perceived trustworthiness and perceived anthropomorphism throughout the
design process, alongside performance indicators or metrics of user understand-
ing, can ensure that these ingrained perceptual processes are being sufficiently
considered in AI system design. As researchers and system designers, an under-
standing of the two can contribute to systems that accommodate trust and
anthropomorphism, that protect and promote human stakeholders’ interests,
and that ultimately facilitate safe and effective collaborative outcomes, ensuring
that AI systems serve human needs.
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Abstract. Recently, research has shown that replacing a human with an agent
in a pair programming context can bring similar benefits such as increased code
quality, productivity, self-efficacy, and knowledge transfer as it does with a human.
However, to create a gender-inclusive agent, we need to understand the commu-
nication styles between human-human and human-agent pairs. To investigate the
communication styles, we conducted gender-balanced studies with human-human
pairs in a remote lab setting with 18 programmers and human-agent pairs using
Wizard-of-Oz methodology with 14 programmers. Our quantitative and qualita-
tive analysis of the communication styles between the two studies showed that
humans were more comfortable asking questions to an agent and interacting with
it than other humans. We also found men participants showed less uncertainty and
trusted agent solutions more, while women participants used more instructions
and apologized less to an agent. Our research results confirm the feasibility of
creating gender-inclusive conversational agents for programming.

Keywords: Gender · Conversational agents · Communication style

1 Introduction

Conversational agents—such as automated customer support, personal virtual assistants,
and social chatbots—have transformed human interactions with computers [40–46].
Despite phenomenal progress in conversational agent’s research there does not exist any
such agent for programming tasks. To understand the design space of such an agent, we
prototyped an interactive pair programming partner agent based on research fromconver-
sational agents, software engineering, education, human-robot interactions, psychology,
and artificial intelligence [1, 3–5].

In pair programming, two programmers work simultaneously on one design, algo-
rithm, code, or test [14–17]. Programmers switch between the roles of driver (writing
code) and navigator (making suggestions). Pair programming provides various benefits,
including increased code quality, productivity, creativity, knowledge management, and
self-efficacy [18–30].

Our agent provided similar benefits as of pair programming with another human[4].
It’s active application of social skills as a navigator increased participants’ confidence
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in the code and trust in the agent, while its technical skills as a driver helped participants
realize their own solutions better [5].

A key facet in the design of a gender-inclusive conversational agent is how it should
account for different communication styles; an area where women and men are known
to differ [9–12]. To reduce the possibility of gender biases in our agent, we need to
consider communication styles of each gender. Therefore, we formulated the following
research questions:

R1. What communication styles are used by programmers when interacting with a human
vs. an agent?
R2. How do men’s communication styles differ when interacting with a human vs. an
agent?
R3. How do women’s communication styles differ when interacting with a human vs. an
agent?

2 Methodology

A human-human study was conducted in a remote lab setting followed by a human-
agent study using Wizard of Oz technique to investigate the similarities and differences
between human-human and human-agent interactions.

2.1 Human-Human Study

A human-human study was conducted to analyze interactions between humans in a pair
programming environment. 18 computer science students were conducted on a first-
come first-serve basis, who each had at least a year of experience and some knowledge
in java programming. Based on the background questionnaire, we identified only binary
genders (men and women) from their own self-identification, though there are other
genders [31, 32]. Hence, we paired students into gender balanced pairs (3 man-man, 3
woman-woman, and 3 man-woman). Gender balanced data is essential for discovering
gender biases in designs to avoid unintentional gender bias and to support gender specific
problem solving [38, 39], communication techniques, and leadership styles [31–39].
Gender was the focus of the study as opposed to other demographics because of the
well-documented negative effects of the gender gap in the STEM fields.

We refer to each pair with the label HH-X with X being the gender of the individual:
i.e., HH8-M7 and HH8-W9 refers to the seventh man participant and ninth woman
participant who were in pair 8.

Study Design
The study was conducted in a lab setting to emulate a remote pair programming environ-
ment. Remote pair programming is known to have benefits in the likeness of collocated
pair programming [54–56]. Every participant was required to complete a consent form,
background questionnaire, and pre-self-efficacy questionnaire before the study [57].
Participants watched instructional video tutorials to teach them concepts of test-driven
development (e.g., writing test cases, implementing code), pair programming concepts
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(e.g., driver and navigator roles), and think-aloud study (e.g., vocalize any thoughts and
feelings as they program [58]). Each pair communicated remotely using TeamViewer
[117] and implementing the Eclipse IDE [118] to complete the task. Before the task was
performed, the pairs were given a warm-up task to allow pair jelling, a period that allows
them to adjust to their partner and work more efficiently [59].

Participants were given the task of implementing a tic-tac-toe game in Java. The
game was selected for the study due to its simplicity and popularity. In tic-tac-toe, two
players take turns placing marks in a 3× 3 grid until either one player successfully gets
three marks consecutively, or winning becomes impossible, causing a tie. Participants
needed to write methods and test cases to complete the game; however, methods for a
board and the ability to place marks on it were already provided to them. User stories
and acceptance criteria for the task were provided regarding win conditions, full board,
taking turns, and a tie. Participants determined their own roles as driver and navigator.
They were given 40 min to complete the task to prevent fatigue. Study sessions were
recorded using the Morae screen capture tool [60]. After the session was completed,
participants answered questionnaires on post-self-efficacy and their pair programming
preferences.

2.2 Human-Agent Study

AWizard ofOz lab studywas conducted to identify the interactions between a human and
an agent. The study design, and the data analysis, was like our previous human-human
study.

Wizard of Oz
Our study followed the basic components of a Wizard of Oz design. Wizard of Oz
design helps to replicate a real virtual agent and effectively identify human interac-
tions with an AI software [61–64]. Two wizards maintained the illusion of the agent,
using dialogue options from a templated script. Participants had their face, voice, and
screen were shared with the agent (the wizards). The wizards simulated a conversa-
tional agent through speech recognition, intent understanding, dialogue state tracking,
dialogue policy, and response generation, using a constraint called the Wizard of Oz
protocol [66]. For example, if the participant asked, “How to write code for the win
game?”, the wizard would identify this question as “implementation help” and would
subsequently choose the appropriate response from the wizard’s templated script: “I can
make a recommendation from GitHub, would you like me to do so?”

Participants pair programmed using the Saros plugin for the Eclipse IDE to facilitate
remote collaboration with the agent (wizard). The agent (wizard) directly edited par-
ticipants code using the Saros plugin for Eclipse [77]. Participants interacted with the
agent, embodied by a 3D avatar, which was synchronized with the wizard’s face using
the Facerig software [65]. They communicated directly with the agent using voice and it
responded with voice-synthesized messages to reduce switching the context of the par-
ticipants and to increase interactions with the wizard. The voice-synthesized messages
were generated usingGoogle Text-to-Speech. Text communication was used exclusively
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for sending links and pictures. Skype, Discord, and Google Hangouts were used to facil-
itate video and audio communication of the participants with the wizard to give the
illusion of a real programming conversational agent.

Agent Design
The agent’s design was inspired by multi-disciplinary research on human-computer
interactions, conversational agents, human-robotic interactions, education, intelligent
tutoring systems, psychology, and management science.

The agent was designed to interact with its partners by using a dynamic 3D avatar,
voice, and text chat that enhancedhuman-computer interactions [3, 67–70]. The inclusion
of an avatar makes the agent more human-like, improving understanding, engagement,
and trust in novice programmers [61, 71–76].

The agent built rapport with participants as it greeted and introduced itself to them
at the beginning of the study [78]. Further, it attributed success to the group and took
personal responsibility for its mistakes. To increase participants’ trust [67, 79–81] the
agent showed uncertainty about its work, asking for verification; for example, after
adding code through the IDE, the agent would say “This might do the trick. I’m not sure
though”.

Motivation has a significant effect on performance of programmers and their pro-
ductivity, also helping them to increase their creativity and their innovative outcomes
[82–86]. Motivation was implemented in the study with motivational statements like “I
think this looks good,” and “I’m not sure what we’re doing here, but we can always test
it.” being given to participants upon both success and failure.

The agent’s ability to contribute code (driver role) and give feedback (navigator
role) were based on automated code/feedback techniques that require past solutions and
search-based feedback [87–92]. The agent was designed to identify unnecessary code
found in variables, functions, and classes based on automated tools likeUCDetector [93].
If the participant asked for the location of variables/classes/methods within the code,
the agent’s ability to respond was based on both static and dynamic feature location
techniques [94, 95]. Generating test cases automatically (i.e., without past solutions)
was done by either code search algorithms or converting user stories to scenarios and
then to test cases [96–99]. The agent could identify missing code using a technique
investigated in the Haskell programming language [100].

Creative thinking is essential to a programmer’s success especially when solving
open-ended problems [18, 101–108]. To encourage diversity in thinking the agent offered
abstract code templates, code examples, and alternate implementations. This decision
was motivated by Tsuei’s research that imperfect guidance enhances creativity and
encourages exploration of new ideas [109]. Creativity theory suggests the production of
a large number of ideas to arrive at creative ones through ideational fluency, since agents
themselves cannot ideate [110]. Thus, the agent may ask things like, “Are there other
ways to do this?”

The agent’s responses were tuned to its performance with the partner giving just-in-
time help when needed; it also apologized for incorrect or unknown answers, expressed
uncertainty, and gavewho/what/when/why/where/howanswers accompaniedwith direc-
tions or suggestions [111, 112]. The agent also provided verbal feedback by presenting
content and code templates to help the programmer’s memory. For example, the agent
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corrected a participant by highlighting code and giving verbal suggestions. Doing so
addressed a self-presentation bias that induces a lack ofmemory retention on the human’s
part [113–116].

Study Design
14 participants (7men and 7women)were recruited for the study through advertisements
and a recruitment site called Upwork. Eight of our participants were university students
(4 men and 4 women) and six were professional programmers (3 men and 3 women).
This studywas conducted during the COVID-19 pandemic. Therefore, virtual lab studies
were conducted from participants throughout United States.

The study design was like the human-human study, except (1) the participant com-
pleted the taskwith an agent, (2) theywere given an instructional tutorial on the agent, (3)
no pair jelling was incorporated, and (4) the agent changed gender presentation halfway
through the study. We split the gender embodiment of the agent equally among the study
sessions to counterbalance. Each participant signed a consent form at the end of the
study, as it was a deception study.

2.3 Analysis of Data

Audio and Video of each session was recorded in both human-human and human-agent
studies. These recordingwere then transcribed into individual snippets of dialoguewhich
were subsequently sorted by their intent. The intent of each was represented by dialogue
acts as described in Table 1. “Dialogue acts” have been used to classify human utterances
using criteria based on a combination of pragmatics, semantics, and syntaxes [47]. Dia-
logue acts enable us to understand verbal communication as well as conversations via
HiddenMarkovModels [47], which are necessary for a conversational agent. 20% of the
transcripts were coded by three researchers. Once they reached the inter-rater reliability
of 90% (using the Jaccard measure [48]), two researchers independently coded the rest
of the transcripts.We analyzed the data qualitatively and quantitatively to understand the
differences of communication styles between humans with humans and humans with an
agent.

3 Results

The results of the studies: both similarities and differences in the communication styles
(dialogue acts) are summarized in Table 2. The differences between the studies in regard
to the research questions are discussed subsequently.

RQ1:What communication styles are used by programmers when interacting with
a human vs. an agent?

To answer RQ1, we compared the dialogue acts used by participants (both men and
women) with another participant and with our agent. Table 2 shows (in yellow) the
frequencies of different dialogue acts for human-human vs. human-agent. The different
communication styles found between human-human vs. human-agent were:
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Table 1. The dialogue acts and their definitions as used to code the study transcriptions.

Dialogue acts Definition

Abandoned An unfinished remark

Acknowledgement Acceptance of the existence of something

Answer no “No” responses

Apology A regretful acknowledgement of failure

Answer W/H questions Answering who/what/when/where/why/how questions

Answer yes “Yes” Responses

Direct instruction An explicit instruction

Feedback non-positive A non-positive response or comment

Feedback positive A positive response or comment

Indirect instruction Implicit or polite instruction

Other (filler words) Meaningless words

W/H/QUESTION A who/what/when/where/why/how question

Questions yes/no Questions asking for a yes/no answer

Statement A declaration or remark

Uncertainty Dialogue that indicates uncertainty

More Filler Words with Humans vs. Fully Articulated Thoughts with an Agent.
Participants in the human-human study used 55%more filler words (see Table 2) to give
their verifications or to fill the gaps in the communication. For example, when HH1-M2
was implementing the horizontal win condition, M1 responded with “Um” “Ok,” or
“Huh” while responding to M2’s thought process. Conversely, while communicating
with agent partners, participants fully formulated their thoughts before articulating them.
The agent themselves never used filler words, as they followed a script.

Non-positive Feedback and Acknowledgment to Other Humans vs. Agents
In the human-human study, participants used non-positive feedback 70.3% more than
their counterparts in the human-agent study. For example, HH9-M8 gave non-positive
feedback for implementation of the win method with a sarcastic comment: “okay, so it’s
a failure, awesome.” Similarly, HH7-W8 gave non-positive feedback to her partner’s
idea when she stated “Yeah, I’m not sure about that one.” The decreased usage of non-
positive feedback in the human-agent study stemmed from our design choice of agent
being motivational, empathetic, and a rapport-builder.

The human-human study participants acknowledged their partners’ ideas 52.5%
more than human-agent participants. For example, in HH9, M8 shared a possible solu-
tion for checking diagonal win conditions and suggested the usage of multiple ‘loops’,
to which his partner M9 responded “Yeah we could do something like that.” Later in
the same study, they switched roles, describing a test method he (M9) might want to
implement and M8 confirming “Yeah, I think that’ll work.” These types of dialogue
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Table 2. The dialogue acts for human-human and human-agent studies. The most prominent
difference in dialogue acts is highlighted. Yellow for humans with humans vs. agent (RQ1), peach
for women with human vs. agent (RQ2), and blue for men with human vs. agent (RQ3).

Dialogue Acts
Human-Human Human-Agent
M[#] W[#] Total %age M[#] W[#] Total %age

Abandoned 97[9] 108[8] 205 6.01 104[7] 101[7] 205 6.56
Acknowledgement 295[9] 326[9] 621 18.22 129[7] 166[7] 295 9.43
Answer No 5[6] 16[6] 21 0.62 6[7] 3[3] 9 0.29
Apology 7[6] 10[5] 17 0.50 5[5] 4[4] 9 0.29
Answer W/H Questions 21[9] 19[5] 40 1.17 65[7] 62[7] 127 4.06
Answer Yes 52[9] 51[9] 103 3.02 70[7] 55[7] 125 4.00
Direct Instruction 87[9] 72[9] 159 4.66 46[7] 81[7] 127 4.06
Feedback Non-Positive 23[8] 14[5] 37 1.09 7[5] 4[4] 11 0.35
Feedback Positive 58[9] 26[7] 84 2.47 23[6] 49[7] 72 2.30
Indirect Instruction 129[9] 89[9] 218 6.39 78[7] 120[7] 198 6.33
Other (Filler Words) 126[9] 112[9] 238 6.98 46[7] 61[7] 107 3.42
W/H Questions 48[9] 62[8] 110 3.23 82[7] 96[7] 178 5.69
Questions Yes/No 97[9] 119[9] 216 6.34 84[7] 125[7] 209 6.68
Statement 688[9] 592[9] 1280 37.55 657[7] 753[7] 1410 45.09
Uncertainty 27[9] 33[9] 60 1.76 16[7] 29[5] 45 1.44
Total 1760 1649 3409 1418 1709 3127

acts did not appear as frequently in the human-agent studies. One possible reason for
this could be that when conversing with another person acknowledgement is key to
effectively communicating ideas [49] and hence, in the absence of another human the
acknowledgement was decreased.

Asked More WH Questions From the Agent vs. Human
Participants from the human-agent study also asked 38.2% more
W/H (who/what/when/why/where/how) questions to an agent as compared to the human-
human study. For example, after getting stuck, HA-M6 prompts the agent by comment-
ing, “What do you think?” and later with “How about you drive.” Additionally, HA-W13
asked questions such as “Why would you return true?” “How do we check?” The WH
question were asked by participants to clarify, understand the code, prompt for feedback,
or ask for help.

Human participants were more reliant on the agent as they had more confidence
in the agent’s responses and solutions. For example, HA-M3 asked the agent, “What
do you think the mistake is?” The agent replied with, “You have a missing bracket on
line 66”. This helped participants quickly find out the error and save time. HA-M3
also asked, “What’s the next story?” or “What’s story number four?” This helped the
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participants navigate quickly between tasks. Participants in human-agent study were
more comfortable with the agent and saw it as a non-judgmental partner [4].

RQ2: How do men’s communication styles differ when interacting with a human
vs. an agent?

We found the following differences (highlighted in peach in Table 2) in men’s
communication style with another human (man/woman) vs. an agent.

Men Showed More Uncertainty with Another Human vs. an Agent
Men participants in the Human-Human study were 40.7% more uncertain about the
task. For example, in HH2, both participants were uncertain about the next step, as M3
commented “Ya I don’t know”, to which M4 responded “I’m not sure how we can write
a test for this because it’s not going to evaluate to true or false you know.” Humans trust
agents more than other humans [50], and this was evident as HA-M8 commented “the
computer knows more … than a human knows… I would trust a computer more.”

Men Gave More Positive Feedback to Their Human Partners
Men participants of the human-human study showed 60.3% more positive feedback,
listened to their partners, and acknowledged their suggestions. All nine men participants
showed positive feedback during the human-human study. For example, in HH1, while
working on method to place marks on a board, M1 laughed and commented “It’s ugly
but it should work” to which M2 responded with a laugh and commented “Yeah, that’s
how I feel sometimes”. The frequency of acknowledgement was twice as high in the
human-human study than in the human-agent study. For example, in HH2, M4 was
describing how to keep track of current player, placing the mark. M3 listened carefully
and acknowledged HH2-M4’s thought process without abandoning it mid-point.

Men Gave More Direct and Indirect Instructions to Another Human Partner Than
an Agent
Men participants gave 51.8% more direct and indirect instructions to another human
partner than to an agent. Direct instructions are an explicit way of expressing what needs
to be done while indirect instructions are a subtle way of suggesting things that need to
be done. Direct instructions were used to express what aspect of the problem needs to
be done and how to accomplish it. For example, in HH3, when W1 tried to explain the
logic for checking if marks are in the same row verbally, M5 explicitly said “Uh, write it
out for me. I, I can visualize it a bit better if I can see it,” Indirect instructions were used
for directions, suggestions, agreeing to tasks, and giving control. HH1-M1 gave indirect
instructions to M2 and commented “We could probably use the code for tie winner, but
that’s my guess”.

RQ3:Howdowomen’s communication styles differ when interactingwith a human
vs. an agent?

We found the following differences (highlighted blue in Table 2) in women’s com-
munication style with another human (man/woman) vs. an agent. Women participants
talked more with an agent, as the number of statements was 21.4% more than with
another human.
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Women usedMore Direct and Indirect Instructions with an Agent Than with Another
Human
Women participants used 19.9%more instructions (both direct and indirect) to direct the
flow of the task process with an agent. For example, HA-W4 was more vocal and direct
with the agent. She was controlling the flow of dialogue with “Do it again”, “Sure, let’s
do that”, and “Try it”. She also used indirect instructions to implicitly direct the flow
as she commented “Okay, Um, so we need to add test”, “I think there needs to be more
code in check ties”, and “Should we just try placing”.

Women Apologized More with a Human Partner Than with an Agent
Women participants tended to apologize with a human partner when an answer was
unknown or wrong. While working with an agent, women were less self-conscious
when they made mistakes and were more confident in their approaches. For example,
in HH4, W3 apologized to her partner for simple things like clicking by mistake as
she commented “Sorry, I’m clicking”. Likewise, HH4-W2 read the task wrong and she
apologized immediately “Oh, sorry,…oh my gosh. I’m so sorry. I read that wrong.”
Women build rapport with their human partner, not wanting to let their partner down
[52, 53].

Women Disagreed with Another Human With a No
Women participants disagreed (with a “No”) 81% more with a human partner than an
agent. For example, in HH4, W2 asked if they need to write a test case for mark placed,
to which her partner W3 responded “No no no...”

Women Positively Responded to an Agent
Women participants gave 46.9% more positive feedback to an agent than to a human
partner. For example, HA-W4 responded positively to agent’s code by commenting, “It
does make more sense.”

4 Discussions

Our results shed light on the conversational styles of humans, bothmen andwomen, with
other humans and agents. As seen in RQ2 and RQ3 the communication styles were dif-
ferent for both men and women, hence, to create a gender-inclusive programming agent
we should integrate styles from both genders. Some of the implications for programming
conversational agents are detailed as follows.

Conversational agents for problem solving tasks should support WH questions and
answers, WH answers should be accompanied by directions and suggestions. In our
study, while answering, humans tended to answer yes/no more frequently but the agent
should explain the logic behind the code or explanations regarding the decisions made
by the agent. HA-M6mentioned that the agent should give a “more specific, explanatory
approach like a human.” Though generating human-like explanation and discussions
regarding programming may be hard to implement with the current technology, utilizing
the static and dynamic testing approaches, generating visually explainable solutions can
make the agent more human-like. Further, such plausible explanations can help to build



68 S. K. Kuttal et al.

trust of both professionals and students with an agent and in its solutions [50], while a
lack of such explanations may affect losing trust. The agent should show vulnerabilities
of being a machine and expose its limitations to increase trust with a human partner.
When a human shows uncertainty, the agent should better explain using visualizations
and the underlying concepts of how it arrived at a specific solution. Additionally, the
agent should provide better verbal feedback and present content and code templates to
jog the programmer’s memory. For example, to correct a programmer, the agent should
highlight the code segments while giving verbal and visual suggestions about the code.
One approach to generate such explanations could be using deep learning techniques
and training them on WH questions. However, such training will require tremendous
amount of data on pair programming conversations that currently is unavailable. Further,
supporting gender specific problem solving [37–39], and leadership styles [2] should
also be facilitated by a gender-inclusive agent.

Engaging the human partner with both positive and negative feedback was impor-
tant for the success of the task. The feedback from human as well as agent was regard-
ing (1) status of the code i.e., pass/fail/unexpected results, (2) code reviews i.e., cor-
rect/incorrect/coding style, (3) idea implemented work/fails, (4) agreement, and (5)
motivation. The positive feedback helped human partners to stay motivated and engaged
in the task, while negative feedback was on mistakes in the code and helped them to
improve quality of the code. Both positive and negative feedback are important towards
problem solving tasks and hence should be used as integral parts of the conversational
agents. Since there were differences in how each gender used feedback, it will be impor-
tant that a gender-inclusive agent is able to adapt itself based on past conversations.
This is especially important regarding negative feedback, which should be dealt more
carefully. For-example, if there is a typo, the agent can correct the typo by itself but if
there is a logical error or the problem-solving approach is wrong, the agent should give
suggestions.

One implication formachine learning algorithms is to train them on different genders
(equal number of men, women and non-binary) to capture the diversity of conversational
styles. The differences between the communication styles between different genders
necessitate inclusion of features in themachine learning algorithms that can capture these
differences. Hence, avoiding agents that support misogynistic ideologies in machine
learning [33–36] and support more gender-inclusive machine learning algorithms.

5 Conclusion

We take the first step towards creating a gender-inclusive Alexa-like programming part-
ner. This paper contributes to understanding the differences between human-human and
human-agent conversations, and how gender effects conversations.

1. RQ1: Communication Styles: Human vs. Agent. Participants in human-human
study gave more directions to complete the task and said more filler words. They
also expressed non-positive feedback and acknowledged their partners’ ideas and
interjected when they thought they could help. They also asked moreW/H questions
as they were comfortable with the agent.
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2. RQ2: Men’s Communication Styles: Human vs. Agent. Men participants moti-
vated their human partner through positive feedback and giving direction using both
direct and indirect instructions. Men participants also showed more trust with the
agent.

3. RQ3: Women’s Communication Styles: Human vs. Agent. Women participants
disagreed and apologized more with a human partner while making rapport with
them. They instructed the agent and gave more positive feedback. Hence, women
participants were hesitant to communicate with human partners.

Finally, we discuss the implications for a gender-inclusive conversational agent. The
implications include interface design of such an agent as well as for training machine-
learning algorithms.
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Abstract. 2020 has been a year full of changes and challenges to all teachers,
students, and even parents. Because of the outbreak of COVID-19, school systems
at all levels have been forced to modify their ways of educating students and many
turned in-person teaching to online education. Before the pandemic, distance or
online learning was treated by many teachers as an alternative or complementary
method for the conventional classroom education; however, it has now become
a necessity and seemingly the most feasible way to continue education, as long
as schools remain closed because of the pandemic. Yet, the more the demand
for distance or online learning grows, the more apparent the problem of digital
divide would be. A nationwide coverage of the network transmission or the dig-
ital infrastructure does not guarantee digital equality among all citizens. Social,
economic, political and even racial discrepancies should also be taken into con-
sideration. This paper will begin by discussing the challenge of education in this
digital era we have in Taiwan, and how to “bridge” the digital divide to achieve
digital equality in our society.

Keywords: Digital education · Digital equality · Digital divide · COVID-19

1 Introduction

In 2020, an unexpected pandemic, COVID-19, just caught everyone off guard and revo-
lutionized the conventional classroom management. A great number of schools around
the world were forced to be closed and people were quarantined or self-isolated at home.
The situation turned distance or online learning a daily necessity, if people wish to con-
tinue education. However, as the demand for distance or online learning grows, the
subsequent problems and challenges are to be found even more distinct and imperative.

First of all, the traditional in-person classroom management has been converted into
an interactive and quick-pace communication. Without the limitation on time and space,
teachers could teach and students could learn anywhere as long as the Internet connection
is functioning and well at hand. However, without teachers being in sight, students have
to be more self-disciplined and responsible for their own learning. Before the pandemic,
home-schooling has merely been an option for education, and now it has become the
norm. A great challenge has equally fallen upon countless families: do students know
how to carry on their education without teachers’ discipline? Are parents capable of
accessing to resources and support to help their children?
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Yet another greater challenge in education is the lack of a more stable and friendly
digital environment for all and the equal distribution of digital resources. Achieving
digital equality has always been one of our governmental policies, but COVID-19 was so
unexpected to everyone that all decisionsweremade in haste, including curfew, lockdown
or even closing theborder. This is the verymoment to test if the digital infrastructure could
fully satisfy the basic need of all citizens. When people are quarantined and prevented
fromhaving anyphysical contactwith others, a stable network transmission and sufficient
digital education would be the window for them to reach out to the world and continue
learning. However, we learn from news reports (and my personal experiences as well)
that the network connection would be jammed or disconnected when overloaded; not to
mention that not all people have adequate equipment or devices to access the network.
In addition, not all the schools have enough information technology (IT) to satisfy
various needs of teachers and students. In fact, teachers may be limited by the teaching
environment, if they do not receive full support from the school. Moreover, the socio-
economically disadvantaged students might not be able to compete in this “digital arms
race” since they do not have sufficient hardware and software at hand, when they need
to conduct online learning.

Thus, digital equality concerns not just people’s equal access to digital resources
physically, but, more significantly, the social justice to enable and empower—ethni-
cally, socially, politically and economically—all people to access the digital world with
sufficient skills and equipment to face this fast-changing world. Then, an ethical and
equal digital society could be promised and realized.

2 Digital Divide: A Daily Scenario of Regular Life

Let me begin by one of my personal experiences: a student came to me after class, right
after I announced an online-quiz, a saferway to avoid any physical contact, would be held
the next time we had class. That was a regular school day after the outbreak of COVID-
19. We had class both online and at the physical classroom, and students could choose
either way to participate. Most of my students were encouraged to self-isolate at home,
but some still would choose to come to class as long as they wore masks and maintained
social distancing, since the university where I work was not closed completely. Then
the student spoke in a timid way asking me if I could give her a written quiz instead of
an online one, for her laptop was a bit old and might not run steadily enough when she
took an online exam. All students were given the same amount of time to take the quiz,
so if her laptop needed more time to process data, she might not have enough time to
finish the task. What she said truly ignited my attention and reflection on how digital
equality has been practiced on the teaching sites. It seemed that much of our attention
was placed on the equal physical access to the digital resources; that is, students are
free to access WIFI at school or basic IT facilities, like computers. However, we did not
“bridge” enough or at least cut less in the social and economic sense the digital divide
between the advantaged and disadvantaged students.

Another incident also kindled much discussion online. In March 2020, a video selfie
taken by Shiri Kenigsberg Levi1, a mother of four from Israel, was broadcasted on the

1 See https://www.youtube.com/watch?v=MrpYIv0oGhk, last accessed 2021/2/10.
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Taiwan local news channel and surprisingly caught much attention. Levi complained
with full rage that she was not capable of handling all the assignments her children had
to accomplish at the same time and that her four kids fought over for two computers
everyday also frustrated her. Under the YouTube link, some parents from Taiwan could
relate to Levi’s pain and frustration, and struggled to fulfill all the needs of their children
to accomplish their online homework and distance learning. Yet, there were still some
others thinking Levi should prepare “in advance” to buy each kid a laptop, iPad or
appropriate equipment, and prompt and train her children to learn actively. No matter
what comments the viewers put, one thing taken for granted behind is that people believe
the coverage of the network connection and digital equipment we have are sufficient to
conduct distance and online education, and if we do not have enough resources, we could
buy or at least borrow from others.

My student’s and Levi’s cases both demonstrate a daily scenario during the outbreak
of COVID-19. Many people, if prevented from going to school, could naturally turn
online to continue learning and finish all the tasks as they do in the physical classroom.
However, my student’s and Levi’s cases also point out a blind spot we commonly share;
that is, digital equality will not be achieved nor the digital divide among all groups of
people be mended, when we add more computers or free WIFI access to students. There
are more issues needed to be considered.

The termof “digital divide” is not a novel idea. Starting from1994,NationalTelecom-
munications and Information Administration (NTIA) has collected data on Americans’
use of computer and Internet use and devices.2 The coverage of the Internet connection
and computer ownership rate are constantly collected and studied, which implies that
the advantaged—the ones who can afford the access to the technologies—could manage
to be benefited from the Internet services, while the disadvantaged could only fall far
behind. The ones who own the latest technologies, such as IT equipment, could enjoy the
most benefit from the Internet services. Likewise, Taiwan Network Information Center
(TWNIC) also collects data on Taiwanese people’s use on the Internet services, and
divides users into specific groups, such as users in the developed urban areas, users
from the rural areas, also based on their age and education differences.3 Moreover, in
2004, Taiwan established “Digital Opportunity Center” and started a project, “Digital
Application Promotion Project in Remote Areas”4 in hopes of abridging the digital gaps
between the remote places and urban areas. The government intends to create more
digital opportunities in the remote places, help promote economy and balance the devel-
opment and application of information technologies in all regions. Yet, at the same time,
the government has already classified people and the Internet users into several classes.

NTIA, TWNIC and even Digital Opportunity Center suggest digital accessibility is
deeply related to the Internet users’ social status and economic power. Higher digital

2 See National Telecommunications and Information Administration (NTIA), U. S. Department
of Commerce, https://www.ntia.doc.gov/, last accessed 2021/2/10.

3 See 2020 Taiwan Internet Report, Taiwan Network Information Center (TWNIC), https://report.
twnic.tw/2020/en/index.html, last accessed 2021/2/10.

4 See Digital Application Promotion Project in Remote Areas, Digital Opportunity Center,
Ministry of Education, Taiwan, https://itaiwan.moe.gov.tw/english/, last accessed 2021/2/10.
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accessibility implies not only people’s economical capability of exploiting the informa-
tion technologies, but also their information literacy to process and execute the knowl-
edge and resources they acquire online. Then we could say that the Internet and informa-
tion technology are not a great “equalizer” to close all the gaps among different groups
of people, but unveil the urgency that the digital divide is now widening. What’s worse,
the more the new technologies are invented and expanded, the more gaps and digital
divide will be created. If we really would like to close up the digital divide and fulfill
the ideal of digital equality, we are obliged to take all users’ need socially, economically
and culturally into consideration.

3 The Challenges: IT Arm Races or Digital Equality

According to Yuval Noah Harari, globalization and new technologies supposedly should
help achieve equality among all people around the world; in other words, they would
equally treat everyone as a “cosmopolitan,” a global citizen without ethnic or social
differences. Yet the truth is they actually widen the gaps of human classes and create
the inequality of all time (2019: 94). The ones who have the access to technologies
and resources could gain the upper hand to better their power and influence over the
socio-economic underprivileged groups.

Moreover, there are the IT oligopolies, such as Google, Facebook, or Baidu, that
dominate and control the majority of the corporate wealth, and overwhelm the majority
of people. For example, at the beginning of the pandemic in 2020, the Ministry of
Education (MOE) encouraged schools in Taiwan to apply free online classroom systems
to help students who were not able to go to school. We did not have a local online
classroom system suitable for all learners nationwide, so schools at all levels tried and
applied various systems to fulfill demands from different teaching sites, finding the
most appropriate one to use. At the first place, Zoom was once officially promoted and
encouraged to use, but as the concern of information security rose, MOE issued an
order that Zoom should be banned as the medium for teaching.5 This process of “trial
and error” showed that the government did not prepare themselves for the coming of the
digital age, and led most of the Taiwanese schools to highly rely on the systems provided
by foreign companies to conduct online courses and video conferences, such as Google
Classroom, Zoom, Microsoft Teams, Facebook, YouTube or Line. These systems are
distinctive with assorted features, yet the maintenance and management are in the hand
of the international corporations. A demand for a local system which protects privacy
and feasible for the teaching sites in Taiwan grows, but none could virtually achieve high
penetration rate to cover all needs.

The abovementioned incident points out the truth and the predicamentwe have today:
people are not just classified based on their social and economic power; moreover, the
government might also be the helping hand to prompt the social inequality. Since there
are so many different free resources with high penetration rate at hand, the government
would be very much likely to cut short of the investment in education, and leave edu-
cation as a commodity controlled by the market. By doing so, education is seen as a

5 See News Release of MOE, https://www.edu.tw/News_Content.aspx?n=9E7AC85F1954
DDA8&s=868B3A6EDF9BA52D, last accessed 2021/02/11.

https://www.edu.tw/News_Content.aspx%3fn%3d9E7AC85F1954DDA8%26s%3d868B3A6EDF9BA52D
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capitalist property: only those who are capable of affording new technologies could
receive education. Take banning Zoom as an example, the teachers and students who
were familiar with new technologies might find it easy to switch to other software and
continued teaching and learning; on the contrary, the underprivileged might need extra
time and effort, and even money, to catch up with others. Thus, the government must
not see the online learning system as an equalizer to close the gaps among students;
sometimes, it could be an oppressive force to create more gaps and inequality.

Furthermore, according to TWNIC, the top five Internet services people use are
“Instant Messaging,” “Internet News,” “Video/Live,” “Email/Search,” and “Community
Forum.” The amount of time spent on the Internet services during off-work are 14.2% for
“Instant Message,” 13.0% for “social media,” 11.1% for “recreation,” 9.7% for “Email
and search” and 8.7% for “News.”Only 1.9% time is spent on online learning. The survey
points out that people see technologies as part of daily necessity for communication and
fun; most of them are for personal purposes, instead of pedagogic purposes. In addition,
broadband rate in Taiwan is almost 100% coverage rate6, which means it would be easy
for people in Taiwan to access the network connection and online resources. Access to
the Internet is so “everyday life” that Taiwanese people tend to ignore the possibilities
that are caused by social and economic differences among people. Just like my student’s
and Levi’s cases I mention earlier in this paper, many people, including myself, tend
to overlook the truth that people actually do not share an equal economic status and
power, but assume that accessing the network and enjoying the latest technologies are
so common just like drinking a cup of clean water.

Another challenge that comes along with the pandemic is the teachers’ information
literacy. As a teacher, I also struggled to find the suitable way to teach students on the
spot and online simultaneously since the outbreak of COVID-19.Many ofmy colleagues
were busy acquainting themselves with various systems and eager to find the most con-
venient and safe one to use. Apart from the regular teaching load, many teachers were
exhausted by the extra effort to acquire new digital skills. My university offered online
courses to help teachers, yet those were just hasty work to temporize the circumstances,
and did not help me much. This incident shows that the technology-related education
for teachers may not be sufficient. The devices that have been mostly used are “Pow-
erPoint” and “Word,” and some may also add audio-video aids to enrich their lectures.
This points out that teachers tend to use computer and other application programs sim-
ply for basic usage. Moreover, not all schools would offer sufficient IT help for their
teachers. Take my university for example, not all E-classroom services are upgraded
to the equal level, which limits teachers from doing more active and dynamic teach-
ing experiments. Without support from schools and MOE, teachers might not exploit
resources and access the latest technologies; consequently, students under this circum-
stance may not develop enough creative and critical thinking. Therefore, the challenge
lies on that schools should not merely give full support on the use of computers and the

6 According to Taiwan Internet Report, in non-rural areas, the household Internet rate is 83%,
and in rural areas, the household rate is 70.3%. The broadband rate in the non-rural areas is
99.7%, and it is 100% in rural areas. The figures show that the Internet is quite accessible all
over Taiwan. See Digital Divide Analysis, 2020 Taiwan Internet Report, TWNIC, https://report.
twnic.tw/2020/en/index.html, last accessed 2021/02/12.

https://report.twnic.tw/2020/en/index.html
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Internet in classrooms without giving IT help for teachers. Teachers should also build
up their interest in technologies and information knowledge, and adapt themselves to
the change of times. Teachers’ “resourcefulness” would definitely cultivate students in
a more pedagogically sound way.

Then the other challenge is to improve all users’ information literacy and create
a real user-friendly digital environment. It cannot be denied that the innovation and
revolution of technologies are only meaningful for those who can access them. However,
if we really wish to “equalize” all users online, first of all, we need to recognize digital
inequalities and divide do exist; they are never personal or occasional, but systematic
and customary. For example, most web pages in Taiwan only offer Mandarin Chinese
versions, some would provide English translation, but not all the web sites or portals
offer language choices other than Mandarin Chinese or English. Under this condition,
speakers of different languages may not find relevant and adequate information online.
In addition, the application programs and web pages could be designed in a friendly
way for all users, including those who are not familiar with new technologies. During
the pandemic, National Health Insurance Administration, Ministry of Health Welfare in
Taiwan, developed an App and mask-map for people to purchase masks online, and this
name-based system guaranteed that everyone has equal chance to buy masks. However,
many people, especially the elders, still chose to go to the pharmacies in person and
exposed themselves to the hazard of being infected by the unknown crowd to buy masks,
just because they did not know how to operate the App. In a survey inquiring Taiwanese
people’s idea about what they think if the government should stop distributing masks to
pharmacies, but have pharmacies decide what to sell and how to sell. In the meantime,
people could still order masks online or through Apps. Surprisingly, about 85% of
people still consider it necessary for the government to distribute masks to physical
pharmacies, for the elders do not have the habit to order and inquire things online.7 The
abovementioned examples just demonstrate the digital divide does not merely concern
the physical differences—the infrastructure, the number and quality of computers, the
speed of broadband and so on, but the differences resulting from the social, cultural,
economic inequalities among people. Speakers of different languages, users of different
ages or digital skills and even the able and disabled should all be cared and tended.

Last but not the least, a non-hostile web content is even more significant than
technology-based education for the young generation. According a survey done by Child
Welfare League Foundation in 2019, 72% children and teenagers admit that they have
heavy reliance on the Internet services, and 61% admit they used to do online voice or
video chatting until midnight. About 70% are exposed to the content concerning vio-
lence, blood, horror or pornography.8 Moreover, many video games offer sexist or racial

7 About 92% of people are against that the government stops distributing masks, 85% of people
think it’s more convenient for the elders and the ones who don’t use Apps or online shopping.
Only 8% of people think the government could stop distributing. See UDN news report (2020),
https://udn.com/news/story/7266/4537914, last accessed 2021/02/12.

8 According to Child Welfare League Foundation’s report, 82.7% of children and teenagers have
their own mobile phones and 87% have accounts of social media. These figures show our
children and teenagers have more chance to assess the Internet services than we think; therefore,
it is urgent and imperative for us to teach them how to use the services properly and protect
themselves when accessing the online resources. See Child Welfare League Foundation (2019),
https://www.children.org.tw/research/detail/67/1525, last accessed 2021/02/12.

https://udn.com/news/story/7266/4537914
https://www.children.org.tw/research/detail/67/1525
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content and appeal to users’ sensory excitement and pleasure without ethic concerns.
In 2005, an act was passed to regularize the digital web site content rating system in
Taiwan, but now it has been abolished in 2012.9 An appropriate content rating system
set by the government is by all means essential and compulsory, but what helps more is
that the service providers do not post any hostile content and the parents guide the young
in an appropriate way. The truth is, at most of the time, children and teenagers could
only rely on the self-discipline of the service providers and themselves, and under the
parents’ guidance. By all means, the young generation could definitely benefit more if
the service providers offer friendly and non-hostile content and the parents’ information
literacy improves and adequate to be a model.

Above all, the idea of technology progress is not simply the improvement of the
physical devices or infrastructure, but the social, cultural and economic progress for
all humans. How all people benefit from new technologies is truly a core mission for
developing new technologies.

4 Conclusion

Paul C. Gorski has pointed out, multicultural education should go beyond celebrating
the joys of diversity, and push further to think about how to apply the technologies to
fulfil equality and justice in school and society (2007: 10). This is also true for the digital
education. At this unprecedented digital era, the role of teachers and adults are not the
knowledge providers for the young generation anymore, but all people could access
information and knowledge if given equal chance. The exchanges of knowledge and
information are always on the move, and the authorities and conventions could always
be challenged and subverted. The digital resources are diverse and renewed every day.
Apart from catching up with the trend and celebrating the joys of resourcefulness of the
Internet, but the Internet users should also learn how to apply the latest technologies to
promote equality and ethics online.

By recognizing the digital divide existing in our society, we could have a better
idea about what to do and where to start. We could start by encouraging teachers’
taking more technology-based training course to improve their information literacy,
then improving the friendly cyber culture by eliminating the hostile content against
children and teenagers and taking the needs people from different backgrounds into
consideration, and finally, by always bearing in mind that new technologies are not for
creating a privileged class, but help equal distribution of power and resources.

Just as Gorski has put it, “multicultural education’s chief concerns are equality and
justice” (2007: 2), and it is also true about digital education. The reason why we empha-
size much on digital equality is that it is an act to promote social justice: to assure
everyone shares equal chance freely to access information and benefit from the advan-
tages of new technologies. The network connection is not an ultimate equalizer, but it
could be exploited in a sound way to care for the disadvantaged and the underprivileged
class.

9 See Regulation for the Rating of the Internet Content, Laws and Regulations Database of
the Republic of China, https://law.moj.gov.tw/LawClass/LawAll.aspx?pcode=P0050021, last
accessed 2021/02/12.

https://law.moj.gov.tw/LawClass/LawAll.aspx?pcode=P0050021
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Abstract. Moral rhetoric is defined as the language used for advocating or tak-
ing a moral stance towards an issue by invoking or making salient various moral
concerns. The Moral Foundations Theory (MFT) can be used to evaluate expres-
sions of moral sentiment. MFT proposes that there are five innate, universal moral
foundations that exist across cultures and societies: care/harm, fairness/cheating,
loyalty/betrayal, authority/subversion, and sanctity/degradation. We investigate
the case in which texts containing MFD keywords are not expressed explicitly
— hidden context. While members of high-context groups can read “between
the lines” meanings, word counting methods or other NLP methods for moral
sentiment detection and quantification cannot happen if the related keywords are
not there to be counted. To explore the hidden context, we leverage a pretrained
generative language model such as Generative Pre-trained Transformer (GPT-2)
that uses deep learning to produce human-like text—to generate a new story. A
human writer would usually provide several prompting sentences, and the GPT
model would produce the rest of the story. To customize the GPT-2 model towards
a specific domain—for this paper we studied local population’s attitudes towards
USmilitary bases located in foreign countries—a training dataset from the domain
can be used to finetune the GPT-2 model. Finetuning means taking weights of a
trained neural network and using it as initialization for a new model being trained
on the finetuning dataset. Restricted language codes (meanings are not expressed
explicitly) can be used as prompting sentences, and finetuned GPT models can
be used to generate multiple versions of synthetic contextual stories. Since the
GPT-2 model was trained using millions of examples from a huge text corpus, the
generated context contents reflect the cultural-related knowledge and common
sense in the culture. In addition, since finetuned models were trained using fine-
tuned dataset, the generated context contents reflect the local people’s reaction
for that specific domain—which is attitudes towards US military bases in regards
to this paper. After using or fine-tuning the GPT-2 model to generate multiple
versions of synthetic text, some versions might contain keywords defined in the
MFD. Our hypothesis is that the percentage keywords related to the five morality
domains can serve as statistical indicators for the five domains. Our experiment
shows that the top five morality domain types experiencing significant percentage
changes between positive and negative stories, generated by fine-tuned training
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models, areHarmVice,AuthorityVirtue, InGroupLoyalty, FairnessVirtue andFair-
nessVice. The results are in line with several major issues identified between US
oversea military bases and local populations by well-known existing studies. The
main contribution of this research is to use AI-generated synthetic context for
detecting moral sentiment and quantification.

Keywords: Human-machine teaming · Human-machine interaction ·Moral
sentiment detection ·Moral sentiment quantification ·Moral foundations
theory · Elaborated and restricted language codes · Generative pre-trained
language model · Artificial intelligence · AI-generated synthetic context

1 Introduction

The concept of elaborated and restricted language codes was introduced by sociologist
Basil Bernstein [1]. Restricted codes are usually phrased with collapsed and shortened
sentences, requiring listeners to share a great deal of common perspective to understand
the implicit meanings and nuances of a conversation. Restricted language codes are
commonly used in high context culture groups, where group members share the same
cultural background and can easily understand the implicit “between the lines” meaning
without further elaboration. This is especially true for social media content because
most social media texts are short conversational posts or comments that do not contain
enough explicit information for natural language processing tools [2]. There exists an
intellectual ‘great divide’ between ‘insiders’ and ‘outsiders’ of a cultural group.

Moral rhetoric is defined as the language used for advocating for or taking a moral
stance towards an issue by invoking or making salient various moral concerns. It has
been argued that moral rhetoric affects people’s moral and political worldviews and
increases levels of political intensity [3].

Previous works exist using word count methods, the Moral Foundations Theory
(MFT), and pre-trained distributed representations [4, 5, 6, 7] to evaluate expressions
of moral sentiment. MFT proposes that there are five innate, universal moral founda-
tions that exist across cultures and societies: Care/harm (e.g. intuitions of sympathy,
compassion, and nurturance), Fairness/cheating (e.g. notions of rights and justice), Loy-
alty/betrayal (e.g. supportingmoral obligations of patriotism and “us vs. them” thinking),
Authority/subversion (e.g. concerns about traditions and maintaining social order), and
Sanctity/degradation (e.g. moral disgust and spiritual concerns related to the body). For
example, Reference [4, 5] demonstrates that liberals and conservatives attend to different
moral intuitions: while liberals focus exclusively on the notions of harm and fairness
when making moral judgments, conservatives also attend to ideas of loyalty to in-group
members, authority, and purity.

In this paper, we investigate the case in which text containing MFD-related key-
words are not expressed explicitly. While members of a high-context group can read the
“between the lines” meaning, word counting methods or other NLP methods for moral
sentiment detection and quantification cannot happen if the related keywords are not
there to be counted.
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To explore the hidden context, we leverage a pretrained generative language model
such as GPT2. Generative Pre-trained Transformer (GPT) is an autoregressive language
model that uses deep learning to produce human-like text [8, 9]. OpenAI released GPT-
2 in February 2019. It is trained to predict the next word in a sentence based on a
40GB training corpus. To generate a new story, a human writer would usually provide
several prompting sentences, and the GPT model would produce the rest of the story. To
customize the GPT-2 model towards a specific domain—for this paper we studied local
attitudes towards USmilitary bases located in foreign countries—a training dataset from
the domain can be used to finetune the GPT-2 model. Finetuning means taking weights
of a trained neural network and using it as initialization for a new model being trained
on the finetuning dataset.

We propose a new approach to use the restricted language codes as prompting sen-
tences (meanings are not expressed explicitly), and the finetuned GPT model can be
used to generate multiple versions of synthetic contextual stories. Since the GPT model
was trained using millions of examples from a huge text corpus, the generated context
contents reflect the cultural-related knowledge and common sense in the culture. In addi-
tion, since the finetuned model was trained using the fine-tuned dataset, the generated
context contents reflect the local people’s reaction for that specific domain—attitudes
towards US military bases for this paper.

After using or fine-tuning the GPT-2 model to generate multiple versions of syn-
thetic text, some versions might contain keywords defined in the MFD. Our hypoth-
esis is that the percentage of files containing keywords related to the five morality
domains — care/harm, fairness/subversion, loyalty/betrayal, authority/subversion and
purity/degradation — can serve as statistical indicators for the five domains.

2 Methodologies

2.1 Public Opinion Problem Under Study: Local Attitudes Toward US Oversea
Bases and US Troop Presence

After World War II, hundreds of thousands of military personnel have been deployed
to countries around the globe, as the United States began to acquire overseas bases.
Based on treaties between the U.S. and host countries during the Cold War, US military
personnel have been stationed permanently.

The local population’s perceptions regarding the United States, its government, and
people have been heavily influenced by the nature of their interactions with the US bases
and military personnel. A typical social science approach is to conduct surveys which
consume a lot of resources in terms of time and resources. For example, reference [10]
describes a survey sampling about 14,000 individuals in multiple countries, and each
individual was asked 50 questions related to their demographic characteristics, the U.S.
military deployments in their country, and their views on several local and global issues.

An alternative and cheaper way is to collect news stories and social media messages
and evaluate expressions of moral sentiment embedded in those messages, since moral
rhetoric reflects people’s moral and political worldviews and levels of political intensity.
One challenge of this approach is that since themessages were not answers towards well-
defined questions, they would be in different forms and meanings could be implicit. This
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was especially true for high-context cultural groups where people can read the “between
the lines” meaning based on shared background. We leverage the GPT language model
to generate synthetic texts in order to explicate and contextualize the implicit meaning.
Since the GPT language model was trained using a large corpus of Internet text, it
captures not only linguistic patterns but also cultural knowledge.

To customize the synthetic text generation towards our unique task of evaluating
local attitudes toward US oversea bases and US troop presence, we fine-tuned the raw
124M GPT-2 model with collected task related text from Reddit and Quora forums.

2.2 Fine-Tuning Data Collection

For data collection, we looked for answers to the prompting question “what is your
view/opinion towards US military bases” from people outside of the US.

On Reddit, there were many forums dedicated to this topic. As much as possible, we
avoided subreddits such as “r/AskAnAmerican”, and we instead tried to gather answers
from users whose locations were public, as again we wanted opinions from the local
people of other countries, not the US. We found 23 good subreddits fitting these require-
ments. A simple Reddit scraper was made using PRAW (Python Reddit API Wrapper)
that automated the data collection process. We fed a selected forum’s unique ID into
the scraper and it gathered all the top-level comments, formatted the query into ques-
tion/answer style, and saved the data in an output text file. We formatted it this way
because we would use this data to train the GPT-2 model after data collection. After
building the scraper and scouring Reddit for good forums, we were able to gather 537
unique answers to the above prompting questions from people all over the world.

We also gathered data from Quora forums. We used a 3rd party software called
‘webscraper.io’ to scrape the data. A similar process used for Reddit was followed and
then all outputs were combined into a single text file with the same format. The final
output ended up with 977 tokens (stories).

Table 1 shows two sample examples of collected Reddit and Quora data.

2.3 Fine-Tuning GPT-2 Language Model

Next, we followed instructions (described in [11]) to set up and fine-tune the 124M
gpt2 model using the 1514 collected stories. After fine tuning, we saved this fine-tuned
version of 124M gpt2 so we can always reload and run this specific fine-tuned version.

2.4 Synthetic Context Generation

We picked out 3 prompts from the final output: one with a neutral outlook on military
bases, one with a slightly positive outlook, and another with a slightly negative outlook
(Table 2).

We put each of the three prompts through the fine-tuned gpt2 model text generator
and the generic AI text generator (i.e., default gpt2 model without fine-tuning) and
generated 10 stories for each generator.
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Table 1. Sample Reddit and Quota forum data

Sample Reddit forum data < |startoftext|>
[Question] for quora user Nanashi no Gonbei, former Semi retired, consultant:
What do the Japanese think of the American military base in their country?
[Answer]:
They are necessary to protect Japan
When some aeroplane accidents and incidents like traffic accidents & rapes
highlights the media from time to time, but they are small matter compared to
the nation’s security and safety. Although they are regrettable those things
happen if you have an American base or not
Those things are unfortunate, but you cannot have everything positive. We
have to accept some negative points, too. In Okinawa, those people
demonstrating and complaining are mixed people, some Chinese, Korean and
the old people paid for the demonstration and some of them are airlifted from
mainland Japan. US bases in Okinawa was promised by the previous so-called
Liberal administration, namely then Prime Minister Hatoyama, to move the
base at least out of Okinawa, but in the end, failed to do so and reversed the
previous decision and went back to the original plan to move to less populated
area in Okinawa. That is the Hatoyama’s legacy the present administration is
battling
US Bases are necessary in Okinawa, simply because Okinawa is strategically
very important to protect many Japanese islands around that area, as the
Chinese navy and their smaller ships disguised as fishing boats violate
Japanese territorial waters every day
< |endoftext|>

Sample Quota forum data < |startoftext|>
[Question] for quora user John Doe, former counselor at Government of Iraq:
What do other nations think of US Soldiers?
[Answer]:
Judging how US soldiers are perceived in Iraq based on first-hand experience
in Baghdad. I’m not talking about any army branch or unit in particular, just
GIs. They are very well equipped. Nice weapons, uniform and vehicles, good
communication, so logistically GIs are well taken care of. In particular, the
creature comforts in their basis such as Union-III in Baghdad. It has not just a
well catered mess run by contractors providing them with a choice of hot
meals three times a day, and at least three sorts of ice-cream, but also a free
24/7 shop for food during periods not covered in between plus there are
commercial fast-food restaurants as can be found in the USA. On the flipside:
US soldiers appear not just uninterested in Iraq but even without respect for
the local culture and ignorant of Iraqi customs and language. This makes them
embarrassingly bad at interacting with the local population, which in turn
prevents them from winning hearts and minds. One small gesture that would
make a lot of difference is to take off their sunglasses when talking to people,
as they make them look like big bugs. As a result, Iraqis don’t go out of their
way to tell them anything. This bad interaction with the local population is in
remarkable contrast with e.g. Italian or British soldiers who because of their
better interaction with the locals have a correspondingly better situational
awareness
< |endoftext|>
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Table 2. Three types of prompts (negative, positive and neutral).

Prompt negative US soldier squads on the battlefield are walking battle fortresses, heavy
equipments heavy machine guns, night vision, thermal vision, air support,
artillery support evacuation support, etc.… But when it comes to close
quarters combat, where equipment is ineffective, even US special forces
cannot match endoctrinated and decisive fighters, beginning from vietnam
war, where communist peasants with AK47 and bolt action rifles caused
havoc to US army, until the battle of Fallujah, where militia fighters strained
the US forces, until they were forced to withdraw

Prompt positive Most “nations” don’t have opinions about US soldiers. I’ve worked with
American soldiers and my opinion of them varies from [a] a waste of
rations to [z] !!W!O!W!! depending on whom I was working with and what
was being done. As a general rule, however, members of the USMC are
almost as good as they think that they are - and that’s pretty damn good

Prompt neutral As long as European countries like our bases as fountains of money, and as
long as people don’t like to target nations with US military bases for
offensive wars, I think they’re a reasonable use of military funds. As
someone else mentioned, how would the nations of Ukraine or Georgia be
today if treaties had opened US military bases there five or ten years ago?

2.5 Keyword Identification and Counts

For each generated story, we color coded any instance of morality domain types defined
inMFD and calculated the stats on each morality type by dividing specificMFD-defined
keyword counts by total word counts in the story.

In addition, we expanded the initial keyword lists based on their embeddedmeanings.
For example, based on the keywords “authority”, “duty”, “lawful” and “serve”, we
inferred AuthorityVirtue as an embodiment that enforces the law / upholds authority,
law, and order. Towards the embodiment, groups of people or individuals who have
authority, such as the military or a police officer, also meet this criterion. On the other
hand, theword “militia” has amore negative connotation, thatwordwould be categorized
as AuthorityVice instead. PurityVice had keywords such as “slut”, “whore”, “filth”,
“defile” in the MFD. Therefore, whenever a speaker uttered a degrading word, the intent
was to degrade the military through name calling, and we can categorize the word as
PurityVice.

We also add another category called morality general and we labeled anything sub-
jective tomorals under that whether it was good, bad or neutral. For example, if a speaker
believes the military is a bad influence which should be interpreted as a moral judgment,
then we can label it as morality general.

Another category defined is concern, which is an emotion-based category. For exam-
ple, if a majority of the military was not qualified to do their job, that should be regarded
as a major concern and was thus labeled so.

Agenda was also labeled based on human judgements. Agenda is like having a plan
of action. Usually the speaker talks in the first person about how they want an event to
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happen—e.g. building a resort on the island where the existence of a military base could
become a major obstacle towards such an agenda.

Emotion was also defined as a separate category. Any words relating to emotion such
as “anger”, “sadness”, “joy” was labeled as emotion. Emotions greatly represent local
populations’ perceptions on US bases and military.

3 Results and Discussions

3.1 Number of MFD-Related Keywords Before and After Fine-Tuning

We count the total number of MFD-related keywords in 10 generated stories based on
the default GPT2 model and 10 stories based on the fine-tuned GPT2 model for each
prompt type. The count comparison is listed in Table 3.

For the neutral and negative prompts, the fine-tunedmodel generated a larger number
of MFD keywords in the stories, whilst for the positive prompt, the fine-tuned model
generated a smaller number of MFD keywords in the stories. This might be due to
the asymmetric morality described in [12, 13]: blame is more differentiated and more
extreme than praise. Features of a moral act like causality, intentionality, and magnitude
of outcome influence blame more than praise. A functional perspective was proposed:
while blame is primarily for punishment and signaling one’s moral character, praise is
primarily for relationship building. If we believe in this perspective, for moral judgments
towards the US bases, local populations showed strong negative moral judgments and
weak desire for relationship building.

We made a table representing the MFD statistics before and after fine tuning (Table
4). We wanted to compare the differences between positively and negatively prompted
texts, and differences between texts generated before and after fine-tuning.

To compare positively and negatively prompted texts, we compared every category
(for both before and after fine-tuning) and found that the following categories are signifi-
cant (changes are more than 2% between positive and negative): HarmVice (up 2.1% and
up 2.8%), IngroupVirtue (up 2.2% and up1.6%), AuthorityVirtue (up 8.6% and down
2.3%), andMorality General (up 6.1% and up 7.9%). HarmVice is related to the concerns
about caring and protecting individuals from harm (e.g. attack, kill). IngroupVirtue is
related to loyalty to the group (e.g. country names, the community, the public, the peo-
ple). AuthorityVirtue is related to the obedience and subversion for authority (e.g. US-led
coalition). Negative texts related to the local attitudes towards US bases, compared with
positive texts, are associated with more harm, more group loyalties such as local culture
or society, and more/less obedience for authority.

Before fine-tuning, by comparing the statistics, the significant factors differentiat-
ing the texts generated by the positive and negative prompts are HarmVice (up 2.1%),
IngroupVirtue (up 2.2%),AuthorityVirtue (up 8.6%) andMoralityGeneral (down 6.1%).
So, for the baseline language modeling, the negative prompted texts are associated with
more harm, more group loyalties, and more obedience for authority.

After fine-tuning, the significant factors differentiating the texts generated by the
positive and negative prompts are HarmVice (up 2.8%), AuthorityVirtue (down 2.3%),
Morality General (down 7.9%), Agenda (down 2.5%), Emotion (up 7%) and concerns
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(down 8.6%). So, for texts generated by the fine-tuned model, negatively prompted texts
are associated with more harm, reduced obedience for authority (e.g. US-led coalition),
significantly more emotion, and having fewer concerns and agendas.

Table 3. Number of MFD-related keywords before and after fine-tuning.

Number of MFD-related keywords
before fine-tuning

Number of MFD-related keywords
after fine-tuning

Positive prompt 864 570

Negative prompt 832 1520

Neutral prompt 806 992

Table 4. Statistics for MFD and other metrics before and after fine tuning.

Morality
domain types
and other
metrics

Positive prompt Negative prompt Neutral prompt

Before After Before After Before After

Harm virtue 0.1% 0% 0.2% 0.2% 0.3% 1.5%

Harm vice 0.5% 0.3% 2.6% 3.1% 2.4% 0.8%

Fairness
virtue

0% 2.6% 0% 1.7% 0% 0%

Fairness vice 0% 0% 0% 1.1% 0% 0%

Ingroup
virtue

0.9% 0.5% 3.1% 2.1% 4% 5.2%

Ingroup vice 0% 0% 0.6% 0.1% 0% 0%

Authority
virtue

2.3% 9.2% 10.9% 6.9% 5.5% 6.8%

Authority
vice

0.2% 0.3% 0.1% 0.6% 0.2% 1%

Purity virtue 0% 0% 0% 0% 0% 0%

Purity vice 0% 2.4% 0.4% 0% 0% 0%

Morality
general

11% 11.2% 4.9% 3.3% 1.2% 8.1%

Agenda 4.5% 5% 5.7% 2.5% 10% 11.4%

Emotion 0.1% 2% 0% 9% 0% 1.5%

Concerns 3.8% 11.9% 3.4% 3.3% 7.3% 6.8%
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3.2 Discussion

Based on extensive research, reference [14] listed several major issues between the local
people/government and US bases/personnel.

One main issue is that poor behavior or illegal actions by US personnel could taint
local perceptions of the U.S. military. In terms of morality foundations, it belongs to
the category of care/harm—poor behaviors and illegal actions harm the local popula-
tion. Also, some local communities have worries that US personnel would disrupt local
social relations (e.g. fraternize with local women). In terms of morality foundations,
it belongs to the category of loyalty/betrayal and purity/degradation—the ‘us’ versus
‘them’ thought.

Anothermajor concern is the presence of a foreignmilitary force on the territory goes
against the most fundamental principles of sovereignty. Some sovereignty-related issues
are the sovereign status of bases, the host country’s right to restrict the use of the base, and
the criminal jurisdiction procedures that govern the legal status of U.S. soldiers accused
of crimes. In terms of morality foundations, it belongs to the category of loyalty/betrayal
and purity/degradation—the ‘us’ versus ‘them’ thought, and the obligation of patriotism.

One other issue is bargains and concessions, in terms of political and economic
stakes, offered by the sending country to the receiving country in exchange for securing
basing rights. In terms of morality foundations, it belongs to the category of fairness
and authority—the sense of fairness and justice (both parties shoulder some shares of
responsibility), and the sense of belonging (e.g. US-led coalition).
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Fig. 1. Morality domain types experiencing significant percentage changes between positive and
negative stories, generated by fine-tuned training models.

Figure 1 shows the top five morality domain types experiencing significant per-
centage changes between positive and negative stories, generated by fine-tuned training
models. They are HarmVice (going up by 2.8%), AuthorityVirtue (going down by 2.3%),
InGroupLoyalty (going up by 1.6%), FairnessVirtue (going down by 0.9%) and Fair-
nessVice (going up by 1.1%). These results seem to agree with the major negative issues
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described in Reference [14]: poor behaviors or illegal actions by US personnel harm
the local population; the virtue of authority (e.g. US-led coalition) drops; group loyalty
(obligations of patriotism and “us vs. them” thinking) rises; fairness virtue drops; and
fairness vice rises (local people felt that they did not get a fair deal in terms of political
and economic prices).

4 Conclusion

Moral rhetoric is defined as the language used for advocating for or taking a moral
stance towards an issue by invoking ormaking salient variousmoral concerns. TheMoral
Foundations Theory (MFT) can be used to evaluate expressions ofmoral sentiment.MFT
proposes that there are five innate, universal moral foundations that exist across cultures
and societies: care/harm, fairness/cheating, loyalty/betrayal, authority/subversion, and
sanctity/degradation. We investigate cases in which texts containing MFD keywords are
not expressed explicitly. While members of a high-context group can read the “between
the lines” meaning, word counting methods or other NLP methods for moral sentiment
detection and quantification cannot happen if the related keywords are not there to be
counted.

To explore the hidden context, we leverage the pretrained generative language model
such as Generative Pre-trained Transformer (GPT-2) that uses deep learning to produce
human-like text. To generate a new story, a human writer would usually provide sev-
eral prompting sentences, and the GPT model would produce the rest of the story. To
customize the GPT-2 model towards a specific domain—for this paper we studied local
attitudes towards USmilitary bases located in foreign countries—a training dataset from
the domain can be used to finetune the GPT-2 model. Finetuning means taking weights
of a trained neural network and using it as initialization for a new model being trained
on the finetuning dataset.

Restricted language codes can be used as prompting sentences (meanings are not
expressed explicitly), and finetuned GPT models can be used to generate multiple ver-
sions of synthetic contextual stories. Since the GPT model was trained using millions
of examples from a huge text corpus, the generated context contents reflect the cultural-
related knowledge and common sense in the culture. In addition, since finetuned models
were trained using a fine-tuned dataset, the generated context contents reflect the local
people’s reaction for that specific domain—attitudes towards US military bases for this
paper.

After using or fine-tuning the GPT-2model to generate multiple versions of synthetic
text, some versions might contain keywords defined in the MFD. Our hypothesis is that
the percentage keywords related to the five morality domains can serve as statistical
indicators for the five domains.

Our experiment shows that the top five morality domain types generated by the fine-
tuned training models, experiencing significant percentage changes between positive
and negative stories, are HarmVice, AuthorityVirtue, InGroupLoyalty, FairnessVirtue,
and FairnessVice. The results agree with major issues identified between US oversea
military bases and local populations by well-known existing studies.
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Abstract. Human interactionswith computerized systems are shifting fromusing
computers as tools, into collaborating with them as teammates via autonomous
capabilities. Modern technological advances will inevitably lead to the integration
of autonomous systems and will consequently increase the need for effective
human agent teaming (HAT). One of the most paramount ideals human operators
must discern is their perception of autonomous agents as equal team members. In
order to instill this trust within human operators, it is necessary for HAT missions
to apply the proper trust repair strategies after a team member commits a trust
violation. Identifying the correct trust repair strategy is critical to advancing HAT
and preventing degrading team performance or potential misuse. Based on the
current literature, this paper addresses key components necessary for effective
trust repair and the numerous variables that can further improve upcoming HAT
operations. The impacting factors of HAT trust, trust repair strategies, and needed
areas of future research are presented.

Keywords: Human-agent teaming · Trust violations · Trust repair

1 Introduction

Due to the exponential growth in technological advancements, autonomous systems have
presented promising results for the future of numerous applications in business, military
and medical environments. As the United States Air Force (USAF) is expecting 60% of
the USAF fleet to be unmanned or optionally manned by 2035, other military branches
are projected to follow a similar trend as well [1]. In the Army, Military Occupational
Speciality (MOS) codes are used to identify a soldier’s specific skill set and ability to
perform a distinct task. By using these specific set of skills as the framework for a compu-
tational agent, intelligent agents can be programmed to complement a soldier’s abilities
during a mission [2]. These autonomous agents can provide assistance in circumstances
where human operators are unable to perform a task due to physical difficulty, cognitive
load or high risk [2].

The artificial intelligence (AI) used in autonomous agents is also becoming more
prominent in contemporary society, beyond themilitary. Autonomous agents can be used
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in business environments to optimize productivity in the workplace. A study by Dubey
et al. (2020), assembled an AI framework for a team of human and intelligent call-center
agents to interact with customers and address customer concerns. Autonomous agents
were able to collect customer purchase information, company policy documentation, and
help human operators upsell company products to the customer by assisting in formu-
lating a response for the customer. Through the collaboration between the autonomous
agents and the call-center operator, more effective and timely responses for the customer
may be produced resulting in profit maximization [3].

The dynamics of human agent teaming (HAT) plays a substantial role in AI opera-
tions. As we explore techniques to strengthen the dynamic between the human operator
andAI-driven autonomous agent, appropriate levels of trustmust be developed to achieve
optimal mission performance [4]. To address this need, human operators may need to
begin viewing autonomous agents as team members, rather than tools. Moving for-
ward, many more applications of HAT across industries will be prevalent as technology
continues to advance in contemporary society.

In a HAT context, trust is defined as “the attitude that an agent will help achieve
an individual’s goals in a situation characterized by uncertainty and vulnerability” ([5],
p. 54). When a human operator is familiar with the AI and has an understanding of
how and why the agent is operating, trust is developed, promoting a symbiotic rela-
tionship between the operator and the system [6]. However, if trust is not attained, the
operator may choose to turn off or disregard the agent and take over responsibilities
assigned to the agent. This could result in higher workload levels for the operator who
may become overwhelmed with tasks, ultimately resulting in performance degradation
[7]. In the autonomous driving domain, those who have experienced incidents with their
autonomous driving features, such as unexpected speed changes or turns, have reported
lower trust levels and lower frequencies of use [8]. Therefore, the development of appro-
priate levels of trust is necessary to optimize HAT operations. Appropriate levels of trust
are the foundation for operators to begin viewing the AI-driven agent as a teammate,
leading to the potential for operators to take advantage of the system’s functionalities
available to support them in more effectively meeting their performance goals.

Research is needed to examine the unique challengesHATs face compared to human-
human teams (HHT) and the impact that these challenges have on trust processes and the
effectiveness of trust repair strategies. This includes studying interactions with variables
such as degree of risk, time criticality, and environmental surroundings. This paper will
provide an overview of the research in HAT conducted to date, along with recommenda-
tion for industry and future research. The focus of this paper is primarily on the aspects
of the system and what the system does and can do to enhance the trust relationship with
its human counterpart. By evaluating HAT trust processes and trust repair strategies, the
boundaries of HAT can be more effectively understood, resulting in improvements to
the safety and efficiency of future autonomous system operations.

2 Trust Development in HAT

Trust in HATs is different than trust in HHT in several key ways, including the lack of:
(a) intentionality, which makes it difficult for humans to understand or gather what the
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agent intends, (b) a fluid social exchange that might provide an opportunity for trust
to form through interactions, and (c) the attribution process in which trust builds to
higher levels (in fact, in HAT, trust often begins high and degrades with mistakes or
perceived mistakes; [5]. There has been a great deal of empirical research regarding
the changing dynamics of trust associated with human-agent dyads (one agent working
with one human) and AI [9]. Meta-analytic reviews centered around system trust in AI
have outlined various impacting factors relative to the agent capabilities and attributes
including: (a) the tangibility or presence of the autonomous agent, (b) the immediacy
or the ability for the autonomous agent to interact with humans in a quick and natural
manner, (c) how transparent the system is regarding its processes, (d) the reliability of the
automation, and (e) the task the autonomous agent is given [9]. Each of these concepts
and their impacts on trust are discussed in detail below.

2.1 Tangibility and Immediacy

Tangibility or the ability to see or touch the agent can bring feelings of trust—and as a
result, humans are more likely to trust and comply with physical agents as opposed to
virtual agents [9]. Research has demonstrated that humans interacting with anthropo-
morphic agents experience lesser degradations in trust following a violation compared
to non-anthropomorphic agents [10]. Other human-like behaviors, such as communica-
tion, are essential for a team to function effectively. Human teams are able to manage
one another, communicate their individual actions to ensure shared situation awareness,
and coordinate with one another dynamically [11]. With an autonomous agent, commu-
nication similar to HHT is necessary to achieve mutual predictability [11]. However,
communication is currently a challenge due to the lack of social cues and contexts that
humans typically use when communicating in HHT that allows for natural and imme-
diate conversation [6]. It is important for the robot to explain why it is doing a specific
task and support two way communication among teammates [6]. In order to further this
collective trust, shared mental models, and situational awareness, it is essential that the
autonomous teammate attempt to read and incorporate social cues such as gestures in
its communication repertoire [12].

2.2 Transparency

Of particular importance is transparency, which allows human agents to understand the
system and what it will do next; whilst team members use shared awareness to mutually
acknowledge the potential and current actions a team member may execute during an
operation [4]. For example, an autonomous car may inform the user it is exiting the high-
way as congestion is detected ahead. Doing so ensures the human fully understands what
is about to happen and why, keeping trust in the vehicle’s actions high. Transparency, in
conjunction with communication, and customizability are seen as influential factors in
creating trust between the human operator and autonomous agent [13]. However there
is a careful balance between too little information and too much. Wright, Chen, Barnes,
and Hancock (2016) explored the impacts of providing reasoning to reroute suggestions
in a convoy managing simulated study. It was revealed that participants were likely to
comply with the automation suggestions—even if it was wrong because it offered no
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reasoning. However, being transparent in its reasoning behind suggestions led to more
correctly rejected advice. In contrast, offering too much information, which may not be
clear or fully understood by the participant, can cause participants to be as complacent
to automation as when no reasoning was offered. Therefore, too much information or
unclear reasoning can lead to a position of over-trusting automation or agents [14]. As
autonomous technology starts to perform tasks, like complex decision making, ensuring
human agents can understand and deduce what the automation is doing and why, will
help establish an appropriate level of trust [6]. However, if the autonomous agent fails to
meet human expectations, team members will question the effectiveness and accuracy
of the system, resulting in degraded trust, regardless of whether the system is acting
appropriately [6]. For example, if a drone is set to fly straight over buildings, and alters
its course in order to ensure adequate collision avoidance margins, and does not inform
the human, the human may believe the drone is acting inappropriately and take over
manual flight. It is essential that the correct calibration of trust be identified in order to
create an efficient and effective HAT [15, 16]. Particularly once an autonomous agent
acts in err or against the human’s expectations. Then, providing the correct level of
information to the operator to adjust human’s mental models of the agent’s abilities and
decision making will aid in the correct calibration of trust.

2.3 Reliability

Reliability has served as a common predictor in a human’s initial trust towards an
autonomous agent [17, 18]. This positive correlation between initial trust and reliability
significantly influences the dynamic between operators in HAT environments [18–20].
For example, when a UAS exhibits a decrease in performance from its expected level of
reliability, the human’s trust will decline, and more so than with a human team member
who exhibited a lower than expected level of performance [11]. Further, under high
workload circumstances, operators are more likely to comply with false alarms from
automated agents when there is high reliability [21]. Multi-unmanned aircraft vehicle
(multiUAV) studies have shown that lower reliability led to higher stress and poorer
performance in surveillance tasks [22]. In HAT research, negative outcomes could pose
relational risks, or negative impacts on other relationships where humans set their trust
based on past experiences and history with automation [23, 24]. For example, a nega-
tive interaction with one brand of robot could have negative trust implications for other
robots of the same or similar brands. Further, Huang et al. (2021) posit potential impacts
of degraded trust in future similar autonomous agents based on previous unreliable
agents with early versions of technology. This degraded trust could transfer to different
agents on the same team, or even degraded trust in a new agent after a trusted agent was
destroyed (e.g., a soldier who distrusts a new robot of the same model, after losing a
trusted robot the soldier was attached to on the battlefield; [25, 26]). To continue improv-
ing HAT performance, future research must investigate the impacts of agent reliability
in order to optimize mission performance for future operations. Other variables such
as work environment, training experience, and cognitive demands are also significant
factors that increase reliability in HAT environments [27].



Whoops! Something Went Wrong: Errors, Trust, and Trust Repair Strategies 99

2.4 Task

Humans may exhibit low initial trust if they perceive the agent’s task as having high
perceived risk, such as self parking features in an autonomous car (Dikmen and Burns
2017). When considering these risks, one must weigh the responsibilities and risks
associated with putting faith in the agent. An individual may trust an agent to control
their music or phone calls, but not to drive their car. Furthermore, one single mistake
of an autonomous agent could have various negative outcomes. An autonomous car
that collides with a street post could result in financial, physical, and time losses that
could extend to potential social or psychological risks as well [23]. A study examined
how participants’ responded to robot recommendations related to social and functional
tasks. Results suggest that participants are more willing to uphold the robot’s advice on
functional issues, such as which item is heavier, rather than social tasks such as which
dress looks better [28]. Additionally, other pressures, such as time pressures, can affect
human’s willingness to trust. The demands of tasks can stress the ability for humans to
maintain accurate mental models and awareness with their agent counterparts, which
could lead to complacency and following agent direction during times of high workload,
even if the agent is wrong [21].

3 Trust Violation in HAT

With an autonomous teammate, trust is never freely provided by the human operator. It
instead must be built and well maintained over a period of time. Glikson and Woolley
(2020) posit that trust in agents depends on the type of agent, but generally trust starts
low for physical agents and starts high for virtual and embedded agents [9]. As time and
interactions occur, virtual and embeddedAI trust drops rapidlywith negative interactions,
whereas physical robot trust slowly growswith positive interactions.However, regardless
of agent type, trust is fragile and can quickly degrade during early use [9]. Establishment
of trust results from consistent and predictable interaction over time [13]. However, a
break in predictability can cause the trust between the two teammates to dwindle [13].

Marinaccio et al. (2015) proposed a framework for HAT trust repair in which the
violations are either integrity-basedor competency-based [29].Competency-based errors
can be defined as errors that occurwhen the autonomous agent lacks the ability to respond
to certain situations (e.g. malfunctions, reliability issues). In other words, failures of the
system [30]. An integrity-based error occurs when the agent mis-prioritizes its tasks
(e.g., misalignment with human goals) and essentially acts on a set of unpredictable
principles [31]. The following sections will discuss the different strategies to repair both
of these types of violations. Particularly, what has been found in HHT that could be
leveraged in HAT, the limited research that has been conducted with HAT trust repair,
and interactions to consider based on the context of the violation.

4 Trust Repair in HAT

As agent errors will inevitably occur, potentially violating the operators’ trust in their
system compatriot, understanding how to repair this trust is critical. An agent simply
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correcting it’s behavior is not sufficient as a trust repair strategy and will still negatively
affect trust [32].An understanding of the trust repair process [33] and the impact of differ-
ent trust-repair strategies after a trust violation occurs in HAT operations. is essential in
developing effective relationships between teammates. Different types of errors require
different trust repair strategies, and different relationships present idiosyncratic traits
that consequently result in different trust repair methods. Baker et al. (2018) identified
four common trust repair types in HHT teams including: (a) apology, or apologizing for
the mistake, (b) denial, or explanation that one was not at fault, (c) trustworthy action, or
performing better for an extended period of time after the violation, or (d) commitment
to change, or promising to do better next time [33]. However, HHT trust processes differ
from those within HAT operations which occur in a more complex paradigm where
multiple variables interact. Marinaccio et al. (2015)’s framework provides a solid foun-
dation for understanding the most effective trust repair strategies that can be utilized
within HATs [29, 33]. The strategies for trust repair in HATs depend greatly on the type
of violation committed by the teammate, and depending on the context of the violation,
an effective repair would either be an (a) apology, (b) denial or (c) context dependent
[33].

4.1 Apologies

HHT trust research offers additional options regarding apology strategies. Beyond indi-
cating regret, apologiesmay include specific components such as an expression of regret,
an explanation of the violation, an acknowledgement of the violator’s responsibility, a
declaration promising not to repeat the offense, an offer of repair, or a request for forgive-
ness [34].An apologymay include someor all of these components (or variations thereof,
e.g., apologizing but attributing the blame to a different party). However, research sug-
gests that explanations of the violation, acknowledgement of responsibility, and offers of
repair were the most effective components of apologies [34]. If the violation is perceived
to be competency-based, apologies have been found to be the most effective strategy
for repairing trust [35]. In HAT, integrity violations will result from agent priorities,
which do not align with the human teammates. A proposed study by Quinn, Pak and de
Visser (2017) describes a HAT example scenario in which an automated AI taxi-fare pro-
gram makes a competency- or integrity-based trust violation when suggesting the most
effective taxi-fares and routes [30]. In the competency-violation condition, a computer
program will suggest that the system could not cope with the current situation due to
system inability when selecting the best route or fare. In the integrity-based condition,
the system will deny it’s error as it’s prioritization of tasks were not in-line with the
humans. Although it has not been tested, researchers hypothesize that apology-based
trust repair will work best for competency issues [30].

4.2 Denial

Research on trust in HHT also identifies when certain strategies may be more or less
effective. Often, the success of the repair strategy depends on the perceived nature of the
violation. When violations are perceived to be integrity-based, denial has been shown
to be more effective than apologies as long as fault is not evidently established [36].
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Few studies have tested to see whether these findings hold true in HAT. Quinn, Pak,
& de Visser (2017) hypothesized that denial would repair trust best when an agent
commits an integrity-based error in a HAT, paralleling HHT trust repair findings from
Kim and colleagues [30, 36]. Kohn, Quinn, Pak, & de Visser (2018) conducted an
exploratory study to compare the effectiveness of various forms of apology and denial
trust repair strategies [37]. In study 2, participants viewed a self-driving car coming
close to crashing, then followed up with either no repair strategy, an apology-based
strategy, or a denial-based strategy.Overall, apology-based strategiesweremore effective
than denial-based strategies. Kohn and colleagues (2018) note that only one form of
trust violation was employed in the study, but that participants perceived the near-crash
violation as a competence error [37]. Thus, similar to trust in HHT, apologies appear to
be more effective than denials for competency-based trust violations in HATs [37].

4.3 Context Specific Strategies

Compensation is an additional trust repair strategy inHHTs that involves giving a tangible
item of equal value to the cost of the loss incurred by the violation (e.g., reimbursement,
vouchers).Compensation is only anoption in situationswhen there is a concrete valuation
that can be placed on the loss, and its effectiveness has shown mixed results [38]. It is
unclear whether it is more or less effective than other common repair strategies such as
apologizing; however, there is evidence that it is effective when done in conjunction with
an apology [39], it fully recovers the value lost from the violation [40], or is perceived
as the violator fully understanding the extent of their damage [41]. Compensation as a
repair strategy has been explored in service staff robots in a restaurant. In a study by Lee
et al. (2010), humans watched videos of food service performed by a robot that made
errors by bringing the customer a Sprite instead of a Coke [42]. The different conditions
were repair strategies of apologies, compensation, or options (methods to help the robot
correctly get a Coke). It was found that compensation was more effective for participants
who put greater emphasis on receiving good service than the social aspects of a server.
However those who view service as a social and relational job were more satisfied with
apologies from the robot. In emergency situations, agents offering promises to do better
next time can be just as effective as apologies—particularly if they immediately follow
the mistake [43].

It is also worth noting that these repair strategies are short-term options for restoring
trust, and that long-term strategies are also available to repair trust inHHTs. For example,
teams may rearrange their operating structure to control how its members interact [44]
or reframe the violation to influence how members perceive the long-term effects of
the violation [45]. HHT trust research also identifies that victims of the violation may
either forgive the violator for their offense [46] or remain silent about the offense [47].
However Baker et al. (2018) notes “only a handful of authors have addressed the issue
of [HAT] trust repair” [33]. More research is needed to determine effects over time with
violations in HAT.
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4.4 Interactions Between Trust Violation and Trust Repair

Factors such as degree of risk, time criticality, environmental surroundings, teammate
perception and mission context may impact the effectiveness of HAT trust repair strate-
gies [48]. The literature regarding trust repair strategies forHHT trust provides a basis for
understanding human agent trust repair. Some factors that can impact the effectiveness
of a trust repair strategy include elements associated with the situation, the nature and
length of the relationship, and the type of violation. In HHT, the phase and nature of the
relationship can impact the effectiveness of trust repair strategies [49]. Trust violations
that occur early in relationships can be more detrimental as trust is fragile; this is also the
case for violations that appear hypocritical in nature [49]. For example, if trust violations
occur with managers who set rules for subordinates that they themselves violate, this
can be more detrimental as the subordinate has preset expectations of their managers.
Similar to HHT, in HAT perceptions of their agent teammate can also impact trust repair
effectiveness [50], including human’s perceptions of the agent’s capabilities and their
predisposition towards automation in general [50]. If there is a mismatch between what
the human expects and what the agent does, there is potential for trust degradation,
regardless of whether the agent’s actions were accurate.

Relative to the violation itself, HHT trust repair strategy effectiveness can depend
on the severity of the violation as well as the history and frequency of these types of
violations [49]. For HAT, risk and time criticality must be considered when exploring
trust repair strategies. Once a human develops trust in an autonomous agent, the trust
is weighed against the potential risk of engaging with the agent [23]. In HAT research,
negative outcomes could pose relational risks such as performance or financial risks,
or negative impacts on other relationships where humans set their trust based on past
experiences and history with automation [23, 24]. For example, a negative interaction
with one brand of robot could have negative trust implications for other robots of the same
or similar brands. Recent studies have found that human operators are more forgiving
when autonomous agents fail during a low risk mission versus a high risk mission
[51]. Further, the more time critical a mission is under fatal circumstances, the less
likely the human operator is to exhibit trust in the future [50]. As agent capabilities
expand from simple andmanual tasks to complex decision making tasks with potentially
life-threatening outcomes, it is important to consider risk.

4.5 Moving Beyond Repair and into Calibration

Explanations after agent errors in decision making are key to mitigate trust degradation
[52]. Findings in dyadic teams reveal that providing explanations after an error can be
effective in repairing trust, even if the information in the explanation is inaccurate [43].
This means that in some cases, humans may put blind faith in agents simply due to their
attempt at trust repair, regardless of its accuracy. Therefore, trust calibration is key for
HAT performance effectiveness [54]. Further, the level of information or transparency
that is provided in an apology or denial will determine the human’s acceptance of that
trust repair strategy [14]. de Visser et al. (2020) have addressed trust repair from the
concept of trust calibration—or only using trust repair when trust becomes too low
after a trust violation [53]. de Visser et al. posits that trust repair strategies, such as
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apologies, denial, and acknowledging one’s error, are strategies that could be used to
repair trust in an agent when a violation has occurred that is misaligned with a human’s
mental model. In this case, these methods aim to improve trust when a human’s mental
model is indicative of under-trust in an agent’s capabilities after a violation. Given the
inevitability of error occuring due to agent limitations, if a human has expectation that are
too high or an inaccurate mental model of an agent’s capabilities, an agent could engage
in trust dampening strategies designed to lower expectations (e.g., requesting review,
or conveying agent limitations). Finally, de Visser et al. suggests transparency during
agent use to either provide states and mode parameters, or post-task reviews, in which
the agent discusses its own performance with the user, to ensure the user’s mental model
for how the agent operators is accurate. These can also include immediacy behaviors
such as conveying uncertainty in tone or vocabulary, or adjusting behaviors based on the
human actions, to be more in-line with human intents [53].

These findings shed light on the need to further understand trust repair strategies and
their impact on trust and future use of agents. Ineffective trust repair strategies could lead
to under-trust and abandonment of the agent teammate or over-trust of the agent leading
to complacency and potential detrimental outcomes [32, 43]. This includes exploring
initial attempts into preserving trust with one agent towards the impacts of trust repair
strategies on other agent team members, swarms of agents, and future agents [25, 54].

5 Conclusion

HAT trust is dependent on many human, environmental, and agent aspects. Relative
to the agent, its ability to be transparent, human-like, and predictable are key. As we
put more responsibilities in the hands of agents, we require the human to be more
willing to expose themselves to risky situations and instill trust in their agent coun-
terpart. Trust degradation can not only impact the short term HAT effectiveness, but
also long term, future, and peripheral HAT effectiveness. Although HHT trust repair
strategies provide a substantial foundation for understanding the HAT repair strategies,
it is important to recognize HHT interaction cannot be completely emulated by HAT
interactions. We as humans know what to expect of our human comrades, but agents
are much less clear. The ultimate goal is to achieve the “sweet spot” of agent trust that
ensures agents are utilized to their fullest potential, in appropriate ways, without humans
becoming complacent. Research on the most effective methods to ensure trust in HAT
is emerging; however, many questions have yet to be answered. Limited research has
explored trust, and especially trust violation and repair, in larger multi-agent team set-
tings, and this research has primarily focused on controlled experiments or theoretical
propositions. More research with a range of different types of agents and situations is
necessary, including virtual/physical, low/high intelligence, predictable/unpredictable,
and in low/high-risk situations. We must determine how to effectively manage the bal-
ance between appropriate levels of trust and risk based on the human’s mental model and
the agent’s actual capabilities. In a HAT, it simply boils down to your ability to answer
this question: “What would your agent do?”—and do you trust it?
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Abstract. One frequent concern associated with the development of AI models
is their perceived lack of transparency. Consequently, the AI academic commu-
nity has been active in exploring mathematical approaches that can increase the
explainability of models. However, ensuring explainability thoroughly in the real
world remains an open question. Indeed, besides data scientists, a variety of users
is involved in the model lifecycle with varying motivations and backgrounds. In
this paper, we sought to better characterize these explanations needs. Specifically,
we conducted a user research study within a large institution that routinely devel-
ops and deploys AImodel. Our analysis led to the identification of five explanation
focuses and three standard user profiles that together enable to better describewhat
explainability means in real life. We also propose a mapping between explanation
focuses and a set of existing explainability approaches as a way to link the user
view and AI-born techniques.

Keywords: Explainable AI · Explainability · User research · User centered
design

1 Introduction

1.1 Background

Support from Artificial Intelligence (AI) and in particular machine learning algorithm
has become pervasive in our personal and professional lives. However, one frequent
concern is the perceived lack of transparency of such models, in particular when they
are used in a context that can have a material influence on our lives, such as health,
recruitment, legal or banking settings. It has thus become essential to further develop
the capability to explain such advanced models.

In fact, the AI academic community has been active in exploring mathematical
approaches that can increase the explainability of models (e.g., LIME [1], Shapley value
[2], counterfactual explanations [3]). However, such efforts have been predominantly
based on computer scientists’ perceptions of what constitutes an explanation. This may
produce a gap between explainability techniques and what it means to explain to real
users [4, 5].

In this study, our objective is not to further develop technical solutions but rather
(i) to take a user-centered perspective in defining what it means to explain AI models

© Springer Nature Switzerland AG 2021
H. Degen and S. Ntoa (Eds.): HCII 2021, LNAI 12797, pp. 107–121, 2021.
https://doi.org/10.1007/978-3-030-77772-2_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-77772-2_8&domain=pdf
https://doi.org/10.1007/978-3-030-77772-2_8


108 L. Yang et al.

and (ii) to study the fit and alignment of existing explainability methods in practice, i.e.,
with real users. To further anchor our analysis in real-world setting, we have focused
specifically on AI models used within a financial institution though a large part of our
analysis is not sector specific.

We start by reviewing explainability techniques. We observe that the current meth-
ods are suited for a specific population i.e., data scientists and that the needs of other
stakeholders have not necessarily been considered. The main contribution of the paper
stems from the insights derived from our user study focused on the variety of user
needs for understanding and explaining AI based on the diversified view of stakeholders
within a large financial institution.We organized the study in two phases: individual user
interviews and group workshops. In the end, our analysis led us to define (i) three user
profiles who need explanations with different motivations in different contexts (ii) five
“Explanation focuses”, which corresponds to specific explanation concerns of users and
(iii) a mapping between explanation focuses and explainability methods.

2 Related Work

In this section, we review some key concepts of explainable artificial intelligence (defi-
nition and needs) and summarize what has been done from computer science and human
computer interface (HCI) academic communities.

2.1 XAI Definition

Defense Advanced Research Projects Agency (DARPA) initiated explainable artificial
intelligence (XAI) program in 2017 [6] to address a machine’s inability to explain its
thoughts and actions to human users. They then introducedXAIwith the goal of enabling
users to understand, trust, and effectively manage this emerging generation of artificial
intelligence models. Ever since, there has been a surge of interest in the research on XAI
both in the Artificial Intelligence (AI) and HCI communities. As a consequence, multi-
ple related words have emerged seeking to provide an additional level of specification
about the underlying needs and concepts, in particular interpretability, explainability and
intelligibility [5, 7–12]. For example, Doshi and Kim [8] define interpretability as “the
ability to explain or to present in understandable terms to a human”. Separately, Gilpin
et al. believe that interpretability is not sufficient for human to understand black-box
models. They propose to define explainability as “models that are able to summarize the
reasons for neural network behavior, gain the trust of users, or produce insights about the
causes of their decisions.” [13], which goes beyond interpretability. Liao et al. consider
explainability to be everything that makes machine learning (ML) models transparent
and understandable to humans [5]. Recently, Arrieta et al. [12] clarified some related
concepts including understandability, comprehensibility, interpretability, explainability
and transparency. They propose that transparency, interpretability and comprehensibility
be merged together into understandability (or intelligibility), which measures the degree
to which a human can understand a decision made by a model.

From these definitions, we observe that there is not yet clear consensus on their
individual definition and they are sometimes used interchangeably [14–16]. However,
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these definitions share implicitly one common factors: the importance of considering the
recipient of the explanation, the onewho asks questions about theAImodels and receives
the explanations. The purpose of this paper being focused on real-world feedback rather
than concepts, we do not seek to contribute directly to the semantic discussion of the
nuances among all those terms. In the remainder of the paper, to avoid ambiguity, we
chose to use explainability when we talk about the explanations that users need.

2.2 XAI Techniques

The computer science community has been actively exploring approaches to improve
the explainability of algorithms as it can constitute a clear barrier – among others – to the
broad deployment of artificial intelligence solutions to end users. In that spirit, methods
have been developed to enable people to derive insights into the functioning of an AI
solution.

Several taxonomies have been proposed for users to understand the diverse forms
of explanations that are available and the questions that each can address [12, 14, 17–
19]. First, an explanation can either be static or interactive depending on whether the
response can be changed according to the feedback from the user. One example of inter-
active explanation can be a dialog, for instance through a Chabot. Nonetheless, the vast
majority of the literature focuses on static explanations [14].We can also define explana-
tions according to how they are generated [8]. Explanations can be an intrinsic part of the
model, in the sense that there is no need for an additional model to generate the explana-
tion. Such models are deemed by nature transparent and easy to interpret for most of the
users. The most common examples are short decision trees or sparse linear models [20].
They are often referred to as white box AImodels or transparent models by opposition to
Black box models such as random forest and deep neural networks. Recently, computer
scientists have also worked on self-explaining neural networks, which consists on modi-
fying the architecture of a network to make it interpretable (Explainability by design) [9,
10]. By contrast to intrinsic explanations, a post-hoc explanation is based on applying an
additional AI method on the initial model (the decisions are already made) [1, 2, 21–25].
Typically, post-hoc explanation approaches can be used on all kinds of AI models, i.e.,
they are model agnostic, which gives them some sort of universality. Finally, explana-
tions can be either global or local. Global explanations seek to describe the behavior
of the entire model [2, 21–23], while local explanations provide explanations for single
prediction[1, 2, 24, 25].

The majority of explainability methods work either by analyzing the contribution
of input features to the model outputs, we call them feature based explanations or by
analyzing the instances that were introduced in the model we call them example based
explanations[26–28]. An important consideration at this point is that the methods men-
tioned have predominantly come from the computer science community and are therefore
biased towards computer scientists needs for explanation. Existing solutions for XAI are
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mostly developed in the format of a python package, usually using one or several explain-
ability techniques (Eli51, AIX3602, xai3, ethik4). They thus tend to be better suited for
explanation to AI experts or for debugging purposes for technical practitioners (e.g., data
scientists). A concrete example could be the self-explaining neural network, while data
scientists can read into the additional explainer layer of the neural network to learn the
contributions of input features, this type of information are not interpretable for other
users [9].

In this paper, our ambition is not to develop new explainability techniques but rather
get insights of users’ need on this topic especially those who were less served by the
current solutions. However, we sought to map the existing realm of such techniques with
our findings, so as to better understand what aspects of user-needs for explanations are
well-covered and which ones may require further investigation.

2.3 XAI HCI Approaches

Given that the way of representing explanations of AI models depends on the recipients
as well as their needs, it is essential to work on XAI from user-centered approach. In this
section, we reviewed the main contributions to the concept of explainable AI in the HCI
community around (i) developing a better understanding of the need for explainability,
(ii) enabling visual analytics for XAI to facilitate the users to understand the overall
model behavior and input feature behavior and (iii) studying theoretical constructs for
XAI from social science.

Regarding the Needs for Explainability. Many studies have explored what prompts
the need for explainability [13, 29, 30], for instance improvement and optimization of the
system, identification of the potential bias and ensuring that the performance (accuracy,
precision, robustness and stability) of amodel is adequate. Some studies have mentioned
that users may seek explanations for verification purpose when there is a deviation or an
inconsistency between what is expected and what has occurred [4, 31]. Miller [9] and
Samket et al. [29] both propose that people want explanation to facilitate learning by
identifying the hidden laws of nature and “extracting the distilled knowledge” in order
to predict and control future phenomena. Some also need explanations to improve the
efficiency of their decisions making process when using an AI product. Compliance
with regulation is also a key reason for seeking to improve the explainability of AI
systems. Indeed, the European Union set a “The right to explain” regulation whereby
individuals subject to a decision made by an AI system should be provided with an
explanation of why a specific decision has been made. Further on, end-users may also
wish to understand what could be changed to obtain a better result [27]. Overall, this
research stream highlights that the need of an explanation can be motivated by a variety
of reasons, from a diverse set of users [32].

1 https://eli5.readthedocs.io/en/latest/.
2 https://aix360.mybluemix.net/.
3 https://ethicalml.github.io/xai/index.html.
4 https://xai-aniti.github.io/ethik/.

https://eli5.readthedocs.io/en/latest/
https://aix360.mybluemix.net/
https://ethicalml.github.io/xai/index.html
https://xai-aniti.github.io/ethik/
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Visual Analytics for XAI. In Parallel, There Has Been Burgeoning Efforts Around
Developing Explainable User Interfaces, Specifically with Interactive Visual Analytics
Capability to Support Model Explanation, Interpretation, Debugging and Improvement
[32–35] . Some Tools Are Specifically Designed for Technical Profiles to Inspect and
Analyze the Model They Build or Use. For Example, Prospector [36], Gamut [37] and
What-If Tool [38] Are Similar Tools Designed to Help Data Scientists Understand the
Impact of Input Features on the Model Predictions, Investigate the Outcome of the
Model Globally and Locally. Other Solutions like Shapash or Waston Openscale Have
Given More Consideration to Non-technical Users. Shapash [39] Provides an Visual
Support with Both Global and Local Explanations for Data Scientist but Only Local
Explanations for End Users. Waston Openscale5 only Provides Information to Explain
the Model Output of a Given Instance.

Theoretical Constructs of XAI from Social Science. A Few Studies Have also
Looked at the Challenge of Explaining AI Models from a Social Science Perspective,
Leveraging Knowledge into How Human Usually Reason and Explain from Philosophy
and Psychology. For Instance, Wang et al. [4] Proposed a User Centric XAI Framework
that Links Concepts in Human Reasoning Process with Explainable AI Techniques. We
Leveraged Their WorkWhenWe Developed Our Interview Guide. Liao et al. [5] Devel-
oped an Algorithm-Informed XAI Question Bank Where User Needs for Explainability
Are Represented in Terms of Prototypical Questions. They First Identified a List of
XAI Methods and then Mapped Them to the Questions that Users Might Ask About
AI Models or AI Products. They Designed the Questions Leveraging the Taxonomy of
Lim&Dey and by Interviewing 20 UX and Design Practitioners Who Work in the AI
Domain, They Refined and Enriched the User Questions Representing Explainability
Needs.

Our work shares the similar goal of understanding from people their explainability
needs. However, Liao et al.’s [5] work result of XAI question bank is only based on
the point of view of design practitioners and their perception of others. In our work, we
sought to get direct reactions from a variety of stakeholders, technical and non-technical,
involved theAI project lifecycle.Our analysis thus contributes practical knowledge about
what an explain means to real users of AI.

3 User Study

Our user study aims at understanding from a variety of real-world users involved in the
development, deployment and use of AI techniques, what their needs and expectations
are in terms of explaining AI solutions. The context of this specific study is a large
financial institution where AI models are routinely being deployed for a variety of use
cases. We will call it “test institution” in the remainder of the paper. We conducted the
user study in two phases: (i) individual user interviews where we identified the standard
user profiles and common themes related to users concerns about the explanations and
(ii) group workshops where we refined those findings.

5 https://www.ibm.com/cloud/watson-openscale.

https://www.ibm.com/cloud/watson-openscale
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3.1 Individual User Interview

The user interviews aimed at discovering: (i) users’ knowledge of AI and level of trust
in AI models (ii) users’ needs with respect to understanding and explaining AI models,
along with their current approach for doing so (iii) users’ pain points during the process.

Participants. We Recruited Participants (on a Voluntary Basis) Seeking to Obtain a
Variety of Profiles from Different Business Lines and Functions. Specifically, We Listed
the User Profiles that We Would like to Interview and Dispatched Broadly Recruitment
Emails Throughout the Test Institution Asking for Volunteers to Share Their Experi-
ence Around the XAI Topic. In the End, Our Participant Pool Was Composed of 33
Persons with Different Responsibilities and Skills: Data Scientists, Model Developers,
Inspectors, Risk Analysts, Business Analysts, ProjectManagers, RelationshipManagers
Among Others. We Note However that We Had a Limited Number of End Users (Rela-
tionshipManagers, Clients) thatHaveDirectUsage ofModel Predictions orAreAffected
by the Model Predictions.

Questionnaire Guide. We Designed an Interview Guide to Ensure that We Cover the
SameTopics ConsistentlyAcross All the Interviews.WeOrganized It Around FourMain
Categories:

• Professional activities: Background questions about current professional activity.
• Knowledge of AI models: Questions around participants’ knowledge of AI models
and their interaction with AI models (modeling, model management or use of model
predictions).

• The need of understanding the AI model: Questions leading participants to describe
situations where they usually need to understand AImodels (entire AI model behavior
or model predictions), how they proceed and what their main concerns are.

• The need of explaining the AI models to others: Questions leading participants to
describe situations where they usually need to explain AI models to another person
(entire AI model behavior or model predictions) and what the questions from those
third parties are.

Procedure. Before the Formal Interview, We Conducted Several Pilot Tests to Verify
the Appropriateness of the Questions and Clarify Aspects that Were Ambiguous. Each
IndividualUser InterviewLastedApproximately 45min.WeConductedThemvia Skype
Meeting Due to the Constraints from the Sanitary Situation. During Each Session, at
Least One UX Designer Animated the Session, and One Data Scientist or Business
Analyst Observed. The Moderator Started by Giving a Brief Introduction of the Project
andAsked theParticipants forConsent toRecord the Interview for theAnalysis Purposes.
Then, the Moderator Let the Participant Talk About Their Background Experience.
After that Introductory Discussion, the Moderator Asked the Questions Following the
InterviewGuide. TheModerator Encouraged the Participants to Provide asManyDetails
as Possible. Participants Could also Use Screen Sharing or Send Screenshots to Illustrate
Their Answers Whenever Relevant.
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Analysis. In Addition to Our Notes, We Transcribed All the Recordings Manually so
as to Ensure that We Did not Discard Any Useful Information. This Generated a Large
Amount ofQualitativeData forAnalysis (Around1400minof InterviewsWereRecorded
andTranscribed). For theAnalysis Procedure,WeDecided toRely onThematicAnalysis.
Thematic Analysis is a SystematicMethod of Breaking Down and Organizing Rich Data
from Qualitative Research by Tagging Individual Observations and Quotations with
Appropriate Codes, to Facilitate the Discovery of Significant Theme [39]. A Theme is a
Description of a Belief, Practice, Need or Another Phenomenon that is Discovered from
Data. Overall, Our Analysis Process Followed Mainly Five Steps:

• Transcription: write down the participants’ verbalization. This was done by hand
which was tedious but enabled at the same time to help us increase our familiarity
with the data.

• Coding: assign preliminary codes to the transcripts based on its content. A code could
be a word or a phrase that acts as a label or a segment of text.

• Categorization: group the codes with similar meanings.
• Search: look for patterns or themes in the code groups that represented the information
related to the explanation.

Specifically, we printed out all the transcripts and posted them on awhite board based
on the categories that we had defined a priori: understanding and explaining. Then we
highlighted with different colors the segments of texts associated with different themes.

In the end, the in-depth analysis of the transcripts from those interviews led to the
identification of eight themes, which we call explanation focus, and which correspond
to specific explanation concerns of users. Those eight explanation focuses were: justifi-
cation of a local result, model performance, feature importance, feature analysis, model
mechanism, business expertise, business impact simulation and recommendation.

Another important output of this first phase of our user study was the articulation of
the diverse needs throughout the whole AI project lifecycle. We defined three phases:
modeling, decision-making (model management) and the use of model, with three asso-
ciated user profile namely model developer, model owner (the person that requested the
development of the model and that will take responsibility for it) and finally the model
users.

The purpose of the interviewwas to better understand and characterize user needs for
explanations and preference in terms of information provided for the sake of explanation.

3.2 Group Workshop

To fine-tune our findings, we conducted several group workshops with members from
one specific data science team within the test institution. The goal of those workshops
was to provide feedback on the eight explanation focuses and also on the three standard
user profiles. To anchor the discussions we considered specific use cases.

Participants. We InvitedAllMembers of theData Science Team to Participate in Brain-
storming Sessions. In the End,We Recruited Six Data Scientists, One Data Engineer and
One Business Analyst. We Organized Four Workshops, Three with Data Scientists, and
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Fig. 1. Fraud detection use case example. Note: participants put feature importance in the use
of model phase, which means the operational officer may be interested in knowing the feature
contributions in predicting a fraud. However, there is a concern about the level of details of features
exposed to the end user due to the risk associatedwith the ability to reverse-engineer such a system.

One with the Data Analytics Engineer Manager and Business Analyst Manager as They
Both Served Similar Project Management Function in the Development of AI Projects.

Procedure. For Each Session, We Proceeded as Follows: A UX Designer Served as
Moderator and Was Supported by One Technical Profile for Technical Questions and
a Second Person to Take Notes. First, We Briefly Introduced the Eight Explanation
Focuses, Providing Definitions. Second, We Asked Participants to Comment on Each
Definition and Help Refine Them. Once We Had a Shared Understanding of the Expla-
nation Focuses, We Discussed the Four Standard Use Cases One by One. We Asked
Them to Brainstorm on the Stakeholders Involved in Each of the Three Phases of the
Development Process and IdentifyWhich Explanation FocusesWere Relevant Based on
Their Professional Experience. An Example of Output from Those Discussions Based
on a Fraud-Detection Use Case is Presented in Fig. 1.

4 Discussion

4.1 Explanation Focus

An explanation focus constitutes an “atomic” piece of information that contributes to a
specific need for model explanation. After discussion in the groupworkshops and further
discussions among the research team,wedecided that the initial eight explanation focuses
could be reduced to five.

Specifically, considering the type of information that each explanation focus pro-
vides, two of them could be merged into one broader definition. Specifically, the recom-
mendation explanation focus, which involved explaining what needs to change to obtain
a different result from the model was merged with the justification of a local result.
We also modify the label of that broader group to example-based justification, which
focuses on providing information justifying the specific prediction for a given instance
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Table 1. Definition of Explanation focus

Explanation focus Definition

Model mechanism
How does the algorithm work?
What kind of algorithm was used?

Description of logic of the chosen class of
algorithms

Model performance
Is the model performance good enough
(precise, accurate, robust, and reliable)?

Information about model performance

Main contributors
What are the main contributors to the
model predictions globally and locally?

Information about the contribution of the set of
input features to the model predictions globally
and locally

Input feature behavior
What is the relationship between each input
feature and the model predictions?

Information about (i) the nature of the
relationship between each input feature and the
model predictions (Linear, monotonous or more
complex) and (ii) the effect of changing the value
of a given input feature on the prediction

Example-based justification
Why this prediction given this instance?
How should this instance change to get a
different prediction?

Information justifying the specific prediction for
a given instance including both why and why not
another output

including both why and why not another output. Regarding the business expertise expla-
nation focus, what we meant initially was to verify if the overall relationship between a
given input feature and model predictions made sense from a business perspective. This
is more related to the user’s goal instead of the focus of the explanation. We merged it
with sensitivity analysis that we renamed to input feature behavior with larger definition
on the relationship between each input feature and the model predictions. Regarding
the business impact simulation explanation focus, we observed from the user interviews
that some users needed to be able to determine the optimal parameters of the model (i.e.
probability thresholds). We recognized that this was also about the user’s goal to ensure
the capability of the model predictions in real world use. Hence wemerged it withmodel
performance.

In the end, we propose the five explanation focuses with their definitions and related
explanation needs in Table 1.

4.2 User Profiles

From the study,we also identified three standard user profileswho are the target recipients
of explanations throughout the AI project lifecycle. This finding is also consistent with
Ribera & Laperdriza’s work [40]. They categorized the explainees in three main groups
based on their background, goals and relationship with the AI product: developers & AI
researchers, domain experts whose expertise is used for the system to make decisions,
and lay users who are final recipient of the model decisions. We added the notion of
the AI project lifecycle into the explanation needs because we think it is significant to
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better understand the context in which the users need different explanations. Table 2
articulates the motivations that we identified behind each explanation focus for each
user profile. Note that we have two technical users associated with model development:
the model developer and the model validator. They have similar motivation though the
model developer typically has the ability to directly modify the model while the model
validator can only make recommendations.

Model Developers/Validators. They Are Both Technical Profiles, Typically Data Sci-
entists. They Need to Understand What Drives the Model to Make Sure the Behavior
of the Model is Coherent with the Use Case and the Data. They Need Information to
Check Potential Problems Such as Bias, Generalization, Information Leakage, Stability.
The Model Developers also Need to Explain Their Findings to Two Kinds of People:
(I) the model validator and (ii) the Model Owner. To the First Person the Explanation is
Geared Towards Explaining the Inner Workings of the Model so that They Are Assured
that theModel Development Followed the Appropriate Discipline. To theModel Owner,
the Content of the Explanation is Intended to Make Sure that the Model Answers the
Business Needs, and that the Performance and Limitations of theModel AreWell Under-
stood. The Model Validators Need to Be Satisfied that the Model Works as Intended and
that It Does not Display Problematic Behaviors. They Possibly Need to Report Those
Findings to the model Owner.

Table 2. Explanation focuses to user profiles taking into account their different needs

Name Model
developer/validator

Model owner Model user

Model
mechanism

Ensure that model
(logic) is coherent with
the use case and the data

Ensure that model
(logic) is coherent with
the use case and the data
Curiosity: Learn and
apprehend a new
concept

Curiosity: Learn and
apprehend a new
concept

Model
performance

Explain the strengths
and limitations of the
model (error, false
positive, bias)
Ensure that model
(performance) is
coherent with the use
case and the data
Investigate the
sensitivity and stability
of the model
performance to
modeling changes

Ensure that model
(performance) is
coherent with the use
case and the data
Ensure that the model
robustness and stability
is sufficient for the use
case
Provide support to
choose among multiple
models or to choose
optimal parameters of
the model (e.g.
Thresholds)

Be convinced that the
model (performance) is
coherent with the use
case and the data
Curiosity: Understand
what performance
means for an AI model

(continued)
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Table 2. (continued)

Name Model
developer/validator

Model owner Model user

Main contributors Ensure that the input
features of the model
are coherent with the
use case and the data by
checking globally and
locally possibly leading
to the modeling changes
Investigate model errors
(false
positives/negatives/no
discriminative
feature/no bias)

Ensure that the input
features of the model
are coherent with the
use case and the data,
that no discriminative
feature were used, by
checking globally and
locally possibly leading
to the modeling changes
Develop or confirm
insights into the
contribution of the input
features to the model
predictions or for a
given instance

Understand the
contribution of the input
features for a given
instance possibly
explaining to a third
party
Develop or confirm
insights into the
contribution of the input
features to the model
predictions or for a
given instance

Input feature
behavior

Ensure that the input
features of the model
are coherent with the
use case and the data (no
bias) possibly leading to
the modeling changes

Ensure that the input
features of the model are
coherent with the use
case and the data (no
bias) possibly leading to
the modeling changes
Develop or confirm
insights into influence
of input data on the
model predictions

Develop or confirm
insights into influence
of input data on the
model predictions

Example-based
justification

Ensure that the model
behavior is coherent
with the use case and
relevant input data
Investigate model errors
(false
positives/negatives)

Ensure that the model
behavior is coherent on
a given instance

Understand the model
behavior for a given
instance possibly
explaining to a third
party

Model Owners. They Need to Understand Enough the Model to Determine if It is
Coherent with the Use Case and the Data, if Performance and Limitations Are Taken
into Account for Deployment. Additionally, They May Develop or Confirm Business
Insights into the Model Behavior. They Need Occasionally to Explain to the model
Users how the Model Makes Decision and Seek to also Instill Trust in the Model to Be
Deployed. The Model Owners Are the Ones Taking the Responsibility of the Model in
the End and Thus Their Need for Explanation is Driven by that Responsibility.

Model Users. TheyNeed toBeConvinced that theModel is Coherentwith theUseCase
and the Data in Order to Develop Trust in the Model. Moreover, They May Be Curious
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About the Underlying Decision Rules of the Model Predictions and They Should Be
Able to Understand Specific Prediction for a Given Instance. They May Be Required to
Explain a Specific Prediction to a third Party (Customer).

In general, from the user study, we noticed that people asked different questions in
understanding and explaining AI model behavior or their predictions, however those
questions can be answered by providing the same information. This is consistent with
the Lim&Dey’s findings that users use different strategies to check model behavior and
thus ask different questions for the same explanation goals ([41, 42]). Nevertheless, the
way to represent this explainable information varies from one user to another. Therefore,
it will be insightful to match the explanation focus with the explainability techniques.
Likewise, each explainability technique can be represented by different visualizations
(e.g., tables, graphs, interactive interfaces).

4.3 Mapping

In our broader exploration of XAI we have carried out a thorough state-of-the-art study
on some of the most popular explainability methods [1, 2, 21–26, 43]. We proceeded to
map those to the explanation focuses that we have outlined [2, 21–23, 26, 43], as a way
to connect our findings from the user study with the technical XAI landscape.

To approach the mapping, we organized a group discussion where data scientists
and UX designers gathered to exchanges the findings from both sides (UX and AI). The
discussion was organized around three main phases. First, the data scientists pointed
out the principles of different explainability methods, the meanings of some common
performance metrics, the type of information that each explainability technique brings
and the suitable cases for each technique from a data scientist point of view. Second, the
UX designers shared the five explanation focuses, and gave some details on the infor-
mation that users required, and the potential needs associated with each explanation
focus. Finally, the two teams worked together and tried to match the suitable explain-
ability techniques to the explanation focus by going through one explanation focus at
a time. The result of those interactions is summarized on Fig. 2. This visual summary
aims at being a starting point for this exercise that should be enriched based on further

Fig. 2. Mapping between explanation focus and explanation techniques
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addition of explainability techniques or refinement of existing ones. At this point, some
of the explanation focuses are associated with only one specific explainability method:
specifically, the information that corresponds to ‘Model performance’ is solely given
by Performance Metrics. By contrast, others are supported by multiple techniques; for
example, we can use either Permutated feature importance or SHAP summary plot to
give information about what are the main drivers of the model prediction, i.e., Main
contributors.

Overall, the explanation focuses provide a novel level of granularity in the definition
of explanation in the context of AI models. The initial mapping provides an overarch-
ing framework to articulate the link between the user needs and technical solutions, as
well as to identify both technical and UX areas that may be underserved at this point.
This relationship can serve as a guide for choosing explainability techniques and visual-
izations to compose coherent explanation solutions depending on explanation focus of
users.

For instance, our study led us to realize that there were limited coordinated efforts
dedicated to the explanations of model mechanism, each person resorting to their own
inspirations for such tasks. Similarly, for specific explainability techniques, different
versions of visualization could be designed for different users and contexts, which need
to be defined and evaluated. Finally, from a technical perspective, it will be interesting to
see which explainability methods are widely available, or only for a subset of models, i.e.
where there are further technical approaches to be defined and in the same perspective,
which ones are used most often and in which context.

5 Conclusion

While there hadbeengreat progress in the researchfield ofXAI, particularly development
of novel XAI techniques, we observed that there was limited work on refining what
explainability means to real users. This paper describes a user-centered analysis of what
explanation means to different real-world practitioners of AI, when, what and why
they need an explanation. We identified five explanation focuses and three standard user
profiles within the AI project lifecycle. Based on these findings, we propose a framework
mapping explanation focuses and explainability techniques. We believe this could also
guide the design of explainability visual supports and novel explainability techniques
and coordinate further efforts in this challenging multidisciplinary topic.
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Abstract. It is often interesting to know how similar two persons argue,
e.g. when comparing the attitudes of voters and political parties, or when
building an argumentation-based recommender system. Those applica-
tions need a distance function, which should give intuitive results. In this
paper, we present seven functions which calculate how similar the atti-
tudes of two agents are in an argumentation. We evaluate how good those
functions match the results of a human baseline which we determined in
a previous work. As it turns out, variants of the p-metric, Cosine, and
Soergel distance best agree with human intuition.

Keywords: Argumentation · Metric · Human baseline

1 Introduction

Comparing the attitudes different people or organizations have in an argumen-
tation is often relevant and useful, e.g. for clustering using opinions mentioned
in argumentations, recommender systems for argumentation platforms (as used
in our platform deliberate [4]), or comparing one’s own attitudes and arguments
with those of political parties. In a previous work [5], we have conducted a survey
with untrained human subjects to find out what properties a distance function
for argumentation data should fulfill to yield results matching human intuition.

In this paper, we compare different distance functions regarding those prop-
erties. Our goal is to provide hints for application developers which kinds of
distance functions best match human intuition and where and why there are
differences. This helps with choosing functions best suited for the problem at
hand, knowing that their results follow intuitive and understandable properties.

Our contribution is the following: We present a list of properties which should
be fulfilled by a distance function which compares argumentations, based on
a survey we have conducted earlier. Different existing distance functions were
adapted to use them with attitudes in argumentations. We compare those func-
tions regarding different properties we found to be intuitive through our survey,
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and examine different values for the hyperparameters of each function. After-
wards, we explain why certain functions perform better than others.

In the next section, we provide the key definitions used throughout our work.
Afterwards, we define the formal mathematical model and distance functions we
compared. We then present and discuss the results of comparing the functions
with a human baseline, and finally have a look at related work.

2 Definitions

The argumentative terms we use in this paper are based on the IBIS model [10]
for argumentation. An argumentation consists of arguments, and each argument
is formed by two statements : a premise and a conclusion. We call the set of all
statements S and the set of all arguments A ⊂ S2.

A special “statement” is the issue I, which denotes the topic of an argu-
mentation and has no conclusions. All premises for arguments with I as the
conclusion are referred to as positions, and are typically actionable items like
“We should build more wind power plants.” P ⊂ S is the set of all positions.

Different persons can have individual views in an argumentation: They can
(strongly) agree (denoted as (+) (agree), or + (strongly agree), respectively) or
disagree ((-), -) with statements1, be neutral (0) about a statement, indicate to
not have an opinion (∅), or do not mention anything about a statement (?; so we
do not know their opinion); we call this stance on statements opinion. We define
the set of possible opinion values for a statement O := {+, -, (+), (-), 0, ∅, ?}.

They can also assign arguments different relevances (or weights or impor-
tances), and give a priority order for positions. The overall importances and
opinions of a person are referred to as their attitude.

We represent a person’s attitude as an argumentation tree2, or, if only posi-
tions are involved, as sorted lists with positions, where the most important posi-
tion is at the top. Note that in our tree representation, statements are nodes,
argument are edges, to have statements as atomic building blocks. This visual-
ization can, however, be transformed to classical Dung-based [7] abstract argu-
mentation frameworks when needed. We do not draw the common root I in our
visualizations to make them simpler.

As an example, we explain how Alice’s tree in Fig. 1e should be understood:
Alice agrees with the position p and the statements a and b, which build argu-
ments with conclusion p. The argument (a, p) is more important for her than the
argument (b, p) (indicated by the bolder edge). Note that we do not differentiate
whether an argument edge is attacking or defending – this is up to the inter-
pretation of the natural language presentation of the scenario, but is consistent
within all trees of one scenario (i.e. in Fig. 1e, the edges (a, p) in all three trees

1 A more fine-grained model for the strength of (dis-)agreement, as we have suggested
in [3], could be used, but is not necessary in this work.

2 A representation as more general graphs is also possible, but again not necessary for
the examples in this work.
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are either consistently attacking or supporting arguments); a differentiation is
therefore not needed in the model for the purpose of this paper.

Throughout this paper, we use the term distance function to refer to a func-
tion which calculates some distance between pairs of argumentations with the
parts introduced above. Those functions might happen to fulfill all properties of
a metric (e.g. the triangle equality), but are not required to do so.

We now define how the drawing of a tree is translated to mathematical
objects. Each tree can be considered as a pair of functions (o, s), where o : S → O
captures the opinion on statements, s : A → N0 the sorting of arguments by
importance (where 1 means top-priority, 0 no priority (as default for not men-
tioned arguments); the ordering is not required to be injective). Note that we
view a function as a set of ordered pairs (parameter, function value).

Please note the following conventions: The sorting position of a position p is
treated as the sort order position of a pseudo-argument (p, I). If o is undefined
for a value, the function’s value is ?. If s is undefined for a value, the function’s
value is 0. To keep the notation simple, we assume that the functions’ domains
are the same when two trees are compared.

For example, Alice’s tree in Fig. 1e translates to o = {(p, +), (a, +), (b, +)},
s = {((a, I), 1), ((a, p), 1), ((b, p), 2)}.

A distance function must map the different values to numeric values for
calculations. We will evaluate different transformation strategies. As all distance
functions need to map the opinion values of O to numeric values and some of
them map importance weights to other numeric values, we define the following
common mapping strategies:

r(x) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0.5 if x = +

0.25 if x = (+)

0 if x ∈ {0, ∅, ?}
−0.25 if x = (-)

−0.5 if x = -

(1)

wh(x) =
1
x

(2)

wg(x) =
1
2x

(3)

The result of a division by 0 is defined as 0, which means that arguments
without importance value (which default to 0) get a calculated weight of 0. The
variants wh̄ and wḡ are defined the same way, but the values are normalized such
that the sum of function values for all arguments with the same conclusion is 1
(or 0, if no argument has a value greater 0). For instance, if we take Alice’s tree
in Fig. 1e again, wh̄((a, p)) =

1
1

1
1+

1
2

= 2
3 . If we mention the function name w, any

possible variant can be used (thus, the concrete choice of w is a hyperparameter
of the distance function).
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Sometimes, we refer to the “simple” opinion, which removes the weight part
of the opinion:

simple : O → {+, -, 0, ∅, ?} : x �→

⎧
⎪⎨

⎪⎩

+ if x = (+)

- if x = (-)

x otherwise
(4)

3 Distance Functions for Argumentations

We now present the distance functions we have compared. Most functions are
based on previous work in argumentation theory or related fields and have been
adapted by us for use with the formal definition introduced in Sect. 2. Most
functions have hyperparameters, e.g. which function w is used. An overview of
the distance functions, their hyperparameters and tested ranges can be found in
Table 1.

Table 1. Overview of examined distance functions and their hyperparameters with
tested values

Function Hyperparameters

Bhavsar w ∈ {wh̄, wḡ}, N ∈ {.1, .25, .5, .75, .9}
Cosine w ∈ {wg, wḡ, wh, wh̄}
Jaccard set ∈ {seta, seto, sets, sets′}, keep ∈ {keepa, keept}
p-metric p ∈ {1, 2}, ds ∈ {dsw , dss}, da ∈ {da0, das}, w ∈ {wg, wḡ, wh, wh̄}
Soergel w ∈ {wg, wḡ, wh, wh̄}
VAA –

WATD α ∈ {.1, .25, .5, .75, .9}, w ∈ {wg, wḡ, wh, wh̄}

Bhavsar Distance. [2] presented a metric for match-making of agents in e-
business environments, which are represented as trees. As the definition of that
recursive metric is lengthy, we do not repeat its definition here. The metric can
be applied to our structure by transforming sort orders using wh̄ or wḡ, and
treating opinions as node labels. A parameter N sets the relative importance of
subtrees and respective roots, similar to the PageRank algorithm [15].

Cosine Distance. We define the Cosine distance similar to [16], who predict
opinions in argumentation. They treat accepting and declining a statement s as
two different entities (“acceptance of s” and “acceptance of ¬s”) and ignore a
statement if it has no rating in one of the inputs:

d(t1, t2) = 1 − V1 · V2

||V1|| ||V2|| (5)
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where an argumentation tree ti = (oi, si) is transformed to a vector Vi

with the components si(a) for every argument a, and max(−r(oi(s)), 0) and
max(r(oi(s)), 0) for every statement s for which both trees have no ? opinion.

Jaccard Distance. The Jaccard distance has been used by [11] as the basis for
calculating the similarity of process models. We apply it in the following form:

d(t1, t2) =
|set(t1) � set(t2)|
|set(t1) ∪ set(t2)| (6)

where the functions “set” and “keep” are chosen from

seta((o, s)) = seto((o, s)) ∪ sets((o, s)) (7)
seto((o, s)) = {(x, y) | (x, y) ∈ o ∧ keep(y)} (8)
sets((o, s)) = s (9)
sets′((o, s)) = simple(s) (10)

keepa(x) = 1 (11)

keept(x) =

{
1 x ∈ {+, (+), 0, (-), -}
0 otherwise

(12)

If “seto” is used for “set”, argument weights are completely ignored; “sets”
completely ignores opinions and only looks at argument and position weights.
“keep” determines if unknown (?) and “no opinion” s (∅) are included.

The argumentation software Carneades [8] uses a special case of this distance
function with set = sets′ , which means that the relative number of different
opinion tendencies is counted.

p-metric. This distance function is based on the p-metric for fuzzy sets [20]

d(t1, t2) =

(
∑

s∈S

ds(o1(s), o2(s)) +
∑

a∈A

da(s1(a), s2(a))

) 1
p

(13)

with p ∈ N, and ds, da one of

dsw(o1, o2) =

⎧
⎪⎨

⎪⎩

0 if o1 = o2

1 if o1 or o2 in {∅, ?}
|r(o1) − r(o2)|p otherwise

(14)

dss(o1, o2) = |dw(simple(o1), simple(o2))|p (15)
da0(s1, s2) = 0 (16)
das(s1, s2) = |w(s(s1)) − w(s(s2))|p (17)
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Soergel Distance. This distance function is also known as weighted Jaccard
distance, which has also been used by [16]. We use the following definition, which
uses the same vector representation as defined for the Cosine distance above:

d(t1, t2) = 1 −
∑

i min(V1i , V2i)∑
i max(V1i , V2i)

(18)

where V1i is the i-th component of the vector representation of t1.

VAA Distance. In many Voting-Advice Applications (VAAs), the distance
between a user’s attitudes and political party’s attitudes on political positions
are compared. One possibility is using proximity voting logic [17], optionally
weighted, which doubles the influence of a position (as, for example, used by the
German Wahl-O-Mat application [13]). We adapted the idea to our model:

d(t1, t2) =
∑

p∈P

u(o1(p), o2(p)) · vt1,t2(s1(p), s2(p)) · z(o1, o2) (19)

with

u(o1, o2) =

{
2 if o1 or o2 in {+, -}
1 otherwise

(20)

vt1,t2(s1, s2) =

⎧
⎪⎨

⎪⎩

2 if s1 or s2 is in the top half (rounded down)
of the ratings for positions

1 otherwise

(21)

z(o1, o2) =

{
0 if o1 or o2 in {∅, ?}
|r(simple(o1) − r(simple(o2))| otherwise

(22)

Note that, as in a VAA, only positions are considered, and statements which
are no positions are ignored. Moreover, both arguments and positions can con-
tain weights in our model, whereas a VAA typically only allows voters to input
weights.

Weighted Argumentation Tree Distance (WATD). In [3], we have sug-
gested a pseudometric for argumentations with weighted edges and nodes. This
metric respects the structure of an argumentation tree by limiting the influence
of each branch to its importance, and giving statements deeper in the tree a
lower weight. Adapted to the tree model in this paper, the metric is defined for
two trees t1 = (o1, s1), t2 = (o2, s2) as follows:

d(t1, t2) = (1 − α)
∑

s∈S

αde(s)

∣
∣
∣
∣
∣

∏

a∈As→I

w(s1(a))r(o1(s)) −
∏

a∈As→I

w(s2(a))r(o2(s))

∣
∣
∣
∣
∣

(23)
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with α ∈ (0, 1) (a lower α emphasizes opinion on statements closer to the root,
similar to N in the Bhavsar distance), As→I the set of all arguments from state-
ment s to the root I, and de(s) the depth of a statement s, where positions have
a depth of 1. This basic idea is to multiply each opinion value of t1 with the
product of all weight from the root node I to that opinion calculate the distance
to the same value in t2. Thereby, opinion difference closer to the root have a
higher influence than “deeper” opinions.

4 Comparison with a Human Baseline

We think that the best way to check whether a distance function is intuitive
is comparing it with a human baseline. In an online survey we have previously
conducted [5], different possible properties for distance functions comparing atti-
tudes in argumentation settings have been checked for their intuitiveness. In the
survey, around 40 assessments by untrained human subjects have been collected
for different argumentation scenarios. From the survey results, we can get a list
of properties which should be fulfilled by a distance function to match human
intuition. If we look only at properties which can be considered intuitive from
that survey on a significance level α = 10%3, we get a list of 17 properties which
should be fulfilled.

For many hypotheses, also comparison questions not directly relevant for the
hypotheses have been asked in the original questionnaire4. For instance, if we
wanted to know whether Alice’s attitude is more similar to Charlie’s or Bob’s
attitude, we also asked whose attitude is closest to Bob’s. For those hypotheses,
we also considered properties which can be derived from the additional ques-
tions, if they are significant. Those additional properties will be marked with a
superscript A, and all resulting sub-hypotheses are numbered with the accord-
ing sub-question number (e.g., H2.1A is the first question for the questionnaire
scenario for H2).

Table 2 lists all relevant hypotheses from [5] which we used as the basis for
our comparison. For this paper, we changed the formulation of the hypotheses
to match the real outcome of the survey to reflect the actual property expected
from a distance function. Note that for H18, two scenarios were used, where
only one yielded significant results, which is why this hypothesis has been com-
pletely reformulated. Figure 1 depicts visualizations of the concrete questionnaire
scenarios for some more complex hypotheses, and also what similarity order is
expected, based on the survey results. For example, in Fig. 1e, Bob’s attitude
should have a smaller distance to Alice’s attitude than to Charlie’s attitude.
Since the answers for human intuition are known only for those concrete scenar-
ios, we will only use those concrete examples as the basis for the comparison of
distance measures.
3 including Bonferroni correction for multiple comparisons, i.e. we assure that the type

I error rate is less than 10% by requiring p-values less than α
number of possible answers

.
4 cf. raw data at https://github.com/hhucn/argumentation-similarity-survey-

results/.

https://github.com/hhucn/argumentation-similarity-survey-results/
https://github.com/hhucn/argumentation-similarity-survey-results/
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(a) H2.1A: d(A,B) < d(A,C), H2.2: d(B,C) < d(B,A), H2.3A: d(C,B) < d(C,A)
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a b
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(b) H5: d(A,B) < d(A,C)

pAlice + pBob − pCharlie ?

(c) H8.1A: d(A,B) = d(A,C), H8.2A: d(B,A) = d(B,C), H8.3: d(C,A) = d(C,B)

pAlice + pBob (+) pCharlie (−)

(d) H13.1A: d(A,B) < d(A,C), H13.2: d(B,A) < d(B,C), H13.3A: d(C,B) < d(C,A)
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(e) : H14.1A: d(A,B) < d(A,C), H14.2: d(B,A) < d(B,C)

Alice:

1. b+
2. a+
3. c+

Bob:

1. a+
2. c+
3. b+

Charlie:

1. a+
2. b+
3. c+

(f) H16: d(C,B) < d(C,A)

Alice:

1. a+
2. b+
3. c+

Bob:

1. a+

Charlie:

1. c+
2. b+

(g) H21.1: d(A,B) < d(A,C),
H21.2A: d(B,A) < d(B,C)

Fig. 1. Visualization of questionnaire scenarios (and thus, test scenarios) of some
hypotheses; d(A, B) denotes the distance between Alice and Bob etc.

The following hypotheses have not been considered although our inclusion
criterion is fulfilled: A variant of H8, which says an unknown opinion vs. a posi-
tive and a negative opinion cannot be assessed, has been excluded, because this
would result in a partially defined distance function, which we consider undesir-
able. H9 only checked text comprehension and has no implications for a distance
function. H15, which included an undercut attack, is not included since the orig-
inal question was probably misleading/not understood by the participants, as
discussed in [5].

We now present which distance functions fail on which reference scenarios,
and give explanations on why certain distance functions fail on specific cases. We
have tested each distance function with every possible combination of hyperpa-
rameters with the relevant scenarios. Table 3 summarizes which cases yield the
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Table 2. All relevant hypotheses which we included in our comparison. Deviations
from the original formulations in [5] are emphasized.

# Property

H2 Proportionally bigger overlap on arguments for/against a position results in
greater similarity than the absolute number of differences

H3 A neutral opinion is between a positive and a negative opinion

H5 Weights of arguments have an influence even if they are the only difference

H7 No opinion has the same distance from a positive and a negative opinion if a
decision is forced

H8 An unknown opinion has the same distance to a positive and a negative
opinion as a positive and a negative opinion if a decision is forced

H12 It is possible for a difference in arguments for/against positions to result in
greater dissimilarity than a difference in opinions on those positions

H13 Two argumentations with weak and contrary opinions on a statement can
not be closer than two argumentations with the same opinions, but with
very different strength

H14 Two argumentations with weak arguments and contrary opinions on their
premises can not be closer than two argumentations with the same opinions,
but with very different strength of arguments

H16 Flipping the two most important positions results in a bigger difference than
flipping two less important positions

H18 Moving the least important position to the top results in greater dissimilarity
than changing the order of item 2 to 4.

H19 Agreeing with someone’s most important position is as important as having
that person’s most important opinion matching mine

H20 Adding another most important position (which is neutral in the other
argumentations) results in greater dissimilarity than flipping the priorities of
two positions

H21 Having more similar priorities of opinions can result in greater similarity
even with lower absolute number of same opinions

H22 Not mentioning a position results in greater dissimilarity than assigning
lower priorities

expected results for each distance function with the best parametrization (i.e.
maximum number of expected results). Those parametrisations are depicted in
Table 4.

The p-metric fails on H21.1 (cf. Fig. 1g) only, which happens because the
missing weights for b and c have a greater influence than the common most
important position of Alice and Bob. The Jaccard distance function also fails
on H21.1 since it only considers that Alice and Charlie have more positions in
common.

All cases for H2 (cf. Fig. 1a) fail only for the VAA distance function, where
equal distances are calculated instead of different ones, because the arguments,
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Table 3. Overview of cases fulfilled by the individual distance functions for the
parametrisation which yield the highest number of fulfilled cases; e are failing cases
where the calculated distance is 0; the numbers of sub-hypotheses refer to the question
number in the original questionnaire.

Hypothesis Bhavsar Cosine Jaccard p-metric Soergel VAA WATD

H2.1A � � � � � e �
H2.2 � � � � � e �
H2.3A � � � � � e �
H3 � � � � � � �
H7 � � � � � � �
H8.1A � �
H8.2A � �
H8.3 � � � � � � �
H5 e � e � � e �
H12 � � � � � �
H13.1A � � � � � � �
H13.2 � � � � � � �
H13.3A e � e � � � �
H14.1A � � � � � e �
H14.2 � � � � � e e

H16 e � e � � e �
H18 e � e � � e �
H19 � � � � � � �
H20 � � � � � � �
H21.1 � � � e �
H21.2A � � � � � e �
H22 � � � � � e �
∑

16 20 17 21 20 8 19

Table 4. Best parametrisations for each distance function; each combination of the
listed parameters yields the same (best) results.

Function Best parametrisations

Bhavsar w ∈ {wh̄, wḡ}, N ∈ {.1, .25, .5, .75, .9}
Cosine w ∈ {wg, wḡ, wh̄}
Jaccard set ∈ {sets′}, keep ∈ {keept}
p-metric p ∈ {1, 2}, ds ∈ {dsw}, da ∈ {das}, w ∈ {wḡ, wh̄}
Soergel w ∈ {wg}
VAA –

WATD α ∈ {.25, .5, .75, .9}, w ∈ {wḡ, wh̄}
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which are the only difference in this case, are completely ignored by this function.
The same applies to H5, H12, H14.1A and H14.2. H14 also fails for WATD,
because the distance function has been designed to not fulfill this property [3,
Desideratum 7].

Many properties involving changing the importance order of positions,
namely H16, H18, H21.1, H21.2A, and H22, fail for the VAA function since
it does not have a fine-grained differentiation of importance which is necessary
to capture the differences.

All distance measures except for Jaccard and p-metric fail to give a positive
and a negative opinion a distance which is equal to the distance to an unknown
opinion (H8.1A, H8.2A, cf. Fig. 1c). Jaccard is good here because it treats any
difference of opinion as equally distant; the p-metric explicitly defines every
comparison with an unknown opinion as 1. On the other hand, e.g., WATD is
defined to treat an unknown opinion as falling between positive and negative,
and the VAA metric ignores a position if the opinion in one graph is unknown.

H5 states that the difference between argumentations should be non-zero even
if argument weights are the only difference. This fails for Bhavsar by design of
the metric [2, Example 2]. The best parametrisation for Jaccard ignores weights,
so it also fails here. For the same reason, H16 and H18 fail for both distance
functions.

H13.3A checks that a negative opinion (-) is closer to a weak positive opinion
((+)) than to a stronger positive opinion (+). Bhasvar and Jaccard distance
functions fail to see a difference here because they treat the distances between
any of the opinions -, (+), and + the same.

To sum up, Cosine, p-metric, and Soergel yield the best results, matching
human intuition in more than 90% percent of the tested cases.

5 Discussion

From our evaluation, one gets an idea which metrics yield intuitive results for
applications which compare attitudes in argumentations. Nevertheless, we want
to point out some limitations of our comparison method.

Firstly, we did not have a look at bigger argumentation hierarchies, or argu-
mentation with re-used statements (e.g. cycles). For the former, our previous
survey did not give significant results, for the latter, no reference data has been
collected in the survey because cycles are hard to grasp with intuition. Hence,
distance functions which model those cases (e.g. the original WATD pseudomet-
ric) have a disadvantage because this feature is not considered in the comparison.

From the survey results, it is also possible to conduct properties which should
not be fulfilled. There are cases where there is no significant “true” answer, but
there are clear “false” answers. Furthermore, the list of properties and cases
checked in this paper is probably incomplete and can be extended with additional
intuitive properties, which might then change the ranking of distance functions.
As we built upon the results of our previous survey, and we are not aware of
similar surveys, we did not include more properties.
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Note that we did not check whether the original properties as presented in
Table 2 are fulfilled in general, but only whether the concrete questionnaire sce-
narios yielded the expected, “intuitive” results. We did this because the original
survey did not find out whether the hypotheses are true, but only collected results
for the specific scenarios. Moreover, all properties get equal weight. Depending
on the application (e.g., a VAA), some properties might not be relevant. What
is more, some distance functions might get better results if the underlying rep-
resentation model is changed.

Finally, it will be interesting to evaluate distance functions not on concrete
artificial scenarios, but in an application context, e.g. a recommender system,
since this might produce different results. A challenge for real applications is
retrieving the necessary pieces of information from a user, e.g. how important
an argument is considered, within an intuitive user interface.

6 Related Work

There is only limited related research in the evaluation and development of dis-
tance function in the context of argumentation, but there are some applications
of such distance functions which have been studied.

A dataset with 16 positions on 4 issues has been published by [16]. 309 stu-
dents gave their opinions on those issues by giving arguments and their level of
agreement with that argument on a scale from −1 (total disagreement) to 1 (total
agreement). They compare different algorithms for predicting user opinions on
positions. A kind of soft cosine measure, where feature similarity is exploited
using position correlation, performed best in their comparison. The compari-
son also included, i.a., collaborative filtering using Jaccard similarity, ordinary
Cosine similarity, and other, model-based algorithms, e.g. a neural network.

Their work focuses on the application of measuring similarity in the concrete
context of a recommender system, whereas we focus on calculating relative simi-
larities to get a similarity order for user attitudes. Similarly, [18] tested different
recommender agents in laboratory argumentation settings. [9] uses collaborative
filtering and clustering in a social network context to find political parties closest
to a user. The collaborative filtering was used to predict missing values to make
clustering with sparse information easier.

Related work in other domains than argumentation chose a similar way of
evaluation with a human baseline as we did in this paper.

In the context of word similarity, [12] proposed different distance functions,
and compared them with human ratings from a dataset created by [14]. They
also indicate that the best way to determine the quality of a distance function is
comparing it with human common sense. Within the same application context,
[6] agrees that “comparison with human judgments is the ideal way to evaluate
a measure of similarity”.

The study presented in [1] is based on the study design of [14]. 50 human sub-
jects assessed the similarity of process descriptions, and compared those assess-
ments with the values of five metrics. The results did not correlate well, but
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the correlation with the metrics was not worse than the correlation between
the human subjects. [11] present a metric based on the Jaccard coefficient for
process model similarity. They compared the results of the metric with human
assessment in an information retrieval task.

[19] evaluated six different similarity measures (i.a., l1, l2 norm, pointwise
mutual information) with the application in a recommender system for online
communities using item-based collaborative filtering. A similarity measure has
been considered good if the user wanted to join the suggested community. The l2
norm performed best, although the authors found other tested measures, which
incorporated mutual information, more intuitive.

7 Conclusion and Future Work

We have presented several distance functions for comparing the attitudes of
different persons in an argumentation. We compared the performance of the
functions in various scenarios with a human baseline taken from a survey we have
previously conducted [5]. The distance functions based on the p-metric, Cosine,
and Soergel distance performed best on our dataset. Those results can be used
for developing applications which should give results matching human intuition,
e.g. when developing a distance-based recommender system for arguments, or
clustering of opinions.

For future work, an extended comparison with more scenarios for a human
baseline would be useful, i.a. for deeper argumentations. A comparison in differ-
ent application scenarios can give more insights. We plan to compare different
metrics in an argument-based voting advice application in an empirical study.
Another aspect for further research is the question of how to gather the infor-
mation needed from users without having user interfaces which are too crowded.
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Abstract. Since the advent of scholarly recommender systems (SRSs), more than
200 papers in the related area have been published. Many of these papers focus
on proposing new and more accurate algorithms, or to enhance existing ones.
Recently we have seen growing interest in embedding recommending methods
into User Experience (UX), to enhance the value of RSs for users. Researchers
have proposed thatUXcanbe affected bybottlenecks in humanperception, the pre-
conceptions of the individual, and related factors such as personal and situational
characteristics, which can be considered as contextual information.Although there
are a few studies on developingUserModels (UMs) in the field of SRSs, it has been
emphasized that incorporating contextual information into usermodelling and cre-
ating recommendations based on the users’ information needs can be an effective
approach to personalization and better UX with SRSs. The aim of this paper is
to operationalize relevant contexts and to design a Bayesian UM for assisting the
diagnosis of scholars’ information needs in terms of accurate, novel, diverse, and
popular research papers. The proposed user model can be embedded in the process
of recommending and identifying the users’ information needs which help recom-
menders to retrieve more appropriate recommendations and consequently leads
to the enhancement of the UX for SRSs. Finally, the robustness and performance
of the proposed Bayesian UM are evaluated.

Keywords: Scholarly recommender system · Research paper recommender
system · User experience · Contextual data · Context-aware computing · Bayesian
network · User modelling · Human-computer interaction · Machine learning

1 Introduction and Problem Statement

With the increasing number of scientific publications, Scholarly Recommender Systems
(SRSs), commonly known as research paper or academic RS are considered an appro-
priate tool to facilitate and accelerate the process of information seeking for scholars
by offering appropriate resources to them [1]. A recommender overrides search engine
results by modelling users’ preferences. In other words, the highest quality recommen-
dations can be provided to users only after their preferences have been modelled in what
is typically called a User Model (UM) [2, 3]. In this context, quality refers to the ability
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of the recommender to produce exactly those recommendations that the user will use
or would like to receive. There is a presumption that, the more accurate the algorithm,
the better the predicted recommendation is for the users [5, 6]. Recently, several works
have attempted to incorporate User Experience (UX) into recommending methods and
have shown success in improving the value of RSs to the users. In order to incorporate
contextual information and create recommendations based on the users’ information
needs, several studies have also tried to embed UMs in the field of SRSs, which have
proven to be useful to improve personalization and UX of SRSs [4, 10]. However, it
is not clear how contexts influence the UX of SRSs and it is difficult to decide which
contexts must be incorporated into developing the UM [11, 12], especially in the initial
stages of interaction with users where typically little user information is available [2,
3, 13]. In the past decade, various Machine Learning (ML) methods had been applied
to support user modelling in RSs. These cognitive UMs, which are based on the deep
understanding of uncertain and dynamic users’ contexts, are still in their infancy [14, 15]
particularly in the domain of SRSs. Among the chosenMLmethods, Bayesian networks
(BNs) are one of the more powerful tools for uncertainty modelling [16] but have rarely
been applied in SRSs [4, 17]. This paper aims to develop a UX model which applies
BN method for recognition of the most relevant contextual data for making suitable
paper recommendation for the scholars. The proposed model is assessed by using the
performance and robustness evaluation metrics.

2 Research Background

2.1 Contextual Approaches

The term context appeared in the field of computer science in the late 1980s [18, 19] in
orderto increase the richness of communication and providemore useful computational
services [2, 20]. Since then, many studies in the field of computer science tried to define
the term “context”. Dey [20] offered themost cited definition of context from a computer
science viewpoint. He expressed that context is any information can be used to charac-
terize the situation of an entity. An entity is a person, place, or object that is considered
relevant to the interaction between a user and an application, including the user and
applications themselves. As depicted in Fig. 1, the recommending approaches are clas-
sified into two groups and contextual approaches are categorized into three approaches:
pre-filtering, post-filtering, and contextual modelling implicitly [3, 13, 21]. Contextual
information can be incorporated into the classical recommendation procedures in order
to generate better recommendations [12, 22].

2.2 Contextual User Modeling

Some researchers in RSs believe that regardless of the technology exploited by a RS,
the high quality recommendations can be produced only after modeling of the users’
preferences which is typically called User Model (UM) in the literature [23, 24]. In this
context, quality refers to the ability of the system to produce exactly those recommen-
dations that the user will use or would like to receive [23]. To achieve this, adequate
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Fig. 1. Recommending classification

information including contextual information should be stored to deliver high quality
recommendations. However, acquisition of sufficient data for the UM is not an easy task
especially at the initial stages of interaction with the user, when usually little information
about the user is available. Therefore, as a general rule, the more valid information is
stored in the UM (i.e., the more knowledge the system has obtained about the user), the
better the quality of the recommendations will be [3, 23]. As indicated earlier, there are
little studies which attempted to develop UMs in the field of SRSs while the main factor
that influences users’ satisfaction is the ability of a recommender to meet the users’
information needs and it is obvious that the users have different information needs due
to different knowledge, goals, and generally different contexts which are uncertain and
change consistently [25]. In contextual UM, the contextual information is employed
directly as a main part of learning preference models (built using techniques such as
decision tree, regression, and probabilistic model) [26]. However, identification of valid
contextual information for different domains are challenges in contextual user modelling
either explicitly or implicitly [13]. Moreover, a contextual UM should be able to infer
possible cognitive process of user behavior and mind but it is not fully tractable in the
practice [23, 24, 27]. The past decade has seen research into the use of ML to support
user modeling pass through a period of decline and then resurgence. However, research
for creating the cognitive user models it is still at early stage [14, 15].

2.3 User eXperience (UX)

In the early 1990s, the well-known cognitive scientist Don Norman (2013) coined the
term User eXperience (UX). He proposed that UX would focus on the user’s feelings
(positive and negative) about a product over time [28]. UX has been used as an umbrella
term in the field of Human Computer Interaction (HCI) to focus on aspects which
are beyond usability [29], including all the feelings (positive and negative) a user is
experiencing while interacting with a product, e.g. a mobile phone. There is no clear
definition of UX [30, 31]; however, the current ISO (ISO 9241-110:2010 (clause 2.15)
definition of UX focuses on a person’s perception and the responses resulting from
the use or anticipated use of a product, system, or service. In software engineering it is
thought that if a product fails to meet end users’ needs, both the product and the company
(creator of product) become obsolete [32]. In other words, users will choose products
with a great UX. Hence, UX is becoming a key competitive factor in more and more
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industries. Recently, researchers have acknowledged that embedding the RSs and user
modelling intoUX impacts dramatically on the effectiveness of recommendations for the
users [8, 10]. The UX is also affected by the users’ situations, behaviors, characteristics,
or in a nutshell, users’ contexts. In this regard, contextual information influencing UX
plays an important role in creating appropriate recommendation because it can present
the status of people, places, objects, and devices in the environment [11, 13, 33–35] and
leads to a better experience for the users, and consequently better interaction between
the users and system.

2.4 Bayesian Network

Bayesian networks (BNs) are powerful tools used for uncertainty modeling. Their first
appearance was in the field of medical decision systems in the late 1970s [16]. The
inference in BNs is based on a probabilistic theory called Bayes’ theorem or Bayes’ law
which spreads knowledge within the network [36, 37]. More precisely, BNs are a class
of graphical models that allow a concise representation of the probabilistic dependencies
between a given set of random variables (nodes) X = {X1, X2, X3, . . .Xn} as a Directed
Acyclic Graph (DAG) G = (V, A). Each node vi ∈ V corresponds to a random variable
Xi whichmight represent a causal link from parent node to their children [38]. Each node
is associated with a conditional probability distribution which assigns a probability to
each possible value of this node for each combination of the values of its parent nodes
[39]. Graph G is an independency map (I-map) of the probabilistic dependence structure
P of X if there is a one-to-one correspondence between the random variables in X and
the nodes V of G, such that for all disjoint subsets A, B, C there is;

A⊥ p(B|C) ⇐ A⊥G(B|C)

Similarly, G is a dependency map (D-map) of P if X, there is

A⊥ p(B|C) ⇒ A⊥G(B|C)

G is said to be a perfect map of P if it is both a D-map and an I-map,

A⊥ p(B|C) ⇔ A⊥G(B|C)

and in this case, P is said to be isomorphic or faithful to G.
Overall, BNs consist of both qualitative and quantitative parts. With regard to the

qualitative part, it is the structure of the network: a directed acyclic graph where nodes
correspond to variables and arcs representing influences between variables. The quanti-
tative part, however, provides the conditional probability tables that make up the network
settings [39, 40]. The learning applies both the network structure and parameters that
can be obtained from complete or incomplete data [41]. The correspondence between
the structure of the DAG and the conditional independence relationships is elucidated
by the directed separation criterion or d-separation [16].
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2.5 Bayesian Network Algorithms

The BN modeling development task involves some major activities including structural
learning, parameter learning, and inference [40, 42, 43]. The structure and parameters
learning can be yielded either by experts’ knowledge or by automatic learning from a
dataset, provided that the dataset is complete and unbiased [44, 45]. Automatic learning
methods include constrained-based, scored-based or metric/search–based [43, 46, 47],
and hybrid methods [40]. Figure 2 depicts a classification of BN algorithms.

Fig. 2. Algorithms applied for BN learning

Constraint-based methods apply information about conditional independencies
gained by performing statistical significance tests on the data [46, 48]. Score-based
methods search for a BN tominimize or maximize a score [40, 45, 46, 48]. The Bayesian
inference algorithms are also used to calculate marginal probabilities, given an evidence
set [49]. The Grow-Shrink algorithm (constrained based algorithm) in the “bnlearn”
package is one of the most recommended algorithms for the BN structure, parameter,
and computation of the posterior probability distribution [46] which is applied in this
research.

3 Related Work

Based on a systematic review on recommending methods applying to SRSs by [1] and
review of recent studies by [17, 25], it is concluded that different ML methods such
as Neural Networks, SVM, and Decision Trees, have been utilized in making paper
recommendations by considering the Collaborative Filtering (CF) and Content-Based
Filtering (CBF) approaches. Beel et al. [25] indicated that CF methods in SRSs are not
effective because there are no balance between the number of papers and number of users.
In other words, a huge number of papers compared with low number of users, and only
few users rated the similar papers. Therefore, they suggested that user modeling is more
effective than CFs. The use of deep neural networks for Natural Language Processing
(NLP) has received much attention recently; it provides high quality semantic word
representations. Deep neural network models have been applied to tasks ranging from
machine translation to question answering, but not much attention is paid in the area
of RSs. For instance, in [50], the authors showed that LSTM can be used to build a
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language model and assess semantic similarity between sentences. These models are
usually trained on large amounts of data. To the best of the researchers’ knowledge,
there have been no work done before for recommending scientific articles based on
contextual BNs [17]. Also, the use of ML algorithms in RSs has been reviewed and
analyzed by [51]. According to this survey, among seven studies (Documents: [52]; E-
shop [53]; E-mail [54]; Books [55]; Movie [56]; Traffic [57]; Tourism [58]) that used
Bayesian method, only two studies are related to book and document recommender [52,
55] which do not considered contextual information.

4 Why Bayesian Network Modeling?

4.1 Suitable to Deal with Uncertain and Dynamic Contexts

Contexts are dynamic and change over the time. Therefore, their conditions are very
complex and uncertain [26]. Moreover, the user’s need of scholarly papers is uncertain
and changes due to the different contexts such as background knowledge, preferences,
and goals. The BN method provides an effective approach for constructing and manip-
ulating probabilistic models for handling uncertainty in context awareness applications
[38]. Besides, this BN is appropriate for representing complex relations between the
variables which their states change over the time [59, 60].

4.2 Well Adapted for Diagnose of Users’ Preferences

A fundamental goal of HCI research is to make systems more usable and more useful,
and to provide users with better experiences which fit their needs [61]. A UM strives
to accomplish this goal by discovering the laws of nature and inferring unobservable
information about a user fromobservable information to analyze perceptual and cognitive
processes and characterize individual differences. BNs are well adapted to the problem
of user modeling because they can represent the uncertainty related to the modeling
of users’ preferences [40, 48]. It is a natural and scientific method to cope with the
variability and the complexity of users’ situations by probability distribution of over the
whole related variables and explicitly represents causal relations [62].

4.3 Appropriate for Diagnose of User’s Information Needs in SRSs

The users’ information needs vary among users owning to different contexts such as
knowledge, preferences, and goals [1]. In spite of this change, researchers have rec-
ommended that rather than accuracy, one should apply other features such as diversity,
novelty, and popularity to make a better list of recommendation and improve UX of
RSs [63–67]. As Fig. 3 depicts, a user model should match the recommended papers on
the basis of four identified levels of accurate, novel, popularity, and diverse with users’
information needs or users’ contexts.

BNs are flexible models not only to reason with the knowledge and belief uncer-
tainties [7], but also the structure of knowledge representation [41, 42, 68]. They make
the system dynamic and evolve in order to infer users’ needs and react depending on
them [48] in order to provide the predictions to be made about a number of influential
variables rather than a single variable by using probability distribution [39].
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Fig. 3. Matching paper recommendations list with contexts

4.4 Appropriate for Representation of Casualty Relationships

There are cause-effect (casualty) relationships between the contexts. Among themethods
that can be used to represent uncertain domains includes decision trees, neural networks,
mixtures of basic functions, and Markov networks. Researchers have claimed that BNs
are better suited for representation and learning of the directed causal relationships [41,
42]. In addition, BNs aim to facilitate the description of a collection of beliefs by making
explicit the relationship of causality and conditional independence among these beliefs
and to provide a more efficient way to update the strength of beliefs when new evidence
is observed [41].

4.5 Well Adapted to Other Recommending Approaches

An important feature of BNs is that they are able to support hybrid recommending
approaches of theCFandCBF.TheCFmight be used to obtain the conditional probability
tables and the initial beliefs of a BN [10]. These beliefs can then be updated in a CBF
manner when the network is accessed by a user. This mode of operation enables a
predictive model to overcome the data collection problem of the CBF (which requires
large amounts of data to be gathered from a single user), while at the same time enables
the tailoring of aspects of a collaboratively-learned model to a single user.

5 Bayesian UM Development

Thegoal of the proposedBayesianUMis to diagnose the users’ information need in terms
of four levels of accurate, novel, diverse, and popular papers based on the contextual
data. The process of BN model development is accomplished in three phases namely
dataset preparation, structure, and parameter learning. Figure 4 depicts the phases and
major activates.

5.1 Dataset Preparation

Among the current datasets, there is no dataset which includes the required contexts as
well as indexes or labels for novel, diverse, popular, and accurate papers. Therefore, it
is necessary to prepare an appropriate dataset for the BN modeling. In the following
sections, the activities undertaken for the dataset preparation are discussed.
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• Feature selection
• Data collections
• Data preprocessing

• Data cleaning

• BN structure by
knowledge engineer-
ing

• BN Structure

• Estimation of Con-
ditional Probability
Tables (CPTs)

• BN inference

Fig. 4. BN development phases and main activities

Feature Selection. In this research, the contextual data (features ) are selected based
on the results of this study [1]. More details are discussed in the following.

Data Acquisition (Web-Based App). To acquire the data, aweb-based applicationwas
developed. The data acquisition procedure was composed of a large-scale questionnaire
survey. The questionnaire’s fields (items/features of each context) were designed based
on the guidelines of [1, 66, 67]. This study targets the population of computer science
scholars including Master degree students, PhD students, post-doc researchers, as well
as lecturers. Due to privacy concerns, detailed information of the participants is kept
confidential. The participants should have the experience ofworkingwithWebof Science
(WoS) bibliographic database and minimum 30 minutes time to conduct and finish the
survey. The scholars were asked to conduct searches for suitable papers for their current
work in a naturalistic setting by using WoS bibliographic database. This data collection
was performed in two steps; in Step 1 as shown in Fig. 5, the participants are asked to
submit their current contexts/situation such as task, pre-knowledge, etc.

If the participants have no idea of how to respond and fill out the form, more infor-
mation will be provided by clicking the blue question mark buttons provided for each
field. Also, the “clear” button enables the participants to remove all information in the
form if it is required. In Step 2, the scholars were asked to select the most appropriate
paper relevant to their current needs and to rate the paper in a 5 Likert scale in terms of
novelty, accuracy, popularity, and diversity as shown in Fig. 5. Finally, participants were
required to submit the paper ID (identification paper produced in WOS) or upload the
paper. The data acquisition survey was conducted for 1.5 years, and 1121 records were
collected.
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Fig. 5. Acquisition of Bayesian data-Steps 1&2 and Throwing validity exceptions in data
collection. (Color figure online)

Data Pre-processing. After the data collection phase is completed through the web
application, papers related data such as title, authors, and citations were retrieved from
theWOS database. Then, the CSV data files of users’ data and paper’s data were merged
to form the final dataset. The data pre-processing activities are discussed in the following.

Exporting Data to CSV File by LINQ to SQL-Query. The data collected from the web
application were exported to a CSV file for further analysis. It is possible to export the
data from the web application to a CSV file by querying to database through LINQ to
SQL query in the Visual Studio. This original CSV file contains users’ contexts, users’
ratings, and papers’ IDs. The users’ data was transformed into a separate CSV file. The
primary dataset contains 1121 participants’ records. Among the collected records, 675
participants have entered the paper’s IDs and 446 participants have uploaded the PDF
files of the associated papers. However, 10 records of users’ data were invalid, and 58
PDF files were deemed useless and irrelevant files. Therefore, the 68 invalid records
were eliminated from the dataset and the final dataset contains 1053 records.

Importing Bibliographic Data from Text to CSV. As four levels of accuracy, diversity,
popularity, and novelty of the papers have been considered in the BN modelling, more
bibliographic information about the papers such as title, authors, and keywords are also
required. The papers’ bibliographic information is provided by using theWOS exporting
option for importing the plain text to a CSV file. The WOS approximately retrieves 73
bibliographic features for a paper. In this research, only 15 features have been exploited
and the rest such as PI: Publisher City, PA: PublisherAddress, SN: International Standard
Serial Number (ISSN), BN: International Standard Book Number (ISBN), DI: Digital
Object Identifier (DOI) were omitted from the dataset.

Combining Datasets. The two above-mentioned CSV files including the users’ data and
the papers’ data were merged by using the pd.merge () function in numpy (python).

Data Cleaning. In this research, the users’ data were collected through a web appli-
cation. Therefore, most of the input data were validated at runtime during the data
collection phase by throwing validity exceptions in terms of data type validation, data
range validation, and constraint validation (Fig. 5). Additionally, to ensure data accu-
racy, a sample of 200 records were selected randomly and examined manually in order



148 Z. D. Champiri et al.

to check the quality of the data. Among the records in the selected sample, no invalid
data was detected.

Numerical Data Discretization. Based on guidelines provided by [40], the nodes that
take mutually exclusive and exhaustive discrete values are recommended for the BN
modeling. It means that the variable should take on exactly one of the values at a time.
For example, a user might have two scholarly tasks at the same time but in the BN
modelling, one of the tasks should be considered at a time. The Boolean nodes (binary
values of true & false), ordered values (low, medium, high), and integral values (values
from 1 to 120 for the users’ age) are three common types discrete nodes in BNmodeling
[40]. In this research, most of the variables have different states such asLS=[visual,
verbal, physical]; TA = [Thesis writing, Paper writing, Course
taking, Topic finding, Course teaching]. Therefore, the best modelling
solution is to have Boolean variables for each state. In other words, for the different
states of the same variable, separate variables are created and they must be mutually
exclusive and it is solved by adding an extra arc between the nodes and a deterministic
CPT that enforces the mutual exclusion [40, 42]. When considering the variables, it is
also required to decide what states or values the variable can take. For example, when
modeling the user’s contexts, the pre-knowledge (PK) variable could take the two values
of advanced and basic which are represented by the values of 0 and 1 (binary values)
in the final dataset. The following code assigns the relevant values to Pre-knowledge
variable. The knowledge of engineer method might be very helpful to examine the final
variables and also the suitable values [40] which is discussed more in the BN structure
learning phase.

Most of the variables in this research are already discrete or transferred to
Boolean/binary scales. There are only two continuous variables (time and paper impact
factor).

Calculation of Cosine Similarity for the Text Data. In the data collection phase, the par-
ticipants were asked to identify their research interests and input search keywords which
are text data and should be converted to the numeric data type for the BN learning [40].
For the diagnosis of the problem in this research, the similarities between users’ input
search keywords and paper’s keywords, title, and abstract were calculated using Cosine
Similarity (CS). CS is a measure, which calculates the similarity between two texts or
vectors (on the vector space) by calculation of the cosine of angle between two vectors
(Huang, 2008). CS is calculated using the following formula:

Cos 0◦ = 1 → two vectors are similar
Cos 90◦ = 0 → two vectors are not similar

The cosine of two vectors (non-zero) is calculated by the Euclidean dot product
formula, therefore the cosine similarity, cos(θ), is defined as similarity between two
vectors a and b (Huang, 2008):
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a . b = ‖a‖‖b‖ cos θ

Similarity = cos θ = a . b
‖a‖ ‖b‖

To calculate the similarity two functions of dep_product and getSimilarity were
applied. To calculate the cosine similarity, NLTK, sklearn.metrics.pairwise libraries as
well as sklearn.feature_extraction.text have been utilized. The CS function returns a
value (between 0 and 1) which is the similarity between two columns (e.g. users’ search
keywords (UKW) and paper’s keywords (PKW)). Therefore, the text data (columns) of
users’ search keywords, papers’ keywords and abstract have been removed and the CSs
were added to the dataset. The similarities between the users’ interests and the uploaded
papers were assessed through the “criteria” field. This field determines the relevance of
the uploaded papers to the users’ tasks, research interests, etc. If the paper is selected
based on the research interests, the similarity between these two columns is considered
as 1 otherwise it is considered as 0. In this research, the CSs have been calculated for the
titles, keywords, and abstracts of the papers. The CS of a paper body was not calculated
because, firstly, an accurate CS calculation requires to be compared with classification
systems such as the ACM computing classification system (ACM-CCS). The ACM-
CCS is a poly-hierarchical ontology based on semantic vocabularies, which reflects the
state of the art of the computing disciplines, concepts, and categories. Secondly, text
classification is out of the scope of this research.

Preparing Data Codebook. The codebook serves as a reference and ensures that the
data is understood and interpreted properly. The data codebook in this research has been
created by uploading the final CSV data file (Appendix A). By performing the above
pre-processing tasks, the final dataset was produced. As proposed in ML guidelines,
when the dataset is not so large, the whole dataset is applied for the training phase and
K-Fold Cross Validation (KFCV) method is recommend [44, 69].

5.2 BN Structure Learning

The BN structure or topology learning is defined as a set of relevant variables and their
possible values built by connecting the variables into a DAG to represent a network
which best describes the observed data [45, 48]. The BN structure can be built either
manually by knowledge engineer (expert elicitation) or by automated learning from the
data [40, 47]. Applying the hybridmethod leads to better analytical and predicting ability
of the BN model [45, 59]. In the next few sections, the BN structure using the experts’
knowledge and automatic learning are discussed, respectively.

BN Structure by the Knowledge Engineer. The knowledge engineering aims to build
a model for an expert system which represents realistically the problem features and is
able to reason and respond as close as an expert human [40, 44]. To create a BN structure,
two knowledge engineers who are in the fields of scholarly communication and recom-
mending system reviewed the variables (presented already in data codebook) that could
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influence the users’ needs of scholarly papers based on four levels of accurate, novel,
diverse, and popularity. Afterwards, the clarity and consistency of variables examina-
tion have been performed. According to the guidelines indicated in the BN modelling
literature [40, 44, 45], it is appropriate to create direct questions about the causes or
effects to elicit and identify the relationships between the nodes. Hence, with the help of
the experts, several questions were posted and then, based on these questions, the arcs
(relations) were added from those causal variables to the affected variables. For brevity,
only the questions conducted for the novel paper node is presented in the following.

Q: “What are contexts that would cause users to need a novel paper?”
A: “topic finding and course teaching”
Modelling: suggests arcs from those nodes to the novel paper node.
Q: “Is there any context which prevents need for a novel paper?”
A: “if the user has already known and have advanced pre -knowledge in the.”
Modelling: suggests an arc from pre- knowledge to the novel paper.
Q: “What can cause a paper to be considered as a novel paper?”
A: “publication data, users’ awareness”
Modelling: suggests the arcs from those nodes to a novel paper.
Q: “What are the effects of looking for a novel paper?”
A: “searching behaviour”
Modelling: suggests the arcs from novel paper to different searching behaviour.

In the BN structure, the focus was on capturing expert’s understanding of the rela-
tionships between variables performed by pairwise elicitation method. The expert was
provided with a cross-table of 42 rows (R) and 42 columns (C). For each cell in R and C,
the expert indicated the relations providing the below signs. To reduce the complexity
of BN structure and the possibilities of inconsistent information as well as elicitation
burden on the expert, which consequently cause mistakes, the reverse direction relation-
ships were not considered. The result of the expert elicitation was the set of priors for
pairwise relations shown in Fig. 6.

The 934 cells out of 1764 (56.26%) are signed by O which represents no relations.
The symbol – or ∼ also shows the non-directional relationship. A total of 105 relations
were indicated as→ (directly causes), 7≺ (R occurs before C) and 718∼, - (correlations
& relations) have specified by the knowledge engineering method which provided 830
of the 1764 possible pairwise relationships. In addition, there are no ⇒ relationships,
as the experts did not consider non-direct causality a natural relationship to specify. In
some studies, the Delphi method [70] or focus group method [71] are recommended
to validate expert’s opinion and to elicit information independently from a group of
experts to reach a consensus [40]. In this study, only one expert has contributed into
the BN structure by practical considerations because among the three relevant experts
identified in this field, only one individual agreed to dedicate in this research. Moreover,
this study also applies automated BN construct learning using the dataset, which avoids
adding the additional complexity to the BN structure process.

Automated BN Structure by Data (GS Algorithm). The structure of the BN associ-
ated with the dataset was learned with the GS algorithm based on the guidelines given
by [46]. Also, the Pearson’s Linear Correlation (Cronbach’s α: 0.05) was used as the
conditional independence test. As shown in Fig. 7, a node is a parent of a child if there is
an arc from the former to the latter (TA4 & PK1 are parents of ST1). Therefore, if each
node is defined as X, then BN structure is defined as;
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Fig. 6. Pairwise relations through the expert elicitation process

P(x1, x1, . . . , xn) =
∏

i

P(xi|Parents(xi))

Provided Parents(xi) ⊆ {x1, x1, . . . , xi−1}.
In this directed chain of nodes, TA4 &PK1 are ancestors of NO1 &AC1 since they

appear earlier in the chai and AC1 is a descendant of TA4 node because it comes later in
the chain.

In the most constrained-based algorithms such as GS algorithm for building the BN
structure, the Markov blanket is computed separately. Also, each neighborhood is a sub-
set of the corresponding Markov blanket and therefore, can be learned independently
from the others [40]. According to the BN modeling guidelines [46], before learning
the neighborhoods, the consistency of all Markov blankets should be checked to exam-
ine their symmetric differences. Therefore, all pairs of nodes were checked and were
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Fig. 7. A sample of Markov blanket

removed from each other’s Markov blanket if they do not appear in both of them. After
learning the Markov blanket and neighborhoods, the correlation between the variables
were computed to create a correlation matrix using the dataset. Then, the nodes and rela-
tionships were compared with the results and consequently, the BN structure was built.
The Pearson’s Correlation was applied to investigate the dependency between multiple
variables at the same time. The function rcorr() in Hmisc package was also applied to
calculate the significance levels for Pearson correlations which return the correlation
coefficients for all possible pairs of variables. The output is a value in the range of (−1,
+ 1). The values of −1 and +1 stand respectively a strong negative correlation and
strong positive correlation. The value of 0 represents zero correlation or no correlation.
The colored correlation matrix plot, as depicted in Fig. 8, shows relatively strong and
statistically significant relationships. As mentioned earlier, the values of −1 and +1
stand respectively a strong negative correlation and strong positive correlation between
the 42 variables.

Fig. 8. Correlation matrix (Color figure online)



A Contextual Bayesian User Experience Model 153

Highest positive correlations that are shown in navy blue (Fig. 8) also represented the
value near to+1. In the following, we discuss how the results taken from the knowledge
engineer and automated learning as well as coloration matrix are compared to build the
final BN structure.

After comparing the BN structure derived from the knowledge engineer and the
automated learning, we noticed that there are a few nodes that do not have the same
correlations based on the results of automated BN learning. Therefore, by consulting
with the knowledge engineer and experts, the final relationships are decided for four
paper levels as depicted in Fig. 9.

Fig. 9. BN structure four paper’s levels

5.3 BN Parameter Learning and Inference

After the BN structure modelling, the next step is the specification of conditional prob-
ability distribution or the Conditional Probabilities Tables (CPTs) entailed by a network
which is called parameter learning [40, 48]. In this research, the parameters were calcu-
lated by applying the bn.fit function using bnlearn package which utilizes the network
data to estimate their maximum likelihood [46, 49]. For each variable in a Boolean net-
work which has n parents, the size of CPT would be 2 n + 1 probabilities [46]. So, in
this research, for four nodes of the novel, accurate, diverse, and popular papers, the sizes
of the CPTs are 210, 213, 212, and 28 probabilities respectively. For brevity, in the next
section, only the probability distributions of a single node are provided. Figure 10 shows
part of the BN network along with the joint probability distributions.

The single BN structure alongwith the possible states and values are shown in Fig. 11
(Netica [44]).

After parameter learning, we attempt to investigate the estimated probability distri-
butions of the model [46, 49]. The BN inference is carried out to estimate the posterior
probability distribution or suitable values for the tuning parameters [40, 43]. There are
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Fig. 10. BN network along with the distributions

Fig. 11. BN network and parameters (Netica)

various methods for performing the inference on a Bayesian model such as bootstrap-
ping, conditional probability queries, and cross validation. Based on the guidelines, cross
validation is the most used and appropriate method to validate BN models algorithms
and parameters [46]. Sensitivity analysis and predictive performance assessment are key
elements of the modelling process [72].

6 Bayesian UM Evaluation and Results

Based on the literature, themajority of studies have assessed performance and robustness
of the BN models [40, 73, 74] by using metrics such as Entropy (robustness of BN
structure), F-measure [75], Mean Square Error (MSE), and Mean Cross Entropy (MXE)
(for the performance) [43, 45]. Additionally, [46, 62] have also recommended to evaluate
the BN learning algorithm by employing themeasure of expected loss. Elicitation review
is another method for BN models evaluation [40, 44]. The aim of elicitation review
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is to check the clarity and consistency mostly in the structure of the BN model by
knowledge engineers and domain experts’ involvement. As a hybrid method of the
automated structure learning and the knowledge engineer have been applied for the
proposed BN structure, the elicitation review method is ignored.

6.1 Robustness of BN Structure: Sensitivity Analysis

For examining the robustness of the BN structure, the sensitivity analysis is carried out
which analyses how sensitive the network outputs or parameters are against the inputs
(observations) [40, 44]. This analysis assures the BN structure is correct or highlight
errors [76, 77]. The Entropy is one of the widely used metric in sensitivity analysis
to examine uncertainty in a probability distribution or BN modeling [40, 44]. In the
proposedUM, the inputs are the users’ contexts and the outputs are the users’ information
needs for novel, accurate, diverse, and popular papers. Therefore, it is examined how the
model diagnoses for novel, accurate, diverse and, popular papers are sensitive against
the users’ contexts changes. Therefore, the Entropy H(X) in the target node X, where
for example; X represents the probability of the user needs a novel paper (positive for
diagnosis of novel paper) is calculated as [40];

H (X ) = −
∑

x∈X
P(x) logP(x)

Since the calculation of Entropy is performed by using GUI in the Netica software
[44], it provides the benefit to change the nodes which have high Entropy in the GUI
and then, calculate the new Entropy for the target node easily. The sensitivity analysis
or entropy values for diagnosis ofH (X1), H (X2), H (X3), H (X4) where the contextual
nodes are evidences (C), are defined as follows:

H (X1) → pr(X1 = Positive|C) > 0.5(Novel paper)
H (X2) → pr(X2 = Positive|C) > 0.5(Accurate paper)
H (X3) → pr(X3 = Positive|C) > 0.5(Popular paper)
H (X4) → pr(X4 = Positive|C) > 0.5(Diverse paper)

Hence, the entropy value helps better understand which node (evidence (C)) is more
relevant to corresponding positive or negative diagnosis.

For the binary variables, the entropy ranges from zero to one (H (X ) : (0, 1)). Zero
indicates the minimum uncertainty and one represents the maximum uncertainty for a
target node against the evidence. Therefore, H (X ) = 0 represents → minuncertanity and
H (X ) = 1 represents → maxuncertanity. The sensitivity analysis results were ranked
by entropy value shown in Fig. 12. These results only consider observations one at a
time. Additionally, each variable or node was associated to a diagnosis node, which has
certain states.
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Fig. 12. Entropy values of BN nodes

As shown in Fig. 12, the results of sensitivity to diagnoses nodes revealed that, for
all four nodes of novel, popularity, diverse, and accurate, the entropy reduction values
were approximately equal to zero for the nodes of SI5, SE1, SE2, SE3, SE4, SE5 and
ST1 (refer to the Data CodeBook in Appendix). Further examination of the CPTs of
the mentioned nodes confirmed that SI5, SE1, SE2, SE3, SE4, SE5 have no impact on
the rest of the network. For this reason, these nodes were removed from the network.
However, since the ST1 node has an impact on the PK node, this node remained in the
network. Interestingly, the results of sensitivity analysis also confirm that the impact of
environment context is not significant compared to other contexts. Thus, entropy values
substantiate that BN model’s outputs are not sensitive against the SE1, SE2, SE3, SE4
variables that represent the time (environment context). Figure 13 shows the maximum
uncertainties forH (X1), H (X2), H (X3), and H (X4). The nodes of pre-knowledge and
task are in a positive group. The nodes that are in a positive group for a novel, accurate,
diverse, and popular papers are as follows:

H (X1) → pr(X1 = Positive|PK,TA,RU , SU , SI) > 0.5
H (X2) → pr(X2 = Positive|SI ,AS,TA,PK) > 0.5
H (X3) → pr(X3 = Positive|SI ,PR, JR,Pk,TA) > 0.5
H (X4) → pr(X4 = Positive|SI , JR,PK,TA) > 0.5

Based on the entropy values, a moderate uncertainty level has been obtained for
the diagnosis nodes against the users’ learning style nodes (SL1, SL2, and, SL3) which
divulges the moderate significance of this context compared to other contexts such as
TA and PK for the accuracy of the BN model.

Fig. 13. Maximum entropies
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6.2 Comparison of BN Algorithm-Expected Loss

For learning the BN structure, a constraint-based learning algorithm called Grow-Shrink
(GS) algorithm has been applied based on the guidelines indicated by [46]. To evaluate
the performance of the GS algorithm, the Expected Loss ρ(a) of the applied algorithm
is calculated and compared to the ρ(a) of Max-Min Hill-Climbing (MMHC) algorithm
which is a combination of constraint-based and search-and-score techniques (Hybrid
algorithm) [44] using the same dataset. The Bayesian expected loss is defined as the
expected loss under the predictive distribution [75]:

ρ(a) = ∫ l(a, y)P(y|x,D)dy

As shown in Fig. 14, if training examples are drawn independently at random accord-
ing to unknown distribution P(x,y) and the learning algorithm analyzes the training
examples and produces a function f, given a new point <x, y> drawn from P, the func-
tion is given x and predicts ŷ = f(x) therefore the loss L(ŷ,y) is measured [78]. The goal
of a Bayesian learning algorithm is to find the f that yields the the lowest expected loss
EP(x,y)

[
L(f (x), y)

]
. In other words, loss function is used to determine which Bayesian

learning algorithm is better suited for a certain problem and dataset.

Fig. 14. Loss function for a supervised ML algorithm

To calculate the ρ(a), the bn.cv method in “bnlearn” package was used. The lesser
is the expected loss, the better is the algorithm in terms of the performance [46]. As
represented in Fig. 15, the results disclosed that the EL of GS algorithm is (ρ(a) =
0.341486) and MMHC is (ρ(a) = 2.350423) by applying the KFCV method. It means
that the GS algorithm produces a BN model which fits the data of this study better than
the MMHC algorithm. Therefore, GS performs better than the MMHC algorithm and it
is more fitted to the dataset of this study for the BN modeling.

6.3 Predictive Performance Assessment

To assess the predictive performance of the BN model, three metrics of F1-score, Mean
Square Error (MSE), andMeanCross- Entropy (MXE) have been estimated using CFCV
method (K = 10) as recommend in the literature [46, 73, 75]. Table 1 represents F1
score, MSE, and MXE of the BN model (overall and four levels) for each of the folds.
In addition, the mean of the measures has been calculated.
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Fig. 15. Loss function

Table 1. BN model predictive performance results.

The best score for F1,MSE, andMXE are 1, 0, and 0 respectively which indicate that
the results surpass the determined thresholds. Figure 16 shows the average for means
calculated for 10 folds. The performance results in this research are promising, however,
better results might be achieved by using larger dataset with more instances.

The Conditional Probabilities Tables (CPTs) entailed by the BN network for each
node overcome the contexts’ changes and uncertainty that might happen due to the users’
contexts such as task, background knowledge, and research interests.
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Fig. 16. F1score, MXE & MSE means of 10 folds

7 Discussion: Proposed Model Advantages

The proposed Bayesian UM in this research aimed to diagnose the users’ information
needs based on the relevant contexts. In the following, we outline the main advantages
of the proposed model.

First, this research proposes a contextual Bayesian UM for supporting the diagnosis
of scholars’ information needs in terms of four levels of diverse, novel, accurate, and
popular papers based upon the contexts. Such diagnoses are important because of their
ability to provide paper recommendations that are relevant to the users’ context and
appropriate to their information needs. This model could be embedded in the recom-
mending process to generate more appropriate paper recommendations related to their
contexts.

Second, use of too much contextual information causes complexity and ambiguity
in the system due to irrelevant, redundant, inconsistent, and noisy data [11, 13, 33–35].
In fact, each piece of contextual information is considered an extra dimension of the
utility function of the recommender. Too many dimensions leads to a set of problems
of dimensionality [79, 80]. In addition, processing higher dimensional spaces impose
high computational resources requirements to discover useful knowledge patterns, and
adds extra costs to system development, especially to the data acquiring and processing
phases. This research identifies and highlights the most relevant contextual data in the
field of SRS that can be exploited by future studies in recommendation making.

Third, a few studies have emphasized diversification of recommendations [81, 82].
While today a user might look for novel papers in a particular area, tomorrow she might
be interested in themost popular papers. This research connects the different paper levels
not only with the user profile such as knowledge, preferences, and task but also identifies
the paper’s features such as keywords, citation, author, etc. for each level. This helps
researchers to classify papers based on the identified features.

Finally, the proposed decision UM in this research applied a BN probabilistic app-
roach where the contexts and four paper levels are all connected to build a realistic
graphical model. The model could be used to build more intelligent SRSs, which diag-
nose scholars’ information needs and provide better experiences for them. Besides, the
fundamental working principle of this research is the closest technique to the human
reasoning or rationality, so-called Bayesian Thinking or Bayesianism philosophy [40,
83–86]. As shown in Fig. 17, the Bayes’ rule applies the past data (prior probability) and
present data (likelihood of the evidence) to predict the future (posterior). Therefore, it
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updates the degree of belief in order to come up with a new or updated strength of belief
(posterior) [40].

Fig. 17. Bayesian thinking

This method simulates the process of paper evaluation and selection (designmaking)
by scholars. We argue that this theory is the single most important tool for representing
appropriate strengths of belief to understand human opinion which is constrained by
ignorance and uncertainty [40, 84–86]. It can also be used to reach decisions in those
circumstances where very few observations or pieces of evidence are available.

8 Recommendations for Future Studies

This research is one of the first attempts in the field of ContextualUXModeling for SRSs.
We encourage further research in this field. Some of the possible areas of investigation
are discussed below.

The identification of users’ information needs is not an easy task and needs bet-
ter understanding about the users’ perceptions via long term studies and observations.
However, because of the high complexity of data collection for users’ perceptions and
different feelings as well as users’ reasoning methods, they were not considered and
have been left out in this study. As a future work, we are interested to deploy the BN
model in a real environment and evaluate acceptance and feedback reported by the end
users. The contextual user experience model using Bayesian networks can diagnose the
users’ information needs in four levels of accurate, diverse, novel, and popular papers.
Identification of users’ information need is very vital in retrieving the best papers for
them. Therefore, embedding the proposed model in the scholarly recommending sys-
tems can be fruitful in recommending process to analyze the users’ needs in long-term
intervals.
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Abstract. Due to advances in technology, the topic “AI in HCI” is a growing
research area with contributions from several research communities. To better
understand the current and potentially future research activities, a workshop “AI
in HCI” took place as part of the first AI in HCI conference. The intent of the
workshopwas twofold: to explore the research landscape ofAI inHCIwith current
and potentially future research topics, as well as building the foundation for a
community of international researchers in this area. The workshop was facilitated
as a four and a half hour, remote, interactive workshop. 20 researchers attended the
workshop.During theworkshop, the participants brainstormed individual research
topics which were grouped into 10 research categories. The participants assigned
votes to the ten categories. The categories “Trust”, “Ethical AI” and “Human-
Centered AI” received most votes. Afterwards the participants underwent a deep
dive into the three top scored categories, elaborating per category on research
questions, research approaches, research challenges, and beneficiaries. During
the workshop on July 24 2020, only the topic “Trust” was elaborated. Two follow-
up sessions elaborated the other two categories. This paper presents structure and
results of the workshops, including the follow-up sessions and relates the results
to other publications in this area. Moreover, further elaborating on the workshop
results, this paper proposes a framework for Human-Centered AI for building
trustworthy AI-enabled systems.

Keywords: HCI · AI ·Workshop · Co-creation · Trust · Ethical AI ·
Human-centered AI

1 Introduction

The topic ofArtificial Intelligence (AI) inHuman–Computer Interaction (HCI) is a grow-
ing research topic. Growing does not mean that the topic is new. The opportunities and
concerns associated with AI-based technology are rather old. The “Dartmouth Summer
Research Project on Artificial Intelligence” is considered the first event about the topic
of Artificial Intelligence (AI) in 1956. It lasted two months and was originally planned
for eleven attendees [1, 2]. Some of the concerns about transparency, explainability, and
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trust (to mention some of the key words from today’s research agenda) are not that new,
either. Weizenbaum [3] raised ethical question about the use of computer and artificial
intelligence and made a distinction between making “decisions” (by the computer) and
making “choices” (by a human user). It seems that such a distinction is still valid today.

Looking at AI research, development, and applications, one significant difference
between the twentieth century and the twenty-first century is the adoption. While AI
was a niche technology in the twentieth century, it can be reasonably predicted that it
becomes a mass technology in the twenty-first century [4]. Because of that adoption
trend, there is a revival and growth in the research of AI-based technology. Motivated
by this revived interest, the authors have designed and organized a workshop, aiming
to involve researchers from both fields, in order to identify topics that are of imminent
interest to the research community. In this sense, the workshop organizers pursued to
examine with a fresh look something which is already under its way – in research,
development and/or use.

Theworkshopwas held in the context of the 1st International Conference onArtificial
Intelligence in HCI.1 The Conference, as well as the workshop has picked the title “AI in
HCI” on purpose. Today, we are aware of two main perspectives: “HCI for AI” and “AI
for HCI”. “HCI for AI” deals with the human–computer interaction of systems which
use AI-based technologies. “AI for HCI” deals with the use of AI-based technology
for the generation of human interaction system. The generation can include the human
interaction system itself, aswell as artifactswhich are needed to create such a system, like
user models, task models, goal models, dialog models, user interface design generation,
verification, validation and others. Sibling disciplines like “generative design” use AI-
based technologies already for the creation and optimization of hardware products, for
instance the first commercial chair designed by generative design [5].

There is an overlap between the two groups. In the mid or long-term future, “AI for
HCI” techniques and practices can be applied to generate human–computer interaction
systems which are used for the interaction of AI-based technical enablers (“HCI for
AI”). Such techniques may implement needed capabilities in the AI-based enabler to
comply with a future ethical standard for the use of AI-based technical enablers. Such
“AI for HCI” techniques themselves need to comply with standards which require the
application of “HCI for AI” principles. Second and third order combinations of “HCI
for AI” and “AI for HCI” are thinkable.

1 http://2020.hci.international/ai-hci.html.
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There have been a variety of other workshops which facilitate the discussion on this
topic, often as part of a conference.2 In this sense, the workshop itself was not new as
a concept. However, it aimed to bring together researchers from both fields, in order to
pursuit a broad exploration of the topics that researchers in the field are interested in,
work on, or believe that should be addressed in the near future. The workshop involved
activities borrowed from co-creation workshops, which have been reported to enhance
innovation, unlock new sources of competitive advantage, and strengthen valued rela-
tionships [6]. A key objective for conducting the workshop was also to create map
for researchers in the field of AI in HCI, by exploring the field through the structured
activities of the workshop.

The remainder of this paper is structured as follows: Sect. 2 describes the workshop
scope and format; Sect. 3 presents the workshop results for each activity, and namely
expectations and concerns, all the identified AI in HCI research topics, as well as the
analysis of the three most important topics as these were voted by participants; finally,
Sect. 4 concludes this paper by discussing findings and highlighting future research
topics in the field.

2 The Workshop

2.1 Workshop Scope

In this workshop we attempted to bring together researchers and professionals interested
in “AI in HCI” to explore the research landscape, and not to zoom in on a specific topic.
We also wanted to understand the priorities of the identified research topics, and how
to address them. The discussion and the result should not only help to inspire fellow
researchers. It also intended to identify blind spots and to inform research roadmaps.
Furthermore, we planned to use the workshop to build a community around the topic
“AI in HCI”.

The conference “AI inHCI” (Artificial Intelligence inHuman–Computer Interaction)
took place first time in July 19–24, 2020. The AI in HCI conference is affiliated with the
HCI International conference. The AI in HCI conference was originally planned as an
in-person event. Due to the Covid-19 epidemic, the conference with all of its sessions
took place as a virtual event, including the workshop “AI in HCI”.

2 AAAI Conference on Artificial Intelligence (AAAI), International Conference on Knowledge
Discovery and Data Mining (ACM CDD), International Conference on Human Factors in Com-
puting Systems (ACM CHI), Conference on Computer Vision and Pattern Recognition (IEEE
CVPR), International Conference onDesigning Interactive Systems (ACMDIS), EuropeanCon-
ference on Computer Vision (ECCV), ACM/IEEE International Conference on Human Robot
Interaction (HRI), International Conference on Multimodal Interaction (ACM ICMI), Confer-
ence on Computer Vision (IEEE ICCV), Neural information processing systems (NeurIPS),
International Conference on Machine Learning (ICML), International Conference on Artificial
Intelligence (IJCAI), International Conference on Intelligent Robots and Systems (IEEE IROS),
International Conference on Intelligent User Interfaces (ACM IUI), ACM Symposium on User
Interface Software and Technology (ACM UIST), International Conference on User Modeling,
Adaptation and Personalization (ACM UMAP).
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2.2 Workshop Format and Participants

The workshop was announced as an event on the HCI International 2020 conference
website. Participation in the workshop was by invitation, to ensure that the number of
participants would be manageable for a virtual event and to foster an efficient and effec-
tive online collaboration. Researchers who expressed interest in the workshop received
an invitation and were asked to fill-in an online form, indicating their current research
interests in the area of AI in HCI, as well as their top five topics in the field. Individuals
who filled-in the form were invited to the workshop, which took place as a virtual event.
The workshop duration was 4.5 h.

A total of 20 researchers from nine countries participated in the workshop, working
in universities, research institutions, or industry. The workshop involved eight activities,
and in particular:

1. Welcome and objectives
2. Self-introductions
3. Workshop expectations and concerns
4. Summary of research topics in the area of AI in HCI proposed through the online

form and exploration of additional research topics
5. Ranking of research topics
6. Elaboration on high ranked research topic categories
7. Summary and next steps
8. Feedback about the workshop itself.

Welcome and Objectives
During this activity, participants were welcomed to the workshop. Before any discus-
sion about the objectives of the workshop and the agenda, an ice-breaker activity was
employed, aiming to make participants feel comfortable with the teleconferencing plat-
form settings (e.g. enabling and disabling their microphone and camera, adjusting audio
volume), as well as to stimulate discussions. In particular, upon joining, each participant
was asked to give a weather report from their location.

Self-Introductions
To further stimulate discussions and information sharing, participants were asked to
present to the group their favorite food and also to briefly introduce themselves. In
this respect, one slide per participant had been prepared with the participant’s research
interests and top five in the area of AI in HCI, as provided through the online form.

Workshop Expectations and Concerns
This activity aimed at identifying what the participants expected from the workshop,
which were their own objectives for joining, and to discuss any concerns, so as to ensure
that they would be addressed as much as possible during the workshop.

AI in HCI Research Topics
This activity aimed to identify which topics were considered as generally important in
the field, or of particular interest for workshop participants. All the topics that emerged
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were clustered into categories, which were ranked through voting, so as to prioritize
them and guide the following workshop activities.

Elaboration on High Ranked Research Topic Categories
For each one of the three highest ranked categories, this activity intended to expand the
following: (i) main research questions, (ii) research approaches that should be followed,
(iii) challenges entailed and points of concern, and (iv) beneficiaries. For each one of
the aspects to be discussed, participants were given some time to think and write their
ideas and perspectives in the chat area; they were however instructed to not share their
input with the group until the workshop facilitator asked them to, in order to avoid group
bias. As a result, on the facilitator’s command, everyone shared their ideas at the same
time. Then, the facilitator discussed each participant input recorded in the chat, in a
first-come-first-served basis, while the other facilitator typed the pertinent input in the
corresponding roadmap section.

During the workshop, due to time restrictions only the highest ranked topic category
was elaborated. Given the overall positive feedback of participants the other two topics
were explored in two follow up workshop sessions, each dedicated to elaborating one
single category.

Summary and Next Steps
This part of the workshop aimed to summarize the results of the workshop and give
participants the chance to comment on findings or add any additional input.

Feedback About the Workshop Itself
Before concluding the workshops, participants were asked to evaluate it, by identifying
what they liked (pros) and what they did not like (cons). They were instructed to type
their input in the chat area, without however sending it. When everyone was ready, the
workshop facilitator asked them to send their input simultaneously, so as to avoid group
bias.

Putting it all Together
The results from each one of the aforementioned activities were planned to be used for
creating the map for researchers in the field of AI in HCI. Figure 1 illustrates the empty
map, before the workshop, adopting the metaphor of a land to be explored. Input to the
map was planned to be added as follows: expectations identified during the third activity
would be identified as the wind blowing and assisting our hot air balloon to transport
us through this land, concerns expressed during the third activity would be marked as
sandbags dragging down the hot air balloon, each one of the three top-voted topics would
constitute a target location on the map, while the remaining topics would be added in
our “parking lot”, as topics for future exploration.
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Fig. 1. Map for researchers (template)

It is noted that the visualization method is novel and was created by the authors,
having however been inspired by various other co-creation methods, such as hopes and
concerns,3 hot air balloon,4 and parking lot.5

3 Results

This section summarizes the results from each one of the activities that were carried out.

3.1 Workshop Expectations and Concerns

Using a shared whiteboard, divided in two columns, participants were asked to type
in their expectations from the workshop and point out their concerns. Prior to using
the shared whiteboard, participants were introduced to the functionality and allowed to
experiment.

In brief, participants indicated that they expected from the workshop to:

• Identify some important research issues
• Produce new ideas
• Understand and learn new things

3 https://www.funretrospectives.com/hopes-and-concerns/.
4 https://toolbox.hyperisland.com/hot-air-balloon.
5 https://toolbox.hyperisland.com/parking-lot.

https://www.funretrospectives.com/hopes-and-concerns/
https://toolbox.hyperisland.com/hot-air-balloon
https://toolbox.hyperisland.com/parking-lot
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• Learn about opinions and ideas in HCI/AI research
• Gain and understanding of other researchers’ concerns in relation to AI in HCI
• Exchange views and ideas and collaborate with AI & HCI researchers
• Create new contacts

In addition, only two concerns were identified, and in particular:

• Restrictions to participation that might stem from the online mode of the workshop,
and

• Issues related to understanding the scope of the workshop

3.2 AI in HCI Research Topics

Using the top five research topics provided by participants through the online form,
a shared whiteboard had been prepared prior to the workshop. During this activity,
participants were asked to group them in clusters, through group discussion coordinated
by the workshop facilitators. Figure 2 illustrates the whiteboard, as it resulted through
the group discussion.

Fig. 2. Original workshop whiteboard with topics’ clustering
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In particular, this workshop activity resulted in the identification of ten research
topic categories (clusters), which are important or of interest in the field of AI in HCI.
In particular, the identified categories were as follows (reported in the order that they
were discussed): ethical AI, prediction, human-centered AI, trust, standards, influence
technical design, human control vs. computer automation, data acquisition, continuous
learning, and augmented/virtual reality. For each one of the topic categories, a number
of individual research topics was identified, as presented in detail in Table 1.

Then, the research topic categories, were put into a poll which was presented to
participants’ screen. Participants were asked to select up to three categories which they
considered as more important. Sixteen votes were casted. The ranking of results, as well
as the number of votes acquired is presented in Table 1.

Table 1. List of AI in HCI research topics and categories, ordered by rank

Rank Topic category Topics/Keywords Votes

1. Trust • Understandability of AI
• Cooperation between AIs
• Explainable AI
• Products and AI

8/16 (50%)

2. Ethical AI • Diversity and user representation
• AI fairness
• AI bias
• Ethical aspects of AI
• Ethical AI
• Ethical use of AI
• Are appropriate methods put in place to
stop “runaway AIs”?

• Standardization of data-based ethical
protocols

6/16 (38%)

3. Human-Centered AI • Human-centered AI
• Migration for alternation of user
generations

• Human-centered design for AI
• Human in the loop AI
• HCI principles and UCD design applied
to AI

• Personalized service mode
• User experience (UX) design for AI
• Ability-based interface
• Human-Machine interface and UX
• Self-awareness for decision making
• Interdisciplinary research

6/16 (38%)

4. Prediction • Artificial neural networks and their use
for prediction

• Process for efficiency

3/16 (19%)

(continued)
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Table 1. (continued)

Rank Topic category Topics/Keywords Votes

5. Influence technical design • How closely should AI be designed to
copy human cognition

• Fine tune AI algorithms using human
ways of solving a problem

• Relationship between human and
artificial intelligence

3/16 (19%)

6. Human control vs. computer automation • Human control versus computer
automation

• Human versus machine on task
performance

• Safety of human-robot collaboration
• Collaboration between AI solutions and
human experts

3/16 (19%)

7. Data acquisition • Multimodal data
• How to collect people’s information?
• Inter-individual differences in
perceptions of likeability between
virtual and real characters

• Natural and vision based interfaces for
data acquisition

• New sensors

3/16 (19%)

8. Continuous learning • Continuous learning 1/16 (6%)

9. Augmented/virtual reality • Inter-individual differences in
attributions of trust between virtual and
real characters

• Inter-individual differences in
perceptions of attractiveness between
virtual and real characters

• Inter-individual differences in virtual
and real characters in the uncanny valley
hypothesis

• Moderators in the perception of virtual
and real characters in the uncanny valley
hypothesis

1/16 (6%)

10. Standards • AI and HCI within standardization
• Case study protocols

1/16 (6%)

3.3 AI and Trust

For the category ofAI and trust seven research questionswere identified and the pertinent
research approaches to explore them, as presented in Table 2.

Having already elaborated on the research questions and research approaches, the
group identified five main challenges in this pursuit, and in particular:

• C.1: Diversity of end users and context
• C.2: Influence of risk on trust (how does risk influence trust?)
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Table 2. AI and trust: research questions and approaches

Research question Research approaches

RQ.1 How does trust influence usability? • User studies

RQ.2 What influences trust? • User studies
• Validated questionnaires

RQ.3 What does not influence trust? • User studies
• Validated questionnaires

RQ.4 How to measure trust? • Development of instruments to
measure trust

RQ.5 How to present explanations to be
understandable and trustable?

• Design exploration
• Collaboration with AI architects
and software engineers

RQ.6 Explainability: in case of system
failures: how can the system
identify the reasons and directions
for improvement?

• Design exploration
• Collaboration with AI architects
and software engineers

RQ.7 What is the role of trust in user
acceptance?

• User studies
• Validated questionnaires

• C.3: Communication between the research fields involved (namely AI and HCI)
• C.4: Scalability of existing methods
• C.5: Privacy vs. performance

Finally, four main beneficiary groups were identified and namely:

• B.1 Users
• B.2: Stakeholders
• B.3: Designers
• B.4: Engineers (development team)

3.4 Ethical AI

For the category of ethical AI, eleven research questions were identified as well as the
research approaches that should be used to pursuit them, as presented in Table 3. As
noted in Sect. 2.2, this workshop was conducted on a separate session. Having already
been familiarized with the process, more research questions were identified, which led
to further clustering them into groups.

Four main challenges were identified by the group in the context of research
endeavors in ethical AI, and namely:

• C.1: Understand bias in data
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Table 3. Ethical AI: research questions and approaches

Group 1 - Ethical rules

Research questions Research approaches

RQ.1: Can we create a legal framework for ethical
AI so that AI ethics conform to human perceivable
rules?
RQ.2: How to apply ethical rules on the AI
implementation pipelines?
RQ 3: What are ethical rules? Are there global vs
regional ethical rules?
RQ 4: How to identify deviations and identify which
are acceptable and which not? (it would be good if
the machine had a consciousness mechanism
built-in to identify deviations)

• Action design research
• Recognized committee to define ethical rules
• Multidisciplinary: participation of lawyers |
ethicists | philosophers

Group 2 - Skills

Research questions Research approaches

RQ.5: What are the main ethical skills/competencies
needed by AI designers, experts and professionals?
RQ.6: How can we create an Ethical Skills
Framework for AI to extend the existing SFIA7/8?

• Action design research
• Introduce ethical discourse lessons in universities
to train software engineers and designers

Group 3 - Traceability and training

Research questions Research approaches

RQ.7: How to foster traceability of ethical decision
making (back to their roots)?
RQ.8: How to fit human values in machine
perception? How can AI know what is good or
wrong since it lacks human skills such as empathy?
RQ.9: AI bias and training data: a lot of time, the
bias was introduced by training data, which reflects
human bias. If AI bias comes from human bias, who
is responsible? (fixing & liability)

• Cause-effect analyses to trace down the root cause
• Apply Human Centered Design (HCD)
approaches.

Group 4 - User participation

Research questions Research approaches

RQ.10: How can humans participate in AI decision
making on ethics, giving their feedback on decisions
made?

• Develop frameworks, methods, and tools for HCD
in AI

• Classical HCD with dif-ferent types of human
in-volvement/comparison

Group 5 – Implemented ethic rules

Research questions Research approaches

RQ.11: Machine autonomy and ethics: when the
machine makes more of its own decisions, how do
we embed ethics into the machine autonomy? (Peril
of less human control | ethics of function allocation)

• Multidisciplinary teams, including software
engi-neers, HCI researchers/practitioners,
ethicists, etc.

• Human in the loop ap-proaches
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• C.2: Bias can be introduced not only in training but also during the entire lifecycle
(using | evaluating) and how to identify it

• C.3:Beyond engineering: become heavily influenced by socialmovement and politics.
• C.4: Legitimacy aspects: Cognitive, normative, pragmatic, generic

Regarding beneficiaries, the group unanimously agreed that everyone will benefit
from ethical AI, identifying two coarse categories: the entire society, and professional
organizations.

3.5 Human-Centered AI

For the category of Human-Centered AI (HCAI), the workshop resulted in identifying
fifteen core research questions, organized in three main groups, as summarized in Table
4.

Several challenges were identified with regard to HCAI, and namely:
There are no standard group of trustworthy characteristics.

• C.1: Collaboration ofAI engineers/researchers andHCI/UXpractitioners/researchers.
• C.2: AI community is less concerned about HCI.
• C.3: AI and HCI communities continue to follow parallel but separate pathways.
• C.4: Algorithm designers are not that interested in taking human rules as input.
• C.5: Definition of HCAI reference framework and competence model (skill areas and
knowledge areas).

• C.6: Validation of new methods/frameworks/metrics requires time and effort - while
AI systems are already being deployed.

• C.7: Sufficient and relevant application examples.

Beneficiaries, were again suggested to be the entire society and professional
organizations.

3.6 Workshop Evaluation

Participants’ workshop evaluation comments weremainly positive, regarding the collab-
oration and group dynamics, theworkshop organization, aswell as the overall discussion.
These are quotes (some modified due to spelling mistypes):

• It was my first online co-creation meeting:) I think that despite not being in the same
room we could collaborate quite well.

• I greatly enjoyed the workshop. I like the way you organized it. I regret we were not
able to tackle more deeply the other topics and I wish we can do that in the future.

• Interesting discussion and nice experience, good collaboration, we needed more time.
• It was positive tomeet researchers from various domains sharing their opinions, happy
to hear that ‘trust’ is an important topic to us all.

• Getting to know each other and their interests of AI in HCI.
• I like the enthusiasm of the group on this topic.
• I liked the collaborative format.
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Table 4. Human-centered AI: research questions and approaches

Group 1 - Process

Research questions Research approaches

RQ.1: Can HCAI be used by system engineers to set
system trustworthy characteristics and values?
RQ.2: How can the AI research community
converge with the HCI research community and
vice versa, and identify common research fields?
Can AI design follow a HCD procedure?
RQ.3: How to effectively involve humans (as in
HCD) to design or give feedback to something that
they may not understand with regard to how it
makes decisions?
RQ.4: What is the difference between a
HCAI-SDLC methodology and a traditional
HC-SDLC methodology?
RQ.5. When and how to involve the technology
experts into the design process?
RQ.6: Can we still use the same HCD process?
RQ.7: How are/will all ISO related HCD standards
get impacted by HCD AI issues?

• Specify a design frame-work that applies the
HCD approach to the AI systems implementation.

• Development of representative use cases.
• Digital and physical ethnography.
• Research of applied processes and lessons learned.
• More interactive AI

Group 2 - Measurement and quality

Research questions Research approaches

RQ.8: What dependencies exist between quality of
technical capabilities (e.g. trained model) and user
experience/usability qualities?
RQ.9: What is the impact of AI on DevOps?
RQ.10: How much does AI user trust influence the
user experience working with an AI System?
RQ.11: How can we measure UX in AI systems?
RQ.12: How can we measure trustworthiness?
RQ.13: What technical capabilities of AI
technologies contribute to trustworthiness?

• Expand existing methods/frameworks to measure
UX

• Empirical research: user studies & usability tests
• (technology & trustworthiness):
experiments/usability tests

Group 3 - Collaboration with technology

Research questions Research approaches

RQ.14: Human-centered XAI: How to make AI
explainability more like human explanations?
RQ.15: Combination of human traits with AI
design: can we find AI architectures supporting
human-like approaches?

• Algorithm and architecture design.
• Digital and physical ethnography.
• Research to see if HCI and Engineers can decide
how HCD can work for both of them

• I liked the informal atmosphere, the opportunity to speak and share regardless of the
level of each.

• I appreciated the heterogeneity of the participants.
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Negative remarks mainly referred to technical restrictions and were the following:

• Wearing a headset for many hours is tiring, I miss the actual social interaction of
physical meetings.

• Facing technical issues.
• We needed more time.

3.7 The AI in HCI Research Map

The synthesis of all participants’ input resulted in theAI inHCI researchmap, visualizing
the three main categories, as well as the research questions, research approaches and
challenges for each one. The resulting map is presented in Fig. 3.

Fig. 3. AI in HCI map for researchers (results)

4 A Framework for Human-Centered AI

Aiming to consolidate findings and move forward to a classification of the research
topics that emerged, further analysis was carried out. The elaboration on the outcomes
of the workshop lead to the conclusion that the three topic categories are not only timely
and in accordance with existing literature, but also they are tightly coupled together. In
more detail, research issues identified in the context of ethical AI reflect those technical
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qualities that will lead to a trustworthy AI system, while the methodological approach to
pursuit them is the Human-Centered AI process. In a nutshell, the diagram of AI in HCI
research topics presented in Fig. 4, provides a classification of the research topics into
three main categories: those that mostly pertain to the technical AI system, those mostly
relevant for the Human-Centered AI design process, and finally those that are important
for users and stakeholders for operating and maintaining an AI-enabled system that is
trustworthy.

In particular, as illustrated in Fig. 4, trust refers to the qualities that an AI-enabled
interactive system should have so that it is operated and maintained by users and stake-
holders, being useful, effective, efficient, satisfactory, safe, as well as fair and ethical.
Such qualities – as they were identified through the workshop – refer to trustworthi-
ness and usability, understandable and trustable explanations, explainability with regard
to system failures, as well as trust concerning user privacy vs system performance. To
achieve this, trust measurement efforts need to take into account the diversity of end
users and contexts, providing validated questionnaires, and other instruments to mea-
sure trust, which eventually constitutes a major counterpart of the overall UX with an
AI interactive system. Trust requires human participation in the AI decision making
and spans several application domains. When seen from a technical perspective, all the
activities of the infrastructure for the development of an AI-enabled system (as these are
illustrated in Fig. 4) should consider legal issues, standards, and societal aspects, as well
as ethics rules. Points of concern for developing ethical AI attributes refer to processes,
system architecture and capabilities, as well as data and models used to train the system.
Finally, seen from the design infrastructure perspective of an AI enabled interactive sys-
tem, efforts to achieve ethical and trustworthy AI should focus on multidisciplinarity, as
well as active user involvement in the phases of empathizing and discovery, definition and
exploration, as well as design and evaluation. Finally, a cornerstone and common point
in all relevant endeavors, has been identified to be the collaboration between HCI and
engineering researchers and practitioners, as well as the integration of Human-Centered
AI and Software Development Life Cycle (SDLC) process and methodology.

5 Discussion and Conclusions

This paper has presented the activities and outcomes from a workshop conducted with
20 researchers and practitioners in the fields of AI and HCI, aiming to identify the topics
that matter most to researchers from both fields, rank them, and elaborate on research
questions and approaches to address them, on challenges and beneficiaries for the highest
ranked topic categories. Participants’ expectations matched the aims and objectives of
the workshop, mainly revolving around collaboration and community building, as well
as learning and exploration of topics in the field.

Despite the online format of the workshop, the co-creation activities were successful
and yielded rich results. In particular, a total of ten research categories were identified,
while the following three topics were ranked as those that matter most: AI and trust,
ethical AI, as well as human-centered AI. Overall, the categories identified by the work-
shop as the ones that matter most are aligned with recent concerns and efforts reported
in literature.
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Fig. 4. Diagram of the human-centered AI framework

Explainable AI is one of the most discussed topics in the field of AI and trust, with
several literature reviews and surveys published. The survey of Vilone and Longo [18]
covers “the methods of explainability as a whole” (p. 2), and is based on Adadi and
Berrada [18] and Guidotti et al. [26]. Arrieta et al. [9] undertake an analysis of literature
about XAI. They conclude that the AI principles “fairness”, “privacy”, “accountability”,
“ethics”, “transparency”, and “security and safety” are needed to achieve a “responsi-
ble AI”. Phillipps et al. [10] propose four AI principles: “Explanation”, “Meaningful”
(explanation is meaningful), “Explanation Accuracy”, and “Knowledge Limits”. There
are domain specific research efforts, e.g. for healthcare [11] and mental health [12].
Mohseni et al. [13] identified three user roles and articulated role specific design goals
and evaluation measures. The literature was mapped to the different goals and measures.
Miller [14] explores the XAI topic from a social science perspective and highlights
four findings: Explanations are contrastive (A instead B), explanations are selective (i.e.
incomplete), probabilities probably don’t matter, and explanations are social. He also
mentioned that explanations are contextual (p. 3).

Relevant to the topic of trustworthy and explainable AI is that of ethical AI. The
Organisation for Economic Co-operation and Development (OECD) has identified “five
complementary values-based principles for the responsible stewardship of trustworthy
AI” [15]. The principles have been adopted by some countries already. The European
Parliament sponsored a study to investigate the ethical implications and moral ques-
tions about the development and implementation of artificial intelligence [16]. Another
study elaborates how to transfer ethics to policies (van Wynsberghe 2020). Hagerty and
Rubinov [17] summarize the result of a literature review or more than 800 academic
publications. It concludes that significant regional differences exist, AI can exacerbate
social inequalities and further actions is essential (p. 2, 3). A review identified and ana-
lyzed 84 global AI ethics guidelines found five ethical principles: transparency, justice
and fairness, non-maleficence, responsibility and privacy [18].
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Motivated by the need to emphasize on the human counterpart of the interaction
with AI system, Human-Centered AI is a perspective on AI that advocates the design of
intelligent systems with awareness that they are part of a larger system, which consists of
human stakeholders [19]. AI research teams in corporations such as Google, Microsoft,
and IBM have also focused on the design of human-AI interactions and have produced
pertinent guidelines [20–22]. At the same time, researchers in the field have proposed
frameworks for the systematization of the design of AI systems that are ethically aligned
[23], reliable, safe and trustworthy [24], as well as actively involving humans in the
AI-design loop [25].

The alignment of the identified topics with the current focus in AI in HCI literature
is a positive indication regarding the validity of the workshop results. Having resulted in
valid outcomes, amain contribution of this paper is that it provides amap for researchers,
highlighting for eachoneof the threemain identified themesof research (topic categories)
open challenges and approaches to tackle them. More importantly, further elaborating
on the workshop outcomes, this paper has proposed a framework for Human-Centered
AI that will result in systems that are trustworthy.

Taking a bird’s eye view, it seems that the controlled design for AI-based technolo-
gies, and the controlled design with AI-based technologies depends at least on a good
understanding of the underlying AI-based technology (technology drives qualities of
use). Mastering it and optimizing it for human use would be even better (qualities of
use drive technology). Mastery requires a joint effort between the technology and the
HCI community, to make AI-based technology human-centered, fair, and ethical, so that
citizens can trust it. The mentioned research activities above as well as the workshop
attempt to go a step into this direction. The drawn map may be used as a navigation tool
for such current and future research efforts, while the proposed framework provides a
tool to systematically approach Human-Centered AI activities.
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Abstract. AI/ML is often considered the means by which intelligence analysts
will overcome challenges of data overload under time pressure; however, AI/ML
tools are often data- or algorithm-centric and opaque, and do not support the com-
plexities of analyst sensemaking. An exploratory sensitivity analysis was con-
ducted with a simple Authorship Attribution (AA) task to identify the degree to
which an analyst can apply their sensemaking outputs as inputs to affect the per-
formance of AI/ML tools, which can then provide higher quality information for
continued sensemaking. These results show that analysts may support the perfor-
mance of AI/ML primarily by refinement of potential outcomes, refinement of
data and features, and refinement of algorithms themselves. A notional model of
collaborative sensemaking with AI/ML was developed to show how AI/ML can
support analyst sensemaking by processing large amounts of data to assist with
different inference-making strategies to build and refine frames of information.
Designing tools to fit this framework will increase the performance of the AI/ML,
the user’s understanding of the technology and outputs, and the efficiency of the
sensemaking process.

Keywords: Sensemaking · Decision making · Naturalistic decision making ·
Reasoning · Intelligence analysis · Artificial intelligence

1 Intelligence Analysis

Intelligence Analysis (IA) is a continuous process that requires collecting, processing,
exploiting, and disseminating information to inform decision making [7]. It has long
been studied in the social sciences due to several inherent challenges, including rec-
ognizing salient information from a surplus of non-diagnostic information [37], and
reasoning under time pressure [18]. This complex, high stakes, and time-constrained
process is exacerbated by cognitive biases and pitfalls to which analysts are subject
in their reasoning [17]. Finally, analyst cognition in IA often has no clearly defined
start or stop points – sensemaking begins and ends based on triggering events, available
data, analyst knowledge or previous experiences, or external factors such as deadlines
[18, 39].
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1.1 Challenges and Trends

Problems such as surplus information (diagnostic and non-diagnostic) are getting worse,
as a greater number of high fidelity sensors and networking capabilities increases the
amount of data being provided to intelligence analysts. Wide Area Motion Imagery
(WAMI) is just one example, in which each new WAMI sensor increases the amount
of video data collected (requiring processing and exploitation) by a factor of 10–65
over a typical sensor [25]. New Artificial Intelligence and Machine Learning (AI/ML)
technologies are being developed to enhance the speed of analysis, and to increase the
insights/knowledge gleaned from large datasets [24, 30].

New tools and AI/ML-driven technologies are not necessarily a panacea for these
complex cognitive issues. Overly-prescriptive analytic tools based on critical thinking
processes can reduce IA to a matter of assigning and shepherding probabilities to infor-
mation, which does not fully account for its complexities [18, 26, 28]. These tools are
not designed to facilitate analyst sensemaking processes, and can result in negative out-
comes such as analysts “jury-rigging” the data so that the tool produces the answer they
wanted in the first place, or disusing the technology altogether. Thus, it is critical to
understand how to best develop AI/ML-based technologies such that they truly aid the
sensemaking process of analysts.

1.2 Sensemaking in Intelligence Analysis

IA has historically been viewed through the lens of analytical thinking. Analytical think-
ing is a deliberate metacognitive process that requires reflection on the quality of one’s
own reasoning process in order to improve the way in which one reasons [27]. Generally
speaking, analytical thinking calls for tools and structured analytic techniques that are
relatively prescriptive in order to counter biases that analysts will likely encounter [15,
17].

Recently, however, the sensemaking paradigm has been suggested as amore accurate
portrayal of how analysts think while conducting IA [18, 28]. Sensemaking can be
defined as the process of structuring the unknown by organizing stimuli into a coherent
framework [38]. Different models of sensemaking in IA have been developed, all of
which share the properties of being iterative and constructive. New information is used
to confirm, modify, or disprove existing representations of information. Another key
difference between sensemaking and analytical thinking is that, in the sensemaking
paradigm, hunches and biases are useful in framing data, and are not to be removed
from the cognitive process. There are two sensemaking models associated with IA that
merit further discussion: The Fluidity and Rigor Model (FRM) is applied herein at
a more granular level (concerned with specific inference-making strategies), while the
Data/FrameModel (DFM) is applied herein at a higher level to describe how information
is aggregated and refined.

The FRM [38] describes the transition from creative thinking into more deliber-
ate thinking as uncertainty is iteratively reduced (Fig. 1). Multiple naturalistic studies
of intelligence analysts have used different terms to describe observed phenomena;
however, these phenomena can be expressed as the three building blocks of abductive,
deductive, and inductive inference making strategies [12, 14, 40]. Abductive inference
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is defined as making the best explanation possible given the information provided, and is
often the starting point for sensemaking. Deductive inference is used to test data against
different hypotheses or theories, while inductive inference is used to identify trends in
data and evolve creative explanations into more robust hypotheses or theories. As shown
in Fig. 1, the FRM shows that analysts will use these strategies in no particular order as
the amount of uncertainty (the cross-section of the blue triangle) decreases over time.

Fig. 1. Fluidity and rigor model. Adapted from [37].

The DFM was introduced by [21], and postulates how data are explained by fitting
them into a frame that links them to other data (Fig. 2). Frames can highlight causal
and/or conceptual relationships, describing how different pieces of data fit a narrative
or a construct. The DFM is cyclic, where frames guide the search for future data, and
new data are then used to refine a frame (e.g. preserve the frame, elaborate the frame, or
reframe the issue). The DFM has been commonly referenced as a model of sensemaking
in IA throughout the last decade, even being hailed as transformational [28].

1.3 Artificial Intelligence and Machine Learning

AI/ML tools and technologies are postulated to be the solution to challenges in IA,
especially regarding issues with large datasets [23, 41]. In practice, this is problematic,
as AI/ML-based tools present some challenges. The average analyst will not necessarily
have a background in computer science or appliedmathematics,which creates difficulties
in understanding and trusting how these tools arrived at the answer. To apply Ashby’s
Law of Requisite Variety, one must understand the inner workings of a system in order to
effectively interact with it [10]. Similarly, empirical work has shown that direct process
feedback will increase the understanding and trust of a system more strongly than peer
recommendations or face validity alone [8].

Recent research has shown that a large contributor to trust and understanding issues
with AI/ML is algorithmic opacity [32]. Neural networks, or “black box” methods,
provide little or no insight into how the result was obtained. Others have examined the
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Fig. 2. Data/frame model of sensemaking. Adapted from [20].

use of “gray box” methods such as decision trees, where analysts can see the weights
at each node, providing at least some insight [42]. These opacity issues reduce trust in
AI/ML technologies, since it is often insufficient in IA to tell a commander or policy
maker what the assessment is, but not why one has arrived at it.

1.4 Research Questions and Use Case

The increase of data is complicating the already challenging cognitive process of IA.
Analysts use sensemaking towrangle large, disparate, andmulti-modal data into a coher-
ent framework that informs decision making. With the desire to increase use of AI/ML
in the IA domain, we aim to understand how to elegantly integrate AI/ML technologies
into the human sensemaking processes to support analyst reasoning, rather than devel-
oping tools that force analysts to use a data- or algorithm-based approach. Within the
sensemaking paradigm, we can readily understand the roles of AI/ML technologies in
supporting analyst cognition. At a granular level, AI/ML should process large datasets to
provide abductive, deductive (e.g. classification), and inductive (e.g. clustering) analyses
(see FRM). At a higher level, AI/ML should facilitate the questioning of different frames
of information, supporting the decision to elaborate a frame or reframe the issue (see
DFM). Understanding the role of AI/ML in supporting the analyst, one of the primary
research questions we aim to address is: How can analyst sensemaking be used to affect
AI/ML performance? Since analysts benefit from effective AI/ML and suffer from inef-
fective AI/ML, it is important to investigate the mechanisms by which a human analyst
can influence the effectiveness of an AI/ML tool. Given the answer to the first question,
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the second research question we aim to address is: Can we develop a notional framework
for Human-AI sensemaking, where human analysts augment AI/ML performance, and
AI/ML tools are used to augment analyst sensemaking processes?

An Authorship Attribution (AA) use case was employed to begin answering this
question. AA is the process of analyzing data to classify/attribute pseudonymously-
written data to an author or organization based on the characteristics of their known
works [1]. AA is an exceptionally challenging domain for sensemaking, as each analysis
is highly context-dependent, and general algorithm-based approaches are quite brittle
across different data types, features, and algorithms. Without a massive set of quality
data to train a model on, the knowledge, skills, and experiences of the analyst are critical
to overcoming brittleness in developing insights in such a highly context-dependent
domain. Because AA is inherently context-sensitive, it is appropriate for this study.

2 Theoretical Foundations of Human-AI Sensemaking

Our approach to answering these research questions was to develop a notional model
or “folk theory,” which is useful to bridge the gap between mental models of relevant
phenomena and demonstrated scientific principles [10, 31], grounded in the context of
the use case at hand. Although there are many first principles accepted in the AI/ML
community of practice [9], there is a relatively small amount of literature to build such
a folk theory from. We worked under the premise that in some IA use cases (i.e. with
small, messy datasets, unsuitable for complex deep learning models), that a human-AI
team built on sensemaking processes will be more successful than an AI/ML technology
simply feeding an answer to the analyst to accept or reject. This interactive and col-
laborative approach, sometimes referred to as “immersive analytics,” continues to gain
traction with the advent of new technologies [33].

In general terms, the role of the analyst in supporting AI/ML performance is to
apply sensemaking to curate inputs (e.g. data and features) such that the AI/ML has the
best probability of success. For this study, we focus specifically on ML classification
problems (i.e. supervised learning). Although rare exceptions have been found [2], the
accuracy of a ML classifier (AML) is generally a function of the sample size of data
available to train and test the classifier (N) divided by the size of the set of potential
outcomes (O) (the number of authors in our use case):

AML ∝ N

|O| (1)

Input samples can further be refined as the proportion of “good” data (NG) divided
by the total amount of data available, which also includes “bad” data (NB). Therefore,
the likely accuracy of a ML classifier can be expressed as:

AML ∝
( |NG |

|NG |+|NB|
)

|O| (2)

To simplify the complex nature of different relevant factors, we define good data
as referring to two characteristics: First, it is the use of the most diagnostic features
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in the context of the data, and the exclusion of the features that are non-diagnostic.
Second, it refers to cases where there is not an undue amount of noise or number of
idiosyncratic characteristics present. Conversely, bad data consists of cases that use non-
diagnostic features, or that introduce noise into theMLclassifier by being subject to some
idiosyncratic condition or error in processing (e.g. tagging, indexing, etc.). In an example
of AA with emails, bad data may include forwarded emails (where the majority of the
text was not written by the author of interest), or cases in which automated text/column
wrapping creates an artifact of inserting several hyphens not actually representative of
the author’s punctuation usage. Some research argues that the amount of good data
required is proportional to the desired error rate of the classifier [13]. Others say that a
dataset is good if it has at least 10 cases for each feature being used (also referred to as
the dimensionality of the data) [36].

Given Eq. 2, we can see that the three mechanisms by which one could apply
sensemaking to affect the performance of a ML classifier tool would be:

• Remove extraneous outcomes (Minimize |O|): As |O| approaches one, the value of
AML approaches one in Eq. 2. Thus, the most powerful role an analyst can adopt is
to apply sensemaking to reduce the number of potential outcomes, providing greater
power to the AI/ML. This is also the greatest risk, however, since removing correct
outcome will have the probability of success approach zero.

• Increase the amount of good data (Maximize |NG|): Because |NG| is in both the
numerator and denominator of the upper half of Eq. 2, the next most powerful role an
analyst can adopt is to maximize the amount of good data being fed into the AI/ML.
This can take the form of not only increasing the sample size of representative data,
but also of selecting the most salient features for exploitation.

• Decrease the amount of bad data (Minimize |NB|): Similarly, an analyst can apply
sensemaking to remove non-representative data, event/context-idiosyncratic data, or
improperly parsed or tagged data.

3 Methods

We built upon these theoretical foundations by conducting a simple exploratory analysis
with a sample dataset to assess a variety of different factors. More specifically, we aimed
to build on the theoretical understanding by exploring the effects of: Algorithm selection
(not explicitly included in Eqs. 1 and 2), the overall quantity of data (N), the selection
of features (a component of whether data are good or bad), and the number of outcomes
on AI/ML performance. We conducted a simple AA task utilizing the Reuters_50_50
(R5050) dataset [19], which is a subset of the RCV1 dataset. The dataset includes the
top 50 authors from RCV1, each with 50 articles per author for training and 50 articles
per author for testing. The dataset was modified from the University of California Irvine
Machine Learning Repository [11] to utilize 10 randomly selected authors from the set
of 50 authors.

Plaintext documents containing the body of the articles were processed using Python
Natural Language Tool Kit [3], and 20 syntactic features were generated for each article.
Scikit-Learn and Seaborn were utilized to train the machine learning algorithms and to
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visualize the results on 10 different ML classifiers in 10-fold cross-validation scheme on
the data. In this scheme, 90% of the training samples was used for training and 10% for
validation, whereby the testing set was rotated 10 times such that all cases were tested,
and the mean Receiver Operating Characteristic Area Under the Curve (ROCAUC) was
calculated. The features were standardized and algorithms were utilized with default
settings from scikit-learn.

The models used included: A reference model (Dummy) that approximates how
a model would perform by random chance selection; linear models such as Logistic
Regression (LogReg); probabilistic models such as Linear Discriminate Analysis (LDA)
and Naïve Bayes; a decision boundary model – a Support Vector Machine (SVM); tree
models such as Classification andRegression Trees; a neighbor searchmodels (kNearest
Neighbors); ensemble models such as AdaBoost and Random Forest; and a feedforward
Neural Network – the Multilayer Perceptron. It should be noted that default parameters
in LogReg and SVM utilize L2 regularization.

We used two different measures of performance, each where appropriate. The ROC
AUCis commonlyused inAI/MLresearch as ameasure of performanceof aMLclassifier
[4]. In general terms, the ROCAUC compares the probability of a true positive (Y-Axis)
against the probability of a false positive (X-Axis) [16]. The ROC AUC is indicative of
the probability of a correct classification, where a curve closer to the upper-left corner
(having greater area beneath it) indicates a higher likelihood of success. Permutation
importance was utilized in this study to quantify the predictive information that each
feature has for a trained classifier [5]. The method to perform permutation importance
involves fitting the classifier, then shuffling a single feature and measuring the change
in accuracy of the model. Larger changes in accuracy signify more important features
to the model, although the inspection technique does come with some caveats. First,
the permutation importance is specific to the model and does not describe the feature’s
global importance. Second, features that are highly correlated will tend to show lower
permutation importance due to the transfer of knowledge from one feature to the other.

4 Results

Before examining the results, it is important to note that the goal of this work is not
to identify how to maximize AI/ML performance, but to illustrate how the outputs of
analyst sensemaking can affect the performance of an AI/ML tool, which in turn can
provide better information to the analyst.

4.1 Algorithms Matter

The first readily understandable means by which an analyst can affect the accuracy
of ML classification is to select the right algorithm. There are numerous algorithms
available for the classification of data, each with their own strengths and weaknesses. As
shown in Eq. 2, algorithms generally perform better with large sample sizes for training,
composed of good features (i.e. features with a high information value). Different types
of algorithmswill bemore or less resilient to smaller sample sizes, lower quality features,
and/or higher numbers of potential outcomes [29]. Ensemble methods, or combinations
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of algorithms, have been used to offset theweaknesses of one algorithmwith the strengths
of another [35]. As shown in Fig. 3, there is a considerable difference in the effectiveness
of each of the 10 algorithms. ROC AUCs ranged from a minimum of .50 to a maximum
of .86. The mean ROC AUC across all classifiers for this experiment was 0.74 (SD =
.12). The ensemble methods (AdaBoost, RandomForest) performed well without any
provided inputs or weights (MROC AUC = 0.79) and overlap with the distributions of the
top performers as shown in Fig. 4.

Fig. 3. ROC curves andAUCvalues for 10 differentML classifiers (including a dummy classifier)
on the sample of news articles.

When the training sample size decreases from 100 documents per author (total of
1000) to fewer than 5 documents per author (total of 50), the ROC AUC decreases as
expected by Eq. 1. Most of the algorithms approach their maximum ROC AUC rapidly
as the training sample size increases as seen in Fig. 5. Interestingly, SVM is one of
the lowest performing algorithms at small sample size, but rapidly increases towards its
maximum ROC AUC as sample size increases. This most likely is due to the algorithm
reaching a critical sample size threshold for its decision boundary between outcomes.
The ensemble method, AdaBoost, benefits from increased sample size as this algorithm
updates its weights on more difficult cases but overall performs significantly worse than
the other ensemble method, Random Forest.

Proper selection of algorithm at small training sample size highlights the fragility
of AI/ML technologies when the user does not truly understand the complexities of the
technology with which they are interacting. Further, one can readily see that the first
mechanism by which a human analyst can improve AI/ML performance is by selecting
the proper algorithm for the context of the scenario, such as sample size (which is driven
by sensemaking).
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Fig. 4. Variability of algorithm performance across ten different outcomes.

Fig. 5. Effect of training sample size on ROC AUC for 10 algorithms with 95% CI.

4.2 Features Matter

The second method by which an analyst can influence the effectiveness of an ML clas-
sifier is to select the appropriate features on which to train the algorithm (increasing the
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amount of good data). There are hundreds or thousands of features that can be used in
AA. For this particular study, focus was placed on syntactic features (patterns to build
sentences) [1]. Some examples of features used included counts of characters, words,
sentences, and different parts of speech (noun, verb, adverb, etc.); minimum, maximum,
and average word length for different parts of speech; and some measures of complexity
including polysyllabic word count (words with 3+ syllables) and indices such as the
Flesch-Kincaid Grade Level Readability (FK Level) and the Systematic Measurement
of Gobbledygook (SMOG) score.

As shown inFig. 6, therewas relatively little variability in the permutation importance
across features. The mean permutation importance for all features was 0.02 (SD= 0.02)
with a range of 0.102, spanning aminimumof−0.01 to amaximumof 0.09. Two features
that had the greatest information value were the Special Character Count (0.09) and the
average syllable per word (0.05). These results show the difficulty in reliably conducting
AA due to the heavy domain expertise required.

Fig. 6. Histogram of feature importance for 20 features.

Analysts must carefully consider which features are being fed into an AI/ML model
when conducting sensemaking for AA, as few features will provide diagnosticity alone.
Analysts must understand which features are the most likely to be effective across differ-
entmediums (e.g. written papers vs emails vs textmessages) and how the datawas parsed
upstream from the analyst (e.g. certain parsers can have serious effects on syntactic fea-
tures). For example, text messages often use shorthand, which will make features such
as minimum word length have little, if any, diagnosticity. (This also affects derived fea-
tures that are functions of the formality of speech). Careful selection of features (feature
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engineering) should also be driven by the cost of extracting and processing each feature.
Based on these considerations, the analyst must continuously curate a set of features
that provides the greatest information value. One can greatly increase (or decrease) both
the accuracy and the efficiency of a ML classifier (reducing the training and execution
runtimes) by applying sensemaking to refine a set of features with higher diagnosticity,
effectively removing bad data.

4.3 Outcomes Matter

Arguably the most powerful means by which an analyst can influence the effectiveness
of an AI/ML tool is by employing sensemaking to refine a list of possible outcomes
(authors, in this example), rather than by conducting a brute force approach of analyzing
a large list of outcomes. Curating a list of outcomes has the most relative power to
increase the effectiveness of a ML classifier while holding all other variables constant
(Eq. 2). It has also been demonstrated herein that other analyst-influenced mechanisms
(algorithm selection and feature selection) are largely influenced by outcome. That is,
the accuracy of a ML classifier is a function of the algorithms and features selected,
given a specific outcome.

As shown previously in Fig. 4, each algorithm performs at least marginally different
for each outcome (shown by the vertical size of each box); six out of the ten algorithms
performed within 10% of the max accuracy. Further, Fig. 7 shows how the ROC AUC
generally decreases as the number of possible outcomes (i.e. authors) increases.

Fig. 7. Algorithm performance for different outcome sizes (|O|).

The mean ROC AUC Score with a fixed set of 20 features was 0.75 (SD = 0.11)
for five authors, and decreased to a mean ROC AUC Score of 0.71 (SD = 0.12) for 50
authors. Certain algorithmsweremore brittle to an increase in outcome size, while others
were more resilient. For example, k Nearest Neighbors (kNN) and CART both saw large
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decreases in the ROC AUC Score, while LogReg and LDA were relatively undisturbed
by it. This interaction of algorithm selection based on outcomes supports the theoretical
assertion that the most powerful mechanism by which an analyst can support AI/ML is
by refining the set of possible outcomes.

5 Discussion

The hunches and insights generated by analysts during sensemaking with various data
(intercepted signals, reports from clandestine sources, other analyses, etc.) directly sup-
port AI/ML by enabling the curation of a list of likely outcomes or hypotheses. The set
of possible outcomes then informs the selection of appropriate features and algorithms.
This application of sensemaking to reduce the number of potential outcomes circum-
vents the need for a brute force approach that requires a large quantity of quality data
to train the algorithm, as well as a longer runtime and more computational resources to
train and execute the AI/ML. This scoped approach is invaluable in a practical setting
where adversaries rarely afford us the convenience of a large and properly formatted
dataset, and analysts are working under time pressure [37].

5.1 A Model of Collaborative Sensemaking with AI

We can apply these quantitative results to refine our theoretical understanding of how to
best integrateAI/ML tools and technologies into sensemaking in IA. Figure 8 illustrates a
notional model of a collaborative human-AI/ML sensemaking process, where reasoning
about the machinations of the AI/ML is a smaller frame associated with the larger high-
level sensemaking process, which evolves from fluidity to rigor over time. In this model,
the analyst’s sensemaking outputs are used to support the performance of the AI/ML
tool, which in turn supports the analyst’s sensemaking process by facilitating inference
making (mainly deductive reasoning in the case of ML classifiers).

Fig. 8. Human-AI sensemaking model
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The notional collaborative sensemaking process shown in Fig. 8 includes the
following steps:

1. The analyst conducts sensemaking with available information, likely starting with
abduction [39].

2. Based on tasking and initial reasoning, the analyst develops hypotheses of likely
outcomes (authors) who fit the available information.

3. Given the possible outcomes, the analyst refines the feature set to include the most
diagnostic features.

4. Given the selected features and other factors (availability of data, computational
resources, time, etc.), the analyst refines the algorithm set.

5. The analyst uses the AI/ML outputs as information to support higher-level sense-
making processes, including the questioning of frames and subsequent refining or
reframing processes.

5.2 Conclusions

A number of conclusions can be drawn from this study. First, the role of AI/ML in
supporting analyst cognition is to provide analytical outputs that facilitate sensemaking.
Effective inclusion of AI/ML technologies will provide information to the analyst that
enables rapid transition across different inference making strategies (abductive, deduc-
tive, and inductive), and the questioning and refining of frames. Even if the AI/ML tool
says that there is a 95% chance that a given entity wrote a document of interest, that
result is based on different analyst-mediated inputs, and should serve only as an input to
the high-level sensemaking process that includes other information from other sources.

Second, the role of the analyst in supporting AI/ML performance is to apply sense-
making outputs to curate context-specific inputs to the AI/ML. Three specific mecha-
nisms have been identified to accomplish this. Themost powerful (yet brittle)mechanism
is to curate a set of probable outcomes. The outcomes affect the curation of highly diag-
nostic features and algorithms, thereby increasing computational efficiency. The caveat,
however, is that the accuracy of the best AI/ML will be zero if an analyst incorrectly
removes the actual outcome from consideration. It has been demonstrated that different
features and algorithms vary considerably in how universally they can be applied (i.e.
some are more resilient to context than others).

Third, this human sensemaking-based framework should at least partially overcome
challenges of brittleness and trust associated with more prescriptive algorithm- or data-
based approaches. This framework plays to the strengths of AI/ML (crunch through
large amounts of data) while also playing to the strengths of the human (overcome
complexity and context, and make sense of disparate data). The ability to iteratively
provide human insights into AI/ML tools is critical, especially in AA, where algorithms
are easily deceived [6]. The analyst will likely have greater understanding and calibrated
trust of the AI/ML, and be more likely to explain why a certain answer was obtained,
largely because theAI/MLoutputs are a product of the analyst’s own cognition (selection
of inputs, etc.). One may argue that there are computational means to automate the
human tasks highlighted in this framework such as feature selection [34]; however,
automating these tasks takes the human out of the loop, decreasing critical trust and
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understanding. Therefore, we argue that the context-rich knowledge of the analyst should
be more prominent than computational metrics in steering the AI/ML toward answering
the analytic question at hand.

The following are a set of key points summarizing this research:

• Artificial Intelligence and Machine Learning (AI/ML) technologies are being used to
cope with increased amounts of data made available to intelligence analysts, although
algorithmic opacity creates trust and understanding issues.

• To be effective, AI/ML technologies must be integrated with the various sensemaking
processes and formal methods employed by analysts.

• There are three identified mechanisms through which a human can apply sensemak-
ing to affect the performance of AI/ML: Outcome selection, feature selection, and
algorithm selection.

• A notional framework for collaborative analyst sensemaking with AI/ML technology
has been developed based on these identified mechanisms.

• This framework should be applied when considering the development of AI/ML tools
for intelligence analysis to increase the effectiveness and efficiency of the human-
AI/ML sensemaking process.

5.3 Future Work

There is still much work to be performed to develop more fluid and meaningful inter-
actions between humans and AI/ML in IA. Immediate next steps will include refining
the sensemaking model to include how more specific implementations of AI/ML can
play a constructive role in human sensemaking (e.g. unsupervised learning may require
a different sensemaking process than classification techniques). Additionally, functional
allocation will be performed for each of the identified means to affect AI/ML perfor-
mance. For example, results showed that selecting the appropriate algorithm will have
an impact on the accuracy of the analysis; however, the appropriateness of each algo-
rithm for a given use case can be empirically derived, and is therefore not something
that should likely be allocated to the human analyst. Further, we desire to investigate
how different visualizations and non-AI/ML analytics (e.g. descriptive and inferential
statistics) can facilitate the analyst sensemaking process.

As a more long-term objective, empirical research with analysts will be performed
to determine whether or not this model is truly representative of how analysts will work
with AI/ML in an AA use case, inferring reasoning from interactions with a prototype
system [22]. Ultimately, we aim to empirically test the human-AI/ML team against
an AI-centric brute force approach, measuring classification accuracy, time, and data
required to achieve accuracy, calibrated trust in the results, and resilience to context.
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Abstract. This paper builds on the on-going research in industrial AI, namely use
cases fromBusiness-to-Business (B2B) factory automation, focusing on Artificial
Intelligence (AI) technology and the influence of user experience (UX) design [1].
It aims to provide a) an overview of the found challenges from different resources
and domains, b) an overview of proposals for Human-Centered-AI principles,
c) a mapping of both in order to analyse if the principles enable solutions to
unsolved challenges. The overview contains findings from investigated design and
UX challenges when working in the domain of AI and Machine Learning (ML)
from a selection of different research papers, mainly from the area of consumer
facing products, as well as a comparison with findings and insights from the
mentioned use cases in the B2B domain. Differences and similarities have been
investigated and addressed, resulting in a list of considerations to be taken into
account when designing for AI. As a second step, the paper analyses Human-
Centered-AI principles which are proposed as a solution to the design challenges
imposed by AI. By mapping the list of challenges to the solutions, this work seeks
to initiate a next step in the development of new methods and tools for designing
AI. Connecting the dots between the problems and a means to their solution will
help form a clearer picture of the current status of designing for AI, and a better
understanding of what is important to include in the design process as well as
identifying gaps where more work needs to be done.

Keywords: UX ·Machine learning · Human-Centered-AI

1 Introduction

Recent researchworkby theHCI community (amongst others) related to the development
of AI systems and applications, has started to shed light on new challenges for the
designers involved [2–4]. Those challenges call for new approaches, methods and tools
for designing with AI. This work is mainly focused on consumer facing products and
services, such as e.g. medical decision support systems, autonomous driving services,
and/or spam filters, movie ormusic recommenders [3, 5, 6]. In those domains the focus is
on customized user scenarios. Adding insights from qualitative studies in the domain of
industrial AI, namely use cases from B2B factory automation where optimization is the
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main driver, should bring another angle and perspective to the scientific discourse, which
is currently lacking in this area. This investigation teases out similarities and differences
among challenges and provides an overview of the current findings, followed by an
overview and analysis of a selection of Human-Centered-AI principles [7–9], which are
supposed to offer new ways of dealing with AI andML systems. Hence, this paper seeks
to take a step further towards the development of new methods and tools for design in
the age of AI. By mapping problems and solutions an examination of the current status
is possible, showing which challenges can be solved and which issues still need to be
investigated.

2 Overview Design for AI Challenges

ML and AI based systems call for new methods and tools, due to their complex (eco-)
systems which learn and evolve over time [10]. This in turn means that the interactions
between AI based systems and their users change over time as the systems learn, poten-
tially causing unwanted user experiences and difficulties dealing with the product or
service. Those interactions are above all “multimodal” and “non-visual” [11]. Invisible
algorithms are a new “design material” [2]. Designers do not yet seem to have grasped
the potential of ML and are not incorporating AI technology when innovating ideas for
new products and services. Additionally, the process to develop ML systems currently
consists of “lengthy and costly development cycles” [5] and is mainly driven by statistics
and lacking the human (centered) perspective. The behaviour of those systems is there-
fore not comparable to human logic which makes it hard to investigate and foresee with
the tools and methods used by UX designers to date. After all, the algorithms are only
as perfect as the data they are trained with, meaning those systems make mistakes [e.g.
12]. In sum, it is necessary to rethink the current approach to developing those smart
and intelligent agents.

2.1 Case Studies from B2B Factory Automation

The initial B2B factory automation use case deals with improving the factory planning
process of a production site for industrial controls. Time series predictions with neural
networks is the chosen ML approach. A qualitative study with the development team
members, among them a UX designer, and other stakeholders involved, was conducted
and published [1]. From this research 14 themeswere derivedwhich represent the pitfalls
and challenges encountered during the development of the factory planning solution.
Meanwhile further research was conducted. The findings from the initial case study
were enriched with information from two additional internal projects. Domain and field
of application from all three uses cases are the same. They differ in location of production
sites, development process, products produced and technical solution, in total resulting
in 15 topics.

2.2 Additional Findings

One of the two additional case studies had a new hire as a requirement in order to start
the project. An additional factory planner was recruited, with a background in computer
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science. This was a strategic decision in order to combine domain knowledge with the
technical skills to be able to improve the current planning process. This meant that the
end user of the final ML solution was the same person who created it, and who was able
to gather the data, clean it, train, test and validate the models. “It was a lot of work for
a single person… Being a user and expert in one person was a very efficient setting…
resulting in a very fast Proof of Concept (PoC).” (Computer scientist) However when
scaling the solution among the factory and other departments the team faced very similar
challenges as the initial use case. Other stakeholders and decision makers lacked the AI
expertise of the systems’ creator. Additionally, UX was not part of the development
process, no user research was conducted and therefore the solution didn’t meet the
needs of the other planners. This resulted in lack of trust in the output of the system. As
with the initial use case a lot of effort and energy was consumed by a rigid corporate
culture and people’s risk averse mindset.

The third case study had a completely different setting. The development team,
including the AI and ML expertise, was completely represented by an external agency.
Primarily they had one contact person at the company, namely the coordinator of the
planners. This person also had access to the database and served as a single source of
contact for the external partner. Throughout the whole progress of the project this per-
son gained a lot of technical knowledge regarding the final solution. “My role and tasks
changed from managing the planners, which I still have to do, to feeding the algorithm
with data and providing the output to the planners.” (Project manager) Missing involve-
ment from the planners during development resulted in rejection of the solution and a
challenge to hand over the model handling process to an internal team. Additionally 3rd
party software was used by the external partner which, except for data privacy issues that
needed to be overcome, was very helpful for the overall speed of the project. However
the off-the-shelf solution is fixed to the providedmodels, making it a challenge to include
a new product in the forecast, where historical data has not been captured (Table 1).

Table 1. Overview of the 14 themes from the initial B2B case study + 1 deriving from the
additional use cases.

AI-expertise Iterative working mode Feedback structure,
structured feedback

Definition of Design Visualization Planning process

Culture and mindset Expectations Starting point

Trust in output Biased presentations Gap between prototype and
implementation

Orient, manage, prioritize,
eliminate

UX and timing Internal vs. external
software
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2.3 Related Work

The HCI and creative community already started to investigate issues related to the chal-
lenges when designing for AI. Their findings originate from talking to UX practitioners
ranging from expert level, having experience with designing for AI, through to students
currently being trained in the tools and methods for classical UX or design [2, 3, 13], as
well as UX practitioners that reflect and report on their own experience while designing
for AI. Some researchers relate their findings to a specific use case, whereas others do
not take the domain into account. There are also a large amount of reports and articles
available from non scientific resources which will be neglected for this overview, but
which were important to absorb to form a background to the relevant challenges, and
become important when it comes to the Human-Centered-AI principles section. From
this work five topics were condensed and will be introduced in more detail. Addition-
ally those issues will be compared to the findings from the B2B use cases from factory
automation.

Lack ofAIExpertise.One aspect that appeared from those studies is thatmost designers
lack detailed knowledge about the technology. Designers for the most part understood
the overarching concepts, but didn’t make distinctions such as e.g. supervised or unsu-
pervised learning [2, 13]. These issues resulted in the development of learning materials
for designers. Interestingly those having work experience in the field of AI based prod-
ucts and systems, did not seem concerned about having a lack of AI and ML expertise
[13]. When talking about AI and ML systems they referred to example products and
services. Those examples were very limited in their range of diversity and represented
simple technological approaches, such as spam filters, recommenders, to name a couple.
This lack of knowledge about the capabilities of AI and ML might also be an obstacle
when identifying and choosing the right technology to address the problem or user need,
resulting in not taking AI or ML based systems into account as a technical solution.

Analysing the use cases from the B2B factory automation domain revealed a very
similar issue. Asking the participants of the study about their personally rated AI exper-
tise, those not having a computer science or data science background interestingly rated
their expertise similar compared to the domain experts. They compared themselves not
to experts in the field, but compared their knowledge from the start of the project till
the end. “Compared to the beginning of the project, I gained a lot of knowledge about
the technology.” (Product manager) It became clear that a certain degree of knowledge,
not necessarily expert level, but a basic understanding of concepts such as regression,
supervised/unsupervised learning, decision trees, random forest, etc. is very helpful for
working together.

Define the Starting Point. The classical design/Human-Centered-Design process starts
with defining a starting point, or a problem statement that needs to be solved, mostly
based on user research [14] andmaking sure that the designed product or service answers
a market need (human desirability [15]). Technological feasibility and business viability
are not the main drivers. In contrast many data science projects start with a given data set
and from there define what can be solved by an algorithm [3]. With this both processes
operatewith a different purpose and it is difficult to bring them together. The initial design
ideamight not take a data driven algorithm into account, resulting in the integration ofUX
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methods and tools late in the development process when main decisions and direction
are already set, causing usability problems and worst case rejection of the developed
solution.

A very similar insight derived from the B2B use cases in factory automation. UXwas
integrated fairly late in the process (or even not at all) and was perceived as a negative
aspect, since it caused more features and needs to be integrated into the final solution
than initially considered. “UX really is about the right timing… if it comes too late
in the process it cannot influence the direction anymore.” (Product manager) Another
issue related to the definition of the starting point was the initialization of the project.
In all three cases it was an initiative by management, missing out the voices of other
very important stakeholders involved, resulting in a lack of engagement by the users and
other project members.

MissingDataLiteracy/-Centricity.AI andMLdependmainly on statistical approaches
and data sets, therefore being driven by data centricity [13, 16]. Typically this data
answers a precise set of questions framed by the data scientists closely related to the
training and validation of the chosen technical solution. In contrast a qualitative approach
preferred by UX practitioners is a divergent research method. Whereas this form of
data enquiry is also very helpful for ML projects, e.g. when defining the starting point
for a project or supporting and enriching the statistical data set, it is also helpful for
designers to embrace the data-driven culture of AI and ML engineers. Drawing insights
from quantitative data and understanding those data enquiries created by telemetry and
machine sensor data, are much needed skills in a data driven context such as AI andML.

The above challenge was not directly mentioned in the B2B use cases. However
an issue related to this is the need for data visualization. The workflow of the different
team members from one use case included different ways and tools to communicate and
present their data (e.g. excel, tableau and SAP apps). The pure numbers generated by
the neural network representing the pieces to be produced weren’t enough to validate
their accuracy nor their reliability. “I need a graph that shows figures from the past and
the forecast in order to examine whether I can trust the output of the neural network.
A number in a cell in an excel file means nothing to me.” (Data analyst) Similar to the
different data approaches there is not one visualization that fits all involved stakeholders.
It could be the role of designers to negotiate and facilitate the different needs and find
the best way to communicate the output of the algorithm.

Struggle to Work with Data Scientists. Co-creation with data scientists is a new terri-
tory for design and UX practitioners. A shared process model or guidance for methods
and tools does not exist yet, partly due to the issues mentioned beforehand regarding
data literacy, as well as various domain jargon and mindsets. So far mainly experience
from best practice does apply [13]. This shows that working together on AI related use
cases is currently the most promising approach for designers to influence the UX of AI
in a positive direction. UX practitioners who do not have direct access to data scientists
in their daily work struggle even more with the design of AI and ML based systems.
They lack the feedback for technical feasibility and therefore often fall back to known
design patterns and technical solutions, this way not creating innovative new products
and services. Additionally, the data collected and synthesized by designers can hardly
be encoded on a one to one basis into a statistical model [17]. In order to analyse the
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data that is needed to address user needs, a conversation with a data scientist in an early
stage of the development process is very helpful.

Concerning the B2B factory automation use case where a UX practitioner was part
of the team working closely with the data scientists, the iterative working mode was
an essential factor for the success of this co-creation and a common denominator for
both professions. “To keep the sprints and present results on a regular basis was key
for the success of this project”. (ML engineer) The willingness from both sides to learn
and negotiate the input from the other expert is the basic requirement for a fruitful
collaboration. In this case some features that derived from the user study of the B2B use
case, which concerned post processing steps of the algorithms, were neglected. The team
agreed to focus on the pure output of the algorithm without any post processing, which
would bring the most value to the user, even if as a consequence the post processing
still needed to be done by the users. Both professions need to be open to those kinds of
tradeoffs.

Difficult Prototyping. Prototyping is an essential part of the design process. It is used for
idea generation in early stages as well as idea testing and validation later in the process. It
is always used as amedium to communicate ideas to other stakeholders and users, as well
as evaluating if a service or product is worth being pursued for implementation. Some
user experiences for AI andML applications can be prototyped, such as voice assistants,
chatbots or recommenders. They all have in common that they are represented by an
interface. The interaction with the user is represented by a conversation or action on
a screen, which can be faked with the ‘Wizard-of-Oz’ method [18]. Still this tool has
its disadvantages. Without a real data set and algorithmic model in the background,
the designer can not verify what kind of errors the system might possibly produce and
therefore it is hard to gather the related feedback from users. This is even harder for AI
and ML applications which do not have an interface. For any prototyping tool out there,
a real data set and a real model are necessary. Those prerequisites are a barrier when it
comes to the design of intelligent systems [2, 5].

In the B2B factory automation use cases where a neural network produced a forecast
into the future about pieces sold, it didn’t make any sense to ‘fake’ a model. The teams
needed to develop a functional prototype with real data in order to validate its usefulness.
The process already consumed a certain amount of resources and time. Asking for
commitment from management to provide time and budget caused a degree of pressure
for a successful proof of concept. “In hindsight, I think we preferred to show the line
charts of the products where the AI predictions performed really well. … We wanted
to meet the expectations of management.” (Data scientist) Another aspect that became
clear at a later stage in the process was that scaling from the initial functional prototype
and a small data sample, to a productive environment in the cloud and a larger data set,
caused trouble for the development teams (except the use case which used the 3rd party
solution). In one case it even resulted in reduced accuracy of the final model.
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2.4 Compare the Findings

A lot of the findings from research scholars confirm the insights from analysing the B2B
factory automation use cases. Four out of the five above challenges were confirmed.
One was mentioned in another context, but also noted. Not all 15 themes of the B2B
case studies are mentioned in related work by research scholars, which may be due to
their open character that did not focus primarily on UX topics. Issues such as company
culture and mindset of the different stakeholders were important topics in the B2B
domain but were not mentioned among the related work. Those topics are more related
to changemanagement than design inquiries. However, in order for AI to be successfully
implemented in such a setting, the culture and mindset issues need to be addressed too.

3 Overview Human-Centered-AI Principles

3.1 Purpose and Definition

Due to the present challenges the design and research community have already started
to propose different approaches to solve the problems when designing for AI. Those
approaches are united in a call for a bigger focus on the impact of the human perspective
of the AI systems [7–9]. As a result the creative community and other practitioners
created a number of different Human-Centered-AI principles [19, 20]. The human-
centered perspective is perceived as central to the process for design practitioners tasked
with AI development [21].

“Human-centered AI is about defining the goals of AI to meet human needs and to
work within human environments. … Not only do we need a set of new tools and
techniques to make AI work in practice, but we need to shift the process by which
AI is even designed in the first place.”Agarwal, Abhay and Regalado, Marcy [7]

3.2 Proposed Solutions

Companies such as Microsoft, Google and IBM amongst others came up with Human-
Centered-AI principles. Those companies are using AI solutions in consumer facing
domains already and have experience with implemented AI solutions. They have a vast
amount of data accessible through their portfolio of applications, as well as the work-
force, and know how to develop their own algorithms. There are also some individuals
working as design and UX practitioners on AI projects, who published their thoughts
and principles on the web. The different resources were examined and from this amount
of information the selection for the overview was made. Human-Centered-AI principles
fromMicrosoft, Google and two individuals, namely Abhay Agarwal (former Microsoft
and currently lecturer at Stanford d.school) and Marcy Regalado (a Stanford d.school
graduate) were selected (Lingua Franca). The scientific nature of the Microsoft work,
the helpful worksheets from the Google guidebook and the great detail of the Lingua
Franca principles are the reason behind the presented selection. With this, a great variety
of principles are provided.
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3.3 Explanations and Analysis

The following section introduces the three chosen resources in more detail. Resulting
in an analysis of what is different and where they correspond, as well as a potential for
further investigation.

Microsoft provides a very comprehensive collection from20 years of experience and
collecting AI design recommendations from various sources. The baseline consists of
thoughts and ideas from Eric Horvitzs’ “Principles of Mixed-Initiative User Interfaces”
[22]. Those principles are then enrichedwith contemporary publications from the private
sector, illustrating the most up to date concepts. Microsoft divides the whole set of
principles into four steps. Each of those steps requires certain aspects to be taken into
consideration. In total their approach represents 18different principles. Themain purpose
of their principles is to supportUX experts with guidance when developing interaction
of AI systems with users.

Initially it is crucial to “make clear what the system can do”. This is a way to guide
users expectations towards the ML system. Setting those expectations too high will end
in an unsatisfying experience while using the smart solution. It is therefore important to
facilitate those expectations right from the beginning. The second set of guidelines deals
with aspects during interaction with the system, for example, which wording the system
uses to communicate with the user. Misleading language might evoke social injustice or
address stereotypes. A third segment is devoted to the failure of the system. This shows
the importance of this aspect when designing for ML. The algorithm is not perfect. It
is trained on data generated by humans and can contain errors and mistakes. Therefore
solutions should communicate how they derived their results (so called Explainable
AI - XAI [23]). It is necessary to provide the possibility to hand over control of the
system to the human user, as well as being honest about the fact that the machine might
be wrong, or at least unsure about its output. Finally, every ML application should be
able to learn from its interaction with users and improve over time. That’s actually the
strength of the ML technology. Therefore collecting feedback from users is crucial and
an important step in the process in the long run. Furthermore it is helpful to inform users
about new releases and features of the system, in order to maintain trust in reliability
and performance.

The work from Microsoft is primarily focused on the user experience of the final
solution. They do not provide or contain advice for the initial step of developing the
algorithms, such as data preparation, problem definition or choice of technology. Fur-
thermore they are based around the idea of a graphical user interface as a means of
representation between the AI system and the user. Therefore it is questionable if the
guidelines also apply for non visual products and services. They provide the principles
as a set of cards, naming the principle on the front and an example of use on the back.

Google provides a People+ AI Guidebook. It consists of six chapters which follow
the product development flow. Similar to Microsoft they provide an explanation of each
chapter, as well as a related worksheet that should support the use of their principles.
Their principles are primarily based on the knowledge and input of the internal project
teams, enriched with academic research and expert opinions. The target audience are
UX professionals as well as product managers who want to put more focus on the users
when developing AI systems.
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The aspects mentioned by the Google guidebook are very similar to the Microsoft
ones. The order and arrangement of principles is done slightly differently. Namely, the
sections about explainability, feedback and failure are mentioned in both cases and
represent a common ground of general AI challenges. Those aspects are widely adopted
in other principles on Human-Centered-AI [19, 20]. However, Google’s guidebook also
puts emphasis on the preparation and problem definition of AI systems as a relevant
step of the overall design process. This part is called “User Needs+ Defining Success”.
It implies that the starting point of any Human-Centered-AI project should be a user
need versus a technology first approach. It also provides a list for which tasks an AI
automation might be useful, or when an augmentation of the user is the better choice.
The section also contains thoughts about the success criterias of the product and service.
Another part is about “Data Collection+ Evaluation”. Designers and artists can provide
valuable input with qualitative research methods, adding meaning to purely statistical
data points. This data then needs to be transformed into a format that can be used to
train the algorithm. This section poses a question around whether the development team
should use a given data set, or establish their own. This might be needed when a given
data set is biased towards a certain user group, for example a bias on a certain gender or
age group.

With this the Google principles are not fixed to AI systems represented by an inter-
face. They also take into consideration tasks and steps that are important when designing
the AI or ML based system. By providing detailed worksheets per section it is easy to
follow their development path from the beginning of a project until the final solution.
Their explanations and examples use a small amount of data science jargon which is
necessary to know in order to understand the relevant information.

Lingua Franca - A Design Language for Human-Centered AI - is currently the
most comprehensive selection of principles and guidelines for designing AI systems.
It is published by Abhay Agarwal (former Microsoft and currently lecturer at Stanford
d.school) and Marcy Regalado (a Stanford d.school graduate). In addition to their hand-
book, which introduces seven different aspects of design intervention, they also provide
eight principles that every AI system should follow. They have started to collect example
elements and patterns that represent a concrete solution to the stated principles. They do
not mention a specific target audience or user group for their principles, as their main
goal is to enhance the human perspective in AI development.

Their approach is very similar to the general design process, starting with the initial
problem selection and definition, followed by observing human behaviour. However
the section about data and sensemaking also puts emphasis on statistical methods and
knowledge, attempting to provide a basic knowledge for those approaches for the novice,
since these skills are not taken for granted amongst designers and artists. Another part
of their handbook deals with the choice of technologies. This is not AI specific, but in
order to be able to choose the right technology in an era of ML and AI a certain degree
of literacy about the possibilities and features of the different concepts is necessary.
Sometimes even the decision not to use ML at all is an important insight. Prototyping
and a section about ethics and responsible design are the final steps.

Lingua Franca’s collection of handbook, guidelines and design patterns apply to
a broad variety of different AI solutions and represent a huge source of information.
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However the amount of information can be overwhelming. It is not very easy to navigate
through their online cataloguewhich contains a lot of cross references and links to articles
and webpages. Additional hands on worksheets are missing, as well as a section about
the implementation of AI based systems and their evaluation and feedback structures.

3.4 Conclusion and Missing Pieces

Most Human-Centered-AI principles have a set of aspects that are very similar; problem
definition, need finding or data collection in general, explainability, trust, feedback and
how to handle failure are commonly important. This is a great starting point for further
research and development of a set of principles that can guide artists and designers along
the development process of AI systems. However, there is still a need for new tools and
methods that work alongside the guidelines. Taking into account the specific context
where the guidelines will be used is missing in most principles and could be the missing
link to make them work and add value in reality. The biggest value may be provided by
a collection of different sets of principles which enhance a flexible use.

4 Mapping Challenges and Principles

Comparing the five challenges with the introduced principles is this paper’s attempt to
analyse which problems can already be solved and which need further investigation.
This is obviously not the final list of challenges designers and UX practitioners will be
facing, but it should at least start to shift the conversation from pure problem spaces to
solution spaces, providing concrete methods and tools for the design of AI, and in doing
so endeavoring to open up space for new insight generation on missing pieces.

4.1 Which Design Challenges Are Addressed?

Define the Starting Point. Startingwith the right problem and defining it very well is the
most important aspect of all principles (included in the Google guidebook and Lingua
Franca). This is where the teammakes a lot of decisions which are hard to change further
in the development of the AI system and it is crucial for designers to be part of this initial
step. Too often companies try to implementAI solutionswhere they are not really needed,
or even inadequate. Google provides a list of recommendations around when using AI
is useful and when a classic heuristic based solution is preferable [9]. Problem selection
and definition can be supported by designers with qualitative user research methods to
spot a user driven need. Also to make an informed decision whether to use AI as a
solution at all. The biggest challenge here is researching technology that is not yet in
use as there is often no obvious existing behaviour to look at or existing preferences to
discuss and explore. One helpful approach is not to talk about AI in your research, but
instead talk about assistance [24]. Research participants could struggle to distinguish
between prominent media-driven perceptions that are fueled by fear and negative effects
of AI as well as the reality of their own behaviour. Helpful tools are cultural probes [25]
and anything that helps to understand the current workflow of the research participants,
such asworkflowprocessmapping [26]. For example, if youwant to improve the demand
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planning process in a factory, it is crucial to talk to the planners, understand how they
currently plan and which tools they use and which other stakeholders are involved to
understand the whole ecosystem.

Missing Data Literacy/-Centricity. Data scientists are used to working with data,
mostly quantitative, statistical data, whereas designers are used to working with quali-
tative data. In the era of AI it is important to be data literate in both worlds (included in
the Google guidebook and Lingua Franca). Understanding statistical data sets and being
able to gain insights from those sets is new to most designers, but a value add to idea
generation and working in the context of AI. Enriching those with qualitative insights is
the best strategy towards creating human-centered design for AI. It also helps to detect
whether additional data is needed. In the age of AI, translating user needs into a format
which can be used to train an algorithm is a crucial step. “Matching user needs with data
needs” is part of the Google material. Sometimes this also means to neglect findings
from user research since it can not be translated into a format that can be used to train a
model.

Prototyping.DevelopingML and AI systems is a lengthy and costly process. Therefore,
besides working iteratively, prototyping is a very crucial and helpful step (included in
Lingua Franca). Unfortunately there are hardly any tools out there yet that can quickly
prototype the training and evaluating of an AI algorithm without really developing and
training it. ‘Wizard of Oz’ as a method became very popular for prototyping voice
assistants and chatbots, but doesn’t help with AI systems that are supposed to predict
and forecast user behaviour. Startingwith a small sample of a given data set, then training
and evaluating an algorithm on this data to judge whether it is feasible or not, is the most
promising approach here. Still this requires a degree of computer science skills and quite
some time. None of the principles give better advice in this area. Finding smart solutions
for this problemwill enable designers and other professions to speed up the development
of AI systems that will benefit the users.

4.2 Which Aspects Are Still Missing?

None of the Human-Centered-AI principles mention any methods or ways on how to
successfully collaborate with data scientists. This might be partly due to the fact that
an improvement in data literacy might also positively influence co-creation. However it
might also be possible that this issue is not really perceived as crucial among the creative
community.Onlywhenworking in the field ofAI andMLapplicationsmight this become
a noticeable factor, as it was mentioned by certain UX practitioners working in the area.
Taking one of the B2B use cases as an example, where the user and the technical expert
were the same person, this combination speeded up the whole development process,
however failed in the end to succeed in the implementation due to a lack of stakeholder
management and user engagement. Nevertheless it demonstrates the importance of being
familiar with different views and skills in an AI driven project. The computer scientist
gained advantage from the domain knowledge and vice versa. The same applies when
designers and data scientists team up. There shouldn’t be methods and tools primarily
for designers to co create with data scientists, likewise open minded data driven people
can also benefit from the designers point of view.
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Lack of AI expertise is not included in any of the Human-Centered-AI principles.
Still it is a reasonable challenge for designers in the age of AI, causing a barrier to
use the full potential of the technology, which needs to be overcome. In related work,
UX designers working on AI projects report on using familiar examples of AI and ML
products as a reference in order to explain AI features [13]. This is their workaround
to overcome the missing AI expertise. Those examples are very limited at the moment.
Therefore a wide collection of AI and ML example case studies would be a great value
add for the creative community, besides a variety of training and educational material.

Although data literacy is mentioned, the guidance given is very generic. Another
promising approach to equip designers and UX practitioners with the needed skill set
to be prepared for data centric practices is teaching designers in (basic) statistical data
processing techniques [16]. In this respective study two approaches were tested with
master’s degree students. Group A got a data set from university records related to their
master thesis. They were asked to use this set of data to come up with an idea, resulting
in the creation of a new product or service. Group B was introduced to some basic data
collecting tools, such as web crawlers [27] and were taught how to use this additional
kind of data for their projects. Both groups were taught how to clean and pre-process
data. All participants answered a questionnaire at the end of the workshops and reported
that the additional data added value to their overall design process.

Likewise prototyping is discussed very generically, partly due to the fact that there are
not as yet any tools for prototyping AI available. Promising sources for addressing this
issue are the ‘Wekinator’ by Rebekka Fiebrink [28, 29]. It is an open source tool which
supports artists and musicians in their creative work. It features supervised machine
learning algorithms. The artist only needs to provide input data and the corresponding
output. The model is then trained on those data points. No coding skills are needed.
Similar to this is the ‘Delft AI toolkit’ by Philip vanAllen [11, 30] which ismore targeted
towards prototyping physical objects. It also provides models for different applications,
such as speech-to-text for example, and only input data for training themodels is needed.
Another trend is so called ‘democratizing AI’, meaning trying to make AI and ML
technology available for non experts [see e.g. 31]. The downside of all the mentioned
tools and applications is that the algorithms are fixed and limited to those that come with
the package. Additionally they are not transparent for the artist, designers and people
who use the tools. This is not necessarily a problem for prototyping, but when it comes
to implementing the solution in a real world scenario the artist and designer again lacks
the technical know how to develop their concept at scale.

5 Conclusion

Neither the overview of challenges nor the overview of principles claim to be a complete
list. They represent a selection drawn from a large number of articles and publications,
chosen to provide a summary of relevant topics. Due to the lack of publications focussed
on industrial AI (B2B) this paper used research from consumer facing applications to
compare to an industrial setting. This comparison showed that some challenges are
similar and at some points slightly different, with the aim of helping design and UX
practitioners to quickly gain access to the current state of design inquiries regarding AI
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andML development. Instead of adding new issues to the list, this paper aims to connect
given challenges to proposed solutions, shifting the current discussion from primarily
focussing on problem spaces, to focussing on solution spaces.

The Human-Centered-AI principles provide a resource for designing AI and ML
based systems on a very general level. They only partly answer the call for new methods
and tools in the age of AI for designing intelligent systems. The mentioned topics repre-
sent a good fit to the challenges which need to be addressed. However, except the Google
‘People + AI Guidebook’, they lack actionable worksheets and concrete examples and
detail to support the general descriptions, making it hard to use them as a set of new tools
for design and UX practitioners when used apart from other measures. This implies that
the research work needs to be continued.

Training material for designers and UX practitioners as proposed by research schol-
ars [16, 32] is a promising supplementary measure to support the creative community to
deal with the challenges imposed by AI and ML. They could work alongside Human-
Centered-AI principles, providing more detail into certain topics such as data (pre-)
processing. Moreover collecting case studies fromAI andML based projects would pro-
vide additional value. Those example use cases could serve as a resource for addressing
lack of AI expertise; for example illustrating how to choose the right model, introduc-
ing different development approaches as well as other relevant aspects. The examples
could be created to specifically target the needs and input demanded by design and UX
practitioners.
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Abstract. While there are numerous powerful tools to support Navy mission
planning, the mission planning process still remains a hybrid planning activity
across human operators and advanced tools. Advances in artificial intelligence
(AI) have seen an increase in interest and use in the mission planning environ-
ment. Yet traditional approaches typically focus on optimizing the performance of
the individual operator or the mission planning tool, not the joint problem solving
that is needed for the human and AI team necessary in these envisioned mis-
sion planning environments. For example, while AI-based approaches can offload
extensive processing by the human operator, outcomes of AI-based tools are sel-
dom presented in ways that make it readily understand by a human or fit in with the
overall process. This results in new and additional work for the operator as they
mustmanually translate these outcomes into actionable information. There are also
specific characteristics of AI-based approaches to consider, such as accounting for
data limitations; many mission planning environments have data availability con-
straints or do not capture the right data. New methods are needed to specifically
consider the benefits of AI-based approaches, ensure that AI derived insights are
communicated effectively to operators, and optimally support operators in their
own mission planning workflow.

In this paper, we describe an overall approach for incorporating AI into the
mission planning process. First, to consider how best to leverage the unique capa-
bilities and constraints of a human operator and artificial intelligence technologies
as a cooperative team throughout the mission planning process, we will frame the
human operator and AI system as a single unit and take a joint cognitive system
(JCS) analysis approach. This approach will identify the key information to jointly
create the most effective mission plan most efficiently. Next, we describe a novel
approach, neural policy programs (NPPs) to address some of the critical challenges
of incorporating AI into the mission planning process. Finally, we describe our
approach for extending to the StarCraft II game and creating a pre-game planning
stage to prototype our approaches.
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1 Introduction

1.1 Background

Effective mission planning is a critical process for effective military strategy and exe-
cution. However, this is a very complex process as human operators must consider a
broad set of variables (e.g., resource, limitations, threats, risks) when formulating a plan
to accomplish mission goals. Although powerful tools provide advanced functionality
for mission planning, mission planning still remains a hybrid planning activity across
human operators and mission planning tools. Advances in artificial intelligence (AI)
have increased interest in their use across the Navy. However, typical approaches for
introducing novel technology into this envisioned mission environment typically focus
on optimizing the performance of the individual operator or the mission planning tool,
not the joint problem solving that is needed for the human/AI team necessary in these
envisionedmission planning environments. In contrast, we have taken an approach based
on demonstrated principles of Cognitive Systems Engineering (CSE) and took a Joint
Cognitive Systems (JCS) perspective to drive the design of an effective joint human/AI
team [1, 2]. Specifically, we focused on the human and AI as a single problem-solving
unit and identified challenges and considerations for AI and ML techniques to address
in order to be integrated into naval mission planning. Key elements of this approach
included: (1) focusing design decisions on the explicit allocation of cognitive functions
and responsibilities across the AI tool and human operator to achieve specific capabili-
ties; (2) recognizing that these allocations may vary by task and operator skill/expertise
level and mission; and (3) continuously updating and supporting new work functions
with richer representations of the work context as the mission plan and planning process
co-evolve with technology throughout the course of the program. This approach aims
to enable human-AI teams to jointly collaborate, reason over, and address the unique
challenges and complexities of the mission planning process.

2 Key Challenges and Considerations

Incorporating AI into the Navy mission planning environment requires consideration of
the unique challenges and requirements to support effective mission planning. Below is
a subset of those challenges.

2.1 Data Challenges

One challenging aspect of incorporating traditional AI approaches into the Navymission
planning environment is around data forAI-based approaches. Little historical data exists
and is complex to obtain. Even if data could be collected, it might not be complete or
the right type of data needed. For example, the outcome of a mission is challenging to
capture. Although the mission can be evaluated based on performance to see if the goal
was accomplished or if the mission was executed as it was planned, there is little capture
of “soft” data, such as whether the mission happened to the satisfaction of the pilot or
minimized additional workload based on number of replans.
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In addition, given that the battlespace/adversary is constantly evolving, there is no
guarantee that previous data will be relevant in new contexts. We also explored a range
of potential data solutions, such as simulating data from related problems, simulating
synthetic data (a challenge is that it could be unrepresentative), or using students or
pilot trainees to create data. Under this research effort, we also specifically investigated
AI-based approaches that are feasible with less data.

2.2 Mission Plan Exploration

One critical consideration of integrating an AI-enabled tool to the mission planning
process is to support the iterative exploration and co-evolution of a mission plan with
the AI in the mission planning process. Throughout the mission planning process, the
plan is frequently iterated on, so the AI tools must be flexible and adaptable to change.
In addition, human operators need effective methods to explore the complex mission
planning space and understand the inputs from the AI system into the mission plan-
ning process. Also, for effective mission planning, humans need efficient methods for
conveying directions within this exploration environment, such as a mission rehearsal,
simulation-based environment to enhance understanding, exploration of the evolving
mission plan and facilitate trust with the AI.

2.3 3rd Wave AI

Third-wave AI approaches have been identified to be of special interest to the Navy for
mission planning as they succeed current AI methods in several fields, including contex-
tual adaptation, mitigated data requirements, and explainability [4]. Since its inception,
AI has focused on improving the performance of automated systems for complex tasks,
including perception, reasoning, knowledge representation, planning, communication,
and autonomy. Early AI capabilities, referred to as “first-wave” AI approaches (i.e.,
symbolic AI), use symbols to represent concepts, objects, and relationships between
objects, relying on ontologies and rules to process information. Examples of first-wave
approaches include logic systems, decision trees, semantic reasoning, and case-based
reasoning. First-wave approaches have limitations, such as a limited ability to handle
uncertain conditions and an inability to perform outside of the space of concepts built
explicitly. This led to “second wave” AI approaches (i.e., subsymbolic AI), such as
machine learning, which apply statistical and probabilistic methods to large data sets to
create generalized representations. Examples of second-wave approaches include unsu-
pervised learning, supervised learning, and reinforcement learning. Substantial success
has been attributed to deep learning technologies over the last decade, but these suc-
cesses are primarily within domains where large amounts of training data exist (e.g.,
computer vision, natural language processing). There are still challenges within the field
of AI research to support real-world problems, such as requiring a comprehensive frame-
work that can understand the task at hand and map to the appropriate AI technique to
help perform the task. Many task properties must be considered, including the avail-
ability of training data, expert knowledge regarding performance, or the existence of
simulators against which output can be evaluated. These difficulties inspired research
into third-wave AI approaches, which integrate scientific expertise with deep networks.
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Third-wave AI systems should: 1) present causal reasoning driving their classifications,
recommendations, or actions; 2) show contextual adaptation in different domains; and
3) have greatly reduced data requirements. Third wave AI systems meeting these criteria
will greatly improve performance of the joint human AI team.

3 AI Framework Design

We investigated a variety of AI and ML tools to support the joint mission planning
process, and considered approacheswhichwouldmaximize the usability, usefulness, and
impact of our human-AI pairing system. We examined the joint human/AI integration
with these systems to identify which systems present the most appropriate and plausible
opportunities for meeting the needs of mission planners and managers.

3.1 Deep Reinforcement Learning

DeepReinforcementLearning (DRL) is an active line of researchwithinmodernmachine
learning and has been applied to wargaming paradigms in simulated game environments,
such as StarCraft II (SC2), with great success [5]. DRL redefines classical machine
learning in a variety of different areas and falls outside of the umbrella of classification
and regression-based approaches. Many of the identified mission planning elements
can be met with DRL, including tactical route planning, and weapon target pairing
[6]. DRL also enables mission plan exploration, as reinforcement learning agents are
carefully programmed to find optimal methods for exploring the state space [7]. The
basic mechanisms for generating data and learning are condensed in Fig. 2 (Fig. 1).

Fig. 1. Skeleton structure of a Deep Reinforcement Learning model. An agent is directly plugged
into an environment, which it interacts with via actions. The agent then receives input of the next
environment state coupled with a reward metric associated with that state [8].

An agent interacts directly with an environment by recommending actions to take as
output, and then receives input containing the next environmental state and the associated
reward signal. The agent will aim to execute actions or sequences of actions to maximize
the cumulative return on the reward, which might be parametrized as number of games
won, DRL has made great headway in simulation-based environments (e.g., cart-pole,
multi-armed bandit, Atari, PacMan, SC2) with clear objectives defined using a reward
signal [5].
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Fig. 2. Probabilistic program describing an agent policy plugged into a neural program policy
network. Blue lines post observations to the network and red lines draw parameters from the
network to construct actions. (Color figure online)

DRL-based approaches have a novel and unique learning infrastructure which allows
for online learning, i.e. learning after every interaction with the environment. This is due
to the directness of agent integration with the environment—the agent can learn dynam-
ically in response to continuous reward feedback, with no disjunction between training
and testing stages in the learning process. This is drastically different than classical
approaches, where the process of training a model must be partitioned into a training
and testing step before deployment. Training data must be acquired in advance, sorted
into batches, and pre-processed extensively before being passed through a model. Since
DRL is online by nature, this opens opportunities for incorporating mission rehearsal
into the mission planning process. We can leverage a deep reinforcement learned agent
to provide dynamic recommendations as a mission planner executes his plan or explores
the efficacy of plans in different mission contexts.

We also see an opportunity in manipulating the reward signal, which is directly
related to a DRL agent’s learning process, to generate various DRL agents exhibiting
different behaviors. Specifying rewards with only small connotative differences can
ultimately result in very different agent behavior; for example, specifying minimizing
units’ damage versus maximizing unit output damage. Using reward shaping we can
offer different agent options to mission planners, giving planners more control over the
agent.

One preeminent drawback in training a DRL agent is the rigorous data and com-
putational requirements to achieve a well-performing agent. The learning timescale is
highly disproportionate to the scale on which people learn. For example, the competitive
AlphaStar DRL agent trained by DeepMind used more than 200 years of training data
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[9]. This is due in large part to the RL agent essentially redefining the wheel by inter-
acting with the environment at a very low level. A robot trained to pick up a cup must
execute a sequence of actions including bending, moving arm, clenching fist, straight-
ening, rotating, translating forward. These six different actions can be actualized in 720
different combinations, but only one results in successful completion of the objective.
The low level at which actions are proposed by RL-based models also hinders their
overall interpretability as recommendations. A glimpse into actions, such as rotate and
translate forward, is not intuitively indictive of the higher-level objectives those actions
are serving. This is also true in games such as SC2, where two innately different objec-
tives, such as scouting and attacking, could require a sequence of very similar move
and attack commands. Ideally, we want to relay the higher-level objectives rather than
low-level actions to mission planners to enable AI-human teams to jointly collaborate.

3.2 Neural Policy Programs

Neural policy programs (NPPs) are a third-wave AI framework which couple tradi-
tional deep reinforcement learning methods with probabilistic programming and has
great potential in mission planning. NPPs enable the programmer to define their agent
by writing probabilistic policy code programs or “sub-routines”, which can be driven by
probabilistic distributions produced by a neural network. These programs allow the pro-
grammer to exert control over how the agent learns and interacts with the environment,
with the end effect of significantly mitigating the data and compute requirements. Addi-
tionally, implementing these programs provides a control mechanism for specifying the
agent’s behavior, which can be used to generate guarantees on metrics including safety
and overall performance. NPP-enabled systems fulfill the requirements of third-wave
AI systems. They reason over explicit structures (i.e., are symbolic), are imbued with
explainable probabilistic programs, operate with greatly reduced data requirements, and
can generalize to new contexts.

Generalization to new contexts is specifically supported by NPPs as they enable pro-
grammers to write neural network architectures to solve open-universe partially observ-
able Markov decision processes (OUPOMDPs). Standard deep reinforcement learning
can be implemented to solve partially observableMarkov decision processes (POMDPs),
which have a constant space of possible observations and possible actions. OUPOMDPs
describe environments with a large increase in complexity which are more akin to the
real world, as well as agents which can express actions of different shapes in a dynamic
way. These are useful in contexts where objects are not explicitly defined in advance
or do not have a one-to-one mapping from the environment (e.g., radar blips). To use
this framework, a programmer writes a probabilistic program to represent the agent. The
program includes primitive actuators to send actions to the environment and observe
statements to post information to the neural network. A central feature of the architec-
ture is the ability to deal with arbitrary size tensor inputs and outputs, corresponding to
arbitrary shape observations and actions.

Just like all deep networks, an NPP are trained using gradient descent according to
a user-defined loss function. In this case, the training environment (including the loss
signal) is derived from an intelligent agent’s interactions with a simulation environment
as in traditional DRL.
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The key benefit we expect NPPs to add over a general DRL architecture is drasti-
cally reduced data and computational requirements. This is made possible through the
probabilistic programming component, which enables programmers to script probabilis-
tic policies or sub-routines into the intelligent agent and guide how the agent explores
and acts in complex environments to reduce training time. Exploration vs. exploita-
tion is a trade off in RL-based approaches—effectively, how much time should an agent
spend attempting novel strategies versus refining its current approach? NPPs can achieve
greater exploration depth in pre-specified areas by focusing in on explicitly defined sub-
routines to optimize. These sub-routines can specify objectives, such as moving into
different attack formations, patrolling areas, or executing different search and optimiza-
tion strategies, and can be informed by subject matter expertise (SME). The sliding scale
depicting the effect of adding probabilistic priors SME can affect sample complexity is
depicted in Fig. 3.

Fig. 3. Notional sliding scale model of sample complexity requirements across different mod-
elling approaches. Hand-build models have relatively low sample complexity but high design
effort requirements, while the inverse is true for modern deep RL. NPPs are represented by the
dark blue X, and can be scaled in either direction on the sliding scale.

This adds a lot of value, as training data requirements can quickly become out of
hand when training intelligent agents in high-dimensional environments, which require
exponentially more data as dimensionality increases [10].

3.3 Human-NPP Teaming

We applied our joint cognitive systems engineering methodology to perform an analysis
on how NPPs will effectively support human operators. The opportunities for NPPs that
we draw out in this section include leveraging historical work and context, overcoming
individual bias, identifyingAImethods that support breadth of exploration, and injecting
creativity into mission planning.

Incorporating extensive historical and contextual information is a critical aspect of
mission planning. Before acting in unknown or novel mission planning environments,
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the prerogative for the human operator is to process how these scenes compare and
contrast to scenarios in our memory bank, generalizing and making educated guesses
and assumptions. Unfortunately, our memories are susceptible to errors, and suffer from
phenomena, such as the forgetting curve, in which we forget previously acquired knowl-
edge at a drastic rate; for example retaining less than 50% of knowledge learned within
30 min after learning [11]. In neural network learning, researchers have seen evidence
of a similar phenomenon. In a process called catastrophic forgetting, training data which
is initially passed through the model is forgotten by the final training rounds. Experi-
ence buffers, commonly used in traditional reinforcement learning and implemented in
NPPs, nullify the ill effects of catastrophic forgetting by enabling replay learning from
historical examples.

Individual bias is another form of human error, based on disproportionate weighting
of different experiences, which can detrimentally impact the mission planning process
and inhibit learning of optimal mission plans. Confirmation bias is one interesting actu-
alization of individual bias, where we remember experiences which support our mental
models with greater accuracy and lucidity than those which do not. Recency bias is
also common, in which we remember more recent experiences, and is directly related to
Ebbinghaus’ forgetting curve [11]. NPPs provide an opportunity to supplement individ-
ual bias with inductive bias, or explicit assumptions about the environment and domain
injected by the SME. Inductive bias is explicit, consistent, and desirable, individual bias
is implicit, inconsistent, and undesirable. NPP recommendations circumvent individual
bias by relying on an explicit SME crafted knowledge base.

We additionally investigated opportunities for NPPs to support mission planners by
injecting creativity into the mission planning process. Since reinforcement learning is
only parametrized around optimization of a reward signal, agents have been shown to
learn highly creative solutions across different domains. AlphaStar, trained to optimize
win rate in SC2, learned to eschew upgrading the speed of army units, a tactic which
is almost universally employed by SC2 pro players. Rather than using fast units for
harassment as is commonly practiced, AlphaStar upgraded the attack of more armored
units and used them for an all in timing attack. This strategy has now been learned
by human players and adopted into the SC2 metagame. OpenAI found similar levels
of creativity in another simulated game—hide and seek. The agent quickly learned to
exploit a certain bug in the simulation and began using boxes in the environment to “box
surf,” moving the box using a unit standing on top of the box [12]. This creativity has
also been demonstrated in robotics.

We also see an opportunity to build trust in the NPP agent and thus enhance joint
performance of the humanAI team by building amission rehearsal stage into themission
planning process. The online nature of NPP agents supports dynamic re-planning as
scenarios unfold, thus a mission rehearsal phase enables the human operator to better
understand how theNPP agent reacts in different scenarios and explore themission space
of scenarios. This is crucial for enhancing trust, an iterative process which requires
time [3]. For example, understanding that NPP recommendations have high-fidelity
(despite windy) environmental conditions, incentivizes the mission planner to take those
recommendations into account when building a mission plan. Engineering a mission
rehearsal stage in themission planning process presents an incredibly powerful approach
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for seamlessly integrating AI recommendations into mission planning and supporting
the AI/human team as a joint system which co-evolve together.

4 Prototyping and Demonstration Environment

4.1 StarCraft II Background

We have appraised the StarCraft II (SC2) platform as a generalizable simulation envi-
ronment to evaluate human/ AI teaming for mission planning and dynamic replanning.
SC2 is a real-time strategy game, created by Blizzard Entertainment [13], which revolves
around making strategic decisions in a complex environment with multi-layered game-
play and partial observability. In recent years, SC2 has emerged as a promising research
environment and challenge area for AI. Recent breakthroughs in implementing general-
purpose reinforcement learning in SC2 by DeepMind have demonstrated the viability of
SC2 as a rich environment for training intelligent agents capable of tactical and strategic
decision making [5]. We demonstrate that SC2 is a useful candidate simulation envi-
ronment and testbed for furthering research into human AI teaming and joint mission
planning.

4.2 StarCraft II Similarities to Navy Mission Environment

The SC2 environment is posed to present a unique analogy to real-world Navy mission
operational environments. The structure, complexity, and difficulty of SC2 can emulate
different mission scenarios, and has resulted in diverse strategic opening plays with
similarities to mission plans.

SC2 is an environmentwith high cardinality in both the observation and action spaces,
resulting in gameplay which often replicates the complexity of real-life engagements.
This high cardinality stems from the large number of units andunique unit abilities,which
has analogies in the large, diverse number of Navy assets with varied capabilities used
during operations. The environment is also complex, as there are two Euclidean-based
systems available to operate in (the minimap and the viewing screen). The RGB view
presented to SC2 players can be broken down into 17 different dimensions including
unit type, unit shields, visible map regions, and the height of terrain levels. A player
may reciprocate in this environment with over 500 actions requiring arguments, such as
coordinate location, coordinate space (minimap or screen), and execute now or queue
for later. Even a simple goal, such as moving a unit, requires specification of which unit,
the coordinates they should move to, and whether the action should occur immediately
or be queued for implementation following completion of their current objective. In
Navy mission planning, operators similarly need to operate using diverse information
and varying levels of tactical, operational, and strategic capabilities.

In the multi-layered SC2 environment, hundreds of assets must be controlled and
monitored in parallel, which has analogies in individual units which require sub-plans in
naval missions. Additionally, in SC2 gameplay exploitation of map terrain can change
the tide of an engagement or execution of a strategy, for example, a ground army can
be blocked using the sentry force field unit ability, as shown in Fig. 4. Professional
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StarCraft II players can leverage critical features of these maps, such as choke points,
slow down regions, and high ground to hide mines, attack using high ground vision, or
for surrounds. In Navy mission planning environments, human operators must consider
the unique aspects of the operational environment and opportunities and constraints they
impose, such as aircraft entering a limited communication area.

Fig. 4. Sentry using a force-field ability, useful for preventing ground armies from pushing for-
ward. During engagements a ranged or air unit might circumvent this scenario by specifically
targeting down sentries. This presents a clear analogy to multi-vehicle operations which require
coordinated planning given an adversary, such as suppression of enemy air defenses before a strike
mission.

Across both StarCraft II gameplay and Navy operations, the human does not have
full, complete, and updated information. In both cases, humans must reason about infor-
mation that may be stale and manage new information that is revealed over time, or
deal with “partial observability". This leads unit positioning to become highly strate-
gic; one technique often implemented is sending air units to high ground to extend the
vision of ground units. In this imperfect information scenario, crucial information is
actively discovered over time using scouting and is often hidden by the opponent. The
adversary can also take actively misleading actions, such as pretending to build a base,
which would suggest a more economic focus, only to cancel at the last minute and
amass units for an attack. Across both the Navy and StarCraft II environment, humans
must adapt and respond on the fly; parallelizing the execution of different strategies is
also necessary to fulfill objectives. Successfully implementing a timing attack requires
switching between building economy and units, saving minerals for critical upgrades,
and scouting the opponent to react if anything changes or impacts the feasibility of the
timing attack. Finally, there are diverse units within SC2which can hard- or soft- counter
other units due to their unique capabilities and constraints. For example, air units with
fast acceleration can use evasive maneuvers to inflict damage while evading hostile fire
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in a soft counter. A unit with high splash damage would hard-counter a low-hit point,
clumped together units. This is similar to Navy mission planning, where each target
needs to be clearly addressed by a specific asset based on its capabilities and payload
(“weapon-target pairing”).

Across both the Navy and StarCraft II environments, humans need to balance short-
and long- term goals, assess time constraints for executing strategies, and make strate-
gic decisions given finite resources. Timing is essential and well-researched by SC2
gameplayers, and requires a solid understanding of an opponent’s restrictions, manner
of thinking, and the physical environment. If it takes an adversary exactly 4 min to
afford, build, and fly an air unit to your base for an attack, and his infrastructure has not
been scouted by 3 min, the metagame strategy is to construct air defense, which will
finish at the 4-min mark. Long-term goals require constant scouting and assessment of
the adversary’s position to predict the viability of achieving the long term goal. Early
actions are far from instantaneous cause and effect, and may have long term-impacts
which could affect long-term planning. For example, deciding to construct detector units
or buildings would not pay off until a cloaked unit appears. Humans in both the Navy
and StarCraft II must also balancemulti-objective scenarios which requiresmaking deci-
sions about trade-offs. On the Navy side, humans must considerer the finite resources
available (assets, payload, fuel, etc.). Finite limits of different variables, such as mineral
count, maximum unit supply, and actions per minute produce multi-objective Pareto
fronts. In Pareto fronts, it is not possible to optimize across all objectives at once, and
trade-offs must be explicitly established for which resources are higher priority. Bal-
ancing priorities is essential and requires higher level knowledge about the opponent’s
army composition and competence versus your own, and win conditions.

4.3 Prototyping Environment in StarCraft II

After we identified StarCraft II as a related prototyping environment, we investigated
introducing a pre-game mission rehearsal stage to explore how humans and AI can work
together to jointly come up with a plan before gameplay. To do this, we leveraged the
“build order” concept that organically emerged throughout the player community. A
build order is a set of tactical actions that the player employs in the first few minutes in
a game to achieve an objective, such as increasing resources or building an army. There
are many established build orders leveraged by players. Generally, players mentally
determine what build order and strategy they want to employ before the game starts, and
dynamically re-plan throughout the game. Building off of this, we explicitly designed a
pre-game interface that enables a human player andAI teammate to jointlywork together
to create a build order before gameplay begins (Fig. 5).

One critical element to the joint creation of a mission plan is the ability to understand
the outputs from the AI element and relate them to a complex mission and iteratively
evolve the mission with the AI. Since traditional outputs from AI systems will typically
output low-level data values and properties, the human operator needs to interpret these
outputs and relate them to a mission plan and understand how that evolves over time.
In contrast to traditional approaches, mission rehearsal allows the human to create and
process the mission plan alongside an AI teammate in real time. Our user interface
controls enable the human operator to provide input to the AI system; Fig. 5 shows a
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notional control (top left) designed to allow the operator to select from a set of different
agents with higher level objectives (“All In,” “Economic,” “Defensive”). This is simi-
lar to Navy mission planning where operators might select the specific mission goals
required. Below the selected objective, a set of tactical steps to accomplish this goal
appear according to the inputs from the NPP agent (e.g. “Morph an Overlord”). These
steps dynamically update with actions from the NPP agent. Key features of this initial
prototype include the AI recommending actions to the human, rather than implementing
actions, bi-directional communication (the operator selects an agent, and the agent pro-
vides recommendations), and dynamic recommendations based on the environmental
state.

Fig. 5. Early concepts of the build order (B.O.) user interface. The B.O. user interface enables a
human and AI to collaboratively build a plan in the Starcraft II environment.

5 Conclusions and Future Work

In our research, we have adapted a joint cognitive systems analysis approach to iden-
tify key challenges and considerations in human AI mission planning, and proposed
a potential AI based approach and testbed environment for furthering our research. In
short, we have built the infrastructure for pursuing more research. One direction for
future research we have identified lies in evaluating methods for how humans and AI
systems can jointly work together to accomplish goals and testing with representative
end users. This research will shed light on high-level interactions including the types of
strategies constructed by human/AI teams to achieve objectives within different scenar-
ios, along with “micro-interactions,” such as whether there is frustration associated with
the AI providing too many recommendations, investigating timing of recommendations,
and how these evolve over time and pressure. Another direction which merits further
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research lies is in the hard problem of explainability. Our approach uses recommenda-
tions from a NPP agent rather than allowing the agent to take actions in the simulation
environment, circumventing the problem of how to best delegate and hand-off control.
However, translating low-level outputs from a reinforcement learning agent into recom-
mendations for human understandable tactics and objectives is non-trivial, and how to
build or filter these recommendations from the low-level output and manage the fre-
quency and timing of these recommendations should be addressed in future work. AI
uptake in mission planning will also be influenced by how quickly next steps are taken
to generalize approaches such as ours to domains outside of SC2, likely beginning with
alternative simulation environments. In the real world, there are a diverse set of mission
environments with different assets, risks, objectives, tempos, and requirements. Finally,
verification and validation remains a complex and critical element with the introduction
of all technology, including AI, with critical mission environments, such as with the
Navy.
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Abstract. We propose a new type of personas, artificial intelligence (AI) per-
sonas, as a tool for designing systems consisting of both human and AI agents.
Personas are commonly used in design practices for modelling users. We argue
that the personification of AI agents can help multidisciplinary teams in under-
standing and designing systems that include AI agents. We propose a process for
creating AI personas and the properties they should include, and report on our first
experience using them. The case we selected for our exploration of AI personas
was the design of a highly automated decision support tool for air traffic control.
Our first results indicate that AI personas helped designers to empathise with algo-
rithms and enabled better communication within a team of designers and AI and
domain experts. We call for a research agenda on AI personas and discussions on
potential benefits and pitfalls of this approach.

Keywords: Personas · Interaction with AI · AI agents

1 Introduction

Human-automation systems increasingly includes and relies on artificial intelligence
(AI) agents that range from robots, autonomous vehicles and chatbots to decision-support
tools. AI agents are not just tools executing well-defined tasks but ‘team players in joint
human-agent activity’ [1, 2]. They are designed to improve our lives and reduce our
workload. However, the complexity that comes with themmight result in humans having
a poor understanding of how the automation is performed and of the real-world situation
that the automation is helping to control; this is called human-out-of-the loop syndrome
[3]. Further, AI agents often employ black-box algorithms that can affect our behaviour
without our knowledge or explicit consent [4].

Thedesignof systems containingAI is receiving increasing attention from theHuman
Computer Interaction community [5–8]. AI has been recognized as a newdesignmaterial
[8] that requires appropriate design methods and tools. Human and AI agents both
show forms of agency and behaviour in the sense that they are capable of making
a difference [9]. Although design, as a multidisciplinary activity that aims to clarify
the purpose and meaning of the world around us [10], should model the behaviour
of human and AI agents, this is not an easy task. The design challenges of human-
AI interaction include challenges in understanding AI capabilities and in collaborating
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with AI engineers throughout the design process [11]. Designers should also model the
partnership of the human and the artificial [6] and be able to empathise with algorithms
to better understand their nature [12]. We follow this line of thinking and propose the
use of AI personas in the design of human-automation systems.

1.1 Personas

Personaswere first proposed byCooper [13] and are commonly used in design and devel-
opment practices. A persona is an archetypical character representing users’ behaviour,
goals, needs and frustrations, and it should help designers and developers empathise
with users. Although the usefulness of the persona approach has been debated, it is
considered a standard part of the designer toolbox [14]. Personas vary in the extent to
which they rely on user data [14]. As Norman explained, personas are communication
aids and tools that add an empathetic focus to design [15]. They can be based on quali-
tative and quantitative data user data, such as interviews, surveys and clickstreams [16,
17], on designers’ experience and intuition, as with Norman’s ad-hoc personas [15]; on
fiction [18]; or on extreme characters [19]. However, one should be aware of potential
biases that might be introduced by automatically generated personas [20] as well as the
effects of cognitive styles [21] and experience [20] on the perception of personas. A
comprehensive survey of different approaches to personas can be found in [22].

A commonality of all of these approaches is that they describe humans. As Turner
and Turner [23] put it, they ‘encapsulate users as rounded human beings’ and ‘put a face
on the users’. However, theremay be substantial potential in applying a persona approach
to the design of AI agents. In particular, as such agents increasingly are partners in team
work whom which humans relate to in ways resembling how they relate to their human
colleagues or partners. There are emerging initiatives for this within the chatbot and
conversational agent research communities, where chatbots are made into beings with a
personality often at an early stage of the design process e.g., [24] and where researchers
are already addressing the effect of such personalities on user experience e.g., [25]. We
seek to contribute this thread of research by exploring the potential of applying personas
approach to the design and development of AI agents. More specifically we aim to
explore:

• How can personas capture the properties of AI agents?
• How can personas support collaboration in interdisciplinary teams?

2 Method

This paper explores AI personas as a means for modelling the behaviour of AI agents
and supporting collaboration in multidisciplinary teams. A participatory action research
approach [26] was applied. The design team consisted of a small group of researchers
working in mathematical optimization, artificial intelligence and interaction design. The
participants had between two and seven years of experience in development of Air
Traffic Management (ATM) systems and evaluating them with controllers. One of the
participants had attended a course in air traffic control dedicated to developers and
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researchers. All discussions during workshops and produced artefacts were recorded
and then analysed using thematic analysis.

The first step in developing these artefacts was to search the literature for relevant
concepts and practices. We found two recurring concepts on the properties of AI robots
and algorithms: personality and attraction. The second step was to identify a case. We
selected the design of a highly automated decision support tool for air traffic control.
The third step was developing the AI personas. To do this, we conducted twoworkshops;
the first one was to discuss the format of the AI personas, and the second one was to
develop the personas for our case.

In their survey of socially interactive robots, i.e. robots for which social interaction
plays a key role, Fong, Nourbakhsh and Dautenhahn [27] identified the following human
social characteristics: expressing and/or perceiving emotions, communicatingwith high-
level dialogue, learning/organising models of other agents, establishing/maintaining
social relationships, using natural cues (gaze, gestures), exhibiting a distinctive person-
ality and character and learning/developing social competencies. Although designing
engaging personalities for chatbots based on their backstories has been proposed, it has
been pointed out that building trust requires that chatbots be upfront about their machine
status [28].

Research on the personalities of automated agents includes the work of Mennicken
et al. [29] on the perceived personality traits of smart homes. Moreover, Ahrndt, Aria,
Fähndrich and Albayrak [30] discussed how automated agents could be bestowed with
personality traits to improve predictability in interactions with humans during planning
tasks. Culley and Madhavan [31], however, raised the concern that anthropomorphic
agents may strengthen human trust due to increased emotional appeal but decrease user
sensitivity to actual performance because users would make trust-based judgements.

In personal interactions with computers, humans not only recognise their personal-
ities but also apply the personality-based social rules of similarity attraction and com-
plementary attraction [32]. An exploratory study investigating links between human and
attributed robot personalities found that participants’ evaluations of their own personal-
ity traits correlated with their evaluations of robots’ personality traits [33]. Lee, Peng,
Jin and Yan [34] found that participants could recognise a robot’s personality based on
its behaviour and that they preferred interacting with robots that had a personality that
was complementary to their own. Research by de Visser et al. [35] suggested that the
degree of anthropomorphism in machine agents may affect how users experience them
and the level of trust they bestow upon them.

In the present study, we adapted the process for constructing personas described by
Cooper, Reimann and Cronin [36] to develop AI personas as follows. First, we identi-
fied a preliminary list of behavioural variables. We extended the lists of persona-related
variables suggested in the literature, such as the one given by Cooper et al. [36], to
include additional properties that we found in other studies. The literature on interac-
tion with robots/social robots was the closest to our needs. Second, we selected relevant
behavioural variables (properties) after discussing the preliminary list. During this dis-
cussion, we also identified potential redundancies and checked for completeness. Third,
we expanded the descriptions of the variables and behaviours. Finally, we designated
the persona types.
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The first step was done by the first author of this paper, whereas the other three steps
were done by a small teamof experts (three designers and onemathematician) during two
half-day workshops. Knowledge regarding algorithms and their agency in this process
was revealed during the discussion among team members. All team members were
domain experts, meaning that they had a good understanding of Air TrafficManagement,
the job of air-traffic controllers, and the tasks, procedures and tools they currently use.
Themathematician in the team had expert knowledge on existing and future optimisation
algorithms, including their potential and limitations, and was acting as an “advocate”
for the algorithms.

3 AI Persona Prototype

An AI agent is anything artificial that is capable of acting based on information it
perceives and its own experiences. These agents may have different levels of freedom
to choose between different actions, i.e. different levels of autonomy. An AI agent can
have a body, such as a vacuum cleaner, or be a program installed on a computer, such as
a web browser search engine. AI agents interact with their environment, including other
human and AI agents. The core of an AI agent is the algorithm or algorithms that enable
it to act. An AI agent can perceive the environment through sensors, such as cameras or
GPS signals, and a keyboard, and it can act via actuators, such as robot arms, speakers
or screens.

The case we selected for our study of AI personas was the design of a highly auto-
mated decision support tool for air traffic control. Air traffic controllers’ tasks include
directing aircrafts on the ground and through controlled airspace, organising and expe-
diting the flow of traffic and preventing collisions. The agents in this system are called
planning agents [37]. They consider anticipated future situations caused by their own
actions to decide the best course of action.

In the ATM domain, decisions are time- and safety-critical. Further, a decision made
by one controller (human or AI agent) impacts the performance of the entire system.
Although our findings have shown that AI agents that support the generation, selection
and implementation of decision alternatives in this domain can improve performance by
20% to 50% [38], introducing them in the working environment of controllers is a non-
trivial task. AI agents have to adapt their behaviour to humans’ needs, preferences and
current situations. Furthermore, understanding the rationale behind decision alternatives
generated by the AI agent and ensuring that decision implementation is manageable for
humans is a prerequisite of trusting and accepting the tool [39, 40]. The algorithms behind
such planning AI agents are not always based on human decision-makers’ reasoning but
on mathematically proven properties and procedures which are difficult to explain to
non-mathematicians. So, how should we describe such AI agents in a way that alleviate
design process and leads to the development of AI agents that air traffic controllers would
like to work with?

Cooper et al. [36] proposed focusing on the following behavioural variables: activi-
ties, attitudes, aptitudes,motivations and skills. They also suggested that variables related
to job roles should be listed separately for applications in a work context. As AI agents
interact with humans, the human social characteristics identified by Fong et al. [27]
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such as expressing/perceiving emotions and communicating with high-level dialogue,
are also relevant.

The properties of AI personas that we discussed during the first workshop are shown
in Table 1. The left column lists the properties, and the right one gives a brief description.
During the first workshop, the team discussed whether the variables were relevant and
their meaning in our case, and they tried to understand the controller and AI agent points
of view. Descriptions of properties and behaviours were expanded upon with examples.
The quotes given in the rest of the paper are from the audio-recorded workshop sessions.
During the process, we also identified some redundancies and checked if anything was
missing.

Table 1. Properties of AI Personas

Property Description

Appearance The agent’s look/size/layout/interaction forms,
such as a pop-up window at the controller’s
working station or a small robot siting on the
desk. Specification of how it interacts with the
controller, such as through speech or visual
communication

Type of communication The high-level or simple dialogue used with
the controller, such as brief instructions or
longer sentences. Whether the agent will take
over communication with the pilot to reduce
the workload of the controller

Social relationship and trust Ability to establish a social relationship with
the controller and build trust over time

Controller’s state Recognising the state of the controller

Personality Individual personal characteristics of the agent,
such as extraversion (outgoing/reserved) and
agreeableness (friendly/challenging) as well as
the interpersonal behaviour of the agent, such
as dominance/submissiveness and affiliation
(warmth/hostility)

Social competence Ability of the agent to learn and develop social
competence

Algorithm’s job-related properties/limitations Ability of the agent to perform its job

Adaptiveness Ability of the agent to receive input and adapt

Transparency Ability of the agent to explain its actions,
including the reasons for and impact of those
actions

Role The agent’s role such as being supervisor or a
colleague
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The appearance of the AI agent was the least-discussed property. We all agreed
that the AI agent would somehow be embodied in the controller’s working position,
that it should be discrete and non-intrusive and that it should support a combination of
interaction forms, including speech, touch and visual presentation.

During discussion regarding the type of communication, a question was raised on
whether we should accept that the communication method would be as it is today—
simple instructive dialogue—or whether the AI agent would reduce the workload and
thus make space for more natural, complex dialogues.

The development of a social relationship and trust were considered things that would
be built over time. The most important element for trust would be showing users that
previous decisions proposed by the AI agent were good. An AI agent could, for exam-
ple, show how many of its proposed decisions were accepted by controllers or how its
proposals led to a certain level of reduction in CO2 emissions. Small talk could be used
to increase the closeness between the agent and the controller. For example, after briefly
discussing weather, it might be easier for the agent to be bossy and tell the controller to
follow his recommendations.

We also discussed the possibility of the agent using other senses to recognise the
state of the controller. For example, the agent could recognise that the controller is
stressed, sick or unable to perform the job based on gaze, gestures, eye tracking or other
unobtrusive physiological measurements.

The following personal characteristics were identified as the most relevant ones for
our case: extraversion, agreeableness, dominance/submissiveness and affiliation. The
discussion of these characteristics brought up several interesting questions. For instance,
would human personality types be enough to describe AI agents? Would we need addi-
tional characteristics? Would agents with different personalities propose different solu-
tions? Would a risk-taking AI agent be more likely to violate separation rules when
sequencing planes on the runway if it is sure that it is still safe? Would an impatient
AI agent would try to send out all of the planes from its sector as soon as possible. It
was also suggested that the AI agent should adapt to the personality of the controller.
When we discussed the ability to learn/develop social competence, we agreed that the AI
agent should propose the solution that is most appropriate to the controller’s personality.
For example, the agent should not push a riskier solution on a controller who likes to
be on the safe side or talk too much to an introverted controller. The agent should also
recognise and adapt to the controller’s patterns of behaviour. For example, if a controller
is under more stress than usual, the AI agent should be able to recognise this and adapt
not only its communication style but also the decisions it suggests.

We agreed that the properties and limitations of the AI agent’s algorithms were very
important in our case. For example, we needed to determine how quickly the agent can
provide a solution, whether it provides a broader view of the airport than the controller’s
view and the balance between the quality of the proposed solution and responsiveness.

In a way, agent transparency was the most difficult property to discuss. Whereas
everybody agreed that the algorithms should be transparent, the mathematician judged
the designers’ expectations related to transparency as difficult or impossible to imple-
ment. He explained that the optimisation algorithms explore an extremely large number
of possible solutions until the optimal one is found and that this cannot be presented to
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the controller in a meaningful way. The alternative that was discussed was presenting
the impact of the solutions proposed by the agent and the controller based on certain key
performance indicators, such as the time an airplane spends on the runway (taxi time)
or the levels of CO2 emission. The agent can also try to briefly explain the reasons for
the proposed solutions.

Regarding the possible roles for the AI agent, having the AI agent act as a coach,
supervisor or colleague was mentioned. All proposed properties were found to be rel-
evant. Although some of them were closely related, such as type of communication
and social skills, including similar properties led to a richer discussion among the team
members.

The next step in our process was designating the persona types.We first presented the
results of the first workshop. Then, each team member worked on his or her own. After
that, the team members presented their personas in plenum, and the others commented
on them and suggested additions. Figure 1 depicts an example of an AI persona we
developed.

Fig. 1. Self-aware ATM robot

4 Experience with Collaboration

During both workshops, the level of interaction and engagement among the team mem-
bers was very high. They were constantly finishing each other’s sentences, interrupting
each other and giving their own examples. Independent of their background, all team
members empathized with the (human) end user and the AI agent.

They often drew on their own experiences with AI agents when explaining how the
agent should not behave. A story from one team member was often followed by similar
stories from other team members. For instance, one member noted, ‘If I often travel
to one place for business meetings, it [the algorithm thinks that it] means that I want
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to travel there all the time and offers me amazing holidays there’. Another member
responded by recalling, ‘The last time I was in the cottage [hundreds of kilometres from
work], Google explained to me how long it would take to bike to the office’.

When discussing communication with the agent, the mathematician tried to consider
the situation from the perspective of different potential end users: ‘I have no idea, maybe
some people want it different. Perhaps theywant less informationwhen they are stressed.
What you definitely don’t want when you are under stress is contradictory information’.

When we started discussing the properties of the algorithm, the mathematician
described his own algorithm and very quickly identified himself with the algorithm,
referring to it using ‘we’ and talking about the algorithm as if it were a human being.
He definitely ‘put a face on the algorithm’, as seen below:

If we [the algorithms] are keeping track of what a controller can do, we can update
the objectives of the model, and you would not suggest some solutions if you know that
the controller has only two minutes or something and cannot do it anyway.

He also spoke for the algorithm when talking about the previous generation of deci-
sion support algorithms that definitely had no natural language interface: ‘Before it was
like, “Hi, just give me the input”, and the algorithm thinks about it, and gives the output.
It expects that it will be followed’.

When considering the controller’s situation, the HCI experts often referred to the
algorithm with the pronoun ‘you’: ‘If it is a black box, I don’t care how you do it, but I
see that you [the algorithm] remember that I usually travel’.

5 Discussion and Future Work

This paper introduces a novel method for the design of human-automation systems—the
use of AI personas—and reports our first experience with this endeavour. To fully exploit
the increasing capabilities of AI, humans and AI agents should learn how to collaborate
more effectively.We started our journey towards designing improved human-automation
systems by investigating whether and how the personification of AI agents may help
multidisciplinary teams. Our initial assumption was that AI personas would facilitate
empathy with algorithms, which would, in turn, advance the understanding of human-
automation systems. The process that we proposed for the construction of AI personas
involves the following steps: (i) identify preliminary behavioural variables, (ii) select
relevant behavioural variables, (iii) expand the descriptions of variables and behaviours
and (iv) designate types of AI personas.

Our process differs from the one put forward by Cooper et al. [36] in that it is not
based on user data. It does, however, require the participation of experts with knowledge
of the algorithms that are used or may be used for the development of AI agents. These
experts can explain an algorithm’s point of view, and experts with domain knowledge can
explain the points of view held by different stakeholders. We found that our proposed
process paves the way for empathising with algorithms and examining partnerships
between humans and AI, moving design practice in the direction envisaged by several
scholars [5, 6, 12]. Additionally, the process advances empathising with (human) end
users beyond the level achieved with standard personas that model user behaviour. Step-
ping back and appraising what is happening from an algorithm’s point of view requires
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consideration of the finer details of human-automation collaboration and communica-
tion and the enrichment of empathy with end users. Finally, the process recommended
in our work helps achieve a holistic view of human-automation systems.

Björndal, Rissanen and Murphy [41] supplemented the process of constructing per-
sonas through steps that are useful in the context of industrial robots: globalisation,
validation by end users, prioritisation of personas, creation of a common vocabulary,
identification of critical business scenarios and identification of critical safety situations.
Although we did not include these steps in our process, some were incorporated into our
discussions. Specifically, we discussed cultural differences amongst various countries
and ATM centres, e.g. hierarchical versus flat organisational structures; formal versus
less formal organisational cultures; the need for engagement in different behaviours in
critical safety situations, e.g. no negotiation during critical situations; and the importance
of a common vocabulary.

Another issue that emerged during the process was the need to clarify whether AI
personas should consist of one agent or a mashup of agents, as discussed in Chang, Lim
and Stolterman [42]. The advantage of having several personas in our context is that
the users, i.e. air traffic controllers, can select a personality in accordance with their
preferences and on the basis of similarity or complementary attraction, as described
above. The argument for having combined personas in our context is that the controllers
would experience the decision-support system as a holistic system that would modify
its behaviour based on the situation. In critical situations, for instance, the system would
reduce communication to avoid additional stress or assumecontrol over certain functions.

Our other assumptionwas thatAI personas and the associated processwould improve
communication within a multidisciplinary team. This is exactly what happened; work-
ing on AI personas helped bridge gaps amongst team members with different back-
grounds and expertise. The workshop participants quickly adapted their highly spe-
cialised language to one another and created common ground for understanding the
human-automation systems that they were designing.

Our approach goes beyond simply understanding users. It allows us to ‘put a face
on’ algorithms. We believe that this is increasingly important as we shift from AI agents
that mimic human decision-making to new algorithms that are incomprehensible to
non-experts.

This paper presents ongoing research. It points to future research directions: i) inves-
tigating potential benefits and limitations of AI personas throughout the entire design
process, including evaluating developed solutions, and ii) investigating designers’ expe-
riences with AI personas more comprehensively as well as effects of personas on col-
laboration and creativity within multidisciplinary teams. We call for a research agenda
focused on AI personas.What are the possible pitfalls of using AI personas as an interac-
tion design method? How should this method be adapted to AI as a new design material?
How can it capture AI’s distinguished nature?

Acknowledgements. The project was funded by the NextGenDST project.



238 A. Karahasanović et al.
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Abstract. Recent advances in artificial intelligence have resulted in developments
in various creative arts, specifically in terms of the creator’s instrumental expres-
sion and perception of use in the visual domain. Based on actual examples, we
confirm the expansion of expression and stimulation of the artist’s creative will.
We examine the process of selection, judgment, and interpretation of the outcome
by the creator and AI. A creator uses the AI algorithm program as a “tool” ini-
tially. However, based on numerous attempts and data sets, the creator himself
makes various interpretations of the results and receives inspiration. Such judg-
ment and interpretation of the creator lead to new possibilities and expansion of
work through creative will and inspiration. Expert interviews were conducted on
the evaluation ofworks usingAI and interpretation of art-related creativity. Results
reveal various opinions on the interpretation criteria for instrumental recognition
of artists and the evaluation of AI artworks by experts in related fields to date.
Based on this, we hope to spark interdisciplinary discussions about responsibil-
ities of AI’s current instrumental use; further, we explore new partner potential
based on AI and collaboration in the creative process.

Keywords: AI-style generating · Unplanned serendipity · Co-evolution

1 Introduction

Perhaps the most interesting scientific creation in human history is artificial intelligence
(AI). With the development of information technology and engineering, the full-scale
fusion of science and art has expanded awareness to new areas. For instance, Christie
auctioned off the world’s first artificial-intelligence artwork [1], a canvas painting drawn
by an artificial-intelligence algorithm developed by the French art group Obvious. It was
created using a model called a generative adversarial network (GAN). First, the artists
fed a generator a dataset of 15,000 portraits done between the 14th and 20th centuries.
It then created new works based on the training set until it fooled a test designed to
distinguish whether an image was made by human or machine. Hugo Caselles-Dupré, a
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member of Obvious, stated that they want to be recognized in the traditional art market,
not in the technology field [2].

“In 1850, when the camera showed up, it was only used by highly qualified engineers
and so itwas not considered for its artistic potential.We thinkwe are in the same situation,
because people view us as engineers but we really think this type of technology will be
used more and more in art.” He asserted that unfamiliar reactions to the work would be
resolved over time.

The current AI attempts a full-scale fusion of technology and art by imitating human
psychology and free will, consciousness, and unconsciousness using learning data, per-
ception, and reasoning [3]. Mechanisms of humans and AIs also offer potential possi-
bilities through differences in the way humans perceive and reason in the gap between
user intention and realization [4]. This study is organized as follows. In Chapter 2, we
discuss the changing meaning of creation through related research and the changing
creative process through the instrumental use of AI. With the influence of AI, we move
away from tools that assist designers or artists in working, gradually improve the contact
points among humans or between humans and machines, and explore the possibility of
new cultural production methods. Chapter 3 investigates role changes in the creative
process and user perception through AI algorithm programs in the major group’s visual-
ization area based on actual experiences. In Chapter 4, the overall perception change and
ripple effect were examined through interviews with experts in each field. In Chapter 5,
the possibility of human–AI co-evolution based on each chapter’s contents is discussed
and the conclusions are summarized. Finally, in Chapter 6, the follow-up study on the
opportunity element of AI data attributes was discussed.

2 Related Work
2.1 Changes in the Creativity Concept and Research

Creation is considered an unknown realm whose essence has not yet been fully revealed.
Thedictionarymeaningof “creation” refers tomaking things for thefirst timeor engaging
in production activities through aesthetic experience. “Creation” is distinguished from
the concept perceived as “production” based on originality and individuality. Creativity
entails devising newways of thinking or relationships andmaking new things in a broader
sense. A recent study byMichael Mumford expanded on the concept of creativity, based
on traditional divergent thinking, to include the generation of ideas and interactions
through an active analysis process [5]. In science, although creators are distinguished
only by their level as imitators or learners, they include all fields of human behavior and
production that apply to artists, scientists, and engineers.

P. E. Veron’s theory defined the subjectivity of creation as the human ability to
produce new and unique ideas, insights, inventions, or artistic works that recognize sci-
entific, aesthetic, social, or technical value [6]. Since human ingenuity and individuality
are important, they are distinguished from the mass production of similar products by
machines or the manufacturing process. The definition of creativity as a human-owned
domain is based on the creator’s idea or emotions. Scientific research on creativity is
a divergent production based on J. P. Guilford’s human cognition, which is still called
“divergent thinking” [7]. He focused on creativity as an integral part of human intel-
ligence and defined it as one’s engagement in the creation of new and useful things.
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Twentieth-century physicist David Bohm argued that humans find themselves by sub-
jectively accepting and interpreting stimuli transmitted through the five senses from
nature and the universe and expressing them in their own way. Creativity is the ability to
find organized patterns expressed in language, mathematics, logic, colors, and gestures
in the material world’s dizzy and complex form [8]. Throughout time, aestheticians and
scientists have attempted to explain the nature of the creative process but identified only
one aspect of it. Nevertheless, the overall picture of the process remains an enigma. The
spread of technology and media has led to diverse creative cultural activities as a cultural
production method at the individual and group levels as well as economic production
activities [9, 10]. From the beginning of the 21st century to the present, creativity research
has changed into the idea that creativity must be achieved through a pluralistic approach,
which includes cognitive, personality, social, and cultural aspects. Research on changes
in the concept of creation is ongoing and expands not only to creative processes and
products but also to society or situations that provide an environment and value in which
creative abilities can be exercised.

2.2 System and Tool Evolution

Nowadays, various filter effects and connections generated using a smartphone camera
snapshot make us creators. Regardless of artistic training and technical background, the
creator, developer, and marketer’s role has become possible. Any-time and anywhere,
creating something out of what anyone feels and experiences is made possible through
the system’s methods and tools. Ironically, the creator’s “creating” behavior has been
relegated to “editing” behavior but nevertheless has been stimulated by a new mode
of expression of AI and expanded the scope of creation through an active interpreta-
tion role. Based on AI-generated algorithms, creative tools become more powerful as
ordinary users gain experience and know-how in development, publication, and man-
agement. Adobe, which has been a powerful partner of creators before the advent of
AI algorithms, has responded to changing trends. In June 2020, it introduced Adobe
Sensei [11]. which uses the power of AI and machine learning (ML) to accelerate time-
consuming production tasks. It is distinct from existing histogram-based solutions and
is built with ML to provide consistently reliable results for users. It also provides experi-
ence optimization, technological innovation, and platform experience by predicting user
behavior based on data characteristics, differences, and conversion factors. Attractive
features expand the user base and make creativity widespread. After linking content and
data, it accelerates the process with production speed and quality.

Meanwhile, Google Arts & Culture provides online access to a library of artworks
favored bymany exhibitions andvisitors.According toGoogleTrendAnalysis,museums
and galleries worldwide are shutting down because of COVID-19. As a result, online
searches forGoogleArts&Culture have quadrupled sinceMarch2020 [12].As a tool that
provides a wealth of discovery and exploration, it enables users to explore the world’s
arts and cultures safely at home while preserving interest and stimulation. Users can
share images and videos, live content, and podcasts and hold inter-active Q&As, virtual
walkthroughs, and curated tours. AI filtering and AR/VR applied digital technology
facilitate direct access to arts and culture experiments. Rather than just appreciating
art collections, users cross the physical space through an experimental section close to
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the “practice” experience. We have moved beyond just recording an art collection by
crossing the physical space through an experimental section that is more of a “hands-
on” experience. The expanded expression tools and system methods have broken the
boundaries between creators and enjoyers, making it possible for them to create and edit
art and not just appreciate and enjoy it. At the same time, it gained the possibility of
faster and easier evolution in a super personalized society and was selectively accepted.
Thus bringing about changes in the making process.

2.3 The Emergence of New Works

In his book New Media Language, Lev Manovich argued that modern art is produced
or distributed via nonmaterial information systems. Moreover, new media art insisted
that its basic form is digital [13]. The expanded as the means and media of cultural
activities were diversified based on output and production type. The proliferation of
technology and media has changed the economic mode of production and the cultural
production method at the individual and group levels. Since the 1990s, digital media art
has developed to focus on interactive art. In the early 2000s, the advent of technology
such as communication or data accelerated AI creation. Art-works that use AI focus
on creating audiovisual pattern-oriented images and realize new aesthetic experiences
through ML algorithms based on collected data. As ML became more common in the
early 2010s, it began to be applied to neural network image recognition, classification,
and computer vision. Moreover, it expanded the scope of creation through the role
of active interpretation. In creating images using AI, artists intervene and reflect their
intentions through the selection anddecision of learningdata. In connection,AnnaRidler,
an artist who uses AI-generated algorithms, emphasized the importance of training sets
[14].

According to her, most training sets use what several researchers have accumulated
in various ways, but the contents or procedure of the processed data reflects individual
subjectivity. For example, The Fall of Usher’s House is a 12-min. animation, with each
still created by a GAN (a type of AI) trained with its own painting (see Fig. 1) [15].
While one can draw by hand, choosing ML allows them to elevate and increase these
subjects in terms of creators’ roles, the interactivity between art and technology, and the

Fig. 1. Hand-drawn elements for the training set of the Fall of House of Usher.
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memory aspect in ways that are otherwise unavailable. Using AI, one expresses how
they can generate ideas in ways that have been previously impossible.

2.4 Visual Field Expansion Through Tools

The appearance of the canvas, oil painting, mathematical perspective, and the camera
has long formed a material and compositional basis for reproducing modern vision.
Just as automatic image production and reproduction is possible through photographic
techniques, using AI as a creative medium can be generally classified into two types of
interactive systems: construction and image generation [16]. Simon Colton, an engineer,
reported on the most recent advances in The Painting Fool project, which improved its
capabilities before, during, and after the painting process by integrating the machine
vision capabilities of the DARCI system into an automated painter [17]. He stated that
through The Painting Fool software, he intends to be taken seriously as a creative artist.
On the technical side, this would allow an individual to take on more creative responsi-
bilities and provide more interesting pieces and better-framed information. Some works
show meaning interpretation and visual expandability beyond the category of simply
combining and using technology. For instance, Cloud Face-Real Time by Korean artist
Seungbaek Shin andYonghoonKimutilizes face detection, anAI visual technology [18].
Based on the interpretation of the meaning of the current data, the relationship between
artificial intelligence vision and human vision is shown as human optical illusion and
imagination (see Fig. 2). At the same time, they focused on what the appreciator meant
to be related to data interpretation beyond the visual “seeing.”

Fig. 2. “The Portrait” to find the average face by searching all the faces of the characters in a
movie (A); the “Cloud Face” showing a cloud in the shape of a face found in the sky with a face
recognition camera (B).

2.5 Summary

Based on related research, human creation has brought important changes throughout
the distribution and consumption process. As quality and universality have improved in
recent years, it seems necessary to study these instrumental creative systems [19]. As
the scope of art expands through creation, it is closely related to the flow of change
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in culture and society as a whole. The characteristics of works using AI-generated
algorithms through related research are based on learned data. Still, AI potential is
often unpredictable and, like most programs, can change its form and shape infinitely.
The use of AI, which is faster and has a wider range of possibilities, does not serve a
predefined purpose [20]. It may be a purpose that is not yet defined. To achieve this
use to a higher level, there is a need to supplement and improve both existing human
capabilities and potential. Therefore, in today’s new work environment, creators must
combine disparate data interpretation abilities and creativity. We need to look at the
actual cases of use of the gradually changing AI creation algorithm, the role change of
creators from various perspectives, and the creative process closely.

3 Research Verification: Case Analysis

3.1 Purpose of Analysis

AI-style Generating Service (AIGS) refers to a service-area program with an artificial
intelligence neural network that learns and creates succeeding images until AI deviates
from the artist’s existing style to help create a new style. Using AIGS, we check expe-
riences of currently-engaged creators: how the experience differs from use of existing
tools, howAIGS affects the creator’s experience, andwhether it is providing the possibil-
ity of changes to the creative process. The programs used for the work are Pulse9studio
Paintly FX and Google Deep Dream Generator (DDG) [21, 22]. Our investigation was
implemented through a Generative Adversarial Network (GAN) algorithm [23], which
consists of a series of artists’ work processes post-investigation and qualitative analysis
through Semi-structured interviews. For interviewees, because the semi-structured inter-
view was conducted to provide an atmosphere in which the interviewees could express
their free thoughts and make them feel less stressed [24].

3.2 Participants

To confirm creators’ experience using AIGS, interviews were conducted with two cre-
ators who participated in an exhibition using AIGS. The exhibition consisted of 30
works with 10 participants and was held from November 19th to 21st at an exhibition
hall in Gangnam, Seoul (see Fig. 3). The exhibition’s participating artists were Grad-
uate School of Design students, who had completed various undergraduate majors. In
general, designers use various tools and programs in their work [25]. In fact, designers
and artists differ in their use of methods, new programs, and tools to create works. Inter-
viewees were selected from among designers because they were familiar with the tools
and because design work is also viewed as creation. Selection criteria were based on the
type closest to an artistic sense and style according to results of works through AIGS.
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Fig. 3. The Exhibition poster images.

3.3 Differences of Expression Type by Artists

The work process of corresponding artists by type was as follows. Based on the artists
obtaining the intended result, the process was under-stood as a new user experience
differing from past work. The work process was investigated in the context of the creator
and AI and the process of auxiliary work performed by the creator and AI according to
the usage type. Thus, we investigated factors related to various experiences.

3.3.1 Image and Concept Interpretation: Type A

Artist A’s work was intended to express a third party’s perspective differing from the
existing composite image. The artist’s real, original photo was set as a reference for a
blurry, cold image to express an afterimage. Various reference images such as smoke,
soot, and metal surfaces were input. After several tests, combining the artist’s original
photo and the reference image, a metal image was selected and then combined with the
original photo (see Fig. 4). It is a series that expresses a general photograph, like an
abstract painting, by combining photographs with different metallic textures. The artist
expressed and interpreted the resulting image as an existentialist concept of a human
form’s blurred silhouette. The artist completed a final image through an interpretation of
the entire resulting image. Through the final selected reference image, a series of works
in the same style was produced.
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Fig. 4. The image interpretation and application of abstract concepts.

3.3.2 Stylization Through Pattern Learning: Type B

Artist B spent her childhood inAfrica. Her works are based on the TingaTinga, a painting
style from Tanzania, East Africa [26]. Her expression technique is characterized by
liveliness with strong colors and delicate borders. She made several attempts at her
desired result using Google DDG. Accidentally confirming that the artist’s style could
be a patterned one, not the original image. The learned pattern was the previous artistic
style (see Fig. 5). The artist combined several images of animals through the patterned
result image and expressed it as a series titled “Africa of My Mind.”

Fig. 5. Image change by learning artist style patterns

3.4 Change and Discovery of Work Process

The work process in the visual domain based on the AI algorithm is as follows. In the
initial input process, content images and style images are input according to the artist’s
selection. The resulting image is checked as to whether it fits the artist’s intention.
Then, the initial input stage is repeated. Through several input steps, a resulting image
that fits the artist’s intention is obtained. Next, the interpretation and judgment of the
resulting image is performed. In fact, the artists entered images (e.g., artist A, metal
image/artist B, nature image) to provide the algorithm. The style was found through
trial and error. Finally, from many result images, the artists selected the image closest to
the intention. Here, we see that the results vary depending on the artists’ choice, which
could be organized into Type A, which goes through the result analysis and selection
step according to the style image based on the content, or Type B, which patterns the
style by inputting content based on the learned style image (see Fig. 6).
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Fig. 6. Type of result depends on the artist’s judgment and choice in the AIGS usage stage.

3.5 Semi-structured Interview

Qualitative research was conducted through interviews with writers to gain deeper more
detailed understanding of the AI user’s experience and process of work. Through quali-
tative analysis, we aimed to investigate the user’s thoughts deeply to derive features of
the work process. Based on interview content, we tried to grasp the artist’s intention, the
function used by the artist, and the factors they valued by the artist.

“I think this program is fun and enjoyable. It was a new experience, so I got used
to it, but some mistakes were made, and I was worried. It took many trials, but it
was a new experience. My paintings were not very good, but I was satisfied with
interpreting and expressing the meaning through abstract effects. Several tests
were required for the resulting image targeted through the effect, but many results
were produced quickly.”

Despite discomfort and awkwardness, artist A went through many test stages to
achieve the intended result. During test stages, some artists change their planning inten-
tion according to the resulting image’s effect. In otherwords, the testing stage is important
for judgment and interpretation of images.

“With AI that learned my style, it became possible to create series. Rather than
knowing the principles of artificial intelligence algorithms in depth, I entered the
picture out of curiosity. In what pattern are my paintings perceived? However,
I still do not understand in detail criteria for applying patterns with AI that has
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learned my style. However, in a test that began with curiosity, it made a surprising
discovery. The process of patterning my style was enjoyable.”

Artist B, who used AI that learned the artist’s style, was delighted with the moment
of discovery through chance. She described drawing with AI as a fun experience.

3.6 Results and Implications

As we have seen in qualitative research, users are important parts of judgment and
decisions in AI and work processes. In this context, to improve the resulting image in
the expression ofAI, it is necessary to undergo a sufficient testing process so that the artist
can make the most decisions. Creators respond positively to the instantaneousness of the
played output. The creator can see interest in new work methods in the process of initial
recognition of visual images [27]. A creator uses the AI algorithm program as a “tool”
initially. However, based on numerous attempts and data sets, the creator himself makes
various interpretations of the results and receives inspiration. In the process of using
repetitive AI creation algorithms, some of the outputs through AI creation algorithms
such as serendipitous findings and images of visual hallucinations include things that we
did not intend or could not predict. According to the creator’s active attitude, these AI
media characteristics can narrow the gap according to the creator’s planning intention.
Such judgment and interpretation of the creator lead to new possibilities and expansion
of work through creative will and inspiration.

4 Research Evaluation: Expert Perspective & Evaluation

4.1 Purpose of Analysis

Interviews with experts in each field were conducted on the artist’s AI application and
work process. Changes in the creative process and ripple effects through AI are divided
into culture and art, engineering, and intellectual property rights (see Fig. 7).

For the exhibition and production of finished works, we examined the art field’s
changes from use of AI. Then, based on this examination, we investigated engineering
views on the expansion of work, expression, and functional visual effects. Limitations
and opinions on current copyright were investigated through copyright interpretation and
valuation of AI production differing from existing works. The possibility of coexisting
with differences among expert-field perspectives through the formation of new culture
and social relations between the artist and AI was discussed.

4.2 Participants

The interview included five experts in related fields. The staff consisted of cultural
art museum curators, creators, computer vision and image processing engineers, and a
copyright-related patent attorney and lawyer (Table 1). Interviews were conducted once
or twice.
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Fig. 7. The perspective of artificial intelligence creation by field

Table 1. Affiliation and experience of experts in each field participating in the interview.

Domain Expert Work experience

A Planning, Management (~
12years)

Curator Art & Culture Foundation
– Augmented Reality Exhibition
Planning

– Exhibition experience-type content
research

B Creation, Planning (~ 15years) Creator Design Culture Foundation Policy
– Maker education in the digital age
and communication method

C Engineering (~ 17years) Engineer University, Department of Computer
Science
– Development of computer vision
and image processing technology
for photography

D Intellectual Property Right (~
15years)

Patent Attorney Korea Institute of Patent Information
– Support according to information
use Information

promotion protection

E Lawyer University, Department of Law
– Copyright and intellectual property
rights related to technology
convergence
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4.3 Keywords and Questionnaire

According to macroscopic environmental analysis, question keywords were arranged by
crossing factors of change through AI in the creative process. Based on the changes and
ripple effects, of especially AI, keywords for each social, technological, environmental,
economic, and policy field were derived (Table 2). An interview questionnaire was
written using the keywords (Table 3).

Table 2. Contents by item according to STEEP classification for “AI creative activity”

Factors Contents Keywords

Social Spread of non-face-to-face culture
Accelerating change in art method

Creative environment

Role change

Technological Expansion of data and technology
application
The universal use of technology

Data quantification

Computer vision

Environmental Diversification of forms of art
consumption
Expansion of digital platform

Open Source

Ease of access

Economic “Ownership” in the manufacturing
sector
> > “Accessibility” in production

Development ability

Transition to service-oriented work

Political Difficulty in enforcement and
protection of intellectual property
rights for digital services

Authorship

Original

4.4 Various Perspectives and Implications

AI and various creative arts changes were divided into social, technological, environ-
mental, economic, and legal fields. Based on experts’ perspectives, differences in visual
expression expansion throughAI and related issueswere investigated infivefields closely
linked through Humans creative activity, social change, policy protection.

From a social perspective, AI is widely considered an issue of role change and the
creative environment in cultural and artistic fields. It was possible to see changes in cul-
ture and arts according toAI instrumental collaboration. This phenomenon expands roles
of artists and viewers, and changes in the creative environment appear to be possibilities
for new art genres.

“As new technological devices emerge and are introduced into the creative act,
artists expand their work using design tools that they can themselves edit and pro-
duce. AI’s continuous challenge to the art field is, up to now, only an instrumental
marketing tool to issue AI performance in the AI development-related industry.
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Table 3. Structure and description of FGI questions

Question
intention Expert interview questionnaire A B C D

E 

Changes in work 
process and 

application areas

: Differences in the work flow using AI-generated algo-
rithms (e.g. style transfer)? ○

ː Art and performance exhibition process and planning 
stage ○

ː Creative process using AI creation algorithms ○

Technology 
development

ː Creation process according to pattern quantification and 
reproduction of learning data ○

ː Technology priority for improving image information 
style performance

○

Recognition of 
copyright

ː Issues in the original work for AI works ○ ○

ː Meaning of “original” and limits of legal protection ○

Content distribu-
tion and sharing

ː Expansion of platform market and diversity of art data ○

ː Interpretation of secondary works using original works ○ ○

Common
ː Development potential for AI-generated art

○ ○ ○ ○
ː Concerns about AI-generated art

However, we need social consensus on the aspect of expression. It is determined
by humans who can call it art and carry it through, and it can be another genre of
art.” -Interviewee B (Creator)

“The diversification of tools has a positive aspect for cultural development and
enjoyment as ‘instant enjoyment,’ that is, opportunities for quick and easy access
increase. I think that through the artist’s work as well as other technical elements,
the viewers have become more diversified in terms of tools that enable them to
communicate and enjoy, rather than just appreciate.” -Interviewee A (Curator)

Data quantification from a technical viewpoint and use of data related to computer
vision recognition are creating similar cases with AI-generated algorithms [28]. From
their perspective, engineers interpreted these technologies’ influence on the creative
process and results differently from artists. It was possible to understand the different
views of the actual artist and the engineer’s expression method.
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“By dividing the image result into light, lighting, texture, structure, etc., and stan-
dardizing it, I expect that the creators will be able to understand the properties
of the image, which is the result of complex elements, more diversely. It can be
said that this can be used to close the gap between creation and users. In the visual
field, you can see how effectively the artist reacts to the desired area accurately and
clearly as the artist intended. I think this can play a big role in expanding the scope
of new art through decision-making. This is because of the time when it is neces-
sary to quantitatively express the user’s intentions and emotions and quantitatively
transform and express the creation accordingly.” -Interviewee C (Engineer)

From an environmental viewpoint, experts in each field have taken a cautious stance
about the possibility of being bound in common with changing trends of AI-enabled
services with easy accessibility and easy transformation of open source and mass media.
Based on easy accessibility, creative application’s means became easier, but it was
believed that indiscriminate editing should be made to disappear. Additionally, envi-
ronmental changes were linked to economic issues, leading to discussions on copyright
recognition.

“It’s true that open-source software has changed the culture of software devel-
opment and helped us grow with each other, and I think it ultimately laid the
foundation for more reliable and sustainable technology development. After you
have accurately defined and understood the purpose and use, you need to take into
account that you need the ability to apply the relevant technology.” -Interviewee
C (Engineer)

“Awareness of copyright is also emphasized with access to various media. The
media characteristics of editing and distribution are used as a means of expression
by the general public. However, as the original authors are increasingly aware
of the copyrights of traditional elements of the work (literary, artistic, musical
expression and composition selection, arrangement, etc.), sensitive dispute cases
are increasing.” -Interviewee E (Lawyer)

From an economic viewpoint, reinforcement of infrastructure technology and devel-
opment capability are becoming more important during the transition to service through
AI collaboration. In fact, China recently had two court rulings on artificial intelligence
creations. Moreover, based on the case of “Tencent” [29], who admitted AI work for one
final judgment, the patent attorney’s interpretation was as follows.

“It is of great significance that the court has ruled against copyright infringement
lawsuits against artificial intelligence-created creations. Works in various forms result-
ing from technological development should consider solutions to artificial intelligence
creations, even in terms of performance made by considerable investment or effort. The
author now has the right to the fruits of his efforts, like any other worker, and the price
paid to him is wages for his intellectual labor [30]. If it is difficult to review artificial
intelligence creations under the current copyright law, it is necessary to consider solu-
tions to artificial intelligence creations in terms of performance made by considerable
investment or effort, which is one of the anti-unfair competition activities.” -Interviewee
D (Patent attorney)
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Thus, it was possible to understand the need to protect instrumental use of AI and
current laws’ limitations. Also, there is an opinion that from economic point of view,
the result of AI should be recognized as “the creation” [31], be included in the public
social domain, and be promoted through cultural development.

From a policy viewpoint, use of AI affects copyright perception of the digital ser-
vice social environment and the economic perspective. Copyright limited the subject of
creative activity only to humans and interpreted it as follows.

“Even if you use AI as a tool, the original author is not designated as AI. As a work,
creativity is required in order for the result of such intellectual activity to be recognized
as work [32]. Creativity is the artist’s imaginative ability or creative ability that comes
from the artist’s personality and cognitive aspects. Based on the artist’s interpretation of
human thoughts and emotions, the meaning of the finished work and the entire process is
determined. The contents of the work (thoughts, feelings-ideas, facts, methods, subjects)
are not protected, and the original of the work is copyrighted based on the form of
expression [33].” -Interviewee E (Lawyer)

High-performance AI was not accepted as the original author or creator of an artistic
product because beautiful nature without the artist’s intention was not recognized as art.
Art is determined by the artist’s experience and emotion and the method of evaluation.
Therefore,AI’s interpretation of copyrights helped art andwriterswith new technologies,
but artworks were distinguish based on human creative desire and dignity.

4.5 Result

As a result of the interview, there were various views on the creative process and the
interpretation of the results in which humans used AI as a tool. As can be seen from
the difference between the perspectives of engineers and creators, creators respond to
new expressions and motivations of unexpected possibilities rather than high fidelity
with the learning, perceptual, and reasoning capabilities of AI. In the process of using
repetitive artificial intelligence-generating algorithms, we have found that accidental
discoveries such as visual hallucinatory images are stimulated and expanded or accepted
with new values and meanings. It is also used to classify the original author’s criterion
for interpreting the results of what the creator intends to work on within the creative
process. The dignity as a creator did not judge the final result but gave meaning in the
process. A monkey can accidentally take a cute selfie on his smartphone or a toaster
can make a mark similar to the Virgin Mary while baking bread. However, people don’t
call monkeys or toasters a ‘creator’. The factors of ‘intention’ and ‘creative volition’ are
important when deciding who will be the creator.

4.6 Summary

Through the actual work process, we confirmed that the creator has AI and interactivity.
To complete exhibition work, the artist proceeded to input a reference image to derive
the initially intended result image. Next, the artist fine-tuned the reference image for a
specific pattern, selected texture, and desired color, and conducted various test stages.
In the process, the desired final result image was obtained, and the work was completed
through the artist’s interpretation of that image. From the artist’s initial planning to the
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final completion stage, the entire process of selecting a reference image and interpreting
and judging the resulting image could be viewed as the artist’s extended experience. In
this way, the artist narrowed the gap according to the intention by actively attempting
several times to obtain a desired result. The artist’s judgment and interpretation led to
new possibilities and expansion of work through creative will and inspiration. Conver-
gence skills through interaction have changed from simple coexistence to a connected
relationship between artificial intelligence and humans diving deeper into the complex,
abstract realm to achieve even better results and performance.

Humans constantly explore and contemplate new possibilities. AI offers stimuli and
creative opportunities to artists and designers who use it as a new tool. These activities
provide an irreplaceable context for human empathy, creativity, and decision-making.

5 Conclusion

New technologies promote newmethods of expression in design and art as well. Through
related research, this study confirmed that themeaning of creation is expanding according
to development of technology and media. Use of new technology expands means for
the creator’s expression. Currently, the experience of using AI as a tool lies in the visual
range, possibly expanding the creator’s contemporary expression. We confirmed the
following through real cases of creators using AI in their works and through interviews
with experts in related fields.

First, through exhibition examples, we confirmed characteristics of AI’s tool-based
use from the creator’s perspective. In numerous attempts, the artist completed a work
after obtaining the desired result or interpreting a work’s meaning. This confirmed that
new stimulation through AI leads to expansion of style through the artist’s existing style.
However, not all participating artists expanded their area of creation through AI. In other
words, AI can be an instrumental choice among the artist’s various means of expression.
During work, some artists decided to judge the image created by AI and select a new
interpretation according to their planning intention.

Second, from the curator’s perspective, the process of creating and delivering the
meaning of the artist’s creativity was viewed as a means of helping viewers with imme-
diate communication through AI. On the other hand, an important part of the creative
process is automated, and only a few creators deeply understand AI technology suffi-
ciently to achieve artistic originality. Through this, AI is recognized as a new-perspective
art genre, and the artist’s perspective suggests developmental potential in the existing art
field. AI’s existence expands art to a wider range of options for both writers and viewers
in terms of enjoying art only by humans.

Third, in terms of engineering, the study confirmed that current use of AI as a tool
had improved qualitatively, resulting in more precise and high fidelity results of visual
data. This was interpreted as AI’s instrumental effectiveness (rather than as undermining
creativity) in expressing more accurately not the artist’s simple feeling but the artist’s
intention. However, we cannot be sure that this leads to improved quality of the original
creative work.

Fourth, instrumental use of AI does not stop at changing the creative process but
leads to expansion of the art form and of content consumption culture. In this change, the
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fundamental of the copyright law is that “the author is essentially human.” In otherwords,
one can confirm the dignity of infinite creative possibilities. Based on the importance of
a creative will, the interpretation of AI’s instrumental use was still a prudent position.
Copyright is judged based on human creative will rather than on the presence or absence
of instrumental AI and evaluation of the finished work. Through instrumental use of AI,
the artist goes through a series of contemplative stages for the result’s expression and
interpretation. Finally, the artist’s form of expression depends on the artist’s values and
will to create.

As times change, as writers and critics acquire more knowledge, and skills are devel-
oped by engineers, the human will to create will become even more assertive. Based on
the artist’s self-expression and determination complete a work, possibly, AI will no
longer be recognized as a new tool but as a new “partner,” depending on the artist’s
choice.

6 Discussion and Future Work

The scope of this study was focused on the AI creation algorithm program within the
visualization area. Here, the aesthetic scale was not verified, as the resulting image
used in the survey was not 100% AI-created. However, the possibility of expanding
collaboration was confirmed through the data interpretation and meaning extraction of
users. The newwork environment and creators’ and engineers’ results through AI do not
endwith simple collaboration tools. Throughout the process, we improved and expanded
the human–human and human–AI contact points. Therefore, it is necessary to understand
theAI system’s invisible area and interaction tomaximize its value.Through instrumental
use of AI, humans have improved and more interesting “brushes.” Collaboration as a
partner is possible based only on human creative will. We have confirmed the possibility
of collaboration through the creative process, and now, considering the effectiveness of
the creator’s process is necessary. Certainly, AI works will be created more diversely and
comprehensively [34]. The artwork is reflected in the artist’s various styles of memory,
emotion, and perception as a human being. We attempt to locate the data attribute’s
opportunity element, based on the AI- generated result that does not take into account
the human cognitive aspect. We will test the value and possibility of AI algorithm bias
and framing of measured data [35] and apply it to future work.

Acknowledgments. Thank you to the curator, creator, engineer, and IP experts who participated
in expert interviews. They do not mention specific real names according to their wishes. We do
not mention specific real names according to their wishes.
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Abstract. This paper provides an overview of artificial intelligence (AI) and
human-centered artificial intelligence (HCAI). It presents a case study of applying
AI and HCAI to software product development. Considerations such as use case
development, user involvement and the creation of a smart assistant are reviewed.
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1 Introduction

With recent advances, artificial intelligence (AI), technology that is capable of behaving
with human-like intelligence, has become more pervasive. AI is a powerful enabler of
automation. Yet, as long as humans are part of a system that ingests inputs, processes
them and provides outputs, that is to say in all cases where full automation has not
been reached or is not desirable, there is an interaction between humans and artificial
intelligence that needs to be carefully crafted.

2 Artificial Intelligence

There are many definitions for AI. We can think of it as machines that mimic cognitive
functions that humans associate with other human minds, such as learning and problem
solving [1]. We can say that AI is any system that passes the Turing test [2].

It is a common misconception that AI is the same as machine learning. This lexical
reduction severely limits the application areas of AI and causes confusion in persons
who intend to get into this field.

AI can be thought of as a toolbox of various methods such as machine learning,
rule-based systems, optimization techniques, natural language processing (NLP) and
knowledge graphs. It is worth mentioning that from the perspective of a consumer of AI,
the utilized AI method does not matter as long as it generates value for him or her, i.e.
whether or not theAI helps in accomplishing awork taskmore effectively and efficiently.
A rule-based system that is deterministic can be more helpful than a system that is based

© Springer Nature Switzerland AG 2021
H. Degen and S. Ntoa (Eds.): HCII 2021, LNAI 12797, pp. 260–268, 2021.
https://doi.org/10.1007/978-3-030-77772-2_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-77772-2_17&domain=pdf
https://doi.org/10.1007/978-3-030-77772-2_17


Human-Centered Artificial Intelligence Considerations and Implementations 261

on a machine learning algorithm and is probabilistic. As the toolbox metaphor indicates,
the methods can be mixed, i.e. a voice command may be interpreted through NLP, then
further processed through machine learning.

Although machine learning is oftentimes equated to neural networks (incl. deep
learning), there are numerous machine learning methods that do not involve neural
networks. These include linear and logistic regression, decision trees, random forests,
support vector machines, K-nearest neighbors, K-means clustering, and more. Their
advantage over neural networks is that the predictions they make are easier explainable,
e.g. by breaking them down to show the impact of each of the features (independent
variables) on the result (dependent variable). A neural network in this respect is more
comparable to a black box. Finally, within neural networks there is a class of algorithms
that use 3 or more (hidden) layers in the neural networks for computations. This is called
deep neural network or deep learning.

Figure 1 summarizes the distinction in terminology.

Fig. 1. Terminology of the AI space (Source: https://medium.com/ai-in-plain-english/artificial-
intelligence-vs-machine-learning-vs-deep-learning-whats-the-difference-dccce18efe7f)

3 Human-Centered AI

The central question that Human-Centered AI (sometimes abbreviated as HAI, some-
times as HCAI) addresses is: how can AI systems be crafted so that theymake communi-
cation and collaboration involving humans more effective, efficient and enjoyable? How

https://medium.com/ai-in-plain-english/artificial-intelligence-vs-machine-learning-vs-deep-learning-whats-the-difference-dccce18efe7f
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can they augment human capabilities rather than straight out replacing humans? For users
to trust machines, what can be done to help them better understand the strengths and
weaknesses of AI? What makes AI acceptable to humans? What tasks lend themselves
better for human processing and what tasks are better to be carried out by AI?

Shneiderman emphasizes that because human-centered AI should serve human
needs, humans have to be in the center of HCAI [3]. Consequently, humans must stay
in control even in highly automated scenarios. In Shneiderman’s opinion, human con-
trol and automation are not mutually exclusive. This human-centered viewpoint is a
continuation of the efforts that starting in the 70s and 80s have allowed broad adop-
tion of computers and software programs. That discipline is called “Human-Computer
Interaction” aka HCI.

The HCI discipline has developed rules and standards that provide guidance for the
designers and developers of interactive digital systems. One of the best-known standard
is ISO-9241 which consists of several parts covering a broad range of critical topics such
as software ergonomics and human-centered design processes. While these guidelines
are still valid and valuable today, their application to the field of HCAI is limited due to
several reasons:

• Some guidelines are in direct conflict with AI. ISO 9241 Part 110 [4] states that a
user-centered system shall conform with user expectations. However, because of the
dynamic and probabilistic nature of many AI systems, without a proper understanding
of the AI’s reasoning, the user may have inaccurate or false expectations about the
behavior of the systems. Don Norman would call this discrepancy the difference
between a conceptual and a mental model [5].

• HCI guidelines do not assume the technology to be a human-like actor being able
to pass the Turing Test. The expectations of humans interacting with an “intelligent”
system that may utilize a bot or agent as an interface are noticeably higher than with
a traditional, utilitarian software tool.

• HCI usability guidelines were created for graphical user interfaces, while “smart”
systems have the ambition to facilitate human-system interaction in more natural
and seamless ways that mimic human-to-human communication, e.g. through natural
language. Research on chatbots demonstrates that for these kinds of systems proper
conversation design is more critical than graphical user interface [6].

It is for these reasons that AI requires new rules to guide the development of proper
human-centered AI solutions. As first sets of guidelines have emerged (e.g. [7]), case
studies are helpful in verifying these rules and to further extend them.

4 Case Study

One area where AI has potential to realize the value proposition of HCAI stated in
Sect. 3, are digital productivity and collaboration applications. These are software prod-
ucts assisting individual users, teams andmanaging content, planning and tracking tasks,
creating data insights through dashboards, and communicating and collaborating with
others.
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Our company has been developing products in that market for years and for the
newest product decided to incorporate AI. Some of the key considerations and activities
on that journey are discussed in the following.

4.1 AI Vision

As a user-centered product development company, our vision for AI is to create value
to users and their organizations through AI capabilities that help improve productivity,
collaboration and data insights. This includes but is not limited to creating insights from
data and events, portraying these insights through data visualizations that can be easily
shared, and suggesting, supporting and automating actions.

To that end, we want to ensure that customers and users are appropriately involved
during the design and development of the product. Intimate knowledge about the context
of use allows us to derive the application areas for AI from concrete usage scenarios,
i.e. AI is not being introduced without a clear use case that starts with the consideration
of user needs.

Finally, we strive for our new “intelligent” product capabilities to be acceptable and
enjoyable for users. The AI must be non-threatening. Industry survey data shows that
from a user perspective the most accepted role for AI is one of an assistant. Users have a
much lower acceptance forAI in amanaging role or as a peer [8]. Consequently, wemade
the deliberate choice that our AI would not carry out actions for the users autonomously
but would suggest actions to the users. The user then has the option to accept or reject
(or plainly ignore) the suggestion, thus staying in control.

4.2 Approach and Process

Following a human-centered AI approach, we have made sure that customers and users
are in the loop during the product design and development. We have established a small
pool of private preview customers that utilize the product during its development and
provide us with feedback. We also present feature ideas and design alternatives to them
and incorporate their reactions and preferences.

From a conceptual standpoint, we have been following an evolutionary rather than a
revolutionary approach that introduces AI without a big bang, but in a more gradual and
subtle way within standard workflows that users are familiar with. This ensures accep-
tance of the technology. Gartner coined this approach “Everyday AI” [8]. As previously
discussed, the AI integration process is based on and revolves around use cases.

Identify Use Cases. As a first step, we researched more than 100 cross-industry case
studies from 7 leading companies applying AI and specifically machine learning. We
identified the use cases that they were addressing, the AI and machine learning methods
and algorithms that were used, and what value was generated, e.g. increased productivity
or increased prediction accuracy. The majority of machine learning methods could be
categorized as classification algorithms, i.e. class labels are predicted for given examples
of input data.

In the next step, we created a list of potential use cases for our own product. They
were in part informed by our knowledge and understanding of our customers’ context
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of use and their direct inputs. The teams in our organizations who defined the use cases
were the product management team and the AI team. We drafted a document of 36 use
cases in 11 feature areas. Each use case described future interactions and abilities for
users as well as what AI or machine learning methods could be utilized to realize it – in
our case mostly rule-based methods, knowledge graphs, and machine learning methods
like classification and natural language processing.

Prioritize Use Cases. The document was shared with other stakeholders within the
company and the embedded use cases were prioritized based on value creation for the
users and the technical implementation effort. It has since been revised and updated as
needed, e.g. as a consequence of insights gained directly from customer feedback or
from analytics of our telemetric data gained from private preview customers.

Per Use Case, Identify Data Needs. In order for our AI to be able to understand, pre-
dict and suggest, it requires input data aka independent variables (“features” in the
terminology of machine learning) from the software product usage, e.g. events triggered
by user behavior such as mouse clicks, ASCII input, etc. The data requirements for a
use case had to be identified and described to a level that allow effective and efficient
queries to the databases and necessary data pre-processing.

Smart Assistant Development. Parallel to the use case work, we developed the face
of our AI. To present our AI in a non-threatening way and thus maximize its acceptance
by users, we decided to personify the AI into a relatable virtual assistant called “Emily”.
Through choosing an anthropomorphic representation, we hoped to establish a sense of
relatedness and trust in the AI.

To develop Emily’s personality in line with the product promise as well our company
culture, we used “Mini-Markers” a questionnaire consisting of adjectives describing
the basic human personality factors Extraversion, Agreeableness, Conscientiousness,
Neuroticism, Openness – the so-called “Big Five” [9]. We created an online survey
of the questionnaire and asked internal stakeholders and private preview customers to
describe their view of Emily along these five personality factors.

Based on the personality traits, we created a persona describing Emily’s mindset,
goals, personality and demographic characteristics (Fig. 2).

The persona description helped us in setting the right tone of voice for Emily’s
communications with users. It also informed Emily’s avatar. As Emily shows on the
user interface to communicate with users, we developed an avatar. Through numerous
design iterationswe created design options for the display fidelity determining the details
in which facial features, hairstyles, clothing and accessories are rendered (ranging from
sketchy comic style to photo-realistic).

The final style was derived from internal and external feedback gained through
surveys and depicts Emily as a multi-colored cartoon character created as a vector-
graphic. The visual simplicity lends itself well for displaying Emily in small size on the
UI: as we do not want her to dominate the screen and our product is also offered for
mobile devices with small canvas sizes, in a lot of situations she has to be shown so
small that details of her visual features would not be perceivable.
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Fig. 2. “Emily” persona with personality traits

How would Emily share insights or suggest certain actions to users? We prototyped
options where her avatar would appear and relay her message. We also prototyped the
alternative to this push approach, where there may be a visual indicator that Emily has a
message, but unless and until a user would access the message, Emily would not show up
and potentially interrupt user interaction flows or superimpose on critical screen content.
To keep the user in control as much as possible and thus following one of the HCI dialog
principles from [4], we decided for the latter approach.

4.3 Selected Applications of AI

In the following, we are highlighting two examples of applying AI techniques. One is a
rule-based implementation of user onboarding andmicrolearning. The other is amachine
learning method to predict the number of users of our product, based on time-series.

Onboarding and Microlearning. Users and their organizations have a need of becom-
ing proficient with a new tool as fast as possible. We therefore created a user experi-
ence that guides users from defined starting points like digital invitations, organic web
searches, marketing web pages, etc. into the product, utilizing contextual information
about the users to personalize the experience.

During the first product feature explorations, we provide training guides in the form
of information bubbles that explain features and functions on the present screen (see
Fig. 3a).

When a customer uses the product, we collect and analyze their interaction data such
as click streams.We then utilize our digital assistant Emily to suggest actions to the user.
For example, Emily may point out to a user, that he or she can share a newly created
asset with co-workers. Refer to Fig. 3b.
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Fig. 3. (a) Information bubbles (left), (b) Emily messages (right)

In total, we identified approximately 40 scenarios where users may profit from guid-
ance. We then distributed these scenarios into two categories: one would be solved
through the information bubbles, the other through Emily. Principally, the former would
relate to items shown on the present screen, while the latter would be assistance for things
that may not be on the present screen. For each scenario we defined the conditions that
need to be met in order to trigger the micro-learning feature as well as the verbiage that
is being conveyed in the bubble or through Emily.

Forecasting Number of Users. The use of machine learning is not limited to product
features, but also to other critical areas. One of them is marketing where clustering user
and customer data into distinct sub-groups helps in gaining a deeper level understanding
about their characteristics.Another is productmanagementwhere forecasting the number
of users informs about adoption. Time-series predictions can be achieved through various
machine learning models. Through our private preview program, we have introduced the
tool to a select number of organizations which in turn invited some of their colleagues
to use the product to collaborate. For these private preview users, we don’t have a long
history yet, so the number of data points are limited.

Using 5 months of data reporting on the daily number of registered users, we utilized
a SARIMA (Seasonal Auto-Regressive IntegratedMoving Average) model. We split our
data into a training set (124 days) and a test set (30 days). Training the SARIMA model
on the training data, we predicted the remaining 30 days and compared the outcome
with the empirical data from the test data. Figure 4 shows the number of private preview
users during those 30 days. As a measure of prediction accuracy, we have used the Root
Mean Square Error (RMSE). The RMSE is 4.07, implying that the prediction is off by
4 users. Given a private preview user population between 180 to 200 during the period
in scope, we consider the prediction accuracy as satisfactory.
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Fig. 4. Actual (solid) and predicted (dotted) number of users

5 Conclusion and Outlook

Artificial intelligence is a toolbox with many varied tools. This provides options as to
how results and value can be achieved. The two AI applications presented above are
examples of how we leveraged specific tools in the AI toolbox. Both could have been
solved using other methods. For instance, we could have also utilized a linear regression
or a recurrent neural network to predict user numbers. Different factors play into the
decision which method to use. One is the resulting prediction accuracy; another one is
the volume of data available. It is important to experiment, comparing methods, and for
a specific method, explore the impact of parameter settings on the results.

As mentioned above under “Smart assistant development”, classic HCI guidelines
like Controllability from [4] still provide value as we design and develop a product with
users and the AI-powered system interacting.

Reflecting on the set of HCAI guidelines provided in [7], we find a high degree of
concordance. Although the guidelines in that publication were mainly applied to non-
business type systems like music recommender systems and social networking, we have
found a large set of matches between guidelines and our product concepts. For example,
the guideline “Scope services when in doubt” calls for adjusting the AI services when it
is not clear what the user’s intent is. In a Natural Language Processing (NLP) feature that
we prototyped and that interpreted informal written user commands to then suggest the
next action, we not only provided the suggestion for the interpretation with the highest
certainty, but also offered the next two highest actions for the user to choose from.

One instance where we don’t adhere to a guideline yet is for the one that states
“Support efficient invocation”. It calls for an easyway for users to request theAI system’s
services when needed. At this point, we are focusing on a push approach where the AI is
being triggered implicitly by user actions and other situational factors and not explicitly
by user commands. In other words: the communication is one-directional. We do plan to
have bi-directional communication in the future, offering both written and voice inputs.
This is just one of the many AI features from our backlog that we plan to continue to
realize.
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Although from a user perspective, a rule-based system can be as good if not better
than a machine learning algorithm, machine learning has the advantage that the system
is dynamic and can adjust to changes, while rule-based systems are static and need
intervention for tuning. For this reason, we expect to increasingly shift the weight of AI
methods utilized from rule-based systems to machine learning algorithms. At the end
of the day, however, customers and users will determine what approaches provide the
highest value. Consequently, HCAI necessitates the involvement of users the same way
as we as a human-centered design community have successfully been doing in the field
of HCI for decades.
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Abstract. The impact of machine learning (ML) explanations and different
attributes of explanations on human performance was investigated in a simulated
spam detection task. Participants decided whether the metadata presented about
an email indicated that it was spam or benign. The task was completed with the
aid of a ML model. The ML model’s prediction was displayed on every trial. The
inclusion of an explanation and, if an explanation was presented, attributes of the
explanation were manipulated within subjects: the number of model input features
(3, 7) and visualization of feature importance values (graph, table), as was trial
type (i.e., hit, false alarm). Overall model accuracy (50% vs 88%) was manipu-
lated between subjects, and user trust in the model was measured as an individual
difference metric. Results suggest that a user’s trust in the model had the largest
impact on the decision process. The users showed better performance with a more
accurate model, but no differences in accuracy based on number of input features
or visualization condition. Rather, users were more likely to detect false alarms
made by the more accurate model; they were also more likely to comply with
a model “miss” when more model explanation was provided. Finally, response
times were longer in individuals reporting low model trust, especially when they
did not comply with the model’s prediction. Our findings suggest that the factors
impacting the efficacy of ML explanations depends, minimally, on the task, the
overall model accuracy, the likelihood of different model errors, and user trust.

Keywords: Explainable ML · Trust in automation · Spam detection · Human
decision-making

1 Introduction

The use of machine learning (ML) algorithms to aid human decision-making is growing
in popularity and is increasingly used in high-consequence applications. As such, it is
important to have confidence that the ML model appropriately models the given task.
ML explainability (Burkart and Huber 2021) is an increasingly popular topic in ML
that seeks to build confidence in a ML model by providing explanations for individual
predictions in the form of additional information that indicates why the prediction was
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made. An end user then uses the provided information for improved decision-making.
However, how to present the explanation and the efficacy of an explanation on human
decision-making is lacking.

There is much debate in the explainable ML community regarding what constitutes
a good explanation (e.g., Arya et al. 2019; Miller et al. 2017). Two possible definitions
include: “the degree to which a human can understand the cause of a decision” (Miller
et al. 2017) or the degree to which a human can consistently predict the model’s result
(Kim et al. 2016). Additionally, Molnar (2020) suggests in his book that some properties
of good explanations are that they should be accurate, consistent, stable, complete, and
“comprehensible.” Molnar (2020) has posited that “human-friendly” explanations are:
contrastive (i.e., why was this output chosen instead of another), selected (i.e., not the
full list of causes for a decision), social (i.e., are designed with the target audience in
mind), and focused on the abnormal (i.e., counterfactuals, or what would need to change
about the input the change the output). However, being able to assess whether the end
user of a system correctly understands the cause of a decision depends on the creator of
the model also being able to understand the cause of those decisions, which is not often
the case, especially with complex models.

A growing body of work has begun to investigate the attributes that make an expla-
nation useful from the end-user’s perspective. Because mostML applications are created
to help a human operator complete a task or make a decision, these studies investigate
the extent to which explanations from the ML improve the human’s ability to accurately
and efficiently complete their intended task. Although the individual tasks used differ
widely, most of these studies start by measuring how well users can perform the task
without model output (as a baseline). They then manipulate some aspect of model out-
put shown to users (i.e., the presence of a suggested classification or correct answer;
model confidence; values on features that were important in the model decision; feature
importance) in order to measure whether the additional model information improves
performance relative to baseline. Most previous studies have found that providing a
decision from the model improves performance relative to having no model decision
(e.g., Green and Chen 2019; Kneusel and Mozer 2017; Lai and Tan 2019; c.f., Chan-
drasekaran et al. 2018). Presenting information about model confidence and/or overall
model accuracy also improves performance (Lai and Tan 2019). Providing users with
more information from the model leads to greater reliance on the model’s decisions,
even when the information provided is random or incorrect (Bussone et al. 2015; Lai
and Tan 2019). There have been inconsistent findings as to whether the addition of
Shapley Additive Explanation (SHAP) values, showing the importance of each feature
to the model’s decision, affects participant performance. At least one study found that
providing SHAP values in addition to feature values and model confidence did not affect
accuracy in a classification task (Weerts et al. 2019), whereas a different study shows
that giving users feature importance values did improve accuracy in a model judgement
task (Štrumbelj and Kononenko 2014). Showing users graded highlighting of important
terms (in a text-reading task) or pixels (in a visual search task) based on model confi-
dence of importance of those regions improved decision-making relative to single-color
highlighting that ignored model confidence (Kneusel and Mozer 2017; Lai and Tan
2019). Showing users more complex explanations may decrease their satisfaction with



Sage Advice? The Impacts of Explanations for Machine Learning Models 271

the model (Narayanan et al. 2018), and cause a drop in task performance (Huysmans
et al. 2011). Although user satisfaction is not a direct impact on performance accuracy,
it may play a role in model adoption or trust.

However, there are a few gaps relating to these studies that make it difficult to
confidently generalize findings or draw consistent conclusions. For example, many of
the previous studies do not provide information about the experiment-wise accuracy
of the model used. Many previous studies provide users with real output from models,
which tend to be highly accurate (e.g., 87% accurate; Lai and Tan 2019), meaning
that most of the model predictions being shown to users in these studies are correct.
This could skew results by seeming to show that presenting participants with model
information always improves performance, when what the results may really show is
that providing predictions from a reliable model improves performance. Most studies
also fail to describe the nature of the errors the model made. Based on findings from
the trust in automation literature, it has been shown that if an automated system makes
errors that the human analyst can easily recognize, this will degrade their trust in the
system (for reviews, see Hoff and Bashir 2015; Schaefer et al. 2016). If certain types of
decision errors carry different consequences in the operational task being performed—
like missing a weapon in a bag screening at a TSA checkpoint, or a malicious email
making it through a firewall—users might be more reluctant to trust certain decisions
from a model due to the high cost of an incorrect decision. Indeed, Perkins et al. (2010)
have found that people rely less on an automated system for decision-making when
greater risk is involved. Formany applications, theMLexplanation becomes increasingly
important in cases for which themodel has low confidence. Human operator involvement
is heavily biased toward the difficult (low accuracy) cases, which are likely ambiguous
in some way. For this reason, it is also important to account to task differences, as
well as individual familiarity or expertise with the task. For example, Feng and Boyd-
Graber (2019) found that experts and novices in the game QuizBowl benefitted from
different types of assistance given by aMLmodel. In general, people are less likely to use
automation to complete a task if they are highly skilled at the task already (Sanchez et al.
2014) or have high self-confidence in their completion of the task (de Vries et al. 2003).
Moreover, trust in an automated system can depend on both individual differences in
trust in automation generally (Colquitt et al. 2007) as well as experience with a specific
system (Yuviler-Gavish and Gopher 2011). Understanding how different trust levels in
users may impact their reliance on a model is critical to creating ML models that users
will actually use.

The current study was motivated by the development of sensitivity analysis guided
explanations thatwould be generated to help users understand how the features of a single
data point contributed to the model’s decision for that data point. The intended end-user
group is a cybersecurity intrusion detection team. This team manually reviews ambigu-
ously malicious emails that are flagged based on several security measures to determine
whether they are indeed malicious. The goal of the explanation is to increase the effi-
ciency and effectiveness of analysts by providing information about which features the
ML model used to classify an email as malicious or benign.

As such, the current study investigates the decision-making impacts that different
aspects of a ML explanation have on how users understand and use the outputs fromML
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explanation methods in a simulated spam detection task.We will operationalize explain-
ability via task performance: if a model explanation improves a user’s task performance
relative to a baseline condition in which they did not receive an explanation, we will
assume that the additional information provided by the model improved explainability.
The current study examines the 1) impact of the presentation of the explanation and 2)
characteristics of the ML model and user trust.

The presentation of the explanations examines whether the number of features
and the visualization type of these feature importance values from the explanation of a
machine-learned black box model impacted human decision-making. Specifically, we
predict that if showing participants more features from themodel improves performance,
then we will see higher accuracy for both the three- and seven-feature conditions relative
to baseline, and potentially higher accuracy for the seven- versus three-feature condi-
tion. We also predict that if visualizing the feature importance values graphically rather
than numerically decreases cognitive load and makes it easier comprehend the explana-
tions, then we will see higher accuracy in the graph versus numerical table visualization
conditions.

The characteristics of the ML model and user trust examines the types of deci-
sions made by the model (i.e., hit, false alarm) as well as the overall model accuracy
(i.e., 50% overall accuracy vs 88% overall accuracy). This will allow us to investigate
the interactions between visualization type, decision type, and model accuracy on user
performance. Decision type and model accuracy have not been systematically investi-
gated in the previous literature; controlling for these factors will enable us to extend our
understanding of this potentially complex interplay. In conjunction, we will measure
user trust in the model using the Trust in Automation scale (Hoffman et al. 2018) that
was created specifically to measure trust in XAI applications. We will use this scale to
assess whether behavioral differences are observed among individuals reporting differ-
ent levels of model trust; for example, we would predict a higher level of compliance
with model predictions for people with high trust versus low trust in the model.

2 Method

2.1 Participants

Participants were recruited through Amazon Mechanical Turk, following protocols
approved by the Sandia Human Studies Board. Participants provided informed consent
electronically by entering the current date. Data was collected from 222 participants.
Data from three participants was excluded because they completed the study more than
once; an additional 19 participants were excluded for missing more than one catch
trial. The final dataset contained 200 participants. No demographic data was collected
about participant’s age or sex. However, in order to have a Mechanical Turk Account,
individuals must be at least 18 years of age, and the researchers placed an additional
restriction to only recruit individuals in the United States. Participants were paid $2.50
USD for participation in the study, based on pilot tests indicating that the task would
take approximately 15 min or less to complete.
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2.2 Materials

Email Stimuli. Stimuli consisted of 80 emails (40 spam and 40 not spam) gathered
from several sources, including being drawn from the pre-existing “Enron” dataset (Dua
and Graff 2019). Thirteen binary features were created to describe the emails, based on
similar features that appeared in other spam datasets as well as relevance to the current
stimulus set and their ease of interpretation to end users (e.g., email contained spelling
errors, urgency was implied). Binary yes/no values for each feature were manually
assigned to each email. The full set of feature names is listed in Table 1 as well as the
proportion of stimuli that had a “yes” value for each feature.

An initial set of 102 emails (50 spam, 52 benign) was used to train the classifier. A
Random Forest ensemble classifier was trained on this derived dataset and the popular
explainability library SHAP (based on game theoretic shapley values) was utilized to
generate realistic importance values for each feature in themodel’s classification decision
for each email (Lundberg and Lee 2017; Pedregosa et al. 2011). The model achieved
97% accuracy, correctly classifying 48/50 spam emails and 51/52 benign emails. From
this dataset, 40 spam and 40 not spam emails were chosen as experimental stimuli, on
the condition that 1) the model accurately classified it, and 2) the sender and subject line
could not be immediately recognized as spam (i.e., from “MARK ZUCKERBURG”).

Table 1. Feature counts across the stimulus set. Features marked with * indicate that the feature
was as a “stimulus information feature,” andwas presented on each trial regardless of experimental
condition.

Feature name Percentage of stimuli with a positive value on feature

Spam Not spam

Email contains link* 0.88 0.28

Email contains attachment* 0.05 0.18

Email contains photo* 0.48 0.30

Email sender + address match 0.20 1.00

Email contains spelling errors 0.25 0.08

Email contains grammatical errors 0.53 0.13

Email contains punctuation errors 0.38 0.08

Email recipient name is mentioned 0.23 0.50

Email contains symbols (e.g., Greek
letters)

0.10 0.05

Email contains high count of “!” 0.08 0.08

Email contains high count of # sign 0.03 0.03

Email contains signature 0.13 0.30

Email urgency is implied 0.60 0.05
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A base stimulus was created for each email, consisting of the Sender Name, Subject
Line, and information regarding whether the email contained a Link, Attachment, and/or
Photo (with a yes or no response for each; see Fig. 1). This was to ensure that participants
saw a minimal amount of information on each trial that could enable them to make a
reasonable decision about the email without additional information from the model. All
stimuli were shown with a prediction from the model (Spam or Not Spam), which was
correct for 40/80 of trials in the 50%model condition, and 70/80 trials in the 88%model
condition. On 80%of trials, participants also saw additional information from themodel.
Wemanipulated the number of features shown to participants from themodel (0, 3, or 7).
When model features were shown, we also manipulated the manner in which the feature
importance values were visualized (graph or table). This resulted in ten visualization
conditions (for each combination of model prediction accuracy, number of features, and
visualization type). As such, ten versions of each email were created, with one level
each of model decision accuracy (Correct, Incorrect), model feature number (0, 3, or
7), and, if features were shown, a feature importance visualization type (graph, table).
Ten experimental lists were created to allow each stimulus to rotate through each of
the conditions across participants. This ensured that idiosyncratic effects of individual
stimuli were not confounded with experimental condition.

Within an experimental list, each participant saw 80 trials: 40 spam and 40 not spam
emails. Within email type, each participant saw 8 trials per condition (i.e., 3 Features-
Graph-Correct, 7 Features-Incorrect). Overall model accuracy was manipulated as a
between-subjects factor. For participants in the 50% model accuracy condition, half of
the trials within each visualization condition were shown with the correct classification
and half with the incorrect classification. For spam emails, this means that participants
saw a correct classification from themodel for half of the trials (i.e., Hit), and an incorrect
classification for half (i.e., Miss). For benign emails, participants saw a correct classi-
fication form the model for half of the trials (i.e., Correct Rejection) and an incorrect
classification form the model for half of the trials (i.e., False Alarm). In the 88% model
accuracy condition, seven of the eight trials within each model visualization condi-
tion were shown with the correct classification, and one with the incorrect classification.
Across both model accuracy conditions, incorrectly classified trials were shown with the
same features and feature importance values; only the model’s decision was reversed.

Additional Questions. The Trust in Explainable Artificial Intelligence Scale (Hoffman
et al. 2018) was also collected to allow us to measure the impact of individual differ-
ences in trust on model reliance. This scale consists of eight questions/statements that
individuals respond to with a 5-point Likert scale ranging from 1 (Strongly Disagree) to
5 (Strongly Agree). The questions are listed in Table 2. Numeric scores associated with
the Likert ratings were summed (question 6 was reverse-scored) to generate a single
composite score for each individual.

Each participant was also asked to answer three additional questions: 1) which visu-
alization they found most helpful for decision making, 2) which visualization they found
least helpful for decision making, and 3) how frequently they thought the model gave
the correct prediction (Almost Never, About 25% of the Time, About 50% of the Time,
About 75% of the Time, or Almost Always).
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Table 2. Trust in automation scale.

Question number Question text

1 I am confident in the [tool]. I feel that it works well

2 The outputs of the [tool] are very predictable

3 The tool is very reliable. I can count on it to be correct all the time

4 I feel safe that when I rely on the [tool] I will get the right answers

5 The [tool] is efficient in that it works very quickly

6 I am wary of the [tool].** [Reverse scored.]

7 The [tool] can perform the task better than a novice human user

8 I like using the system for decision making

Fig. 1. Example stimuli used in experiment. The left panel is an example of the 3 feature table
condition; the right panel is an example of the 7 feature graph condition. The “email header info”
and “email content info” were displayed on every trial, as was a model prediction.

2.3 Procedure

Participants’ task was to decide whether an email shown to themwas Spam or Not Spam
by clicking a radio button next to their preferred response (see Fig. 1). After agreeing to
the informed consent and clicking through the instruction screens, stimuli were presented
in a random order. Each stimulus remained on the screen until the participant made a
decision. Interspersed with the 80 experimental trials were eight catch trials, to gauge
participant engagement. The catch trial overtly indicated which response the participant
should choose (half required a Spam response, and half required a Not Spam response).
If any participant missedmore than one catch trial, their data was removed from analyses
and they were replaced. Participants were offered a break screen every 22 trials, which
were untimed and remained on the screen until the participant clicked a button to proceed.
The average time fromwhen the task was started to task submissionwas 46min (min= 4
min, max= 176min, SD= 44). Task completion times vary widely because participants
were given several opportunities for untimed breaks, or could click away during any trial;
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as long as they submitted the task within three hours of accepting it they would receive
credit.

3 Results

Data was cleaned in a two-step procedure. First, extremely long trials (e.g., 30 min)
were excluded from analysis, as the indicated that the participant was not engaging in
the task during those trials (e.g., they may have stepped away from their computer, given
the online platform). Secondly, trials with response times longer than 3 SD above or
below an individual’s mean and/or longer than 20 s were discarded from analyses. In
total, 240 trials were removed from analyses based on these criteria (70/200 participants
had no trials excluded; 124/200 participants had between one and three trials excluded;
6/200 participants had between 4–5 trials excluded; no participants had more than 5
trials excluded from analyses).

3.1 Effects of Visualization Type

Our first question asked whether there were accuracy differences by visualization type,
overall model accuracy, or their interaction. An analysis of variance (ANOVA) was con-
ducted with the within-subjects factor of visualization type (5 levels: baseline, 3-graph,
3-table, 7-graph, 7-table) and the between-subjects factor of model accuracy (2 levels:
50% vs 88%). Mean values are listed in Table 3. The analysis found a significant main
effect of model accuracy (F(1,198) = 82.08, p < .001). Overall participant accuracy was
higher in the 88% model accuracy condition than in the 50% model accuracy condition
(Fig. 2). There were no effects of visualization type nor interaction between visualiza-
tion type and model accuracy (Fs < 1, ps > .53). Our prediction that showing users
additional model information would improve accuracy was not supported by the data.

Next, we asked whether there were response time differences by visualization type,
overall model accuracy, or their interaction (see Table 3). For this and all RT analyses,
only trials that participants answered correctly were included in analyses. A similar
ANOVA was conducted as described above, including only RTs for correct trials. The
analysis found a significant main effect of visualization condition (F(4,792) = 2.74, p <
.001), but no effect of model accuracy nor interaction between the two (Fs < 1, ps >
.84). Follow-up pairwise comparisons between the visualization conditions, collapsing
over model accuracy, found that the baseline condition was significantly faster than the
7-feature-table condition (Fig. 3) when using the Bonferroni correction for multiple
comparisons (t(199) = 2.95, p < .05). This is perhaps unsurprising, as the 7-feature-
table condition showed users the most information, and so longer response times would
indicate that they look longer to read the information. Our prediction that explanations
presented in graphical format would be easier to read, and thus take less time, was not
supported by the data.

3.2 Effects of Trial Type

Our second overall question was whether participant accuracy differed for different trial
types (e.g., hit, miss), and whether this interacted with overall model accuracy (e.g., 50%
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Fig. 2. Mean accuracy for each of the model percent accuracy conditions, collapsing across
visualization condition. Accuracy was significantly higher in the 88% than 50% model accuracy
condition.

Table 3. Mean accuracy and response times by visualization type and model accuracy condition.

Model accuracy
condition

Visualization
condition

Accuracy Response time (ms)

Mean SD Mean SD

50% Baseline 0.57 0.11 3803 2187

3 Features -
graph

0.57 0.13 4033 2511

3 Features -
table

0.57 0.12 4071 2659

7 Features -
graph

0.57 0.12 3994 2372

7 Features -
table

0.58 0.13 4193 2733

88% Baseline 0.73 0.18 3823 2348

3 Features -
graph

0.74 0.18 4211 3035

3 Features -
table

0.74 0.18 4024 2551

7 Features -
graph

0.72 0.17 4158 3057

7 Features -
table

0.74 0.18 4217 3163
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Fig. 3. Mean RT for each visualization condition, collapsing across model percent accuracy. RTs
were significantly longer in the 7 feature table condition than baseline.

versus 88%). Mean accuracy is shown in Fig. 4. A repeated measures ANOVA was run
with thewithin-subjects factor of Trial Type (4 levels: hit, miss, false alarm, correct rejec-
tion) and the between-subjects factor of Model Accuracy. There was a marginal effect
of model accuracy (F(1,198) = 3.24, p = .07), a significant main effect of model output
type (F(3,594) = 159.76, p < .001), and importantly, a significant interaction between
the two (F(3,594) = 4.22, p < .01). Follow-up pairwise comparisons were conducted to
explicitly test how participant accuracy within trial type differed based on the overall
model accuracy. As seen in Fig. 4, accuracy was numerically higher in the 50% model
accuracy condition for the hits and correct rejections, whereas accuracy was higher in
the 88% model accuracy condition for false alarms and misses. For false alarms, this
difference in accuracy reached significance (t(198)=−3.22, p< .01). This effect could
indicate that when the model was generally reliable and false positives were rare, people
were better able to recognize this model error and respond correctly than when this error
was common.

Next we separated the data into visualization conditions to understand the effect of
visualization type on the observed effects of trial type and overall model accuracy. We
ran a mixed ANOVA, with the within-subjects factors of Visualization Condition and
Trial Type, and the between-subjects factor of Model Accuracy. This analysis showed
a 3-way interaction (F(12,2196) = 2.20, p < .01), indicating that the effects of trial type
and visualization type were different within the different model accuracy conditions. As
such, we conducted follow-up tests to assess the effect of visualization condition within
each level of model accuracy and trial type. This enabled us to understand how themodel
visualization type impacted accuracy for each trial type and accuracy level separately.
One particularly interesting effect emerged, especially in light of the cybersecurity focus
of the task, for which miss trials would carry high consequences. For miss trials in the
88% model accuracy condition (shown in Fig. 5), we observed the highest accuracy
in the baseline condition, with significantly lower accuracy for all other conditions (ts
> 3.30, ps < .05) except the 3-table (t(84) = 2.53, p = .13). These findings suggest
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Fig. 4. Mean accuracy by trial type and model percent accuracy, collapsing across visualization
condition. Accuracy for false alarm trials was significantly higher in the 88% than 50% model
accuracy condition; no other pairwise comparisons reached significance.

that when the model was overall “good” but missed a target, people were less likely to
detect this error when the model provided more explanation information, relative to the
no-explanation baseline.

Fig. 5. Mean accuracy forMiss trials only, by visualization condition andmodel percent accuracy.
In the 88% model accuracy condition, accuracy was significantly higher in baseline than all other
conditions (except 3-features-graph).

3.3 Individual Differences in Model Trust

Average trust scores were calculated for each of the two model accuracy conditions,
and interestingly they were almost identical across the two conditions (50% Model
Accuracy: Mean = 29.4, SD = 2.5; 88% Model Accuracy: mean = 29.2, SD = 3.0).
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We divided participants into High Trust and Low Trust groups based on a median split
of trust scores (Median = 29) in order to examine group-level behaviors of people who
reported different levels of trust in the model.

We looked at how trust and overall model accuracy interacted with whether people
complied with the model’s decision, and how quickly they did so. First, we examined
the likelihood of model compliance for high versus low trust individuals in the 50%
model accuracy versus 88% model accuracy conditions (see Table 4). Numerically, low
trust individuals were more likely to comply with the model’s prediction in the more
accurate than less accurate model condition, whereas high trust individuals did not show
this pattern. However, a between-subjects ANOVA with factors of Trust (2 levels: High
Trust, Low Trust) and Model Percent Accuracy showed that neither main effect was
significant, nor was there an interaction (all Fs < 1, ps > 0.35).

Wealso examined response times for trials onwhich individuals did or did not comply
with the model’s decision, across different levels of Trust but collapsing across model
accuracy (see Fig. 6). Thirteen individuals were removed from this analysis because
they either always complied with the model’s decision (10 participants) or never did
(3 participants). A mixed ANOVA was conducted, with the within-subjects factor of
Model Compliance (2 levels: Complied with model, Did not comply with model) and
the between-subjects factor of Trust. Results showed a main effect of Trust (F(1,185)

= 4.66, p < .05), and a main effect of Compliance (F(1,185) = 18.65, p < .01), but
no interaction between the two (F(1,185) = 0.001, p = 0.99). These findings indicate
that all participants were slower to respond when they did not comply with the model’s
prediction than when they did comply, and that low-trust individuals were generally
slower to respond than high-trust individuals regardless of whether they complied with
the model or not.

Table 4. Likelihood of compliance with model’s prediction by model trust score and overall
model accuracy.

Trust score median split Model percent accuracy Likelihood of compliance with model’s
prediction

Mean SD

High trust 50% accuracy .76 .19

88% accuracy .75 .19

Low trust 50% accuracy .72 .17

88% accuracy .76 .15

4 Discussion

This study investigated the impact of different types ofML explanations, the accuracy of
a ML model, and a user trust in the ML model on user performance in a simulated spam
detection task. Results showed that people performed the taskwith higher accuracywhen
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Fig. 6. Mean RTs for trials in which people did and did not comply with the model’s prediction
by model trust median split.

they saw a more accurate model, but there was no overall effect nor interactions with
feature number or feature importance visualization on accuracy. Response times were
longer in the seven-feature table visualization than baseline, but this was likely driven by
the additional time needed to read the extra information on the screen, as these increased
response times did not correspond to an accuracy difference. In general, our prediction
that showing participants additional information regarding feature importance values
would improve performance above and beyond the baseline condition, in which a model
decision as provided with no explanation, was shown to be invalid.

More interestingly, when considering different trial types (e.g., hits, false alarms),
we found effects of overall model accuracy and interactions with visualization type in
participants’ ability to identify and overcome certain model errors. Participant accuracy
for false alarms was better in the 88% accurate model condition than the 50% accurate
condition. In other words, participants were better at correctly responding “Not Spam”
to a false alarm made by the model in the 88% model accuracy condition, in which
false alarms were rare. On the surface, this seems to run counter to some findings in
the psychology literature that subjects will tend to miss rare events (Rich et al. 2008).
However, it could be the case the participants implicitly learned themapping between the
email header info and Spam/Not Spam categories across the course of the experiment,
especially when themodel was highly accurate, and thus created reliable schemas to help
them correctly categorize these emails despite the incorrect model prediction. Future
work should determine whether this effect is replicable and its cognitive underpinnings.

Moreover, within the 88% accurate model condition, participants were more likely
to comply with incorrect “Not Spam” model predictions (i.e., miss trials) when the
model providedmore explanation information, compared to the no-explanation baseline.
This is consistent with previous findings that users are more likely to rely on a model
when more information is provided about its decisions (Bussone et al. 2015; Lai and
Tan 2019), regardless of whether that information is correct or not. Because this result
was only observed in the highly accurate model condition, it raises risks regarding
the implementation of such models in high consequence workflows. Caution should be
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exercised before as providing userswith detailedMLexplanations from accuratemodels,
as it could overinflate compliance with model decisions, leading to missed targets.

Finally, we observed differences in behavior based on individual differences inmodel
trust. Although all participants exhibited longer response timeswhen they did not comply
with the model’s prediction, people reporting low trust in the model exhibiting longer
response times than those with high trust regardless of whether they complied with the
model’s decision. This suggests that those with low model trust may have spent this
additional time viewing the model’s explanations and factoring that into their response
choice. Future work should further investigate which aspects of ML explanations may
engender higher or lower levels of trust, in order to help users develop appropriate trust
and reliance on the system. Interestingly, we did not find differences in the likelihood
of model compliance across users with high and low trust. This may indicate a strong
bias to comply with a model’s prediction, especially in an ambiguous task for which the
user may have low confidence or little prior experience. Future work should investigate
the factors that influence whether an individual complies with a model they believe to
be incorrect, again in the service of helping users develop appropriate levels of trust and
reliance on models deployed in high-consequence decision-making.

Our study is not without caveats. Because our data was collected online via Amazon
Mechanical Turk, individuals in our study sample were likely novices with respect to
bothmachine learning and cybersecurity. It is possible that findingsmaybe different ifwe
were to test an expert cybersecurity team, as theywould have relevant domain knowledge
to draw upon regarding the likelihood of certain email features being associated with
malicious emails. There are aspects of our task that may have increased its difficulty or
limited the usefulness of explanations, such as: limited context regarding the email (only
saw features describing the email, not the actual text); forced binary choice (instead of
ability to explore more features of the email to follow-up on model’s prediction); or lack
of feedback to users regarding task accuracy. It was also the case that our “incorrect”
model decision trials used the same features and weights as in the correct instances, but
just reversing the classification decision. Future work could train a model that actually
misclassifies certain stimuli in order to produce more realistic feature weightings to use
in misclassification decisions.

Our findings suggest that the efficacy of machine learning explanations for task
completion depend, minimally, on the nature of the task, the overall model accuracy,
the types of errors likely to be made by the model, and the user’s trust in model. Future
work should continue to explore how ML explanations impact human decision-making
to ensure that the information provided does not hurt the human analysts’ ability to
perform high consequence tasks.
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Abstract. This contribution introduces HCD3A, a process model to guide and
support the development of data-driven applications. HCD3A is a specialized
human-centered design (HCD) process model derived from and based on the ISO
9241-210 standard. In order to test the suitability of the HCD3A process model a
prototype of a machine learning (ML) application is developed along this process.
This application is integrated in a learning management system and tailored to the
needs of computer science students in an online learning context. The learning
application uses an ML approach to support students in their learning behavior by
helping them to avoid procrastination and motivating them for assignments and
final exams. This is e.g. done by predicting the students exam success probability.
The most important claim in regard to the ML components was explainability.
Although the evaluation of the prototype in regard to the suitability of HCD3A
has not been completed the first results show that it is promising in particular to
make ML applications more transparent for the users.

Keywords: Human-centered design · User involvement · User research ·
Evaluation · Data-driven · Learning application ·Machine learning · Explainable
AI · Process model

1 Introduction

Creating data-driven platforms or applications with a good user experience (UX) appears
to bemore challenging in comparison to commonwebsites or apps [1–4]. There seems to
be a need to rethink the HCD process for data-driven applications. Furthermore, the find-
ings of Dove et al.’s study [4] underline this. The authors found the following challenges
UX designers face in the context of ML applications: “Difficulties in understanding ML
and its capabilities”, “Challenges with ML as a design material”, and “Challenges with
the purposeful use of ML” (n = 51 participants). These challenges are important in the
context of human-centered development ofML applications as the occupational group of
UX designers is usually in charge of designing user interfaces. Furthermore, the authors
carved out the following topics to focus on in further research [4]: “Consider the interplay
between ML statistical intelligence and human common sense intelligence”, “Envision
opportunities to apply ML in less obvious ways”, “Represent ML’s dependency on data
in early prototypes”, and “Foreground ethical considerations of ML”.
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Regarding the integration of the UX perspective into data science, ML or artificial
intelligence (AI) applications several ideas have already been applied [5–7]. In 2019
the Google Pair Team launched its “People + AI Guidebook” on this topic [8] where
they describe the following essential aspects: “User Needs & Defining Success”, “Data
Collection & Evaluation”, “Mental Models”, “Explainability & Trust”, “Feedback &
Control”, “Errors & Graceful Failure”. Their recommendations are generated out of
their own experiences as well as academic research.

The need to integrate the human perspective into the development of AI products
seems to be of utmost importance in these times as all these products should be bought,
licensed or just used by the related target group. Therefore, it is necessary to provide
products and services with a good usability and overall experience [9, 10]. Furthermore,
in the field of AI, explainability and transparency of algorithms are relevant to users
[11]. Explainable AI applications are trustable as well as understandable for the users
[12, 13]. Therefore, presenting the users a reliable product or service is essential. To
tailor a system to the users’ needs the ISO 9241-210 HCD process was proposed [14].
This standard is the basic concept for further considerations in the following work.

Generally, there are many fields of implementation for data science, ML or AI appli-
cations. In the context of a university’s learning environmentML can be used to track the
learning processes and results of students. The field of learning analytics is already an
established field of research and deals e.g. with topics like educational data mining and
based on this data the prediction of student’s performance on their degree level [15]. In
this study learning analytics is used to support online students regarding procrastination
they are usually faced with [16, 17].

The main target of this work is to create and evaluate a model for human-centered
design of data-driven applications (HCD3A model), a process which has been lacking
so far.

2 Theory

2.1 Human-Centered Design Process

The basic principles of the HCD process are recorded in the ISO 9241-210 standard
[14]. The term human-centered design is defined as “approach to systems design and
development that aims to make interactive systems more usable by focusing on the
use of the system and applying human factors/ergonomics and usability knowledge and
techniques” [14]. The definition connects the terms user experience and usability. For
designing a product or service the ISO9241-210 standard defines the following four steps
[14]: understanding and specifying the context of use, specifying the user requirements,
producing design solutions, evaluating the design.

2.2 Artificial Intelligence and Machine Learning

Within AI the field of ML is an essential topic. Regarding ML Tom M. Mitchell wrote
one of the most common definitions [18]: “A computer program is said to learn from
experience E with respect to some class of tasks T and performance measure P, if its
performance at tasks in T, as measured by P, improves with experience E”.
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According to Mitchell three aspects needs to be emphasized on: “the class of tasks,
the measure of performance to be improved, and the source of experience” [18]. The
main focus of ML is to improve the performance of a computer program automatically
based on its own experiences. Therefore, algorithms have been developed to find laws
and patterns in the given training data [18]. With this training data an algorithm can be
prepared and trained. Later a validation of the algorithm’s behavior can take place by
validation data.

To consider the explainable AI aspects and to create understandable as well as
trustable algorithms, e.g. it may be necessary to check the ML feature relevance [13].

3 Research Question, Hypothesis and the HCD3A Model

3.1 Research Question and Hypothesis

The main focus of this work is to define an adequate process of integrating the HCD
perspective in the development of data-driven applications. Finally, the aim is to increase
the overall UX of such applications. Therefore, the research question of this work is:
how can be ensured that ML or AI applications fit the users’ needs?

This question was the fundamental consideration for working out the model of
human-centered design for data-driven applications (short: HCD3A), a process model to
guide and support the development of data-driven applications. The next chapter intro-
duces the HCD3A process model which is derived from and based on the ISO 9241-210
standard [14].

Hence, the hypothesis related to the above-mentioned research question is: the
HCD3A model ensures that ML or AI involved applications are tailored to the users’
needs. The HCD3A model will be tested by creating a learning application for students.
The final evaluation will showwhether the drafted process helps to create a user-centered
data-driven application.

3.2 The HCD3A Model

According to [14] it is necessary to research the users’ needs, understand and specify
them. This is the basis for further development of products or services. In order to apply
this HCD process to the different stages of developing a ML application, it is enhanced
especially for data-driven products or services which is shown in Fig. 1. From the begin-
ning on the aspect of available or necessary data as well as concepts of application
related ML algorithms are included into the creation process so that for all project par-
ticipants the HCD approach is getting more obvious and data related. Figure 1 depicts
a first attempt and consists of five steps: (1) analysis, (2) prototype, (3) evaluation, (4)
implementation and (5) validation.

Essentially, the HCD3A model enriches the HCD process with important key to-dos
regarding ML. In the common HCD process HCD experts are the mediators between
the humans using the system and the software (SW) engineers building the system.
Designing an ML application introduces a new target group in the HCD process: the
ML engineers. It is important to recognize that ML engineers are not just yet another
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Fig. 1. Processes according the proposed HCD3A model.

kind of SW engineers. The fundamental difference is explainability vs. interpretability.1

Therefore, the HCD experts have to control the process, define the different roles and
allow the team to grow together. A first step is to find a common ground, especially
regarding the used vocabulary and abstract concepts. ML engineers should be included
in participatory processes like futureworkshops or focus groups. Direct participation and
collaboration improve the interplay between HCD experts, ML engineers and other team
members. HCD experts present the user requirements, the design perspective, and the
need for traceability, while ML engineers show the possibilities of ML and the technical
requirements. The exchange can help to generate new ideas together and to appreciate
the contributions of the other discipline.

Analysis. Discovering users’ needs is one aim of the analyzing phase (1) of the HCD3A
process model. In this context possible procedures and methods like the stakeholder or
work analysis, personas and user journey blueprints are useful. It depends entirely on
the project which methods are suitable.

In addition to user needs, any existing systems and interfaces that already exist must
also be considered. These systems and interfaces might influence the further product
development process, for instance dependencies might arise. The requirements should
be listed and seriously taken into account. Analyzing them early helps to find a good
base for further development.

1 A (non-ML) SW engineer is usually able to explain why the system does what it does (and is
usually proud of it – explainability). An ML engineer is usually already satisfied if the chosen
ML algorithm is able to successfully predict the desired outcome (interpretability).
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Furthermore, already available datasets should undergo a first analysis. To find out
which datasets exist and to discover these data can support transparency regarding the
whole application. As data are the basis for ML applications considering them early is
a plus when it comes to prototyping – the next step.

Prototyping. After investigating the users’ needs as well as the available systems and
datasets the prototyping phase (2) starts. In this phase the different perspectives are
consolidated, and a first design prototype of the application is created.

In accordance with the prototype a second step is to prepare a basic data model which
suits to the prototype. For example, it might turn out that further data are necessary to
later adequately implement all relevant features of the prototype. One of the key drivers
of data-driven applications is available data. Considering data from the beginning is the
key for a realistic view on the feasibility of the product or service.

The available data are the basis for the first considerations about ML algorithms
regarding the related application. Ideas can be collected on how the application can
be enriched by ML, e.g. recommendation systems, predictions, etc. Based on these
considerations relevant data could be missing in order to prepare a useful algorithm for
the application. Therefore, a strategy of how to gather missing data needs to be prepared.
The outcome should be an overview of possible algorithms and necessary related data.

The development of the prototype as well as the setup of the basic data and ML
models can be an iterative interplay between the three components. A next step is, to
combine these basic concepts with an evaluation through real potential users. After
getting the users’ feedback and analyzing it, the prototype is adapted accordingly.

Evaluation. Evaluating the before-mentioned prototype with real (potential) users is a
necessary step in the evaluation phase (3) to create a valuable product or servicewhichfits
best the users’ needs. This is one essential step of HCD. As different evaluation methods
exist, it depends on the related situation and application whichmethod or combination of
different methods is the most useful. For example, a Wizard of Oz study can be helpful.

Regarding the basic data model, it needs to be investigated whether the user require-
ments still suit the available data. In addition, the considerations about the ML models
or already first drafts of the algorithms need to be reviewed. The prototype evaluations
could result in new requirements or changes which can also affect the data and related
ML algorithms.

Overall, the evaluation helps to find out where users are uncertain and where they
expect transparency in the product or service. In addition, it is important to record the
users’ remarks regarding the explainability of ML algorithms.

Implementation. By having a suitable prototypic solution, the next step is to proceed
with the implementation phase (4). Although having a good concept and prototype this
will not always be the final solution. As soon as it comes to the implementation phase
sometimes new technical or other challenges will come up regarding the graphical user
interface, the data, or theMLalgorithms. The interplay of the graphical user interface, the
data and the output of the algorithms is sensible towards changes and usually influence
each other directly. These challenges can be met in an agile or iterative implementation
between the development, concept, and design teammembers. The most important point
is to validate the new conditions with the users again.
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Validation. The validation phase (5) is similar to the evaluation phase. The main dif-
ference is that testing is done with the real application. For example within the ISO
9241-210 standard the term validation is defined as “confirmation, through the provi-
sion of objective evidence, that the requirements for a specific intended use or application
have been fulfilled” [14]. As far as the evaluation is concerned, the method to be used
for validation depends on the specific application. For the validation it is appropriate
to use the same methods as for the evaluation of the prototype(s) before so that a com-
parison between the different versions can be drawn with meaningful results. After the
validation, the results need to be consolidated and put into a comprehensive concept.

As long as the application is actively used it is beneficial to repeat the validation
process frequently. Thus, an iterative and continuous improvement process is facilitated.
In case of completely new features or product enhancements the process should start
with the first phase by analyzing the requirements and related conditions.

4 Project Work

4.1 Project Idea and Background Information

The introduced HCD3Amodel is evaluated through a project work in the following. The
idea of this project work is to design an application which supports themedia informatics
online students of the VFH2 to improve their learning behavior. The goal is to create
a motivating application that students enjoy interacting with and that helps them to get
better over time.

4.2 Analysis

In the beginning of the analysis, the following stakeholders are identified to be relevant:
online students of the VFH degree program media informatics, professors and teaching
assistants of the partner universities, administrative staff of the partner universities,
presidents of the partner universities and oncampus GmbH.3 The main target group
consists of the online students who are the focus of the following work.

Target Group Analysis. For analyzing the main target group in detail, an online sur-
vey with N = 43 potential users – online students of the VFH degree program media
informatics – has been conducted.

The results of an adapted ASS-S questionnaire [19] (four-point Likert scale from
1 = strongly disagree to 4 = strongly agree) show that the participants are especially
intrinsically (M = 3.15, SD = .560, n = 40) and identified motivated (M = 3.13, SD
= .548, n = 41) which means driven by personal important goals. The VFH moodle
learning platform is used more than one time per week with a tendency to daily usage by

2 VFH stands for (German) Virtuelle Fachhochschule (Virtual University of Applied Sciences).
An association of universities of applied sciences in German-speaking countries that jointly offer
online degree programs.

3 The provider of the technical infrastructure for the VFH.
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the participants. With a four-point Likert scale from 1= not at all to 4= very frequently
the device preference for online students is tested. The preferred device for their studies
is the laptop or computer (M = 3.91, SD = .366, N = 43), tablet is used rarely (M
= 1.81, SD = .969, n = 42) and smartphone lies in between with an average of M =
2.27 (SD = .742, n = 41). Most of their study related tasks they are solving with their
laptop. 83.3% of the n= 42 participants declared that especially content-related interest
helps to motivate for their online-studies in media informatics. Still 47.6% are motivated
by regular learning units and 38.1% by a strict time and learning plan. Concerning
which additional auxiliary means the students use to organize or motivate themselves (n
= 42) the following are used most often: old or previous exams for exercise (92.9%),
additional learning material (85.7%) as well as further exercises (66.7%). On average
regular assignments during the term are rated with «rather good» (M = 3.05, SD= .697,
n = 42) by the participants. The subjective rating of functionalities that would support
the students’ online-studies in media informatics results in the following ranking (n =
42): automatic reminder for assignment deadlines (n= 32), recommendation for further
relevant learning materials (n = 27), displaying the learning progress on the basis of
experienced values (n = 20), keeping the own general average always in mind (n =
13) and comparison with fellow students e.g. processing status (n = 11). Most of the
participants did not have any preference regarding a specific platform. However, 40.0%
of the participants would like to have an extended moodle platform, 30.0% an online
portal and 25.0% a smartphone app. An automatic reminder for assignment deadlines
is the most interesting new functionality (76.2%). Furthermore, recommendations for
further relevant learning materials are favored by 64.3% of the participants. Still 47.6%
would like to have displayed their learning progress based on experienced values.

Personas. Deduced from the target group analysis of the VFH students two personas
arise. The first persona describes the 25 years old working student Leonie. She studies
media informatics via the VFH at the University of Applied Sciences in Brandenburg
and is currently enrolled in her 3rd term bachelor studies. The second persona is Marc
who is married and father of a two-year-old son. He works as a creative consultant in
a small business consultancy in Hamburg and lives there with his family. Furthermore,
he is a part-time student of the master’s degree media informatics via the VFH at the
University of Applied Sciences.

Scenarios of Usage. Additionally, scenarios of usage and user journey blueprints have
been developed to exemplify the lives of the various students. Overall, the scenarios
of usage can be structured into six steps: preparing and organizing, attending lectures,
learning and understanding, assignments, preparing for exams and exams. As the actions
of both personas are very similar the biggest difference is on the emotional and thoughts
level. They live in very different personal situations and the circumstances as well as
their personal learning progress affect them differently.

Basic Dataset. After analyzing the users’ needs a concept of a basic dataset is prepared.
An already existing topic-related dataset is used as groundwork which is the Open
University Learning Analytics dataset of Kuzilek, Hlosta, and Zdrahal [20]. This dataset
was used as a start to get a first overview which data are proper data to collect. In the
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environment of the VFH degree programs some requirements do not match with the
Open University database schema. For example, the VFH group consists of different
universities, and courses are held by different professors. Therefore, a specific database
schema for a VFH learning environment is elaborated.

4.3 Prototyping and Evaluation

Prototyping. First, based on the personas’ and thereby users’ requirements a low-
fidelity prototype of the learning application is elaborated. The prototype gives a first
idea of the look and feel in form of wireframes. Features in this prototype which are
meant to contain ML algorithms are: the current probability of exam success, the rec-
ommendations to increase the current probability of exam success and the course rec-
ommendations for upcoming terms. As these features are relevant for the personas to
increase their motivation for their studies it is necessary to analyze the available data and
how to use them for the ML algorithms accordingly. Therefore, suitable variables are
selected. Basis for this is the basic dataset concept from before. The first idea regarding
the ML algorithms is, using a random forest [21, 22] for predicting the exam success
probability, and providing content-based recommendations to increase the exam success
probability as well as for the course recommendations. For ensuring the transparency it
is important to proof the ML feature relevance [13].

Evaluation. Developing a user-centered product or service requires an evaluation e.g.
with potential users. Hence, for this project test users are recruited in order to gain
first insights about the learning application prototype and to identify the major usability
issues. Subsequently, a qualitative user-based testing approachwas selected. The test was
set up as one-to-one online sessions where the prototype was shown to the evaluation
participant via screensharing. A short scenario introduced the situation to the participants
which describes that they are a VFH student of media informatics and are enrolled in the
second term of the master’s degree. Afterwards the test conditions were explained to the
participants. They were defined as follows: The investigator is showing the low-fidelity
prototype. Observe each screen precisely. Comment loudly what you are noticing at
each screen. Do you understand everything? Please explain what you do not understand.
Summarize what is missing? What would you like to have additionally?

For this first qualitative test of the prototype, a group of N = 5 test users was
recruited. The feedback of the test users was overall positive and very similar in most
of the results but additionally complements one another. Specifically, regarding the ML
features the users found the exam success probability an interesting functionality when
it is related to the personal prior learning behavior. Furthermore, the course advisory
service is a very helpful feature for them, but it could be enhanced by further properties
(e.g. elective course, in winter/summer term, exam type). A critical voice concerning
this functionality was that it feels insolent “what I might like”. Nevertheless, 5 of 5
participants answered the question whether they would use the application positively.
Overall, these results show that the application suits the test users, but they still have
suggestions for improvement. Especially the personal dashboard has a lot of potential to
support the students. What is remarkable is that the features where ML will be involved
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are perceived as helpful and motivating by most (4 of 5) of the participants. Thereby the
potential and first of all orally described outcome of theML features has been understood
by all participants.

4.4 About Further Procedure

After evaluating the prototype for the first time the further procedure is split into two
phases: first improving the existing prototype according to the user feedback, second
implementing the real application and validate it again.

The insights gained through the prototype evaluation are helpful to improve the
prototype according to the users’ needs. For example, the differentiation between the
home page and the personal dashboard need to be removed, the dashboard reworked or
the course detail page enhanced. Consequently, the results are applied to the prototype.
Ensuring that the users’ needs are considered properly it is decided to adapt and test the
low-fidelity prototype again. As there are some fundamental changes it makes sense to
strive the enhancement of the prototype first.

Regarding the ML features some changes should be incorporated. As the user feed-
back e.g. reveals that the exam success probability should refer more to the personal
previous learning behavior and success in general the features for the ML algorithm
need to be reviewed. In the beginning they referred to the exam success of previous
students of the specific course. Furthermore, based on the changes in the prototype and
the ML features the data model needs to be adapted as well. Meanwhile, some new data
are required to guarantee further processing e.g. in the students’ personal information or
the course information. Additionally, the features of the recommendation systems need
to be reviewed whether further data are required. After adapting the ML features as well
as the database schema, a first concept of the related ML algorithms can be set up and a
new evaluation can take place. This is the current project state. Nevertheless, when the
work is resumed to a later point of time further prototyping and evaluation are essential.

5 Evaluation of the Approach and Discussion

5.1 Evaluation

For ensuring a ML or AI involved application is tailored to the users’ needs the HCD3A
model has been set up in the beginning of this work. In this chapter the model itself is
evaluated with regard to Dove et al. [4] who investigated the challenges of the interplay
of UX design and ML.

Dove et al.’s [4] first point “difficulties in understandingMLand its capabilities” is not
directly addressed in the HCD3A model. Nevertheless, it shows clearly that taking data
into consideration from the very beginning is of utmost importance. The study showed
that there are several dependencies between users’ needs, user interface and data. For
maximizing the potentials of the learning application, it was necessary to understand the
opportunities of ML. This opened a new way of thinking and creativity. It was necessary
to evaluate the features of this new dimension in concepting and designing early as there
was a huge potential to take wrong paths. Therefore, it is necessary for (UX) designers
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to investigate into theML capabilities in early project stages so that potential application
features can be considered to fit the users’ needs. This also permits an early evaluation
with (potential) users which helps to create a useful as well as transparent and trustful
ML application.

According to Dove et al. “challenges with ML as a design material” is another fact
that UX designers are struggling with [4]. One of their survey participants reflects this
uncertainty: “The technical complexity is a challenge as is the need to better understand
and design for that complexity. It can get deep and unfamiliar very quickly, and designers
need some level of expertise to function and contribute to the work at hand.” In the
described project work this challenge also existed. It has been solved by adding small
examples in the prototype of how the resultsmaybe represented. Thepotential algorithms
behind the features of the application were described verbally by the investigator of the
usability test. As all participants of the usability test understoodwhat there will be shown
in future this approach can be used in an early project stage, e.g. in form of a Wizard of
Oz study. For later stages it will become necessary to evaluate the real outcome of the
ML algorithms and whether it fits the users’ needs and expectations.

“Challenges with the purposeful use of ML” is the third problem UX designers are
facedwith [4]. Therefore, UX designers have the feeling that services or products includ-
ing ML are not design-driven but technology-driven. The experience of the participants
in the study by Dove et al. [4] shows the need to combine the user-centered view and
the data view. The HCD3A model is one attempt how to do so. One participant of Dove
et al.’s study said that “[…] we need to shift the conversation from technology to people
– we’ll need to bring the ethical and human centered voice to the algorithms that make
it all a reality” [4]. Furthermore, it is necessary to make sure that UX designers are not
averse to ML. According to another study participant the goal should be to “[…] map
out the right user stories and use cases, to enable effective ML.” This demand for a
human-centered perspective has been integrated into the HCD3A model. Thereby, from
the first considerations until the final implementation of the ML application both the
users and the data play the major role. Even during the project work it became clear
that these two components are interdependent. Ideas for new features or small design
changes can effect major changes in the data model and related algorithms. For example,
in case of the exam success probability the basic idea of the algorithm changed through
the user feedback, subsequently the ML features needed to be adapted.

Furthermore, the HCD3A model addresses three of the challenges future research
should focus on [4]. The first challenge “consider the interplay between ML statistical
intelligence and human common-sense intelligence” is one of them. “[Representing]
ML’s dependency on data in early prototypes” and “foreground ethical considerations
of ML” are the other two challenges. The interplay and necessity to think about data in
early development stages is outlined by the HCD3A model. The project work shows the
importance of considering data throughout the entire period. The user interface might
directly influence data gathering as for example necessary input fields are provided. In
the case of the student profile, for example, input fields for skills, learning type, etc.
must be provided so that this data can be stored for later personalized recommendations.
Therefore, the data, the algorithms as well as the graphical user interfaces need to be
harmonized. On the other hand, some ideas to integrate ML into the application might
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be promising but alone do not satisfy the users’ needs. With help of the HCD3A model
the users’ needs are investigated and put into prototypes. In this study, e.g. the idea of
comparing the students with their fellow students was not desired by the users. These
prototypes are tested with potential users and afterwards adapted. This underlines again
the interplay of ML and human intelligence. Through splitting up the tasks regarding
data the process is getting more obvious also for UX designers who are usually not
directly involved into data tasks. Furthermore, thoughts about ethical development in
the area of ML are incorporated as the personal users’ needs as well as their desires are
the basis for the development. In this case the VFH online students were directly asked
to take part in the study or the prototype evaluation and to share their experiences.

5.2 Discussion

It should be emphasized that it is not the goal of this study that UX designers take over
concepts for data bases as well as ML algorithms but the HCD3A model requires a
direct collaboration of UX designers and data scientists or ML engineers. Instead, an
interdisciplinary team with a clear understanding of the complementary roles must work
together in an iterative process model.

However, during the evaluation phase of the project work the user feedback has
shown that the users were surprised by the new ML features but also curious and open
minded. They stated that these features can increase theirmotivation for their studies. The
successful project work described above is a first positive evidence regarding the intro-
duced hypothesis that the HCD3A model ensures that ML or AI involved applications
are tailored to users’ needs. Furthermore, it addresses several challenges of UXdesigners
regarding the development of ML applications. Finally, the model demonstrates how to
proceed and how to make processes more obvious.

These results must be regarded as provisional since the procedure has not been
applied completely because this project is currently in the prototyping and evaluation
phase. Further development of the prototype and logging additional data in the learning
management system are necessary before setting up the algorithms and starting with
the implementation phase. By means of this input the ML algorithms can be developed
and later evaluated together with the test users. This close feedback loop with the test
users supports the development of algorithms in a transparent and explainable way.
Consequently, concerning these limiting factors the project work should be finalized.

6 Summary and Outlook

This work deals with the challenge to integrate the ML aspects into the human-centered
way of development. Particularly, the goal is to develop ML applications that matter
and are purposeful for the users. By means of the qualitative project work results and
an additional discussion regarding the findings of Dove et al.’s study the HCD3A model
has been evaluated [4]. The presented study provides a first evidence that the HCD3A
model can be successfully used to tailor an ML application to user needs.

The next step is to complete the project work by finishing the two steps that have been
missing so far. In addition, a long-term study during normal operation of the learning
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platform can gather valuable insights. Moreover, another research topic to focus on is the
human-centered development of theML algorithms itself. This is required for prototypes
in later project stages as well as the validation of the real ML implementation.

In summary, this study shows that the proposed HCD3A model can successfully
support the development of ML applications through a process model and the clear
role concept. The improvements achieved in the evaluation cover both classic usabil-
ity aspects and the aspects of transparency and explainability, which are particularly
important for ML applications.
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Abstract. In this study, we explore recent advances in photorealistic
style transfer methods to make visual predictions of outdoor scenes.
These methods transfer the elements’ visual appearance from one photo
(style image) to another (content image), maintaining the original com-
position of the elements in the original image. However, the search for ref-
erence images containing the same elements as the content image and pre-
senting all the desired style characteristics makes the process challenging
and time-consuming. To overcome this challenge, we propose a dynamic
search method based on the transient scene attributes performed in a
dataset developed especially for this task. Our team developed a set of
924 3D images divided into six scenario groups, with the main elements
found in the outdoor scenes to be used as style images. Each group has
stylizations of the four seasons, the time of day, the presence or absence
of rain, snow, and cloudy skies. In the end, we measured the similarity
of the results obtained with real images. The structural similarity index
measure (SSIM) reaches an average score greater than 0.8.

Keywords: Neural network · KNN · Photorealistic style transfer ·
Transient attributes

1 Introduction

Photorealistic Style Transfer is a technique that aims to transfer the style of
elements from one reference photo (style image) to another (content image),
preserving the realistic appearance of the resulting image. For example, changing
an outdoor scene photo’s lighting by choosing a style image with features such
as a sunset or midday or even cloudy sky. The proposed methods allow for rapid
stylization in recent years, producing images with little or no spatial distortion
or unreal artifacts. In this sense, Li et al. [7] present a technique based on auto-
encoder neural networks with excellent results in providing photorealism to the
resulting image.
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This advance opens up a series of possibilities for using these methods in
automated systems. One of these possibilities would be to make visual predic-
tions. For example, check the appearance of an outdoor scene in different seasons
and hours of the day or how the process of aging a car’s paint would look under
specific climatic aspects. However, the search for reference images containing the
same elements as the content image and presenting all the desired style char-
acteristics makes the process challenging and time-consuming. In this work, we
present a case study for a system that makes visual predictions for outdoor sce-
narios’ climate. We propose a dynamic search method based on transient scene
attributes [6] for searching for the correct reference image.

Our team has developed a set of 924 3D pictures on the Unity R© game engine
to be used as reference images. To have a more significant semantic matching
with the main elements found in outdoor scenarios, the set has six different
outdoor views (forest, lake and ocean, mountains, city, roof and, road, see Fig. 1).
Each group has stylizations of the four seasons, the time of day, the presence
or absence of rain, snow, and cloudy skies, which are the transient attributes
that we use to indicate the weather in outdoor environments. Figure 1 shows an
example of each scenario, manifesting a summer day at noon with few clouds.

The proposal search for the correct reference image consists of indexing each
reference image with its transient scene attributes and semantic segmentation.
These indexing are used to perform K-Nearest Neighbor (KNN) [3] searches that
return one of our reference images with the best semantic correspondence with
the original image (content) and the desired transient attributes. The returned
reference image is inserted into the Fast Photo Style [7] system.

To support our experiments in the sense of accurate results, we use the
images from the Transient Attribute Database [6] as content images. An essen-
tial property of this database is that, instead of using unrelated photos, it con-
tains photographic samples from 101 outdoor webcams in different regions of the
globe, seasons, and times of the day. Then, it allows us to compare the results
obtained in our experiments with authentic images with the desired transient
scene attributes. We have reached similarity score over 0.8 in most of the results.

The remainder of this paper is organized as follows. Section 2 shows some
related works in manipulation of transient scene attributes. In Sect. 3, we present
the methods and the workflow used in this case study. In Sect. 4, we discuss the
results and difficulties encountered during the development of this study. Finally,
in Sect. 5, we present our conclusions and future works.

2 Related Works

The collection of real photos that we think is closest to the objectives of this study
is presented in [6]. The authors present a study of “transient scene attributes”
(e.g., sunny, gloomy, colorful, dull), defining a total of 40 attributes through
crowdsourcing for thousands of images. Figure 4a is an example of images found
in that image set. However, the feature vector defined in that study is quite
distant from what we usually see in the weather forecast.
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Fig. 1. Scenarios designed to maximize the semantic matching with outdoor scenarios.

[5] introduces a more recent study for manipulating scene attributes via hal-
lucination. The method trains an deep generative network to input the desired
characteristics in the natural scenes. However, the study does not analyze the
similarity between the results obtained and authentic images.

3 Experiments

This case study’s main objective is to make visual predictions of outdoor scenar-
ios in different climatic situations. A photorealistic style transfer method uses
a set of indexed images to style any outdoor image with the desired climate
characteristics.

In our experiments, we use a Linux server with Intel Core i7-6700 3.4 GHz,
32 GB of memory RAM, and a GPU GeForce GTX-1080 with 8 GB dedicated
memory. In this environment, the stylization process takes an average time of 15 s
to complete. Below we give more details on the methods used and the workflow
of the experiments.

Photo Style Transfer. The main idea of the method, known as Fast Photo
Style [7], is to insert a pair of projection functions into the bottleneck of an
already trained auto-encoder. These functions perform style transfer through
whitening and coloring transformations (PhotoWCT) of elements in the content
image that correlate to those in the style image. Besides, the proposed algorithm
uses the information provided by semantic label maps for better content–style
matching.

Fast Photo Style has a second phase in which it applies a smoothing process
in the image resulting from the stylization process (first phase). According to the
authors, the smoothing process is necessary because semantically similar regions
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are often styled inconsistently. For example, the sky in a daytime photo, when
stylized at night, may have small areas with the original photo style (light blue),
as one can see in Figs. 2 and 3. This study case uses the coding provided by the
Fast Photo Style’s authors in their GitHub repository.1.

Fig. 2. PhotoWCT without smooth-
ing process. Image reproduced from [7]
(Color figure online)

Fig. 3. PhotoWCT with smoothing
process. Image reproduced from [7]
(Color figure online)

Content Image Dataset. As stated before, the experiments use as style images
a set of 3D pictures developed on the Unity R© game engine. This set has 924
pictures organized in 6 different scenarios (see Fig. 1) developed to maximize
the semantic correspondence with most of the outdoor scenes. Each group has
stylizations of the four seasons, the time of day, and the presence or absence of
rain, snow, and cloudy skies. To increase the efficiency of searching for the right
style image, the dataset covers only real-world situations, eliminating scenarios
such as snow in the summer.

Each 3D image is indexed with two vectors. The first represents its semantic
composition. Each position on the vector corresponds to an element commonly
found in outdoor environments, such as roads, plants, lakes, etc. We use the
pre-trained model [10]2 to achieve semantic segmentation. The model has been
trained to recognize 150 different types of elements. Thus, the vector represent-
ing the semantic composition of a style image contains 150 positions with the
percentage of each component in the scenario.

The second feature vector represents the weather information or the transient
scene attributes of each style image. The vector is composed of eight positions,
the first four to describe the season, the fifth indicates the time of day, and the
three others represent the presence of rain, snow, and cloudy sky. We chose to
conduct our study with artificial pictures due:

– The difficulty of finding a set of real photos that accurately presented all
weather possibilities.

– To improve the quality of semantic segmentation of the style images;
– To control the weather annotations.
1 https://github.com/NVIDIA/FastPhotoStyle.
2 Available at https://github.com/CSAILVision/semantic-segmentation-pytorch.

https://github.com/NVIDIA/FastPhotoStyle
https://github.com/CSAILVision/semantic-segmentation-pytorch
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Workflow. The system proposed in this case study receives, as inputs, the con-
tent image and a vector representing the desired climatic characteristics. This
vector has the same composition as the transient scene attribute vectors gener-
ated in the reference image set. Again, the same semantic segmentation model
used in the reference image set extracts another 150-position vector representing
the semantic composition of the content image.

The vector with the semantic composition serves to perform a KNN search
[3] that indicates which of the six groups of scenarios has the highest semantic
correspondence with the input image. Then, a new KNN search uses the weather
information vector to designate the style image that best represents the desired
weather situation. The image resulting from the search serves as an input to the
Fast Photo Style system that returns the visual prediction image.

4 Discussion

In photorealism style transfer process, the details perceived in the original image
should also be in the resulting image. However, while Fast Photo Style’s smooth-
ing process diminishes the artifacts generated by the styling process, it decreases
the sharpness. But, if the edges of an image look too sharp or not sharp enough
the picture seems unconvincing [4].

To work around this problem, we use a post-processing technique known as
unsharp mask, which brings significant improvement to the resulting images. An
unsharp mask can help emphasize texture and detail and is considered essential
post-processing in most digital images. They are probably the most common
type of sharpening methods and can be performed with virtually any image
editing software [1]. We use the UnsharpMask function available in the Pillow
package [9] for Python.

As example of the situation described above, see Fig. 4. It represents a real-
world outdoor scenario being stylized to cloudy fall day at 5 pm. Figure 4b is
the 3D image returned by our search as described in Sect. 3, and Figs. 4c and 4d
show the Fast Photo Style results without and with the application of Unsharp
mask. To increase the perception of image enhancement, Figs. 5 and 6 present
details of Fig. 4c and 4d, respectively.

Knowing that the semantic segmentation is quite efficient in the developed
3D images, the same must happen in the content image to maximize the ele-
ments’ matching. However, it is sometimes difficult to distinguish objects in dark
or night photos, even in very bright images, impairing their semantic segmen-
tation. Consequently, the transfer of style is also hampered, as shown in Fig. 7.
The content image was stylized to deliver a late spring afternoon. Due to the
sun’s high light, some areas are very light, and others are dark. This situation
hindered the stylization process, not giving the desired realism to the photos, see
Fig. 7.c (regions indicated by the red boxes). However, when the content image
is correctly semantic segmented, we can style it with a greater sense of realism,
as shown in Fig. 8.
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Fig. 4. Photorealistic style transfer process without and with unsharp mask. (a) Con-
tent image [6]; (b) selected style image; (c) resulting image of Fast Photo Style (without
unsharp mask); (d) resulting image after unsharp masking (note highlight details in
Figs. 5 and 6).

Fig. 5. Detail of Fig. 4.c (without
unsharp mask).

Fig. 6. Detail of Fig. 4.d (with unsharp
mask).

Fig. 7. Example of a lousy stylization due to the content image does not have all
elements visible. (Color figure online)
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Fig. 8. Example of a proper stylization. It happens when the content image is well lit,
showing all the details of the picture.

As stated earlier, the experiments used the images provided by Laffont et al.
in [6] as a content image. The images in this dataset are photographic samples
from 101 external webcams in different regions of the globe, seasons, and times
of the day. This feature allows the possibility to verify the similarity of the
results obtained with ground truth images, i.e., real photos in the desired climatic
situations. The structural similarity index measure (SSIM) [11] was used in this
sense. It is known to be deeply associated with subjective quality [8].

SSIM is a perception-based model that considers image degradation to be a
perceived change in structural information while also incorporating perceptual
aspects, including luminance masking and contrast masking terms. Luminance
masking is a sensation in which image distortions tend to be less visible in bright
regions. In contrast, contrast masking is an aspect in which distortions become
less visible where there is a significant activity or “texture” in the image [2]. An
SSIM of 1 means that the resulting image is identical to the ground truth image,
while SSIM = 0 implies that they are entirely different.

The results obtained are entirely satisfactory, with an average SSIM index
above 0.8. See, for example, Fig. 9. It is a stylization for a cloudy summer after-
noon in Japan (the original image and the reference image can be seen in Fig. 8, a
and b, respectively). While photo Fig. 10 is the real image taken from the Tran-
sient Attribute Database [6] with the same characteristics. The SSIM index,
comparing these two images, is 0.85.

Fig. 9. Result obtained by photorealis-
tic style transfer process.

Fig. 10. Ground truth photo. Repro-
duced from [6]
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Figures 11 and 12 show another example of a high degree of similarity between
the resulting image and the ground truth image, reaching a SSIM score of 0.84.
The Fig. 6.a and 6.b images show the original image and the reference image
used for styling.

Fig. 11. Result obtained by photoreal-
istic style transfer process.

Fig. 12. Ground truth photo. Repro-
duced from [6]

An example where styling did not show a high degree of similarity can be seen
in Fig. 13. It is a stylization of an outdoor photo in winter with snow (Fig. 13.a) to
a summer day (Fig. 13.c), followed by the real image (Fig. 13.d) for comparison.
The SSIM score for images Fig. 13.c and 13.d is 0.73.

Fig. 13. Stylization example with the real image for comparison.

5 Conclusion and What’s Next

We presented a study case for a visual prediction system based on photorealistic
style transfer. That is, from a user-selected photo, the system must realistically
stylize it to indicate current weather conditions. In this case study, we used a
photorealistic method for style transfer known as Fast Photo Style, with some
modifications. We observed that the technique has very satisfactory results when
the content and style images have correct semantic segmentation and matching
of their elements. We added a sharpness process to the end of the method,
which brought a greater sense of realism to the final result. The experiments
used the images provided by Laffont et al. in [6] as a content image, providing
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ground truth images for comparing the similarity with the obtained results. The
experiments reach an average SSIM index above.

For the style images to have proper semantic segmentation and to present all
possible climatic situations, we have developed a set of 3D images with various
outdoor scenarios and weather conditions. We produced the images in such a
way as to maximize the matching of elements with the most common outdoor
scenes. However, some situations were left out (e.g., cities with cars and people).
We believe this is our first future work, i.e., increasing the range of scenarios to
expand the possibilities of semantic matching.

Another interesting study is to verify the possibility of performing semantic
matching with more than one style reference image. Thus, if a single developed
scenario does not contain all the elements to perform semantic matching, the
system would use a second reference image. Another possibility to study is to
verify the generating a set of elements with different stylizations (related to the
weather), such as sky (cloudy, clear, starry, etc.) or street (covered with snow,
clear). Thus the system would no longer use a style reference image, but the
style of the elements of that set.
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Abstract. Data labeling is a time intensive process. As such, many data scien-
tists use various tools to aid in the data generation and labeling process. While
these tools help automate labeling, many still require user interaction through-
out the process. Additionally, most target only a few network frameworks. Any
researchers exploringmultiple frameworksmust find additional tools or write con-
version scripts. This paper presents an automated tool for generating synthetic data
in arbitrary network formats. It uses Robot Operating System (ROS) and Gazebo,
which are common tools in the robotics community. Through ROS paradigms, it
allows extensive user customization of the simulation environment and data gen-
eration process. Additionally, a plugin-like framework allows the development of
arbitrary data format writers without the need to change the main body of code.
Using this tool, the authors were able to generate an arbitrarily large image dataset
for three unique training formats using approximately 15 min of user setup time
and a variable amount of hands-off run time, depending on the dataset size. The
source code for this data generation tool is available at https://github.com/Navy-
RISE-Lab/nn_data_collection

Keywords: Machine learning · Data generation · ROS

1 Introduction

Data labeling is such a time intensive and tedious task that many data scientists turn
to existing datasets or outsource their data labeling process to others. However, there
are occasions where scientists may require brand new datasets due to mission needs.
Creating these custom datasets is a time-consuming process due to the time involved
with data acquisition and data labeling. The time further increases if the researchers
explore different networks or new scenarios after collecting the dataset. For example, if
researchers wish to investigate scenes with different objects, they must create and label
more data containing these new objects. Furthermore, researchers must make sure to
account for any potential statistical changes in their dataset when they add or remove
data. Often due to limited time and financial resources, researchers must be careful to
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select parameters to succinctly create their dataset. As the number of different parameters
increase, so too does the dataset size and therefore the cost as well.

Because of this, a variety of tools are available to aid with the data labeling process.
These tools assist in the labeling process with varying levels of automation. This work
introduces a new fully automated tool targeted towards the creation of data sets using
Robot Operating System (ROS) [1] and Gazebo [2], which are common tools within
the robotics community. Using ROS and Gazebo, this tool generates perfectly labeled
data from arbitrary user-specified scenes. By using common robotic toolsets, this tool
provides a familiarmeans bywhich robotics researchers can build labeled image datasets
for their work.

This tool is designed forminimal user involvement during the data generation process
and maximum flexibility. The user can specify arbitrary motion plans for various objects
in the scene, the camera position, simulated frame rate, and more. Additionally, the
tool allows the addition of arbitrary new data formats through a plugin-like structure.
This provides extensibility to new use cases not originally considered. Once configured,
the tool automatically runs without requiring user involvement, dramatically reducing
hands-on time.

The paper structure is as follows. First is an overview of other data labeling tools.
Then, the authors describe their first version of this tool, which focused on a specific
use case. Next, the paper describes the improved version of the tool. A discussion on
usability follows, including steps required by the user, information on creating new
data format writers, and a small vignette to illustrate the tool’s effectiveness. Lastly, the
authors identify several follow-on steps to further improve the tool.

Additionally, the source code for the tool described here is available at https://git
hub.com/Navy-RISE-Lab/nn_data_collection.

2 Related Work

There is a wide array of techniques used to obtain labeled data for neural network
training. These include the use of existing labeled datasets, leveraging data augmentation
techniques on unlabeled data, and manually creating and labeling new datasets. Roh
et. al. [3] provide a comprehensive overview of the various techniques. Many current
techniques use existing datasets for training. However, there are cases where a project
requires the creation of a new dataset through manual image labeling.

The traditional way to create labeled datasets involvesmanually labeling each image.
There are several tools, such as Yolo_mark [4] and LabelImg [5], that assist a user with
labeling. These tools typically provide user interfaces to aid in quickly drawing bounding
boxes and assigning labels to an image. The tools thenwrite the labels to file in a specified
format. While these tools speed up the data labeling process, they still require the user
to draw the boxes and assign the labels or require user confirmation that an automated
guess is correct. Depending on the size of the dataset, labeling can be a laborious process.
For example, the authors used Yolo_mark to label a video approximately a minute and
a half in length in about three hours. The process can also introduce human error into
the dataset if an image is accidentally mislabeled. Ideally, multiple people will label
each image; however, having multiple people label each image significantly increases

https://github.com/Navy-RISE-Lab/nn_data_collection


312 K. M. Hart et al.

the amount of time and money involved in creating the dataset. Additionally, these tools
typically target only one or a few networks. Extending datasets to additional networks
in the worst case can be impossible without relabeling missing data, and in the best case
requires deep knowledge of the tool’s code or a post-processing conversion script.

There is also a growing body of research on using neural networks to create and
label data for training and testing other neural networks. Sixt et al. [6] and Pfeiffer et al.
[7] both use generative adversarial networks (GANs) to take ideal 3D models of objects
of interest and place them into realistic synthetic images. They use example images to
mimic the lighting conditions, blur, and other characteristics. Similarly, Lee et al. [8]
use a neural network to perform style transfer. These approaches allow for automatically
generating large datasets. However, the examples the authors found were limited to
single objects found within an image and focused on image labels instead of multiple
objects within an image.

Besginow et al. [9] propose an alternative approach that generates labeled data for a
single object. They use a hardware setup to capture an object frommultiple angles. They
also supply simple interfaces to allow some user customization for a semi-automated
approach. The tool then generates the object detection labels. However, this approach
is limited to objects that fit within the hardware setup. Additionally, they only target a
single network output format.

Additionally, Dutta et al. [10] provide an overview of a number of automatic label-
ing methods that leverage machine learning techniques. This includes nearest neigh-
bor approaches, neural network approaches, and SVM classifiers. The nearest neighbor
approaches use already labeled images to match based on visual similarity. This requires
a sufficiently diverse collection of labeled images, which may not exist for new datasets.
All approaches also potentially result in some mislabeling, depending on the accuracy
of the model used.

Some researchers have also begun to use other sensor modalities to automatically
label training data. Kuhner et al. [11] propose the use of LiDAR in driverless cars to
automatically create semantic labels for the image data generated by the car’s cameras.
Their approach quickly annotates images of roads and curbs for use in training neural
networks used to detect and navigate around these objects. This approach offers fast
generation of labeled real world data but does not generalize to other problem domains.

Lastly, the authors were unable to find any examples of data generation tools using
ROS and Gazebo for scene simulation. Some synthetic generation methods use general
purpose simulation environments. For example, Lee et al. [8] use the 3D game engine
Unity to generate synthetic training data of wrenches in an industrial environment.
Others, like the LGSVL simulator [12], are domain specific.

3 Version 1

The first version of this utility originated in a previous project that used YOLOv3 [13]
and the Darknet [14] framework. Part of that project explored the impact of several
setup parameters, such as image resolution, on network accuracy. This required multiple
datasets composed of several simulated robots in arbitrary poses within a simulated
environment. Performing this labeling by hand was too time consuming. To speed this
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up, the team created a ROS package that automatically generated the necessary data
in the correct format. By using perfect knowledge of the simulated world, the labels
are guaranteed to be accurate. Additionally, the automatic nature of the tool means the
authors could run the tool during off hours without the extensive time commitment
needed to hand label the data.

The general algorithm is below. The project focused on object detectionwithin single
images, so the algorithmuses the entire available spacewithin the simulated environment
for robot placement. Additionally, because of the authors’ familiarity, they chose to write
this version of the tool in C++.

Version 1 Procedure:
Load user parameters
For each required datapoint:
image <- capture new image
Write to file(image)
For each object:
selected_pixel <- select pixel from map pixels (1)
If selected_pixel is not free:
GOTO (1)

radius <- load user specified safety radius
outer_pixels <- Bresenham’s Circle Algorithm(selected_pixel,

radius)
For each outer_pixel in outer_pixels:
line_pixels <- Bresenham’s Line Algorithm(selected_pixel,

outer_pixel)
For each line_pixel in line_pixels:
If line_pixel is not free:
GOTO (1)

position <- transform selected_pixel to coordinate
orientation <- select value from (-pi, pi]
Move object in simulation(position, orientation)
bounding_rectangle <- Project Shape into Image
Write to label file(bounding_rectangle, class id)

To execute the program, the user first specifies several settings via ROS’s parameter
server, which is a standard way to customize routines in ROS. Specifically, this includes
information about where to save files, which robots to use, and each robot’s footprint,
height, and a safety radius that ensures no accidental collisions during object placement.
Additionally, the user must publish a map of the environment indicating which areas
are free or occupied. This map also follows a standard ROS convention and uses pixel
values to indicate if a space’s occupancy status. After providing this information and
starting the simulation environment, the user can then run the generation utility and let
it auto-generate until finished.

While running, the tool selects a random pose for the robot. To do this, it picks a
free pixel on the map, then uses the robot’s safety radius, Bresenham’s Line drawing
algorithm [15], and Bresenham’s Circle drawing algorithm [16] to identify if the robot
can fit at the selected spot. The drawing algorithms identify which pixels the robot could
potentially occupy for a given pose. It then checks if each pixel is already occupied or
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not. If any pixel is occupied, the algorithm selects a new position, and the process begins
again. If the space is free, the algorithm selects a random orientation for the robot. The
algorithm then requests Gazebo to move the robot to that pose. This process then repeats
for each robot.

After each robot is in position, the tool captures the image data from a simulated cam-
era within the environment, using ROS’s publisher/subscriber model. When capturing
the image, it also captures the camera information, such as its intrinsic parameters.

Using this information, the tool then generates the labels using the algorithm shown
below. It uses the robot’s pose and its user-specified shape to construct a rectangular
cuboid that circumscribes the robot in the robot’s frame of reference. It then transforms
the vertices of this cuboid into the image using known positional data and the camera’s
parameters. Next, it circumscribes a bounding box around the projected vertices using
OpenCV [17]. Because these are vertices of a bounding shape, this bounding box is
guaranteed to encompass the robot on the image. As proof, consider the case where
the object has some feature outside of the bounding rectangle on the image. If this is
true, then the vertices projected on the image would also extend outside the rectangle,
as the vertices circumscribe the object in 3D space. However, the bounding rectangle
is constructed to circumscribe all the projected vertices, which contradicts the original
premise of this case. Therefore, this bounding box on the image contains the entire robot
within it.

Project Shape into Image(object):
vertices <- load user specified object shape
transform <- lookup transform to camera frame(object)
projected_vertices <- apply transform(vertices, trans

form)
camera_matrix <- lookup camera parameters
projected_points <- apply camera projection(projected_vertices,
camera_matrix)
bounding_rectangle <- OpenCV.BoundingRect(projected_

points)
Return bounding_rectangle

Lastly, the tool writes the values to file in the correct format. Darknet datasets consist
of two elements. The first is the set of raw, unlabeled images. The second element is
an associated text file for each image. Each line of the text file contains the information
for one object within the image. This information includes the class id for the class of
the object, and the size and location of the bounding box, expressed as fractions of the
overall width and height of the image. For example, a bounding box highlighting an
object with class id 1, centered on the image with width and height one quarter of the
respective width and height for the image would be labeled as “1 0.5 0.5 0.25 0.25”.

This entire process can then repeat until the tool creates the desired amount of data.
Additionally, the user can easily rerun the process with new settings to create validation
or test datasets, or to explore new scenarios. Rerunning takes no added user input other
than the time required to change settings.

Using this method, the authors were able to generate a fully labeled 1,000 image
synthetic dataset with about 10 min of setup time and 30 min of data generation time.
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The setup time is the only time that requires user operation and does not increase as the
size of the generated dataset increases. The data generation time runs without the user
and scales approximately linearly with the number of samples. Once generated, the data
was immediately used for network training without any additional post-processing. This
allowed the team to quickly explore several elements to the project without spending
work time on data creation.

However, there are some drawbacks to this tool. As mentioned previously, the algo-
rithm targets the Darknet format and design considerations, such as moving the robot to
arbitrary positions on the map, were made because of it. Any new format would require
extensive rewrites. Additionally, there are several required dependencies for the package
to work. While some are standard ROS packages found in any ROS installation, some
dependencies are less common. Some were even lab specific ROS packages, preventing
widespread use of this tool. When the main project began work on a second phase, it
became clear that the team required a tool with greater flexibility.

4 Version 2

After completion of the first phase of the project, the underlying research expanded
to include improved neural network methods. This included new network types, more
detailed detection, and the use of video data instead of isolated images. Adapting the
existing synthetic generation tool would require significant work. Therefore, the team
took the opportunity to redesign the tool to promote greater modularity and reduce the
need for future rewrites. The four primary goals for this version were as follows.

• Allow the user to specify and label video frames and sequential images to capture
motion between images.

• Use a modular structure to allow the easy creation of new data formats as needed.
• Generate data to train instance segmentation networks.
• Reduce the required dependencies to run the tool, ideally to only a few that are likely
to already exist on a computer with ROS and neural network frameworks installed.

Additionally, the team decided to rewrite the entire package in Python. Python is a
primary language amongst both data scientists and ROS users, so any potential users are
more likely to be familiar with Python than they would be with C++.

4.1 Motion Generation

The first version of the generation tool created sets of unrelated images, so the toolmoved
objects to arbitrary locations at each successive image it generated. The later stage of
the project relies on video data fed in as successive frames to exploit state information
between images. Therefore, the tool needs to generate data the shows an object’s motion
across a series of images. To support modularity, this requires the ability to specify any
possible motion path in an intuitive way, to allow the exploration of a variety of motion
scenarios.
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Achieving this flexibility uses a built-in capability of ROS. ROS uses packages called
tf and tf2 [18] to track relative pose information between every frame of reference in the
scene throughout the entire simulation. This structure is called the TF tree. Additionally,
ROS supplies a way to record any information published during simulation using a
concept known as bag files. Bag files are a common means by which researchers record
their experiments for use later. The algorithm simply reads and stores a TF tree from a
pre-recorded bag file to generate a record of each objects pose throughout the simulation.

To generate this bag file, the user can use whatever methods they want. They can use
real or simulated robots, joystick control or autonomous control, or any other means. As
TF trees are extremely common inROS robotic simulations,most setups already produce
the required information, so it is a simple matter to record the data. Additionally, trees
are represented as text information, so the file size is small, even for large simulations.

When run, the algorithm reads in the TF tree from the bag file and uses it as a set
of instructions to recreate the scene. It follows the algorithm shown below. Using a user
specified frame rate, the algorithm steps through the scene and finds the pose of each
object at thatmoment in time, based on theTF tree. It thenmoves the objects to those same
poses in the Gazebo simulation, recreating the recorded scene. It is important to note that
this recreation does not have to occur in real time. Since the bag file contains the positions
for the entire simulation, the algorithm can spend as much time processing information
as needed beforemoving on to the next frame, similar to the use of Claymation inmovies.

Scene Generation Procedure:
Load bag file
start_time <- identify valid start time from bag file
end_time <- identify valid end time from bag file
frame_rate <- load user specified frame rate
current_time <- start_time
While current_time <- end_time:
For each object to control:

pose <- lookup object pose in bag file
move object in simulation(pose)

scene_data <- Capture all scene data
For each format writer:

format_writer.WriteScene(scene_data)
current_time <- current_time + (1.0 / frame_rate)

An added user benefit of this approach is the ability to create new scenes.When recre-
ating a frame using the TF tree, the algorithm does not care about the visual appearance
of the object nor the position of the simulated camera. This means a user can create a
single motion plan, then generate data for several different setups. These alternate setups
can include different environments, lighting, and camera positions. Alternate setups can
also include new types of objects following the same motion paths. The algorithm is
agnostic to each and does not require an updated bag file. For instance, the authors devel-
oped some example data in an empty environment, then used the same motion plan in an
environment with walls and a new camera position. The authors did not need to change
the recorded bag file, so created new datasets without any significant user involvement.
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This motion recording framework provides a robust means to create motion scenes.
The users can move objects through a scene with whatever means they typically use.
Then, by recording standard ROS published information, the algorithm has enough data
to recreate these scenes in simulation. The user can also explore different scenes using
the same recorded information without the need to modify the recorded data.

4.2 Modular Formats

Another goal for the tool is to allow arbitrary label formats. If a user desires a new
labeling scheme to support some new network, they should be able to quickly write
the specific code they need to parse the information, without concern for the rest of the
system. This increases the usefulness of the tool across a range of use cases.

To accomplish this, the package uses a plugin style scheme. Specifically, the package
defines a base class for all potential formatwriters using theAbstract BaseClasses (ABC)
library [19]. ABC enables the declaration of abstract methods that any inheriting class
must implement. Each new format writer is implemented as an inheriting class, thus
ensuring that each format writer interfaces correctly with the main algorithm. There are
three specific methods that each inheriting class must implement. The main algorithm
keeps a list of all the classes and calls the appropriate methods for each one at the correct
time.

The first called method occurs at each successive step through the scene, when
the objects are at their recorded poses for that instance in time. The complete scene
information, including object poses, the raw image, and pixels masks for each object are
all passed to the method. The method is then only responsible for extracting the specific
information the format needs and writing it to file in the correct manner.

The next is a function called at the very end of the entire execution. This allows the
format writers to perform any final steps required by the format. For instance, Dark-
net uses a main text file that contains a list of each image in the dataset. The final
abstract method is one simply used to indicate if a particular format requires instance
segmentation. As discussed later, this is only to help improve processing time.

The base class also offers two helper functions that are of use tomost formats. It offers
a method that transforms points between frames of reference and another that projects
points into an image. A common helper function avoids the need to reimplement this
transform functionality for each writer.

By defining the format writers in this manner, users can add new formats quickly and
without reprogramming the core data collection process. For example, adding a Darknet
format involves only a few steps. First, is the scene writing method. When the method
is called, the Darknet format writer uses the provided information about the objects,
including their location and vertices of bounding shapes, to transform the vertices into
the image. From there, the format writer simply determines the pixel bounding box
using these projected vertices and writes this bounding box to the right file. At the end
of the execution, the Darknet format writer then writes the main list. Because the base
class and main algorithm manages most functionality, this Darknet module is around
100 lines of code with no step more complicated than calling functions or finding an
average. Implementing this functionality took considerably less time than implementing
it in Version 1.
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Following this approach, there are currently three formats defined within the pack-
age. They are Darknet [14], a network implementation known as PVNet [20] that uses
projected keypoints, and a custom format that uses the vertices projected into an arbitrary
frame of reference.

By using this modular format structure, users can easily add additional formats
without unnecessary rewriting of the core functionality of data collection. This allows
users to extend this tool to new formats without the need for extensive rework.

4.3 Instance Segmentation

An entire subclass of networks performs instance segmentation on image data. This
requires labeled data that features unique identifiers for each instance of an object class
and indicates which pixels contain an object in a given image. To support labeling data
for these networks, this algorithm generates pixel masks to indicate which pixels belong
to each object. The general algorithm is as shown below. Figure 1 Shows an example
observation generated by the algorithm, along with the raw image of the scene.

Instance Segmentation Initialization:
subtractor <- OpenCV.CreateBackgroundSubtractorMOG2()
Remove all objects from scene
For a user specified number of times:
image <- capture image
subtractor.apply(image)

Return subtractor

Instance Segmentation:
If instance segmentation required:
For each object under control:
store pose
move out of camera view

For each object under control:
move back to pose
image <- capture image
mask <- subtractor.apply(image)
mask <- apply image post-processing(mask)
store mask for use by data writers
Move out of camera view

Prior to any steps in the above algorithm, the tool polls each format writer. If no
formats require instance segmentation, the tool skips this entire routine. This helps
increase processing speed by avoiding unnecessary image manipulation.

During initialization, the algorithm first creates a background subtractor. It uses
OpenCV’s Gaussian Mixture-based implementation [17]. A few of the parameters of
the subtractor can be user specified to tune performance. It then moves every object out
of view of the camera to capture background images. The algorithm collects multiple
images to account for noise. As each image is captured, the tool applies them to the
background subtractor to generate a reference background.
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Fig. 1. A sample raw image collected during the data generation process and associated pixel
mask for one of the objects in the scene. The colors of the mask are inverted for readability.

The initialized subtractor is then used during scene generation. At each step, the
tool moves all objects out of view of the camera. Then, one at a time, it moves them
back to their correct position within the scene. It then captures the image and runs it
through the background subtractor. Because the object is the only thing in the scene
besides the background, the results are a pixel mask indicating which pixels belong to
the object. This process continues for each object. After capturing each object’s pixel
mas, the algorithm then moves all objects back into the scene in their correct spots to
capture the raw image for that scene.

Right after image collection, the algorithm performs some post processing on the
pixelmasks.Using the known3Dbounding shape of the object and the correct transforms
into the image, it constructs a bounding box around each object. It then uses this box as
a filter for the pixel mask. No pixel outside of the box is set in the mask, since the box
defines a conservative outer bound on possible pixels associated with the object. This
helps reduce noise in the pixel mask.

When the tool calls each format writer to label a single scene, it provides these
generated pixel masks to the writers. Currently, layering the masks to correctly match
model occlusion in the scene remains an open question and is left to each data writer to
manage. While this is an important functionality to include in the core algorithm or data
writer base class, the authors chose to defer implementation due to project constraints as
none of the formats currently in use by the team require a layered pixel map. However,
one potential approach is to use the object’s Euclidian distance to the camera to decide
the ordering layer for the combined mask.

With this capability, the automatic generation of synthetic data can now extend to
even more types of neural networks.
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4.4 Dependencies

The last goal with the package was to limit the number of dependencies. During devel-
opment, the team carefully selected which packages to use based on what the average
ROS data scientist is likely to have installed. Table 1 shows the dependencies. Almost
all utilized packages come with the standard ROS installation and the default Python
installation. The only two that do not, OpenCV [17] and NumPy [21], are used for
background subtraction, image handling, and array manipulation. While these are not
default packages, the team felt that any researcher working with image data is likely to
already have these packages installed. By limiting these dependencies, the tool is easier
to integrate into anyone’s workflow.

Table 1. A list of dependencies required for this package. Bold dependencies do not come with
the default Python and ROS installation.

ROS packages Python packages

cv_bridge abc

gazebo_msgs cv2

geometry_msgs numpy

rosbag os

rospy

sensor_msgs

tf2_ros

5 Usability

The previously discussed goals for this tool ensure that it is straightforward to use for
anyone familiar with ROS. In general, a user will need to configure the initial setup, run
the application, wait for it to finish, then start using the results. Each step only involves
a few actions, if any, to complete. Additional steps are needed if new formats need
incorporated.

5.1 Setup

While setting up the package for a specific job is themost involved step, it is still straight-
forward. The package comes with a detailed README that walks the user through
the steps. Additionally, example files document all settings and describe their default
behavior. Customizing these settings and completing setup involves three main steps.

First, the user must generate the necessary bag file. They can do this at any time prior
to running the package. As discussed above, there are very few constraints for this bag
file. The user need only record the TF tree while they move objects in the desired motion
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patterns. This is a standard procedure for any ROS user, so most users will already be
familiar with this step.

After creating the bag file, the user must also create a simulated world in Gazebo.
While in most cases, this world will mimic the one used to generate the bag file, that is
not necessary. This environment can be as simple as an empty world or as complicated
as a realistic office setup. The user must place a camera for image capture somewhere
within the environment. They must also instantiate a number of objects representative
of the objects controlled during bag file creation. The object identifiers must match the
ones used when creating the bag file. However, visual appearances can differ.

Once the user records the bag file and has the Gazebo world is running, the last setup
step is configuring the parameters. ROS uses YAML files to configure parameters from
a single file. This is a standard way of customizing ROS packages. The package supplies
a default YAML file to use as a template. It also has documentation on each parameter,
many of which have default values if not provided. These parameters specify things such
as which bag file to use, the list of objects to control, and where to place output files.
Each data writing format may have its own parameters as well that the user can specify
in the same YAML file.

After configuration of the parameters, the data generation is ready to run.

5.2 Execution and Performance

After completing setup, the user is ready to run the program. This is a simple, one line
command to start the entire data generation process. After starting, the user need only
wait while the program executes.

Starting the program uses a ROS concept called launch files, which is a standard way
to start programs with user specified parameters. When started, the program checks the
various user specified values. It ensures that each required parameter is set and warns
the user if an optional parameter is unspecified. During execution, the package will
periodically print the percent complete to the command line to update the user. No user
interaction is required during execution.

During development, the authors measured performance of the generation tool. They
explored runtimes across different numbers of objects, collections of data writers, and
time. Figure 2 features a summary of results. Therewere two types of formats considered,
one that requires instance segmentation and one that does not. The authors measured
these results using Ubuntu’s time command on a laptop with an i9 processor and 32 GB
of memory.

As currently designed, this package is not fast. To promote modularity, some effi-
ciency was sacrificed. For example, depending on the format specifications, multiple
format writers might have to manipulate the data in the same way. The result is a run-
ning time that scales with the number of data writers. Additionally, the tool moves each
object at each iteration. This increases the running time as the number of objects increase,
as shown in Fig. 2.

The figure also shows the relative impact of performing instance segmentation. The
format that requires it grows at a faster rate as the number of robots increase. This is
due to the background subtractor. As written, it runs once for each robot in a scene.
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Fig. 2. Acomparison of runtimes across different numbers of objects and different format writers.

However, the main algorithm also queries each format writer and skips this step if not
needed, resulting in the faster execution rate seen in the figure.

While the data generation time is lengthy, it is important to note that it is fully
automated. Once the algorithm begins to collect data, no user intervention is necessary.
This is one of the primary benefits to this package.

5.3 After Generation

Once execution is complete, the user has one or several complete sets of labeled data.
This data is already in the correct format for training and can be used straight away
without further user effort required. The only limited post processing a user might need
is splitting out a test or validation set.

5.4 New Formats

When a new data format is required, the user must develop the code to write the format
correctly. Following the above-mentioned structure, the usermust implement a new class
with a few required methods. Then, the user includes this new format class in the list of
formats to call during execution. The included README documents this entire process.

To start making a new format, the user defines a new Python class. This class should
inherit the base class offeredby thepackage.Because this base class has abstractmethods,
the user must implement them and will receive an error if they do not and try to run the
code anyway.

Within this new class, the user should initialize any parameters that the format
requires. The base class already looks up the user specified output location, but the
inheriting class can expand this to include any configuration settings needed. Next, the
user implements the method called at each scene. This is the primary method used to
write data to file. Each time it is called, the method is provided a list of all objects, their
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locations, object specific information such as keypoints, and image data. This method
should use the provided information to translate positional information into appropriate
labels. It should also write the necessary label files, as dictated by the format. After that,
the user implements a final method called at the end of data generation. This provides an
opportunity for any cleanup operations or writing metainformation, such as lists of label
file locations. Lastly, the user should specify if the format requires instance segmen-
tation pixel masks. As discussed previously, this allows the main algorithm to reduce
computational time if no format requires segmentation.

After defining the class, the user then includes it in the library and list of classes
called by the algorithm. These are both single line steps. Inclusion in the library involves
importing the class into the overall data format module. Adding it to the tool involves
instantiating an object within the main program. The documentation illustrates these
steps using previous examples. After completion, the main code will automatically call
the correct methods at the appropriate time.

By creating the data writer class, defining the methods, and including it in the main
tool, the user can quickly add new data formats. Creating these new definitions does not
require changing the main code. By including this functionality, the usefulness of the
tool can continue to expand as the library of existing formats grows.

5.5 Vignette

As an example of the efficiency of the tool, consider the following anecdote. The authors
were exploring a new network. They used this tool to generate data for a simple setup
just to ensure the network was working. After creating the data, they found that the
camera placement and resolution did not have sufficient coverage of specific parts of
the scene. The authors adjusted the camera information in simulation and still used the
same settings and recorded bag file to generate new data. The entire process of creating
a new dataset took approximately 10 min of human effort compared to an estimated
1–2 h for manual labeling. The authors then repeated this process a few times with new
setups and simulated frame rates with similar levels of effort required. Additionally, the
authors explored a new type of network. The authors quickly wrote up an additional
plugin to write data for this new format. They completed the plugin and integrated it
into the existing list with the others within an hour. Data generation then proceeded as
usual. The result was a smooth data generation process that allowed the authors to spend
minimal effort to create the data and more time exploring network optimization.

6 Remaining Questions

This synthetic data generation tool is a flexible approach to generating data for a range of
neural network formats. However, there are still future improvements that would further
enhance useability. This includes increasing speed, expanding the format library, and
GUI development.

As discussed above, the algorithm suffers from poor scalability. While modularity
typically introduces some overhead, code changes can likely improve the runtime. For
example, some of the underlying algorithms can be rewritten to store and manipulate
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data more efficiently. As many routines are called multiple times, any performance gain
is likely to have significant impact on overall runtime.

Additionally, expanding the data format library increases useability. Since the tool
allows easy development of format writers, users can quickly incorporate new formats
into the available list. This has the added benefit of testing underlying assumptions on
the algorithm to ensure it is truly useable across a wide range of networks. The authors
are already exploring Mask-RNN [22] and format writers to mimic common dataset
formats, such as the Common Objects in Context (COCO) dataset [23].

Lastly, the inclusion of a GUI simplifies setup. While the current approach follows
familiar ROS conventions, a well-designed GUI offers a means to guide the user through
the setup process and address potential issues prior to running the tool. Thiswould reduce
errors and further decrease setup time.

The primary benefits of this tool are its simplicity andminimal user effort. Increasing
the runtime, adding additional formats, and developing a GUI all contribute to these
benefits and make the tool more useful.

7 Conclusion

This paper proposes an automated tool for generating annotated image training data for
various object detection networks. The proposed package is the first to use ROS and
Gazebo for the purpose of automatically generating synthetic annotated machine learn-
ing training data. Flexibility in package parameters like the simulated world, recorded
motion plans, and camera parameters allows for rapid generation of diverse datasets with
minimal effort from users. Additionally, the ability to easily add more data format plug-
ins allows users to tailor the package to their specific data generation needs. Using this
toolset, the authors created three fully annotated datasets in three separate formats with
about 15 min of manual setup and several hours of hands-off running time, depending
on the specific configuration. This package drastically reduces hands-on data collection
and labeling time while ensuring the generation of accurate data in a modular way to
allow various use cases.
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Abstract. When conducting user research, questionnaires are often used to col-
lect user characteristics, attitudes, and other information. Data cluster analysis is
often used to divide user groups. The traditional clustering algorithms are mostly
only suitable for numerical attributes or disordered categorical attributes. How-
ever, questionnaire data is mainly composed of disordered and ordinal categorical
attributes. To solve the questionnaire data clustering problem, based on the tra-
ditional K-Modes algorithm, a method that combines subjective weighting and
objective clustering for questionnaire data analysis is proposed. This method first
performs multiple-choice clustering questions to reduce dimensionality and then
re-weighting ordinal categorical attributes to rationalize the distance measure-
ment. An optimized mixed K-Modes algorithm for questionnaire data clustering
is proposed. The dissimilarity measure between objects according to the two types
of disorder and ordinal categorical attributes. In order to evaluate the clustering
results, an effective cluster validity index is also defined in this paper. Using a bank
user survey questionnaire as a case proved the effectiveness of this data clustering
method.

Keywords: Questionnaire data clustering · K-modes algorithm · Mixed
categorical data · Ordinal categorical data weighting

1 Introduction

In user research and product design, it is often necessary to understand user characteris-
tics and corresponding needs and divide user groups. Researchers canmake personalized
designs for different groups of users, and at the same time, understand the primary users
of the product and make more targeted designs. The premise of these analyses is to have
a certain amount of user data. Whether it is scientific research or commercial surveys,
a large part of this data is obtained through questionnaires. On a current online crowd-
sourcing platform in mainland China, tens of thousands of questionnaires and more than
1 million answer sheets are generated every day. The questionnaire method is a common
method used for user demand research, personas establishment, and product design eval-
uation [1]. It can conduct pre-surveys when there is no mature product. Experts often use
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questionnaires to collect user information, such as demographic information, attitudes,
behaviors, and other related information. However, the original data obtained after the
questionnaire is often issued complex and distributed. At present, most of the question-
naire’s data analysis only stays on simple frequency analysis and does not explore the
value behind the data. However, these surface data analyses cannot directly reflect user
characteristics and cannot directly see information such as user group division through
data. Therefore, the data processing of the questionnaire is essential [2].

Therefore, starting from the original data of the questionnaire, this paper proposes a
clustering method suitable for the questionnaire’s data processing. In the second part of
the related work, this paper briefly describes the current common questionnaire process-
ing methods and the optimization results and limitations of the clustering algorithm in
domestic and foreign papers. In the third part, an optimized mixed K-Modes algorithm
for questionnaire data clustering is proposed, an effective cluster validity index is also
defined. In the fourth part of the paper, a bank user questionnaire is used as a case to
prove the effectiveness of the questionnaire data analysis method. Finally, in the sixth
part, the work of this paper is summarized and prospected.

2 Related Work

The analysis methods of questionnaire data mainly include basic descriptive statistics
[3], correlation analysis, and significance analysis, such as independent-samples t-test,
paired-samples t-test [4], ANOVA, correspondence analysis [5], principal component
analysis [6], etc., as well as influencing factor analysis and modeling binary logistic
regression analysis, multiple logistic regression analysis [7], etc. Most of these analysis
methods are cleaning and verifying questionnaire data. In order to explore the charac-
teristics of the questionnaire and the user group information reflected behind it, cluster
analysis of the questionnaire data is required. The current clustering analysis methods
using SPSS have certain limitations on the data format [1], and the calculation speed
is slow, which is not suitable for processing large amounts of data. Therefore, the pro-
cessing of questionnaire data requires the use of clustering algorithms based on machine
learning.

So far, a large number of clustering algorithms have been proposed in the liter-
ature, such as the K-Means algorithm. This type of algorithm is based on Euclidean
distance for clustering analysis, but it is only suitable for numerical attributes [8, 9]. The
questionnaire data is mostly qualitative data, categorical attributes, such as ‘gender’,
‘occupation’, and other common survey information. In order to solve the clustering
problem of categorical attributes, Huang proposed the K-Modes algorithm in 1998 [10],
which uses a simple matching method for dissimilarity measurement. After this, for dif-
ferent application scenarios, many clustering algorithms suitable for mixed numerical
and categorical data have been proposed [11], but the categorical data considered in
the mixed clustering algorithm are all disordered categorical attributes. Although many
scholars have given optimization the improvement method of the sample distance of the
categorical attribute [12], for the questionnaire data, the distance of the categorical data
is not only one except for zero. For attributes such as “age group” and “consumption
amount,” it belongs to ordinal categorical attributes. As an ordinal categorical attribute,
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a dissimilarity measurement method suitable for ordinal attributes should be used for
cluster analysis. Yuan proposed an algorithm distance formula formixed categorical data
of ordinal and disordered data in 2020 [13]. Although it is suitable for the UCI data set,
it is not comprehensive enough for questionnaire data processing. There are subjective
factors in the design of the questionnaire options, which will be designed according to
the distribution of the target group. Therefore, when conducting data analysis, subjective
factors still need to be added for data processing.

This paper’s main work is to propose a method suitable for clustering analysis of
questionnaire data to solve the problem that questionnaire data has both disordered
categorical attributes and ordinal categorical attributes, and the corresponding clustering
evaluation indicators are given. At the same time, the subjective weighting method for
the distance of ordinal attribute options is also given. Through subjective and objective
data cluster analysis, the questionnaire results are more precise and more effective.

3 Method

3.1 Process

Fig. 1. The process of the method

The method of questionnaire data clustering is implemented with the following steps
(Fig. 1).

• Step 1: Firstly, the data of each question is processed separately, and the traditional
K-Modes clustering algorithm is used to reduce the dimensionality of multiple-choice
questions.
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• Step 2: Select the categorical attributes that need to be clustered, and divide them into
disordered attributes and ordinal attributes.

• Step 3: Determine each ordinal categorical attribute’s optionweight through the expert
questionnaire surveymethod and calculate theweight range of each ordinal categorical
attribute.

• Step 4: Use the mixed K-Modes algorithm proposed in this paper for clustering, and
get the desired clustering results.

• Step 5: Analyze the clusters and the value of each attribute of each cluster’s center to
obtain the required results of the questionnaire analysis.

3.2 Multiple Choice Questions Dimensionality Reduction Processing

The design of multiple-choice questions and the design of matrix multiple-choice ques-
tions can cause multiple variables to appear in the same dimension, so we need to
preprocess the multiple-choice questions and reduce their dimensionality.

The source data format of multiple-choice questions obtained from the questionnaire
results is shown in the following Table 1:

Table 1. The source data of multiple-choice questions obtained from the questionnaire results

Option A Option B Option C Option D Option E

User 1 0 0 0 1 0

User 2 0 1 1 0 0

User 3 1 0 0 1 0

… … … … …

User 199 0 0 0 0 1

User 200 0 0 0 0 0

In previous studies, the clustering of multiple-choice questions used rule-based clus-
tering [15]. However, this clustering method needs to manually check each object, com-
pare them one by one, check whether the opinions are consistent, and classify them.
When the number of objects is large, this method is time-consuming and laborious.

For example, user one and user three have the following answer source data for a
multiple-choice question:

User One: 0 0 0 1 0 0.
User Three: 1 0 0 1 0 0.
Experts focus on the same and different numbers of corresponding options in the two

objects when clustering. The more the same number, the more consistent their opinions
are. This kind of method is consistent with the idea of Hamming distance so that we can
use the clustering method based on Hamming distance, that is, the traditional K-Modes
algorithm to cluster multiple-choice questions to reduce the dimensionality.

K-Modes Algorithm
The traditional K-Modes algorithm is an extension of the K-Means algorithm. Because
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theK-Means algorithm is only suitable for numerical data, that is continuous attributes. It
is not appropriate to use Euclidean distance as the sample distance for discrete attributes.
Therefore, Huang proposed the K-Modes algorithm [10] in 1998. The center’s selection
uses the mode instead of the mean, and the Hamming distance is used to calculate the
sample distance, which is suitable for discrete data sets, that is, categorical data.

The Dissimilarity Measurement
Suppose a categorical data set X = {x1, x2, . . . , xn} has n categorical objects, and each
object described bymcategorical attributes,which can be expressed as {A1,A2, . . . ,Am}.
According to the idea of simple matching, the dissimilarity measure between any two
objects xi = {xi1, xi2, . . . , xim} and xj = {

xj1, xj2, . . . , xjm
}
can be expressed as:

D
(
xi, xj

) =
∑m

r=1
D

(
xir, xjr

)
(1)

Where,

D
(
xir, xjr

) =
{
1, xir �= xjr
0, xir = xjr

(2)

Algorithm Steps
The algorithm steps of K-Modes are as follows:

• Step 1: Determine the number of clusters k, randomly select k objects as the initial
center of each cluster.

• Step 2: Calculate the distance from the remaining objects to each cluster center
according to formula (1), and reallocate the object to the nearest cluster.

• Step 3: After all objects have been allocated to existing clusters, update the center of
each cluster (use the mode of the cluster as the center), and reset the dissimilarity of
objects against the current modes according to Step 2. If the new distance is less than
the current distance, the objects are reallocated to closer clusters.

• Step 4: Repeat Step 3 until the clusters to which all objects belong no longer change
or the cluster centers no longer change.

3.3 Questionnaire Disordered Categorical Attribute and Ordinal Categorical
Attribute Clustering

In the overall questionnaire data, the distance relationship between attributes is not
just disorderly. For example, for the question “What is your age?”, the options are set
to {“Under 18”, “18–25”, “26–35”, “35–50”, “Over 50 “}. The corresponding value
converted into data analysis is {1, 2, 3, 4, 5}. For this question, in actual analysis, the
distance between option 1 “under 18” and option 2 “18–25” is different from the distance
between option 1 and option 3 “26–35” the distance relationship is shown in the figure.
However, the traditional K-Modes algorithm classifies it as the same distance. That is,
as long as the categories are different, the distance is set to 1. This clustering distance
calculation method is not comprehensive enough for questionnaire analysis (Fig 2).
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Fig. 2. The distance relationship of age.

Let the mixed categorical data set X = {x1, x2, . . . , xn}, in which there
are a total of n objects. Each object is A-dimensional,
namely xi = {ord1

i , ord2
i , ord3

i , . . . , ordao
i , nom1

i , nom
2
i , . . . , nom

an
i },

where an + ao = a. {ord1
i , ord2

i , ord3
i , . . . , ordao

i } represents the ordinal attribute,
{nom1

i , nom
2
i , . . . , nom

an
i } represents the disordered attribute part.

The Dissimilarity Measure Between Disordered Categorical Attribute
For disordered attributes, this paper adopts the dissimilarity measurement of the tradi-
tional K-Modes algorithm. The simple matching idea is that the distance between two
samples is equal to the number of attributes with unequal attribute values. That is, the
disordered attribute distance between samples xi and xj is shown in the following formula
(an is the number of disordered attributes):

DAn
(
xi, xj

) =
∑an

r=1
Dnom

(
xir, xjr

)
(3)

Where,

Dnom
(
xir, xjr

) =
{
1, xir �= xjr
0, xir = xjr

(4)

The Dissimilarity Measure Between Ordinal Categorical Attribute
For the distance of ordinal attributes, the order relationship and difference between
attributes need to be considered.

Here, the attribute difference is used as the distance. In order to be consistent with
the disordered attribute range, the value range of the distance is [0, 1], so the range value
is used as the denominator. The ordinal attribute distance between objects xi and xj is
shown in the following formula (ao is the number of ordinal attributes):

DAo
(
xi, xj

) =
∑ao

r=1
Dord

(
xir, xjr

)
(5)

Where,

Dord
(
xir, xjr

) =
{ |xir−xjr|

mr−1 , xir �= xjr
0, xir = xjr

(6)

mr is the maximum value in the value range of the attribute.

Combination of Ordinal Attribute and Disordered Attribute Distance
In 1998, Huang proposed the K-Prototypes algorithm [10], which is a simple integration
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of K-Means and K-Modes algorithms. The main idea is to calculate the distance of
numerical attributes and the distance of categorical attributes separately and perform
simple matching according to their relative contributions.

The dissimilarity between two objects x, y can be measured by

D(x, y) = DAr (x, y) + γDAc(x, y) (7)

Where γ is used to representing the relative contribution of numerical attributes and
categorical attributes, but the selection of this γ value is difficult.

For this reason, Liang et al. [16] proposed a method to calculate the γ value. The
modified formula is shown in the figure below:

D(x, y) = |Ar|
A

DAr (x, y) + |Ac|
A

DAc(x, y) (8)

Since the distance formula of this mixed K-Modes algorithm is determined by
both disordered attributes and ordinal attributes, the relative contribution of disordered
attributes and ordinal attributes must also be considered. That is, the selection of γ value
still needs to be considered. Here, choose Liang’s γ value definition method.

The dissimilarity measurement of mixed K-Modes algorithm in this paper is defined
as follows:

Let xi and xj be two independent objects in data set X . The dissimilarity between
two objects can be measured by

D
(
xi, xj

) = |an|
|a| DAn

(
xi, xj

) + |ao|
|a| DAo

(
xi, xj

)
(9)

Where, a = an + ao, is the total number of attributes.
Assume that Zk = {z1, z2, . . . , zk} is the set of centers of each cluster, and k is the

number of clusters. Select the center z ∈ Zk , and the distance between the objects x and
the center z is as follows:

D(x, z) = |an|
|a|

DAn(x, z)
∑k

i=1 DAn(x, zi)
+ |ao|

|a|
DAo(x, z)

∑k
i=1 DAo(x, zi)

(10)

Based on this dissimilarity measurement, a modified mixed K-Modes algorithm is
proposed, which is as follows.

• Step 1: Determine the number of clusters k, randomly select k objects as the initial
center of each cluster.

• Step 2: According to formula (3) and formula (5), calculate the disorder attribute
distance and the ordinal attribute distance from the remaining objects to each cluster
center and sum them according to formula (10). Allocate the object to the nearest
cluster.

• Step 3: After all objects have been allocated to existing clusters, update the center of
each cluster (use the mode of the cluster as the center), and reset the dissimilarity of
objects against the current modes according to Step 2. If the new distance is less than
the current distance, the objects are reallocated to closer clusters.

• Step 4: Repeat Step 3 until the clusters to which all objects belong no longer change
or the cluster centers no longer change.
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3.4 Ordinal Attribute Distance Expert Weighting

In the questionnaire design, considering the distribution of users and the number of
options, the options are usually not set at equal intervals. For example, in the survey of
consumption amount, there will be the following set of options {below 5,000, 5,000–
10,000, 10,000–20,000, 20,000–100,000, more than 100,000}, and you can find the
distance between the options are not equal. We need to assign weights to options for
such ordinal attributes and use numerical values to quantify the distance between them.
Here, amethod to determine theweight of each attribute based on an expert questionnaire
survey is proposed.

Assume that the initial value range of an ordinal categorical attribute isDom(ordp) =
{a0, a1, a2, . . . , an}. Through the expert questionnaire survey method, each expert’s
score on the attribute weight is obtained. Synthesize the weight scores of the attribute
given by the experts, and take the mode of the weight scores of all experts to get the
weight set of the ordinal attribute, wp = {w0,w1,w2, . . . ,wn}. Then, use the weight set
to assign a weight to the ordinal attribute to obtain a new value range is

Dom
(
ordp) = {w0a0,w1a1,w2a2, . . . ,wnan} (11)

After that, this new value range is used as the value selection of ordinal attributes
for classification.

3.5 Clustering Effect Evaluation

Clustering is a kind of unsupervised learning. Its purpose is to divide the target object
into several clusters and ensure that the distance between the objects in each cluster
is as close as possible. The distance between objects in different clusters is as far as
possible. Therefore, like unsupervised learning, the evaluation of the clustering effect is
very necessary. At present, the evaluation of the clustering effect will be measured by
two types of indicators. One is the internal cluster validity index [17], which measures
the compactness and separation of clusters, and the other is the external cluster validity
index, which is ameasure of agreement between two partitions: one given by a clustering
algorithm and the other defined by external criteria.

Internal Cluster Validity Index
However,most of the current internal cluster validity indicators are suitable for numerical
variables or disordered categorical variables [18, 19]. For the mixed clustering method
proposed in this paper, the existing internal cluster validity indicators cannot be used for
evaluation [20]. Liang et al. proposed the CUM evaluation index for the K-prototypes
clustering algorithm [16]. Themain idea is to calculate the cluster dispersion of numerical
attributes and categorical attributes, respectively, and then linearly add them according
to their relative contributions to obtain the overall cluster dispersion. Based on this idea,
this paper proposes the CUC index for evaluating the internal clustering dispersion of
the mixed K-Modes clustering algorithm in this paper.

The clustering validity index needs to calculate the within-cluster distance and
between-cluster distance. Assuming that all objects are divided into k clusters, C =
{c1, c2, c3, . . . , ck} is the cluster set, Zk = {z1, z2, . . . , zk} is the cluster center set.
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Then the within-cluster distance of the ordinal attributes of the cluster i is as follows:

Dord
inner(ci) = 1

n

∑n

j=1
DAo

(
xj, zi

)
(12)

Where, n is the number of objects in the cluster, and zi is the center of the cluster.
Let ci, cj ∈ C, the between-cluster distance is the distance between the two clusters’

centers.

Dord
outer

(
ci, cj

) = DAo
(
zi, zj

)
(13)

Then the degree of dispersion between ci and other clusters can be calculated by,

DBIord (ci) = max
1≤j≤k, j �=i

(
Dord
inner(ci) + Dord

inner

(
cj

)

Dord
outer

(
ci, cj

)

)

(14)

Let CUO represents the clustering dispersion of the ordinal attributes of each cluster.
CUO is as follows:

CUO = 1

k

∑k

i=1
DBIord (ci) (15)

In the same way, the cluster dispersion degree CUN of disordered attributes can be
obtained as shown in the following formula:

CUN = 1

k

∑k

i=1
DBInom(ci) (16)

Where,

Dnom
inner(ci) = 1

n

∑n

j=1
DAn

(
xj, zi

)
(17)

Dnom
outer

(
ci, cj

) = DAn
(
zi, zj

)
(18)

DBInom(ci) = max
1≤j≤k, j �=i

(
Dnom
inner(ci) + Dnom

inner

(
cj

)

Dnom
outer

(
ci, cj

)

)

(19)

According to the relative contribution of ordinal attributes and disordered attributes,
a validity index CUC can be obtained to evaluate the mixed K-Modes algorithm’s
clustering validity.

CUC = |an|
|a| CUN + |ao|

|a| CUO (20)

It is clear that the lower the value of CUC above, the lower the clustering dispersion and
the better the clustering results.
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External Cluster Validity Index
Since the data results of this questionnaire are pre-classified by experts, the Adjusted
Rand Index (ARI) can be used to evaluate the clustering validity [20]. The definition of
Adjusted Rand Index (ARI) is as follows:

Suppose nij represents the number of objects in the same cluster Xi and cluster Yj, ai
is the number of objects in the cluster Xi, and bi is the number of objects in the cluster
Yj, as shown in the following Table 2:

Table 2. The data of cluster Xi and cluster Yj

Class/Cluster Y1 Y2 … Ys Sums

X1 n11 n12 … n1s a1

X2 n21 n22 … n2s a2

… … … … …

Xr nr1 nr2 … nrs ar

Sums b1 b2 … bs

Then,

ARI =
∑

ij

(
nij
2

)
−

[
∑

i

(
ai
2

)
∑

j

(
bj
2

)]
/

(
n
2

)

1
2

[
∑

i

(
ai
2

)
+ ∑

j

(
bj
2

)]
−

[
∑

i

(
ai
2

)
∑

j

(
bj
2

)]
/

(
n
2

) (21)

The value range of ARI is [–1, 1]. The higher the value, the more consistent the
clustering result and the real result, and the better the clustering results.

4 Case Study

In order to establish the personas of a bank [21], we designed and distributed a ques-
tionnaire [14], collecting 200 real and effective user data. The questionnaire includes a
single choice and multiple-choice questions. The above methods are used for analysis
and treatment.

4.1 Preprocessing of Multiple-Choice Questions

We first use the traditional K-Modes algorithm to cluster multiple-choice questions to
reduce the dimensionality.

Here we use the question “The disadvantage of this bank in the user’s mind” in
the questionnaire as an example. The choices settings of this question are shown in the
following Table 3:
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Table 3. The disadvantage of this bank in the user’s mind’s question and options

What do you think is the current disadvantage of this bank?

Long queue

Bad service attitude

Slow speed

Bad hardware facilities (such as machines, seats)

Bad business

Far from home

Others

The data collected for this question is shown in the Table 4 below:

Table 4. The data collected for the above question

long_queue bad_service low_speed bad_hardware bad_business home_far bad_others

1 0 0 0 1 0 0 0

2 0 1 1 0 0 0 0

3 1 0 0 1 0 0 0

… … … … … … …

199 0 0 0 0 1 0 1

200 0 0 0 0 0 0 1

Using traditional K-Modes algorithm to cluster this question, the three sets of data
obtained are described in the following Table 5:

Table 5. The three sets of data

Serial number Cluster feature Meaning

0 The number of “bad_service”,
“long_queue” and “home_far” is
almost 0;
The options are concentrated in
“low_speed”, “bad_hardware” and
bad_business”;

Users who pay more attention to
business level

1 The options are concentrated in
“long_queue” and “home_far”

Users who pay more attention to
convenience

2 The options are concentrated in
“long_queue” and “low_speed”

Users who pay more attention to time
efficiency
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In the same way, the questions in the questionnaire such as “the advantages of the
bank in the user’s mind”, “the type of business that the user often handles”, and “the
way the user handles the business” all use the same method to perform clustering and
dimensionality reduction.

So far, there are 14 attributes in the current questionnaire, which are divided into
5 ordinal categorical attributes and 9 disordered categorical attributes. The results are
shown in the following Table 6:

Table 6. Classification of all questions and attributes of the questionnaire

Serial number Question Attribute Data type

1 What is your age? Age Ordinal categorical
attribute

2 What is your gender? Gender Disordered categorical
attributes

3 What is your job? Job Disordered categorical
attributes

4 Among the following seven
consumption categories, what
is your monthly consumption
proportion?

Custom patterns Disordered categorical
attributes

5 What brand of sneakers do you
often buy?

Consumption level Disordered categorical
attributes

6 How long have you been a
customer of this bank?

User bank age Ordinal categorical
attribute

7 How do you usually handle
business?

Handling method Disordered categorical
attributes

8 What kind of business do you
often handle?

Business category Disordered categorical
attributes

9 How long does it take on
average from your entry to
leaving this bank?

Spend time Ordinal categorical
attribute

10 Why did you initially choose
this bank?

User source Disordered categorical
attributes

11 How long do you want to
shorten the queue time in this
bank?

Shorten the queue time Ordinal categorical
attribute

12 What is the average amount of
your business in this bank?

Average business amount Ordinal categorical
attribute

13 What do you think is the
current advantage of this bank?

Advantage category Disordered categorical
attributes

14 What do you think is the current
disadvantage of this bank?

Disadvantage category Disordered categorical
attributes
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4.2 Ordinal Attribute Distance Weighting

We selected the ordinal categorical attributes, gave the experts the questions and options
to assign weights, and synthesized the experts’ opinions to get the following weighting
Table 7, 8.

Table 7. The weight of the length of time a user joins the bank

How long have you been a customer of this bank? Raw data Expert weight Final value

Within a year 1 1 1

1–3 years 2 1 2

4–6 years 3 1 3

6–10 years 4 1.25 5

More than 10 years 5 1.4 7

Table 8. The weight of the average amount of business

What is the average amount of your business in this
bank?

Raw data Expert weight Final value

Below 5,000 1 1 1

5,000–10,000 2 1.5 3

10,000–20,000 3 2 6

20,000–100,000 4 2.5 10

More than 100,000 5 3 15

Take “how long have you been a user of this bank” and “what is the average amount
of business you handle in the bank” as examples here. We surveyed a total of 5 user
research experts and asked them to assign weights based on the content of the options.
For example, for the length of time a user joins the bank, experts generally think that
the value represented by this option in 6–10 years is larger than the option in 1–3 years
and its weight needs to be increased. And the value corresponding to more than 10 years
needs to have a higher weight, thereby expanding the value range of this attribute. As for
the average amount of business handled by users, experts also think that the range and
amount involved in 20,000–100,000 and more than 100,000 are far beyond the scope of
the previous options, so the value range needs to be greatly increased, giving it a higher
weight.

4.3 Mixed K-Modes Clustering and Cluster Results Evaluation

After re-weighting all ordinal attributes and determining the newfinal value, all attributes
are respectively used in the traditional K-Modes algorithm (Huang’s K-modes), the
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mixedK-Modes algorithmwithout re-weighting (MyK-modes), and themixedK-modes
algorithm with weighting considered (My K-modes weight) for clustering.

Use the internal cluster validity index CUC and the external cluster validity index
ARI to evaluate these three clustering methods’ effects.

The clustering validity index results obtained are shown in the following table, and
the relationship between them is shown in the Fig. 3 (Table 9):

Table 9. Evaluation index value of three clustering methods

Method name CUO CUN CUC ARI

Huang’s K-modes 0 1.629524545 1.629524545 0.42119889

My K-modes 4.836867453 1.589842221 2.749494089 0.662559097

My K-modes weight 3.66241322 1.590836941 2.304069535 0.793407829

Fig. 3. Evaluation index value of three clustering methods’ figure

The lower the value of CUC above, the better the clustering results. The higher the
value of ARI above, the better the clustering results.

From the data, we can see that the Adjusted Rand Index of the mixed K-Modes algo-
rithm is higher than that of the traditional K-Modes algorithm for the external clustering
evaluation index - Adjusted Rand Index. Moreover, the clustering effect after weighting
is better, which also proves the rationality of expert weighting. At this time, the Adjusted
Rand Index can reach about 0.79.

As for the internal clustering evaluation index CUC, since the CUC index proposed
in this paper is only for mixed data, for the traditional K-Modes algorithm, the cluster
dispersion of ordinal attributes is 0, and the total dispersion is also relatively low. But in
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terms of the dispersion of disordered attributes, the dispersion of disordered attributes of
the mixed K-Modes algorithm is smaller than that of the traditional K-Modes algorithm.
Through the table, we can also find that the cluster dispersion after weighting is also
significantly smaller than before weighting, which means that the algorithm effect after
weighting is better.

In summary, the weighted mixed K-Modes clustering algorithm proposed in this
paper has a significant improvement effect than the traditional K-Modes algorithm in
questionnaire processing.

Through the analysis of this questionnaire, the users are grouped into 3 clusters.
Here, the centers of each cluster and the frequency of attribute data of each cluster are
checked, and the three types of users are given corresponding labels (Table 10):

Table 10. The three types of users

Category Labels

1 Young, student, fashion consumption, less business, low business frequency,
multi-use mobile phone for business;

2 Young, technical staff, strong purchasing power, high business frequency, more
bank card business, pay more attention to business speed;

3 Middle-aged, saver, more business, do more offline business, do more passbook
business, care more about service attitude;

We compare these three types of user labels with the three types of users given by
experts and find that the personas are basically the same. In summary, from the results of
objective data (Adjusted Rand Index) and subjective data (label comparison), it can be
concluded that the weighted mixed clustering method proposed in this paper is feasible
and effective.

5 Conclusions

This paper proposes a clustering method for categorized questionnaire data, which
includes the following parts:

1. Multiple-choice questions dimensionality reduction. A preprocessing dimensional-
ity reduction method for multiple-choice questions is proposed. Through traditional
K-Modes clustering, the dimensionality of the data is reduced, and the classification
results of the corresponding attributes of the multiple-choice questions are obtained.

2. Attribute division. The questionnaire questions are classified as user attributes, and
the user attributes are divided into ordinal attributes and disordered attributes.

3. Ordinal categorical attribute weighting. A method of using an expert survey method
toweight ordinal attributes is proposed,whichmakes the distance of ordinal attributes
more reasonable.
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4. Mixed clusteringmethod. The traditionalK-Modes clustering algorithm is improved,
and the attributes are calculated according to the two types of ordinal and disordered
attributes so that the clustering effect is better.

5. Internal clustering validity evaluation indicator CUC. A cluster dispersion degree
CUC,which is a validity evaluation index formixedK-Modes clustering, is proposed,
which is composed of ordinal categorical attribute cluster dispersion degree CUO
and disordered categorical attribute cluster dispersion degree CUN.

In this paper, through the improvement of traditional K-Modes clustering algorithm,
combined with expert weighting, a clustering method of questionnaire data is proposed
for the questionnaire analysis in the user research field.

Through the analysis of the bank user questionnaire, it can be seen that the ques-
tionnaire data clustering method proposed in this article is fast and effective and can be
applied to common user pre-survey questionnaire scenarios to cluster users and obtain
personas.

However, in addition to the questionnaire to which this case belongs, there are other
types of questionnaires, such as screening questionnaires and interview questions. The
applicability of the research methods proposed in this article to other questionnaire types
needs to be further verified. The assignment of ordinal attribute weights currently still
depends on the expert’s choice and professionalism. How to scientifically select the
weights is worthy of discussion in the next step.
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Abstract. Nowadays, the Internet is filled with massive and unstructured image
and text resources, which makes users difficulties in obtaining target information.
Recommendation system can support user information seeking, providing useful
information to better meet their interests. However, different information modali-
ties, such as image and text, have their own characteristics, which can be relevantly
used together to provide complementary information. Therefore, we propose a
deep learning based multi-modal approach for images and texts recommendation.
To conduct the study, first, we develop two intra-modal representations. Second,
Multimodal DBN (Deep Belief Network) is used to learn inter-modal represen-
tation of image and text. Third, we combine inter-modal representation with the
two intra-representations respectively. Then the higher-order representations are
obtained. Finally, the model is built in recommendation system to recommend
image-text pairs that might be of interest to the user based on his or her history.
Wikipedia data set is selected to verify the effectiveness of our proposed approach.
This study can contribute to develop a multi-modal recommendation system with
higher accuracy and more in line with users’ preferences.

Keywords: Deep learning · Cross-modal retrieval · Recommendation system

1 Introduction

There is a large amount of data available on the Internet today, presenting in a variety
of forms, such as ratings, reviews, graphs, images, etc. Meanwhile, people are facing
difficulties in finding useful information or knowledge from those data [1]. To address
these challenges, recommendation systems appear, which is helpful to display the most
appropriate items, products or services to users based on their history records [2, 3].
Recommendation systems have been widely used to recommend music [4], movies [5],
books [6], new articles [7], and so on. Literature in this area can be broadly grouped as
collaborative filtering-based or content-based recommendation system [8]. The former
does not need any previous knowledge about users or items, instead, it makes recom-
mendations based on interactions information between users and items [9]. Although
collaborative filtering-based method is efficient and simple, it suffers from a number
of problems, such as cold start [10] and prediction accuracy [11]. Whereas, the latter

© Springer Nature Switzerland AG 2021
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uses item information, represented as attributes, to calculate the similarities between
items and recommend users items which are similar to their history [12]. Its prediction
accuracy is relatively higher on the calculation of items similarity.

Currently, most of recommendation systems focus on providing single-modal con-
tent. For example, they recommend pictures based on pictures, or recommend texts based
on texts, or recommend music based on music. In fact, different modalities, such as pic-
tures and texts, have unbalanced and complementary relationships when describing the
same semantics. More specific, image can usually contain more details that text cannot
display, whereas text has advantages in expressing a high-level of meaning [13]. Users
need more information resources that combine with multi-modes, which involves the
field of cross-modal retrieval. Cross-modal retrieval is about that the user input amode of
information. It can return the information combined with multiple modes. For instance,
when picture or text data is input, the system can return information resources combined
with pictures and texts [14]. At present, cross-modal retrieval methods are mainly used
in the field of images and texts retrieval. However, the distributions of information in
different modalities vary. It is difficult to establish connections between different modal-
ities and measure their similarity [15]. Within the current methods, a common way is to
convert different forms of data into a common subspace, and then in this subspace, the
similarity between different modes can be directly measured by a predefined similarity
measurement method. Traditional methods [16, 17] use pairs of statistical co-occurrence
information (e.g., correlation and covariance) to make linear prediction. However, these
methods [18] are based on linear mappingmodels. If there is no linear subspace structure
in the original data, these systemsmay not be able to process the real data [19]. Although
some kernel-based methods have been proposed [20], they have difficulties in choosing
the right kernel and dealing with large-scale problems, which hinders their use in many
practical applications. Since deep learning has achieved great success in feature extrac-
tion [21], various deep learning-based cross-modal retrieval methods [13, 22–25] have
emerged. They take advantages of the powerful ability of deep neural networks (DNN)
to capture nonlinear relationships in data and have achieved encouraging performance.
They usually consist of two phases, the first phase is obtaining information within vari-
ous modes, and the second phase is establishing relationships between the information
of various modalities. However, many current deep learning-based cross-modal retrieval
methods have many disadvantages, such as the underutilization of image information
and the insufficient number of network layers. Moreover, they usually only model the
intra-modal information of each modes, but ignore the correlation between them in the
first stage. The above reasons lead to these cross-modal retrieval methods that cannot
effectively mine the correlation relationships between different modalities.

To solve above issues, this paper proposes a cross-modal retrieval method, called
Multi-Modal Deep Neural Network (MMDNN), and applies it to recommendation sys-
tem to provide image-text pairs to users based on their history records. Figure 1 shows
the framework of our proposed multi-modal recommendation system. In MMDNN, we
first use MobileNetV3 and DAE (Deep AutoEncoder) to get two intra-modal represen-
tations of image and text. Second, Multimodal DBN is used to obtain the inter-modal
information of image and text. Third, two RBMs (Restricted Boltzmann Machine) are
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Fig. 1. The structure of our recommendation system using cross-modal retrieval method
(MMDNN).

adopted to combine inter-modal representation and above two intra-modal represen-
tations respectively. Finally, extracting higher-order representations of image and text
and establishing relationships between them are performed by SCAE and association
constraint functions.

The remainder of this paper is organized as follows: we briefly introduce related
works in Sect. 2. In Sect. 3, our proposed multi-modal retrieval approach and recom-
mendation system are presented in detail. Then Sect. 4 reports the experimental results
as well as analyses. Finally, Sect. 5 concludes this paper and describes some future
directions of our work in the future.

2 Related Work

In this section, we will introduce some models involved in this paper and review the
representative cross-modal retrieval methods.

2.1 Some Models Involved in This Paper

RBM: It is a two-layer neural network structure based energy and used to learn the
probability distribution of samples [38]. It contains visible layer (which are also called
input layer) v = {vi|i ∈ [1,m]} and hidden layer h = {

hj|j ∈ [1, n]
}
, the related formulas

are shown as formulas (1, 2, 3). bi represents visible layer bias, cj represents hidden layer
bias, and wij represents the weight between visible layer node i and hidden layer node j.
There is no connection between nodes in the visible layer and also in the hidden layer,
but the nodes between the two layers are fully connected without direction.

P(v, h) = 1

z
exp

(
−

∑
(v, h)

)
(1)
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Z =
∑

v

∑

h
exp{−E(v, h)} (2)

∑
(v, h) = −

∑m

i=1
bivi −

∑n

j=1
cihi −

∑m

i=1

∑n

j=1
viwijhj (3)

where v represents the input layer, and h represents the hidden layer. The formula (1)
represents the joint probability distribution of the input layer and the hidden layer, z is
the partition function which is also called normalization constant. Formula (3) is the
energy function. For solving the parameters b, c, w in RBM, this paper uses the CD
(Contrast Divergence) algorithm.

AE (AutoEncoder): It is a kind of neural network, which contains three or more layers
of network structure, and belongs to unsupervised learning. Its goal is to reconstruct the
original input of the model. Gradient descent method is commonly used for training AE
according to reconstruction errors. AE is usually divided into two parts: encoder f and
decoder g. The process of encoding and decoding can be expressed as follows:

h = f (x) = lf
(
wf x + bh

)
(4)

r = g(h) = lg
(
wgx + br

)
(5)

L(x, r) = ||r − x||2 (6)

where h represents the hidden layer, r represents the reconstruction layer. f and g are
activation functions,w is theweight andb is bias. TheL(x, r) function is the reconstruction
error of the auto encoder, that is the error between the input data x and the output r of
the reconstruction layer. For this model, we use the stochastic gradient descent method
to train it.

2.2 Some Representative Cross-modal Retrieval Methods

There are two categories methods of cross-modal retrieval: traditional methods and deep
learning based methods.

The traditional methods are mainly to map the features of different modalities into a
common space and generate a common representation [15]. The representative method
is Canonical Correlation Analysis (CCA) [16] and there are many extended models
based on CCA. For example, the using kernel functions [26], integrating semantic cate-
gory labels [27] taking high-level semantics as the third view [28], and considering the
semantic information in the form of multi-label annotations [29].

As for deep learning based methods, the powerful ability of nonlinear correlation
modeling is used to build correlation relationships between different modalities. Ngiam
et al. [30] proposed a Bimodal Autoencoders, which is an extension of RBM. It is used
to model the cross-modal correlation at the shared layer, and then followed by some
similar network structures, such as [31, 32]. Multimodal DBN [33] is proposed to model
the distribution of different modal data through joint RBM and learn the cross-modal
correlation. Feng et al. [34] proposed a Correspondence AutoEncoder (Corr-AE), which
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learn representations of different modalities and establish correlation between them.
Deep canonical correlation analysis used in (DCCA) [35, 36] and attempted to combine
deep network with CCA.

The above method mainly consists of two sub-networks, one is for getting represen-
tations of different modalities and the other is for building relationships between them.
However, traditional methods cannot obtain the nonlinear relationships of image. Some
of deep learning based methods ignore the inter-modal information between different
modalities and some only have a fewof hidden layers. So they cannot effectivelymine the
correlation relationships between different modes. To solve abo problems, we propose
our cross-modal retrieval method and apply it to the field of recommendation system,
trying to recommend users information resources that they may be interested in.

3 MMDNNModel and Recommendation System

This section consists of two parts. The first part introduces our MMDNNmodel, and the
second part introduces the process of recommending image-text pairs to users based on
their history records.

3.1 MMDNNModel

This section first introduces some basic modules involved in this model, and then
introduces our MMDNN architecture in detail.

Multimodal DBN:Multimodal DBN: DBN is a structure with multi-layer RBM. The
Multimodal Deep Belief Network (Multimodal DBN) uses two separate DBNs to model
the data of each mode. Currently, it has been widely used to learn shared representations
ofmultimodal data.Multimodal DBNhas two inputs in this paper, one are image features
extracted by MobileNetV3, the other one are the text features modeled by the RSRBM
(Replicated Softmax RBM) model. Replicated Softmax RBM is applied when the input
of the network is sparse discrete value and its energy function is as follows:

∑
(v, h; θ) =

∑I

i=1

∑J

j=1
viwijhj −

∑I

i=1
bivi − M

∑J

j=1
ajhj (7)

where vi is the value of i-th node in the input layer, hj is the value of the j-th node in the
hidden layer, wij is the weight between them, bi is the bias of the i-th node in the input
layer. And aj is the bias of the j-th node in the hidden layer, M is the sum of the discrete
values of the visible layer. For DBN training, we first use CD algorithm to train layer by
layer, then fine-tune the network with the BP (Back Propagation) algorithm.

MobileNetV3: MobileNetv3 is a deep convolutional neural network, proposed by
Google team [37] in 2019. It has beaten multiple convolutional networks such as
VGGNet, RESNet etc. in target detection and semantic segmentation. It also has the
characteristics of small model volume, less number of parameters, fast training speed
and high extraction accuracy. Therefore, this paper selects the MobileNetv3 model to
conduct experimental study on cross-modal retrieval. MobileNetV3 evolved on the basis



348 H. Hu and Z. Huang

of mobilenetv1 and mobilenetv2. MobileNetv1 uses packet convolution to reduce the
amount of network calculations, and equalizes the number of network packets to the net-
work channels. Then, it uses a 1*1 convolution kernel to merge channels. MobileNetv2
introduces the bottleneck structure, turns it into a spindle shape, and removes the last
ReLU function of the Residual Block. Based on these two models, MobileNetV3 has
made the following improvements:

The SE (Squeeze and Excite) structure is introduced. Because the SE structure con-
sumes a certain amount of time, the author changes the channel of the expansion layer
to 1/4 of the original in the structure containing SE.

It modifies the structure of the tail of MobileNetV2. MobileNetV3 first uses avg-
pooling to reduce the feature map size from 7 x 7 to 1 x 1. Then, it adopts the 1x1
convolution kernel to increase the dimension of the data. Finally, it directly remove the
two 3 * 3 and 1 * 1 convolution kernels in the previous spindle structure.

It replaces swish with h-swish. The swish and h-swish formulas are shown as formula
(8, 9). Since the calculation of the sigmoid function takes a long time, the author uses
the ReLU6(x + 3)/6 function to approximate the sigmoid function.

swishx = x ∗ σ(x) (8)

h − swish[x] = x
ReLU (x + 3)

6
(9)

There are two versions of MobileNetV3, one is MobileNetV3-large and the other
is MobileNetV3-small. Although the former consumes more time, the former is more
accurate than the latter. For higher accuracy, this paper chooses MobileNetV3-large as
one part of our model for extracting image features. Its structure is shown in Table 1.
After the image is processed by MobileNetV3, we let it pass through an AE to make the
dimension of the image representation equal to the dimension of the image representation
in DBN.

Deep Auto Encoder (DAE): It is composed of multi-layer autoencoder. The autoen-
coder of the bottom layer uses the original modal features as input, the latter uses the
output of the previous autoencoder as input. DAE is trained by BP algorithm. In our
proposed model, DAE is used for representation learning within the text mode and its
original input is the tf-idf values of texts.

Stacked Correspondence Auto Encoder (SCAE): The correspondence auto encoder
[39] is a network structure based on two single-mode autoencoders, and each autoen-
coder is responsible for learning the feature representation of its corresponding mode.
By introducing similarity constraints, SCAE can build relationships between different
modalities while learning their representations. We will use SCAE in the second stage
of our model and it is trained layer by layer and then fine-tuned overall.

The Structure of Our Model: As shown in Fig. 2, our proposed method is divided
into two stages. In the first stage, we use Multimodal DBN to learn the complementary
information between differentmodalities. Then,we useMobileNetV3 andDAE tomodel
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Table 1. Specification for MobileNetV3-Large.

Input Operator Expsize #out SE NL S

2242*3

1122*16

1122*16

562*24

562*24

282*40

282*40

282*40

142*80

142*80

142*80

142*80

142*112

142*112

72*160

72*160

72*160

72*960

12*960

12*1280

conv2d
bneck 3*3
bneck 3*3
bneck 3*3
bneck 5*5
bneck 5*5
bneck 5*5
bneck 3*3
bneck 3*3
bneck 3*3
bneck 3*3
bneck 3*3
bneck 3*3
bneck 5*5
bneck 5*5
bneck 5*5
cond2d 1*1
pool 7*7
conv2d 1*1
NBN
conv2d 1*1
NBN

–
16
64
72
72
120
120
240
200
184
184
480
672
672
960
960
–
–
–
–

16
16
24
24
40
40
40
80
80
80
80
112
112
160
160
160
960
–
1280
k

–
–
–
–√
√
√
–
–
–
–√
√
√
√
√
–
–
–
–

HS
RE
RE
RE
RE
RE
RE
HS
HS
HS
HS
HS
HS
HS
HS
HS
HS
–
HS
–

2
1
2
1
2
1
1
2
1
1
1
1
1
2
1
1
1
1
1
1

intra-modal representations of image and text. Finally, two RBMs are used to fuse the
complementary information and the intra-modal representations of each mode. In the
second stage, we use SCAE to obtain the final representations of different modalities
and mine relationships between them.

In the first stage, for the intra-modal features of image, we first trained MobileNetv3
by classifying the image.When the classification effect was optimal, we kept the internal
parameters unchanged. Then we remove the last classification layer, and use the remain-
ing structure to extract the image features. For features in text modal, we use DAE to
extract it. Its input is the same as the text input of the Multimodal DBN. Its objective
function is shown as formula (10):

L(x ) = Lr(x, x2h) + α
∑h

p=1

(∣∣∣∣wp
e
∣∣∣∣2
2 + ∣∣∣∣wp

d

∣∣∣∣2
2

)
(10)

This paper trains DAE byminimizing the objective function. Lr(x, x2h) is the recon-
struction error of the text, we and wd represent the weights of the encoder and decoder of
theDAE.Byminimizing the reconstruction error, we can get the text intra representation.

For the common representation in the first stage, this paper uses Multimodal DBN
to complete. It first uses a DBN to perform feature extraction on the text data modeled
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Fig. 2. The structure of our cross-modal retrieval method (MMDNN).

by RSRBM. Then, a shallow DBN is applied to perform feature extraction on the image
data processed by MobileNetV3. Finally, we apply formula (11) and (12) to carry out
alternating Gibbs sampling in the joint layer of DBN, in this way, we can mine the
inter-modal information between the two modes. h(3)

t and h3i are used to generate the
distribution on each modal data, and the final output is the representation of the image
and text with the correlation information between the modalities.

P
(
h(3)
t |h(1)

i

)
= σ

(
w(2)
i h(1)

i + at
)

(11)

P
(
h(2)
i |h(2)

t

)
= σ

(
w(3)
t h(2)

t + ai
)

(12)

σ(x) = 1/
(
1 + e−x) (13)

In the last layer of first stage, we use two joint-RBMs to perform feature fusion
between the inter-modal representation and intra-modal representations of the image
and text. The joint distribution function is defined as follows:

P(v1, v2) =
∑

h(1)
1 ,h(1)

2 ,h(2)
P
(
h(1)
1 , h(1)

2 , h(2)
)
∗

∑

h(1)
1

P
(
vi|h(1)

1

)
∗

∑

h(1)
2

P
(
vt |h(1)

2

)

(14)

where v1 and v2 are the inter-modal representation and intra-modal representation of
image or text.
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In the second stage,we use image and text representations obtained in the first stage as
the input of SCAE,which is used to establishing association relationships between differ-
ent modalities while learning their representations. The association constraint function
of the j-th level can be expressed as formula (15):

C
(
xij, x

t
i ;wi

j,w
t
j

)
=

∣∣∣
∣∣∣f

(
xij,w

i
j

)
− g

(
xtj ,w

t
j

)∣∣∣
∣∣∣
2

2
(15)

where xij and xti represent the input of image and text, wi
j and wt

j represent the weight

and bias of image and text. f
(
xij,w

i
j

)
and g

(
xtj ,w

t
j

)
are the represents of hidden layer

of image and text. Then the loss function of the j-th layer of SCAE can be defined as
follows:

L
(
xij, x

t
j ; θ

)
= Lij

(
xij; θ

)
+ Ltj

(
xtj ; θ

)
+ Lcj

(
xij, x

t
i ;wi

j,w
t
j

)
(16)

Lij

(
xij, y

i
j; θ

)
=

∣∣∣
∣∣∣yij − xij

∣∣∣
∣∣∣
2

2
(17)

Ltj

(
xtj , y

t
j ; θ

)
=

∣∣∣
∣∣∣ytj − xtj

∣∣∣
∣∣∣
2

2
(18)

Lcj

(
xij, x

t
i ;wi

j,w
t
j

)
= C

(
xij, x

t
i ;wi

j,w
t
j

)
(19)

where Lij and Ltj represent the reconstruction error of the autoencoder of the image and
text respectively, Lcj represents the associated constraint error between image and text.
The optimization goal of training phase is formula (16), which is to minimize the sum of
the reconstruction error and the correlation error of SCAE during the training process.
Weoptimize themodelwith the strategy of layer-by-layer training andfine-tuning overall
finally. And the objective function of the overall fine-tuning stage is shown in formula
(20).

L(x0, y0) = Lir(x0, x2h) + Ltr(y, y2h) + Ld (xh, yh) + δ(q) (20)

where x0 and y0 are the input feature vectors of image and text, x2h and y2h are their
corresponding reconstruction feature representations. δ(q) is the L2 regularization of all
parameters in the SCAE.

The Process of Model Training: The MMDNNmodel we proposed includes multiple
neural networks, and its training process is shown in Table 2:

3.2 Our Recommendation System

We integrate the MMDNN model into our recommendation system, and recommend
information resources combined with image and text to users based on their historical
records. First, we select n users’ history records (images or texts), and use MMDNN
model to get their final representations Pi or Pt . Second, we take the average of these n
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Table 2 The training process of MMDNN.

        Train MobileNetV3, update its parameters. 
        Train AE, update its parameter. 

          Train multimodal DBN(it’s input data are pairs of representations of image 
and text.),update its parameters. 

        Train DAE, update its parameters. 
    end for 
Second stage: 

      Take formula 15 as the objective function to train SCAE (its input data are pairs of rep-
resentations of image and text). 

      for i in n do: 
          Take formula 19 as the objective function to fine-tune SCAE. 
      end for 

Input: The data of images and texts. 
Output: The final representation of image and text data in MMDNN. 
The training phase: 

First stage: 
    for i in n do: 

representations as their unified representation Si or St . Third, we pass all the remaining
images or texts in the database through MMDNN model to obtain their final represen-
tation Pi or Pt . Fourth, we use the cosine similarity (the formula is shown as formula
(21)) to find the k images or texts most similar to Si or St . Finally, we use MMDNN to
find the texts or images corresponding to above k images or texts, and recommend them
to users in pairs. The specific process is shown in Table 3. For convenience, the table
shows the process of recommending image-text pairs resources based on images, and
the process of recommending based on text is similar.

Si = 1

n
∗

∑n

i=1
Pi (21)

C(Pi, Si) = (Pi − Si)
2 (22)

Table 3. The process of recommending.

Input: Image and text database, n user history records. 
Output: k pairs of image-text resources. 
The process of recommending: 

Step one: Randomly select n images that the user has viewed from user’s history records. 
Step two: Use MMDNN to get the unified representation  of these n images. 
Step three: Use MMDNN and cosine similarity to find the first k pictures most similar to 

from the image database after removing the above n pictures. 
Step four: Use MMDNN to find k texts corresponding to the above k pictures from the text 

database. 
  Step five: Recommend these k pairs of image-text resources to user. 
  Step six: Update user history based on user feedback. 
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4 Experiments

The experiments in this study consist of two parts. The first part is aimed atMMDNN, and
the second part is for applyingMMDNN to a recommendation system. The environment
used in this article is i9-10900k CPU, 64G, NVIDIA Quadro RTX4000 8G, windows
10.

4.1 Experiment for MMDNN

Dataset: Wikipedia dataset as the most widely-used dataset for cross-modal retrieval,
is selected from “featured articles” in Wikipedia with 10 most populated categories. It
totally consists of 2,866 image-text pairs. We divide the dataset into 3 subsets: 2,173
pairs in training set, 231 pairs invalidation set and 462 pairs in testing set. For image
processing: we first scale it to a unified format of 224 * 224. Then we uniformly convert
the black and white images into a 3-channels image. Finally we send it to MobileNetV3
to obtain 1280-dimensional data. For text processing, we use the tf-idf value of each text
to represent itself, and its dimension is compressed to 3000 by Auto Encoder.

Compared Methods: To evaluate the effectiveness of our MMDNN, some compar-
ison experiments are conducted with 4 state-of-the-art approaches. The compared
approaches are: 1) traditional cross-modal retrieval approaches including CCA [16],
LGCFL [18], and 2) deep learning-based methods including DCCA [35], MCSM [13].
Their introductions are presented as follows:

CCA [16] learns project matrices to maximize the correlation between the projected
features of different modalities in one common space.

LGCFL [18] jointly learns basis matrices of different modalities, by using a local
group based priori in the formulation to fully take advantage of popular block based
features.

DCCA [35] is a nonlinear extension of CCA. The correlation is maximized between
the output layers of two separate sub-networks.

MCSM [13] builds a separate semantic space for each mode, and uses an end-to-end
framework to directly generate modal-specific cross-modal similarities.

Evaluation Metric: Mean Average Precision (MAP) score is adopted as the evaluation
metric on Wikipediat dataset. It is widely used by cross-modal retrieval methods, which
is the mean value of Average Precision (AP) of each query. AP is defined as formula
(23):

AP = 1

R

∑n

k=1

Rk

k
∗ relk (23)

where n is the number of total instances, R is the number of relevant instances. Rk is the
number of relevant instances in the top k returned results. relk is set to be 1 when the
k-th returned result is relevant, otherwise, relk is set to be 0.

Model Parameters: The hidden layer’s neurons number of DBN used to learn text
features is set to 2048, 1024, and this number for learning image features is 1024. There
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are two layers in DAE, and the number of them are 2048 and 1024. The hidden layer
dimensions of the AE are set to 1024. In the second stage, the number of hidden layers
of SCAE is set to 3, which is the best choose that we obtained through experiments, and
they are 512, 256, and 64 respectively.

Experimental Results and Related Analysis for MMDNN: Our comparative exper-
iment is aimed at the two tasks of retrieving images by text and retrieving text by images.
The specific results are shown in Table 4: It can be seen that our modal has the best effect
on every task. Taking the traditional classic model CCA as the benchmark, our model
increased 46.2%, 48.5% and 47.6% respectively. Taking the deep learning classic model
DCCA as the benchmark, our modal increased by 15.5%, 17.8 and 16.7% respectively.
This is due to 1): We use convolutional network to learn the feature representation of the
image; 2): We use the TF-IDF value of the first 3000 important words of each document
to represent each document. 3): We integrate the intra-modal and inter-modal represen-
tations between images and text; 4): We use experiments to find the optimal number of
hidden layers in the SCAE.

Table 4. Comparison of other Baselines on the Wikipedia dataset.

Method Image to text Text to image Average

CCA [16] 0.357 0.326 0.341

LGCFL [18] 0.466 0.431 0.449

DCCA [35] 0.452 0.411 0.431

MCSM [13] 0.516 0.458 0.487

MMDNN (ours) 0.522 0.484 0.503

4.2 Experiment for Recommendation System

In this experiment, we still use the Wikipedia database. Because the original data set
of Wikipedia did not have the attribute of user, we artificially created 100 “people”
based on the similarity of pictures. In order to simulate real application scenarios, we
have created 10–20 historical records for each user. At the same time, we treat the text
corresponding to these pictures as the user’s historical record. Finally, we recommend 5
image-text pairs resources to users based on 5 user history records. Because we have not
found that other researchers have applied cross-modal retrieval to the recommendation
system, there is no other comparative experiment. This result lists the mean accuracy
of pairs of image-text recommended based on images, texts and their average value. Its
evaluation metric is Mean Accuracy score, which is the mean of n Accuracy values and
it is shown as formula (24, 25).

macc =
(
1

n

∑n

i=1
acci

)
∗ 100% (24)
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acc = t

k
∗100% (25)

whereacci is the accuracyof the result recommendedby the system to the i-th user,n is the
total number of users. t is the number of paired resources both in recommendation list and
user’s history records. k represents the total number of paired resources recommended
to users.

Result: The experimental results are shown in Table 5:

Table 5. The result of experiment for recommendation system.

Recsys Image to pairs of image-text Text to pairs of image-text Average

Ours 0.353 0.302 0.328

We can see that the average accuracy of the system is not very high. We think that
the main reason is that there are two errors in the processing of recommending. One is
in the processing of finding images based on images, the other is in the processing of
finding corresponding text based on images. The accumulation of these two errors leads
to the decrease in the accuracy of its recommendation. Although the recommendation
accuracy of our system is not very high, this is also an attempt to integrate cross-modal
retrieval into the recommendation system, which can provide some research ideas and
directions for later comers.

5 Conclusion and Future Work

This paper proposes a cross-modal retrieval method. We first use a convolutional neural
network MobileNetV3 and DAE to obtain the representations of the image and text in
their respective modalities. Second, we use Multi-DBN to obtain the inter-modal rep-
resentation. Third, two RBMs are used to fuse the inter-modal representation and the
intra-modal representations of these two modes. Fourth, we apply association constraint
functions and SCAE to obtain the final representations of image and text while estab-
lishing connection between them. Finally, the obtained cross-modal retrieval model is
applied to the recommendation system. This is a great attempt to provide researchers
with a way of thinking and direction. Experiments on the public data setWikipedia show
that our model performs best compared with the state-of-the-art cross-modal retrieval
methods. When this model is used in the recommendation system, our recommendation
system also shows good performance.

However, there are some limitations of this study. For example, we did not consider
the alignment between the same semantics of different modal data. In addition, the TD-
IDF model did not consider the relationship between text contexts and the attribute of
users in the dataset is too single. Therefore, in the future: 1) We will explore ways to
align the internal semantic information of images and text; 2) we will explore the use of
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deep learning related algorithms to build better representations of text modal data; 3) In
cross-modal recommendation systems, we will add user attributes, enrich the data set,
make user’s data more suitable for real application scenarios, and achieve more accurate
recommendations.
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Abstract. Social agents, whose primary role is to communicate with
people, are becoming increasingly prevalent. Given this, dogs, being one
of the most popular companions, may become jealous owing to the result-
ing triad relationship or their fear of agents. To aid future investigations
for the design of a communication agent that can build a good relation-
ship with both dog owners and dogs at home, we herein conducted two
pilot tests to explore the types of words dog owners use in front of their
dogs to determine whether a positive owner attitude toward the agents
would affect how the dogs behaved with these communication agents.
Furthermore, we determined whether the owners’ words and dogs’ behav-
ior were affected by the agents’ physical forms (primitive, smaller/bigger
humanoid, and dog-shaped). Through an analysis of video recordings of
the behaviors of 29 dog owners and 34 dogs, the following suggestions
are put forth: i) Tests involving dogs that have to confront unfamiliar
speaking agents in an unfamiliar environment should occur in the pres-
ence of the dog owners, as conducted in previous studies, to evaluate
the dogs’ behavior in the presence of the agents. ii) Dog owners’ descrip-
tions of the agents differ on the basis of the agents’ physical forms. For
example, owners not only mentioned the agents’ physical attributes, but
also used adjectives such as “cool.” Furthermore, the owners engaged in
more intelligent conversations with more complex agents. iii) Dog-shaped
agents can garner attention from dogs.

Keywords: Social agents · Pet · Dog · Embodiment · Speaking
agents · Pilot test

1 Introduction

In the last ten years, an increasing number of communication agents, such as
Google Home or Siri, have become prevalent in homes. Communicative humanoid
robots, such as Peppers, have also been found in an increasing number of places,
such as in airports or stores.
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As these communication agents become a more common part of our daily
lives, they cannot avoid interacting with non-human members of our society,
a prime example of which are dogs, who have been beloved friends, partners,
and family members to humans for over 10,000 years [25,32]. Dogs not only
aid in maintaining human mental [27,36] and physical [8,9] health, but can also
be employed to provide medical services and serve as professional service and
therapy animals.

As a result of the relationship that humans and dogs have developed over an
extended period, dogs have become adept at interpreting human social signals
including not only verbal cues, such as commands, but also non-verbal ones,
such as pointing gestures [13] or gazes. Studies indicate that pet dogs tend to
prefer the company of humans over that of other dogs [35].

Thus, various experiments have been conducted to determine whether
human-like or non-human-like social agents are more suitable for cases where
dogs are present in a home [23,30]. However, when communication agents are
introduced into a household and communicate with dog owners, negative canine
behavior, including jealousy [14] towards communication agents, can evoke a
triad relationship. However, if dog owners behave positively towards agents, dogs
will accept them more easily based on social references [22]. Therefore, communi-
cation agents that are appropriate for both dogs and owners must be considered.
Previously, quantitative studies on coding canine behavior and analyzing owner
impressions via a questionnaire were conducted [15]. However, few qualitative
studies have investigated canine behavior during agent–owner interactions and
dog owner preferences with regard to communication agents.

The purpose of this study was therefore to explore the type of words dog
owners used in front of their dogs to demonstrate positive attitudes toward the
agents, and how their dogs behaved in the presence of these communication
agents. Furthermore, this work examined whether owner language and the dogs’
behavior were affected by the agent’ physical forms (primitive, smaller/bigger
humanoid, and dog-shaped agents, as shown in Fig. 1).

To investigate how positive owner attitude towards agents could mediate
agent–dog interactions and the type of behaviors dog owners and dogs displayed,
we conducted pilot tests that featured the owner speaking to the agent with a
positive attitude, followed by the dog being spoken to by the agent while the
owner remained still.

2 Related Work

For several decades, agents such as robots or other artificial objects have been
used to investigate the social behaviors of animals. For example, Leaver et al.
used a medium-sized dog figurine with a motor-driven wagging tail to investigate
whether dogs recognize wagging tails as a social signal for intra-species interac-
tion [18]. In the last ten years, an increasing number of studies have revealed that
dogs that develop social cognition for interspecies interactions with humans also
recognize interactivity with primitive-shaped agents after observing the agent
movements that appear to have an aim [1,10–12].
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Fig. 1. Speaking agents used for the pilot tests.

2.1 Reaction of Dogs to Canine-Figurine Agents

Kubiny et al. observed canine behavior during encounters with four different
agents in non-feeding and feeding situations. As a result of the observations of
adult dogs (N = 24) and 4–5 month old puppies (N = 16), AIBO, which is a
robot in the form of a furry canine figure, was differentiated from a car in social
behaviors, such as in terms of “sniffing the rear of the agent,” which suggested
that the shape of an agent can affect the dogs’ reactions to the agent. On the
other hand, in the feeding situation, neither of the AIBO variants (with and
without fur) was recognized as a potential rival by the adult dogs; moreover,
the adult dogs did not growl as significantly as living puppies the size of the
AIBO did. This result implies that although dog-shaped agents can elicit social
behavior to a certain extent when compared to agents with a primitive shape,
the agent having a dog shape does not prove sufficient for its recognition as a
social partner or rival by dogs [16].

2.2 Reaction of Dogs to Speaking Agents

Because dogs can recognize human verbal cues, several studies have investigated
speaking social agents for dogs.

Lakatos et al. set the social and asocial conditions of an agent with hands on
the basis of dogs observing social interactions between a human experimenter
and the agent, where the dogs were called by their names when the agent pointed
toward a bowl in pointing tests. As a result, although there was no significant
difference in the score of choice in the pointing test, the dogs chose the pointed
bowl to a level exceeding the chance level in the social condition, and to a level
less than the chance level in the asocial condition. In addition, the dogs looked at
the bowl pointed at for a significantly longer duration in the social condition. The
results imply that “calling a dog’s name” can be a social factor towards dogs,
although the experiment included the other factor–that is, observing human-
agent interactions [17].

Shaw and Riley reported that dogs can respond appropriately to a speaker
with the following characteristics: i) Position at a height equal to that of the
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human eye, ii) ability to output speech using pre-recorded voices of dog owners,
and iii) a function as a food (reward) dispenser. With these factors, the dogs’
response to the speaker was as reliable as that to the dog owner in person,
although it should be noted that the subjects are probably not representative of
ordinal dogs because many of them were well-trained dogs in sports and agility
[33]. Qin et al. experimented with NAO, a humanoid robot speaking naturally,
and a speaker to investigate if a human-shaped was better than a speaker in
terms of eliciting a response from the dogs to the command “Sit down!” [30].

2.3 Behavior of Dogs in a Dog—Owner—Object Triad Relationship

When an agent enters a home, this agent enters the already established animal-
owner relationship, which cannot be ignored when a relationship with a third
object or person is developed. Dogs and cats can distinguish between owners and
strangers, and they behave according to this distinction [3,7,31]. In the owner–
animal–object triad relationship, when both dogs and cats are simultaneously
confronted with a novel object with their owners, social references gathered by
means of listening to the owner’s reactions are observed in more than 80% of
animals [20–22]. In addition, studies on triad relationships have been conducted
to determine the effects in terms of the frequency of dogs not receiving food
from humans, not helping their owners [5], and showing the tendency to display
jealousy when their owners focused on objects or other dogs [2,14,28,29].

3 Explorational Experiment

In the future, dog owners could introduce humanoid robots into their households
as communication agents. Therefore, we examined whether agents could create a
triad relationship among owners, dogs, and agents, by allowing agents to interact
with the dogs and their owners. We performed two within-subject experiments
and changed the order of the conditions among the participants in both Pilot
Tests I and II. A total of 24 possible permutations of the four conditions were
assigned to each dog-owner pair. Three video cameras (two video cameras only
for PD1) were set up to record the experiment.

Ethics. In advance, the dog owners agreed and provided written consent to
record the experiment and were informed that they could opt out of the exper-
iment at any time if they felt that their dog was too frightened or had other
problems that made it impossible to continue. Only participants who completed
and submitted an informed consent form were included in the experiment.

3.1 Participants

Dog Participants. Three pet dogs participated in Pilot Test I, and 31 pet
dogs of different genders, ages, and breeds participated in Pilot Test II (N = 34,
15 males, 19 females; mean age ±SD 4.35 ±3.41; mean length of living with the
owner ±SD 4.28 ±3.46), as shown in Table 1.
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Table 1. Dog profiles.

ID Age Sex Breed Size (SML) Length of living

together with the

owner

Whether or not

they live with

other dogs

PD1 1 years Male American Pit Bull

Terrier

Medium 1 years Yes

PD2 2 years Male American Pit Bull

Terrier

Medium 2 years Yes

PD3 1 years Male Whippet Medium 1 years Yes

D1 2 years Male Labrador

Retriever

Large 2 years Yes

D2 5months Male Labrador

Retriever

Large 4months Yes

D3 4 years Male Miniature

Dachshund

Small 3 years Yes

D4 1 years Female German Shepherd

Dog

Large 1 years Yes

D5 5 years Female German Shepherd

Dog

Large 5 years Yes

D6 3 years Male Long Coat

Chihuahua

Super small 3 years Yes

D7 10 years Female Long Coat

Chihuahua

Super small 10 years No

D8 1 years Female Border Collie Large 1 years —

D9 2 years Female Toy Poodle Super small 1 years No

D10 2 years Female Pug Small 2 years No

D11 4 years Female Labrador

Retriever

Large 3 years Yes

D12 4 years Female Border Collie Medium 4 years Yes

D13 4 years Male Border Collie Medium 4 years Yes

D14 4 years Female Toy Poodle Super small 4 years —

D15 5 years Male Toy Poodle Super small 5 years No

D16 1 years Female Mix (Shiba) Small 1 years No

D17 12 years Male Toy Poodle Super small 12 years —

D18 2 years Female Long Coat

Chihuahua

Super small 2 years Yes

D19 10 years Male French Bulldog Medium 10 years No

D20 0.2 years Male American Pit Bull

Terrier

Medium 2 weeks Yes

D21 10 years Female Long Coat

Chihuahua

Super small 10 years No

D22 9 years Male Border Collie Medium 9 years Yes

D23 1 years Female Bichon Frise Small 1 years No

D24 9 years Male Toy Poodle Small 8 years Yes

D25 4 years Female Toy Poodle Super small 4 years Yes

D26 2 years Male American Pit Bull

Terrier

Medium 2 years Yes

D27 9 years Female Mix (Corgi) Medium 9 years No

D28 3 years Male Mix (Corgi and

Maltese)

Small 2 years No

D29 7 years Feale Miniature

Schnauzer

Small 7 years No

D30 10 years Female Mix (Japanese) Small 10 years No

D31 1 years Female Mix (Maltese and

Toy Poodle)

Small 1 years No

Mean 4.28 years — — — 4.13 years —

SD 3.46 years — — — 3.48 years —
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Human Participants (Dog-Owners). Three dog owners (PO1–PO3) partic-
ipated in Pilot Test I, and 27 owners (O1–O27) participated in Pilot Test II.
The owners (N = 29; nine males, 20 females; nine househusbands/wives, eight
office workers, two part-time workers, nine other professions, and one with an
unknown profession; mean age ±SD 45.59 ±9.75) participated in the experiment
with their dogs. There were no owners who owned robots, but one had a smart
speaker. However, eleven owners had talked to communication robots (e.g., Pep-
per, AIBO, cleaning robots like Roomba) on the street or in shops, and three
owners had talked to smart speakers.

3.2 Apparatus

The experiment was performed in a 2.7 m × 3.6 m × 2.4 m room. To reduce
external noise, the ceiling and windows were covered with layers of insulation
and sound-absorbing materials for soundproofing. We fixed the positions of the
agents and a chair in a room with plastic tape. Three video cameras were used
in the experiment (Sony FDR-AX45 Handycam) for recording during the exper-
iment. We remotely controlled each camera through a smartphone app called
PlayMemories.

3.3 Speaking Agents

We set the following four conditions as communication agents: The appearances
of the agents are shown in Fig. 1. We used VOICEROID+ Tamiyasu Tomoe EX
as the agent voice. NAO and Pepper talked while nodding and making other
small movements using functions set in an API for NAO and Pepper called
NAOqi, developed by Softbank Robotics.

– Google Home: A smart speaker with a pillar-shaped, primitive body (diam-
eter: 9.64 cm; height: 14.3 cm; weight: approximately 0.5 kg).

– NAO: A small humanoid robot designed and developed by Softbank Robotics
(height: 58 cm, weight: approximately 5.4 kg, degrees of freedom: 25).

– Pepper: A large humanoid robot designed by Softbank Robotics (height:
121 cm, weight: approximately 29 kg, degrees of freedom: 20).

– Fake Dog: A communication agent with the appearance of a dog, as shown
in Fig. 1. Harris et al. [14,29] performed experiments on the three-way rela-
tionship between owners, dogs, and a third party, and observed how dogs
responded differently to different types of third parties. It was found that the
canine response was greater when owners and other humans paid attention
to the “fake dog” as compared to other simple-shaped puppets and books.

We used the Wizard of Oz (WoZ) method to explore the dog owners’ and
dogs’ reactions toward agents with different physical appearances. The WoZ
method is a research method in which subjects interact with systems for the
subjects to believe the systems work autonomously; however, these systems are
actually operated or partially operated by an unseen human being [6,19]. Even
without complete development of the systems, the WoZ method can work if the
purpose of the experiment is to evaluate the human factors of users.
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3.4 Procedure

To explore what can occur in a triad relationship experiment in the owner– dog–
agent space, we conducted the following two pilot tests with (Pilot test I) and
without (Pilot test II) the phase involving dogs staying without their owners.
The owners and their dogs waited in the waiting room; after the owners signed
the consent form, they answered a questionnaire that included their profiles as
well as that of their dogs.

Pilot Test I. This experiment was conducted according to the following pro-
cedure:

1. To familiarize the dog with the experiment room, the owner and dog simul-
taneously entered the room and explored it for 2 min. In most experiments
with the dogs, the time taken for familiarization toward the laboratory was
approximately 30 s to a few minutes; thus, we chose a duration of approxi-
mately 2 min for this experiment [2,11].

2. The owner re-entered the laboratory and was seated in front of the agent.
3. The experimenter allowed the dog to enter the room immediately after the

owner began interacting with the agent.
4. The owner responded to the agent’s instructions and began patting the agent’s

head with an affirmative voice and phrases, such as “Good boy!”. This step
ended in 1 min without any reaction to the dog (agent-owner phase). For
1 min, the agent provided auditory signals indicating a happy emotion, such
as “Yippee!”, every 10 s.

5. In the agent’s direction, the owner remained quiet and did not respond to the
dog for 1 min. Every 10 s, the agent uttered the dog’s name (that the dog was
referred to in positive situations at home) three times and the agent’s name
three times in a random order (agent–dog phase).

6. The agent then asked the dog owner to leave the room and leave the dog
inside the room. After the owner left the room, the agent called the dog’s
name once and the agent’s name in a random order after a 10 s pause. During
this time, the dog owner watched the dog from outside the room through a
video camera and iPad application while being beside the experimenter.

7. As directed by the agent, the owner re-entered the room and brought the dog
outside.

8. Steps 2–7 were repeated for four agents.
9. After the end of each pilot test, the experimenter cleaned the floor of the

room using a deodorant and cleaning cloth.

Pilot Test II. This experiment was conducted involving all but Step 6 from
Pilot Test I to prevent the dogs from staying in the room while their owners
were not present.



366 H. Kasuga and Y. Ikeda

3.5 Evaluation

During the pilot tests, every word spoken by dog owners, and their dogs’ behav-
iors, were recorded by the three cameras as indicated in the Apparatus section.
The video recordings from the three different angles were automatically synchro-
nized to merge the multi-camera clips into one screen based on the waveform
of sounds using a function for multi-camera clips in Adobe Premiere Pro. The
authors watched the synchronized recordings to determine what the dog owners
said, and which parts of agents the dog owners and the dogs touched. We further
used these recordings to determine the categories of canine behavior that could
be recognized relatively definitively and would be useful to investigate canine
behaviors in the cases where speaking agents are used in future studies.

3.6 Personality of Dog

Before conducting Pilot Tests I and II, we asked the dog owners about the
personalities (dominant/subordinate and jealousy level) of their dogs because we
thought that personality traits could be related to boldness and aggressiveness
toward unfamiliar objects that attract owner attention. This step was conducted
to verify that the subject groups did not have extreme tendencies.

Evaluating the Dog Subject Dominance Rank. We assessed the dog sub-
jects’ rank (dominant/subordinate) at home using a questionnaire [2] used in
the study of dogs’ jealousy behavior in a triad relationship among the owner,
dog, and third party (using different experimental objects such as a toy-car and
other dogs as rivals) conducted by Abdai et al. The questionnaire items were as
follows:

– Q1. When a stranger comes to the house, which dog starts to bark first (or
if they start to bark together, which dog barks more or longer)?

– Q2. Which dog licks the other dog’s mouth more often?
– Q3. If the dogs get food at the same time and at the same spot, which dog

starts to eat first or eats the other dog’s food?
– Q4. If the dogs start to fight, which dog usually wins?

The dog-subject dominance rank was evaluated mainly based on the answer in
Q4. If the name of the dog was not mentioned in Q4 and the dog appeared in
at least two of the items in Q1–Q3, the dog was categorized as dominant. If the
dog’s name was not mentioned in Q4 and the name of another dog was men-
tioned in at least two of the items in Q1–Q3, the dog was rated as subordinate.
The results are shown in Table 2; there were 12 dominant individuals, 14 sub-
ordinate individuals, and eight unidentified individuals. There was no extreme
tendency as per the dog subject dominance ranking in the experiment. Because
the original evaluation by Pongrácz et al. [26] was conducted for multiple breeds,
the evaluation for single breed dogs in this study is enclosed in parentheses in
Table 2 for reference.
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Table 2. Owners’ answers to the questionnaire about jealousy in subjects.

ID Level of jealousy

behaviour

(10-point)

Object of jealousy behaviour Jealousy at

Home (5-point)

Jealousy at stranger

environment (5-point)

Whether or not they live

with other dogs

Dominant/Subordinate

PD1 4 Other dog 3 3 Yes Dominant

PD2 7 Other dog 4 4 Yes Subordinate

PD3 7 Other dog and human 3 3 Yes Subordinate

D1 8 Other dog 4 2 Yes Dominant

D2 6 Other dog 4 3 Yes Subordinate

D3 8 Other dog 3 4 Yes Dominant

D4 10 Owner 5 5 Yes Dominant

D5 7 Owner 4 3 Yes Dominant

D6 6 Other dog 4 4 Yes Subordinate

D7 4 Other dog 3 3 Yes Dominant

D8 8 Other dog 4 4 — (Subordinate)

D9 5 Other dog 2 2 No Unknown

D10 5 — 1 1 No Unknown

D11 3 Other dog 2 2 Yes Dominant

D12 5 Other dog 3 3 Yes Unknown

D13 4 Other dog 4 3 Yes Subordinate

D14 4 Children 3 3 — (Dominant)

D15 1 — 1 1 No Unknown

D16 5 Relationship with the owner 4 — No Unknown

D17 8 Other dog and cat 4 3 — (Dominant)

D18 2 Other dog 5 5 — (Subordinate)

D19 5 Children 3 3 No Unknown

D20 1 — 1 1 Yes Dominant

D21 1 — 1 1 No (Subordinate)

D22 1 — 1 1 Yes Subordinate

D23 7 Other dog 4 4 No (Subordinate)

D24 2 — 1 1 Yes Dominant

D25 10 Other dog and human 5 5 Yes Subordinate

D26 7 Owner 4 2 Yes Dominant

D27 7 Other dog and cat 4 2 No Unknown

D28 8 Other pet 4 3 No (Subordinate)

D29 8 Other cat 4 2 No (Subordinate)

D30 1 — 1 1 No Unknown

D31 2 Other dog 2 2 No (Subordinate)

Mean 5.21 — 3.09 2.70 — —

SD 2.68 — 1.29 1.22 — —

Evaluating the Dog Subjects’ Jealousy Levels. Because jealousy levels
could affect canine behavior during an agent interacting with their owner, it
was meaningful to determine whether the subject group had a strong bias of
jealousy. Therefore, we determined the jealousy level of the dog subjects using
a questionnaire that Abdai et al. [2] used for 631 dogs. The questionnaire items
were as follows:

– Q1. How jealous do you think your dog is compared to the average dog (scale
from 1 to 10) (mean ±SD 5.68 ±2.67 in the previous survey [2])?

– Q2. Who does the dog usually gets jealous of?
– Q3. Where does your dog get jealous (at home, at unfamiliar places; on a

scale from 1 to 5) (mean ±SD 3.19 ±1.43, 2.36 ±1.33 in the previous survey
[2])?

Owners that filled the questionnaire awarded a mean ±SD 5.21 ±2.68 jealousy
score to their dogs, a mean ±SD 3.09 ±1.29 score at home, and a mean ±SD 2.70
±1.22 score in unfamiliar places, although one owner did not provide a score.
There was no extreme tendency indicating a bias in the dog subject jealousy
level in the experiment (details are shown in Table 2).
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4 Result

4.1 Causes of Failures in the Experiments

Although it may not be necessary to describe the failures caused by the exper-
imental equipment or the experimenter, we present those that prohibited us
from quantitatively evaluating the results. Furthermore, we describe the failures
resulting from the dog owners or dogs because these cases can be helpful for
HCI researchers when conducting future experiments with dogs, especially when
studying the relationship between owners and dogs.

Failures Caused by Dog-Owners. A few dog owners did not follow our
directions for repeating the same behaviors and speaking with the same tone
of voice among the four agents. For example, O8 patted the head of an agent
while uttering positive words to the agent for only approximately 20 s in the first
condition. Then, O8 continued the behavior for 60 s per the agent’s instructions
from the owner–agent phase to the agent–dog phase. There were also examples in
which O22 stood up to touch the head of the agent only in the Pepper condition,
as shown in Fig. 2. O22 remained seated in a chair in the other three conditions,
which could have caused a difference in the heights of the agents.

Fig. 2. Failures caused by O22 and D3.

Failures Caused by Dogs. We found that the dogs could break the agents.
For example, D4 flipped the Google Home unit by entangling her foot in the
cable while running into a room, as shown in Fig. 2. D4 also jumped toward
Pepper’s head after Pepper called her name, and the dog owner (O3) moved her
hand to support D4 to avoid breaking Pepper, as shown in Fig. 2. This occurred
despite our instruction for owners to remain still in the agent–dog phase. In
addition, smaller dogs could also damage the experimental setup. D29 moved
the Google Home unit after the experimenter set its position according to the
vinyl tape marks.

4.2 Dog-Owners’ Behaviors (Pilot Test II)

The following parts of each agent were touched by the dog owners:

– Google Home: the side of the body, cardboard box
– NAO: hand, head, shoulder, chest, foot, arm, back
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– Pepper: hand, convex on foot, waist, abdomen, touchscreen
– Fake Dog: rear, paw, chest, head, shoulder/neck, abdomen, hind leg, back

Considering the words used for each agent, terms such as “Nice!”, “Good
boy/girl!”, “Amazing!”, “You are smart!”, “Cute!” and “You can keep quiet,
you’re a good boy/girl,” were used for all four agents. Owners characterized
Google Home and NAO as “small”, and Pepper as “big.” For NAO, Pepper,
and the Fake Dog, dog owners complimented the agent and mentioned parts of
their bodies. For example, O26 said, “Your eyes, face, and paws are all cute!
All of you is cute!” to the fake Dog. Regarding the humanoid robots (NAO
and Pepper), a few dog owners, especially O26, not only used “Cute!”, but also
“Cool!”, to complement the agent. A few owners started conversations by asking
the humanoid robots questions. For example, 025 said to Pepper, “It’s cold today.
Isn’t it cold? Your body is cold.”

In addition, owners mentioned agents’ names. For example, O22 said, “Your
name is Yuta (as introduced by the agent), isn’t it?” O22 and O25 said, “I have
forgotten his name...”, in front of their dogs.

4.3 Dogs’ Behaviors

Separation Anxiety (Pilot Test I). In Pilot Test I, we set the phase in which
the dogs stayed with each agent without their owner for 30 s. PD1, in particular,
sniffed the chair that the owner sat in after whining in front of the door, as shown
in Fig. 3. All dogs whined in front of the door, which appeared to be a result
of separation anxiety from their owners and discomfort of being with the agents
that they perceived to be strangers in the unfamiliar or strange environment.

Fig. 3. Dogs’ behaviors during absence of their owners (Pilot Test I).

The Parts of Agents Touched by Dogs. The parts of each agent touched
by the dogs that could be relatively easily recognized were the following:

– Google Home: the side of the body, cardboard box
– NAO: hand, head, shoulder, chest, foot, arm, back
– Pepper: hand, convex on foot, waist, abdomen
– Fake Dog: rear, paw, chest, head, shoulder/neck, abdomen, hind leg, back
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Vocal Reactions. Whining and growling are recognized relatively easily. How-
ever, barking, which was used to evaluate the dogs’ jealousy [14], was difficult
to differentiate from sneezing (PD1) or sighing (D26).

Staying Position and Wandering Proxy. During Pilot Test II, most dogs
demonstrated at least one of the following behaviors that were evaluated as
either a staying position or a wandering proxy:

– Standing in front of the door to the room (left in Fig. 4)
– Standing, sitting, or lying by the owner (middle of Fig. 4)
– Exploring the room by sniffing the floor or wall
– Repeatedly wandering around their owner and stopping to gaze at the agent

(right in Fig. 4)
– Gazing at the agent near it
– Sniffing the agent

Case-Based Remarkable Behavior. Though Harris et al. counted the num-
ber of dogs “Getting between Owner/Objects” to evaluate jealousy [14], it was
difficult for a coder to differentiate between “Getting between Owner/Objects”
and just “Passing through between Owner/Objects.” Instead of “Getting
between Owner/Objects,” the dogs in the experiment more often attempted

Fig. 4. Examples of dogs’ staying position and wandering proxies (D1, PD1, and D26).

Fig. 5. Examples of dogs putting thier paws on the chair (D20 and D3).



Dogs’ and Owners’ Reactions to 4 Different-Shaped Speaking Agents 371

to place their paws on a chair and stretch their bodies toward the owner to gain
the owner’s attention. These behaviors are recognized more easily, as shown in
Fig. 5.

Some dogs also placed themselves between their owners/objects, especially
D13, as shown in Fig. 6. D13 stepped between his owner and the agent, except
in the case of Pepper. D13 simply passed by Pepper while sniffing Pepper’s hand
in the owner–agent phase and staring at Pepper while maintaining a distance
in the agent–dog phase, as shown in the left and middle of Fig. 7. However,
there were also dogs that approached Pepper without hesitation, such as D4 in
Fig. 2. D4 licked Pepper’s hand, as indicated on the right side of Fig. 7.

Fig. 6. D13 getting between the owner and agent in the Google Home, NAO and Fake
Dog conditions.

Fig. 7. Example of the different attitudes toward Pepper between D13 and D4.

The fake Dog evoked sniffing behavior or gained attention from the dogs
more than the other agents. D24 for the NAO and Pepper conditions, and D30
in the NAO condition stepped back dramatically as the agent moved in the
agent–dog phase. D27 continued to orient towards the fake Dog, while D27
oriented towards an agent in the other conditions. D31 did not wander and sniff
the floor and stared at the fake Dog, while D31 wandered and sniffed the floor
in the other conditions.

The positive attitudes of dog owners towards agents can lead to dogs feeling
less scared of the agents. Especially for D28 in both the NAO and Pepper condi-
tions, and D30 in the NAO condition, they stepped back when the agent called
their name while moving during the agent–dog phase.
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5 Discussion

First, separation anxiety can be a critical impediment in test execution because
both the environment and objects are unfamiliar to the dogs. Researchers have
observed dogs being managed by a familiar assistant to avoid the presence of dog
owners during the experiment to separate the performance of the dog from the
performance of the team (dog and owner) [4]. To effectively conduct the tests,
when unfamiliar agents are featured without dog owners present, it is necessary
for dogs to become familiar with the experimental environment.

Second, the vocabulary used by the owners to praise the agents in a way that
the dogs could understand could also have changed the dogs’ perceptions of the
speaking agents. Pepper, NAO, and the fake Dog were described as “cute”, while
their faces, nice eyes, and other physical attributes were mentioned in front of the
dog subjects. The terms “cute,” “quiet and nice,” “good boy/girl,” “amazing,”
and “you can keep quiet; so, you are a good boy/girl”, were used by all agents.
However, “cool” was only used to describe Pepper and NAO, but not the fake
Dog and Google Home. For Sentences that resembled conversations and not just
compliments were communicated with Pepper. For example, certain dog owners
said, “it’s cold today” and “your body is cold.” This may have been due to the
fact that human-like agents are more likely to be perceived as intelligent rather
than animal-like agents [34]. Google Home’s lack of a complex physical structure
may have made it easy for it to have been praised as being “quiet and nice,”
which implies that it was difficult for the dog owners to introduce the agent in
a manner that dogs could understand.

In addition to the word choices, dog owners seemed to think that the names
of agents could play a role in making their dogs display a positive attitude toward
the agents. Owners who remembered the agent’s name praised the agent while
referring to the agent’s name. For example, one owner said, “Your name is Yuta
(as introduced by the agent), isn’t it?”; and in the case the owner forgot the
agent’s name, the owner said, “I have forgotten your name...” In particular, D4,
which jumped on Pepper’s head, jumped as Pepper called her name from the
speakers on both sides of Pepper’s head. This supports the results of a previous
study, which claimed that calling dogs’ names can play a role in dogs’ perceptions
of an object/subject’s sociality [17]. Therefore, dog owners consider names to
play a role in mediating positive feelings between their dogs and agents.

Moreover, although it is unclear to what extent canines are aware of the
agents’ physical forms, significant contact was made with the hands, face, rear,
and protruding parts of the feet. Dogs are very sensitive to reading the pointing
gestures of humans, and a “human-shaped hand” could also play a role in eliciting
social behaviors. The hands of humanoid agents may be the most sensitive to all
bulges. Regarding the moving agents, it has been reported that dogs often stare
at the appropriate agent when obtaining food from an unreachable place. Thus,
they recognize the differences in the roles of crane-type and sedan-type remote
control cars. In the future, these protruding parts of the speaking agent may be
useful in making the canine aware of the differences in their roles [24].
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Considering the evaluation of canine behavior for future studies, it can be
difficult to distinguish whether an intervening move [14] between the owner and
the agent is just a passing move or an interruption, which is significant in a triad
relationship. When the owner is sitting in a chair, assessing the behavior of the
dog stretching towards the owner with a paw on a chair, or behaviors to gain the
attention of the person in the chair, may be used for future evaluations, consid-
ering these behaviors are easy to quantitatively measure. In addition, analyzing
the approach and orientation to evaluate canine behaviors toward other objects
was useful; however, in an experimental environment where distance and orienta-
tion cannot be measured accurately, the following behaviors seemed to be used:
“waiting by the door,” “waiting by the owner,” “sniffing the room,” “gazing at
the agent near the agent,” and “not repeatedly wandering around the owner and
stopping to gaze at the agent.” For example, if a dog wanted to quickly finish
the experiment, the dog would stay in front of the door of the experiment room.
If a dog does not care about the agent’s presence and does not eagerly want the
experiment to finish, the dog would explore the room by sniffing the room with
curiosity in the new environment without paying attention to the agent. If a dog
wanders repeatedly around its owner and stops to gaze at the agent or remains
gazing at the agent for a long time, the dog would be both interested and scared
by the agent; if the dog is interested in the agent and is not afraid of it, the dog
would approach the agent to investigate the agent by sniffing or touching the
agent.

While evaluating vocal cues, in certain cases, whining and grunting were rela-
tively easy to distinguish, while barking was difficult to distinguish from sighing
and sneezing. To improve the accuracy of the evaluations, a bone conduction
microphone or similar device attached to the collar of the test dog was used to
ensure that environmental noises were excluded and to obtain the voices of dogs
with better quality.

6 Conclusion

In the future, social agents whose main role is to communicate with people will
become increasingly prevalent at home, where risks of dogs displaying jealousy
resulting from a triad relationship or feeling scared of the agent are possible.
In this study, to aid in the future research of investigating the design of a com-
munication agent that can build a good relationship between dog owners and
dogs at home, we conducted two pilot tests to explore the types of words dog
owners use in front of their dogs to show the owners’ positive attitude toward the
agents and how their dogs behave before these communication agents. Further-
more, we determined whether the owners’ words and the dogs’ behaviors could
be affected by the agents’ physical form (primitive, smaller/bigger humanoid,
and dog-shaped). By analyzing video recordings of the behaviors of 29 dog own-
ers and 34 dogs, the following three points are suggested: i) Tests with dogs
being confronted with unfamiliar speaking agents in an unfamiliar environment
should occur with the dog owner present, as in previous studies, to evaluate
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dogs’ behavior in front of the agents. ii) Dog owners’ words used to describe the
agents differed based on the physical appearance of agents; they mentioned not
only physical attributes but also adjectives such as “cool.” Furthermore, they
engaged in more intelligent conversations. iii) Dog-shaped agents can gain atten-
tion from dogs. This study will be useful for HCI researchers who are planning
to work with dogs.
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an “unidentified moving object” elicits a-not-b error in domestic dogs. PloS one
11(4) (2016). https://doi.org/10.1371/journal.pone.0151600
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Abstract. Subtitles are present in almost all TV programs and films in
Taiwan. Are Taiwanese more dependent on subtitles to appreciate the
content of the film compared to people of other nationality? What hap-
pens if subtitles are removed or replaced by unfamiliar languages? In
this research, we use Tobii EyeX to collect eye movement data from 45
native-speakers while they watch different films, and propose appropri-
ate indicators to analyze their viewing behavior. To facilitate subsequent
data analysis, certain areas of interest (AOI), such as the caption region
and human face, are automatically detected using techniques including
Canny edge detector and Faster R-CNN.

Experimental results indicate that auditory language is the most criti-
cal factor. Subjects in Group #1 (English, Chinese, English and Chinese)
have a higher tendency to focus on the face area. Subjects in Group #2
(Chinese, English, Chinese and English) appear to read the subtitles
more often. The initial behavior seems to determine the viewing pattern
subsequently. For subjects in Group #2, preference for caption is clearly
observed than those in Group #1. This habitual preference continues
in follow-up movies, resulting in an immersion phenomenon. We also
observe that when unfamiliar texts appear, the subjects exhibit ‘escap-
ing’ behavior by avoiding the text region. It is worth noting that the
video at the beginning of Group #2 is the native language of the tes-
tee, and the result demonstrates that the subject develops preferences
toward viewing subtitles. Therefore, we can partially confirm that Tai-
wanese people have a certain degree of dependence on subtitles.

Keywords: Eye movement · Eye tracker · Subtitles

1 Introduction

As the cost of making video is getting lower and the platforms for sharing the
content have become prevalent, it is essential to understand the preference of
the audience to enhance overall user experience. Undoubtedly, the audience’s
viewing habit on broadcasting or cable TV can provide useful information. Take
the media and entertainment industry in Taiwan as an example, subtitles are
present in almost all TV programs and films. In addition to the regulation of
the Radio and Television Law [1], it’s beneficial to clarify the specific Chinese
characters that were spoken with subtitles, as observed in the following:
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1. Since Mandarin (Chinese) is one of the “tone” language [2], there exist dis-
tinct pitches of same pronounced syllable representing different lexical or
grammatical meanings.

2. Local accent and pronunciation affect the accuracy of information received
by the audience.

Under such long-term immersion, the spectators in Taiwan have regarded
captions as an integrated part of a video. Are Taiwanese more dependent on sub-
titles to appreciate the content of the film compared to people of other national-
ity? What happens if subtitles are removed or replaced by unfamiliar languages?
Does subtitles assist or interfere with auditory information? Finally, as the chan-
nel for video viewing has shifted to on-demand services such as YouTube and
Netflix, has the audience behavior changed?

To address the above issues, this research investigates how the presence of
subtitles, faces and auditory language in a video will affect viewer’s attention
based on eye-tracking data obtained during the viewing process. The contribu-
tions of this research are summarized below:

– We design an experimental protocol for collecting the viewing behavior of
participants. A total of 45 records containing eye-tracking information along
with the video content have been gathered, which can be used for the study
of subtitle reliance, as well as research regarding other areas of interest within
the whole video frame.

– We employ computer vision techniques to automatically detect the regions
that contain subtitles and human faces. These areas of interest are overlaid
with the eye-tracking data to examine viewer’s dependency on subtitles under
different settings.

– We identify the auditory language used in the film to be a key factor in
regulating viewer’s reliance on subtitles. For videos dubbed in Mandarin (the
mother tongue of most Taiwanese), viewers tend to pay more attention to
the subtitles. For videos dubbed in other languages, users pay more attention
to the face area. Such viewing preference carries over to the whole length
of the film, even when the dubbing language has been changed in between,
suggesting the formation of an immersion phenomenon.

The remainder of this paper is organized as follows. In Sect. 2 we review
related work, covering topics such as eye tracking and computer vision tech-
niques for text and face detection. Section 3 elucidates our experimental design,
including system workflow, data collection, pilot study, and evaluation metrics.
In Sect. 4, we compare and discuss experimental results. Section 5 concludes this
paper with a brief summary.

2 Related Work

Eye tracking devices record and measure the movement of pupils to obtain impor-
tant information such as fixation and saccade that reflect viewer’s attention or
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preference. Eye tracker has been widely employed in human-computer interac-
tion research, and serves as an indispensable tool in gathering user data for
quantitative analysis. The introduction of low-cost equipment including Tobii
EyeX and Eye Tribe has made this technology more accessible.

In [3], the authors collected and analyzed both gaze and mouse movement
data to perform usability study of various visualization tools. Liao et al. [4]
classified five type of reading patterns from fixation data using machine learning
techniques in an attempt to understand and evaluate the reading and learning
process. Both projects confirm the feasibility of acquiring reliable experimental
data using low-cost eye trackers. Built upon the past experience, we use Tobii
EyeX [5] to collect eye movement data while the subjects watch different films,
and analyze their viewing patterns using proper indicators.

O’Bryan [6] experimented with different media formats and presentation
styles. Based on eye tracking data, three modes of attention have been observed,
and the most appropriate settings for young viewers have been identified. Subti-
tles are not the only materials getting user’s attention. Instead, different viewing
patterns were perceived depending on the content being consumed.

Most traditional eye movement research employs fixed AOI to simplify the
experimental design. In this work, we focus on two dynamic AOIs extracted
using computer vision method, namely, the caption region and the human face.
These AOIs are automatically detected using techniques including Canny edge
detector [7] and Faster R-CNN [8]. After extracting all AOIs in the video, the col-
lected eye movement data can then be analyzed along with these dynamic areas.
Through the integration of macro and micro analysis, we can better understand
the subject’s preference and dependence on subtitles and other areas of interest
(such as faces).

3 Methodology

We employ eye tracking and object detection techniques to investigate viewing
behavior under different settings. Figure 1 depicts the detailed process of this
work. The experimental environment and settings are illustrated in Fig. 2.

Experimental materials need to be selected with great care to eliminate
unnecessary interference during the viewing process. We chose TED videos [9] in
this work as TED presentation usually features a single speaker without complex
background or animations. Captions in different language are also provided to
help spread the ideas outlined in the talk. Even so, there exist different genres
of TED video, and a pilot study has been conducted to explore whether the pre-
sentation style will have an impact on viewing behavior. Details of the formal
experimental design can also be crafted at this stage.
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Experimental StagePreprocessing Stage

Subtitle Area 
(static, dynamic: canny)

Eye Tracker Calibration

Watching the Video

Q & A

Have all the videos 
been played?

Eye Tracking Data

Yes

No

Faces Area
(dynamic: Faster R-CNN)

HeatMap (OGAMA) 

Analysis

Fig. 1. Overview of the analysis architecture

(b)

(a)

(c)

Fig. 2. The experimental setup. (a) The monitor for playing videos (b) Tobii EyeX (c)
The host for data collection
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3.1 Pilot Study

TED videos can be roughly categorized into two types:

1. Speech: features a single background with multiple perspectives, focusing
mainly on the speaker. An example is shown in Fig. 3-(a) [10].

2. Animation: contains frequent switch of diverse content. Figure 3-(b) [11]
belongs to this category.

Fig. 3. Two types of video on TED. (a) Speech [10] (b) Animation [11]

To quantify the difference between these two types of videos, we partition
the whole video frame into 3×3 blocks, as illustrated in Fig. 4. We then compute
the optical flow [12] in each sub-region. The amount of movement (or change in
video content) in one minute is accumulated and compared. Three other speech
type videos from [13–15] have also been analyzed. The results are demonstrated
in Fig. 5.

Fig. 4. Content update (a) Speech [10] (b) Animation [11]

The analysis indicates that animation type films exhibit much larger varia-
tions in the content at most sub-regions, except for areas 2, 5 and 8 which form
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Fig. 5. Average content change in one minute: (a) Speech type [10,13–15] (b) Anima-
tion type [11]

the central column of the picture. Frequent transitions in animations contribute
to more pronounced optical flow, resulting in possible switch of attention. To
restrict factors that can affect viewing behavior, we chose speech type TED
videos as our experimental materials.

3.2 Materials

In selecting the final TED presentations for our experiments, both the length
and the subject of the video are taken into consideration. The video must be
long enough to cover an entire topic, yet not too long in order to keep the viewer
focused. Two videos of length 6 min [16,17] and two videos of length 9 min [18,19]
are employed in this investigation. Figure 6 depicts the representative frames in
our selected films.

Fig. 6. TED videos used in the experiments. (a) How books can open your mind? [16]
(b) Forget shopping. Soon you’ll download your new clothes [17] (c) My 12 pairs of
legs [18] (d) Protecting twitter users (sometimes from themselves) [19]
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3.3 Area of Interest (AOI) Extraction in Videos

As the objective of this research is to investigate viewing behavior with the
presence of subtitles and human faces, we need to extract these areas of interest
in an efficient manner, as elucidated below.

Subtitle Area. We perform Canny edge detection [7] in each video frame and
estimate the bounding box covering the subtitles. We dilate the rectangle by 1
pixel in each direction to obtain the final subtitle area. As a reference, we employ
a conventional setting that defines the bottom 20% of the screen as the subtitle
region. The results are shown in Fig. 7.

Fig. 7. Extracting subtitle regions. (a) Retrieved dynamically from Canny edge detec-
tion results, as marked by a blue frame (b) Fixed area as marked by a cyan frame

Face Areas. Faster R-CNN [8], a robust two-stage object detection method, is
used to extract human faces in the video. Figure 8 demonstrates face detection
results in videos of various lighting conditions.

3.4 Experimental Design

Viewing behavior is our major interest in this research. However, we are also
concerned with non-visual cues that might affect user preference. In order to
investigate the auditory factor, the participants were divided into two groups. In
each video stage, the participant will not see any subtitles initially. After that,
English, Russian, and Chinese subtitles appear in the order listed in Table 1.

Eye Tracking Data Validity. As depicted in Fig. 1, we re-calibrate the eye
tracker before the start of each video in order to obtain high quality data.
Nonetheless, the tracker sometimes fails to capture the eye movement accu-
rately, generating invalid entry at certain time steps. If the overall invalid ratio
exceeds 0.2, the data from that particular subject will be excluded. Out of the
61 participants, a total of 45 valid records have been attained. Table 2 reports
the data validity in each experimental group.
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Fig. 8. Face detection using Faster R-CNN, as marked by the cyan frames. (a) Gray-
scale video [16] (b) Dark audience seating area [17] (c) Unevenly illuminated stage [18]
(d) Speakers in a projected screen [19]

Table 1. Experimental design for the participant

Video 1 Video 2 Video 3 Video 4

Auditory Group #1 English Chinese English Chinese

Language Group #2 Chinese English Chinese English

Video length 6-min. 6-min. 9-min. 9-min.

Subtitle language N∗ E∗ R∗ C∗ N E R C N E R C N E R C

** The subtitles of different language can be retrieved on TED.
N: None
E: English
R: Russian
C: Chinese

Table 2. Overview of eye tracking participants

Valid Invalid

Male Female Male Female

Group #1 22 13

15 7 8 5

Group #2 23 3

16 7 3 0

Total 45 16

31 14 11 5
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Behavior Indicators. Fixations on specific regions in a video frame indicate
user’s attention or interest. As the length and content of the videos vary, proper
indicators derived from the fixation data should be developed. Here we focus on
two metrics, namely, fixation count and fixation duration within different regions
of interest. Formal definitions are given as follows:

– Subtitle collision ratio (SCR): defined as the fixation count within the subtitle
area divided by the total gaze count.

– Subtitle duration ratio (SDR): defined as the gaze duration in the subtitle
area divided by the total gaze duration.

– Face collision ratio (FCR): defined as the fixation count within the face area
divided by the total gaze count.

– Face duration ratio (FDR): defined as the gaze duration in the face area
divided by the total gaze duration.

– Traditional text collision ratio (TTCR): defined as the fixation count within
the traditional text area divided by the total gaze count.

– Traditional text duration ratio (TTDR): defined as the gaze duration in the
traditional text area divided by the total gaze duration.

Using the above indicators, we can analyze the eye movement patterns and
viewing behavior of each participant. We also compute the heat maps using
OGAMA software [20], which provide a high level view of all users’ attention
area.

4 Experimental Results

This research attempts to examine viewer’s reliance on caption when watching
videos. On a micro-level analysis, we discuss changes in viewer’s attention using
correlation measure, within group and between group comparison On a macro-
level analysis, heat maps are presented and compared to reveal overall user
preference.

4.1 Results with Correlation

We compute the six behavior indicators defined previously and obtain their
correlations with respect to the English skill level, gender, test score (test is
given right after viewing the film) and the group number Table 1 for each video.
The results are summarized in Table 3.

The following observations are made:

1. In video #1, both subtitle and traditional text indicators exhibit weak to
strong positive correlation with grouping, suggesting that the viewers in
Group #2 (the dubbing language being Chinese) pay more attention to the
subtitles. On the other hand, indicators concerning face regions demonstrate
weak negative correlation, implying that users watching video dubbed in
English (i.e., Group #1 users) spent more time in the face area than those
who watched video dubbed in Chinese (i.e., Group #2 users).
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Table 3. Overall correlation

English level Gender

(1–3) (M = 1; F = 2) Score (0–4) Group (1 or 2)

Video 1

SCR 0.051 0.041 0.082 0.377

SDR −0.044 0.004 0.091 0.41

FCR 0.107 0.112 0.178 −0.281

FDR 0.129 0.068 0.207 −0.171

TTCR 0.066 0.017 0.089 0.371

TTDR −0.008 0.01 0.108 0.423

Video 2

SCR 0.059 0.045 0.286 0.489

SDR 0.024 0.059 0.22 0.424

FCR 0.179 0.176 0.238 −0.25

FDR 0.15 0.187 0.262 −0.158

TTCR 0.1 0.088 0.268 0.48

TTDR 0.048 0.106 0.193 0.397

Video 3

SCR 0.047 0.182 −0.041 0.158

SDR 0.051 0.233 −0.062 0.295

FCR −0.017 0.147 0.292 0.549

FDR −0.036 0.098 0.279 0.468

TTCR 0.074 0.186 −0.033 0.208

TTDR 0.082 0.232 −0.033 0.324

Video 4

SCR 0.117 0.065 0.175 0.418

SDR 0.105 0.032 0.149 0.338

FCR 0.147 0.387 −0.049 −0.27

FDR 0.188 0.388 −0.026 −0.191

TTCR 0.134 0.068 0.2 0.425

TTDR 0.116 0.034 0.172 0.345

corr. ≤ −0.5 : −0.5 < corr. ≤ −0.4 :

−0.4 < corr. ≤ −0.3 : −0.3 < corr. ≤ −0.2:

0.2 ≤ corr. < 0.3: 0.3 ≤ corr. < 0.4:

0.4 ≤ corr. < 0.5: 0.5 ≤ corr.:

2. In video #2, both subtitle and traditional text indicators still exhibit weak to
strong positive correlation with grouping. Notice that the dubbing language
has now changed from Chinese to English, suggesting that Group #2 viewers
spent more time on subtitle than Group #1 viewers. Face count indicator
shows weak negative correlation, implying that Group #1 users tend to watch
the faces more.
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3. In video #3, both subtitle and traditional text indicators still exhibits positive
correlation with grouping, although not as strong as those seen in videos #1
and #2. The dubbing language in this video has switched again, suggesting
that Group #2 viewers focused more on the subtitles than Group #1 viewers.
Face area indicators display strong positive correlation, implying increased
duration in the face regions for Group #2 viewers. As for the subtitle area,
the count has decreased, yet reliance on subtitles is still observed.

4. In video #4, similar results on the two subtitle indicators are again observed.
Face region indicators roll back to weak negative correlation, implying more
times spent on faces for Group #1 viewers. In addition, face indicators show
strong correlation with gender, implying that female participants focus more
on the face areas in this video.

The above discussions point to the presence of immersion phenomenon. That
is, initial viewing pattern will sustain even video content and dubbing language
have changed. Additionally, user attention is constantly fluctuating as a result
of changes in video content, dubbing or subtitle language. The consideration of
auditory is thus essential.

4.2 Within-Group Results

The discussion here is centered on the influence of subtitles that come in different
languages (Chinese, English, Russian or None) at different time intervals. To
exclude auditory factor, we report the results for each user group separately.
Figure 9 and Fig. 10 depict the change of attention in subtitle and face regions
for Group#1 and Group #2 subjects.

Fig. 9. Group #1 (Dubbing order: English-Chinese-English-Chinese) Within-group
trend: red for face indicators, blue for subtitle indicators and green for traditional
text indicators. (a) Video 1 (b) Video 2 (c) Video 3 (d) Video 4 (Color figure online)

Group #1 viewers focus more on the subtitle region when the dubbing lan-
guage is English (video 1 and 3) than when the dubbing language is Chinese
(video 2 and 4). Attention is persistent when the subtitle changes from Russian
to Chinese for the users in this group. Furthermore, in video 1 and 4, the viewers
focus more on the face area when the subtitle is Russian, an unfamiliar language
for all the participants in this research. Finally, the results indicate users’ lack
of attention when watching video 2.



388 W.-H. Liao et al.

Fig. 10. Group #2 (Dubbing order: Chinese-English-Chinese-English) Within-group
trend: red for face indicators, blue for subtitle indicators and green for traditional text
indicators. (a) Video 1 (b) Video 2 (c) Video 3 (d) Video 4 (Color figure online)

Subjects in Group #2 tend to pay more attention to the subtitles regardless
of the dubbing language except when the subtitle is presented in Russian. Face
indicators are similar to those observed for Group #1 users, except in video 3
where the indicators show a higher value. This explains the positive correlation
w.r.t. grouping as Group #1 users direct some attention to the subtitles while
Group #2 users focus more on face areas.

To summarize, indicators related to face regions are quite similar for both
groups. When no subtitle is present, users will generally focus on faces. When
English subtitle appears, the attention turns to the text area. When the subtitle
text changes to Russian (an unfamiliar language), attention is again shifted to
faces. Finally, Chinese subtitle attracts users attention back to the text region.
The levels of attention, however, are a bit different in the two groups. Is the
difference significant? Is the difference caused by the dubbing language? We will
explore these issues in the next subsection.

4.3 Between-Group Results with Auditory Language Factors

Statistical tests are administered to study the relationship between various
behavior indicators and auditory language. The results are summarized in
Table 4, from which we can look up the fixation count and duration in each
subtitle segment.

In video 1, significant difference in subtitle indicator can be confirmed
between two groups for Russian and Chinese subtitle segments. As Group #1
users are listening to English, Russian subtitle is regarded as irrelevant and the
attention switches to faces. Such significant difference carries on to the Chinese
subtitle segment, and become less apparent when English subtitle re-emerges.

In video 2, Group #2 subjects spend more time on subtitles in both English
and Chinese subtitle segments compared to Group #1 users. During English
subtitle segment, Group #1 subjects focus more frequently on face areas, which
is consistent with the correlation analysis reported in Sect. 4.1. However, the
overall viewing behavior in video 2 differs from that in video 2. If auditory
language indeed plays a crucial role, why do we see opposite results in video 1
and 2? The observed phenomenon may be attributed to the order of video and
subtitle presentation. After watching the first video, the subject might already
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Table 4. Auditory language groups test (2 tails)

Group #1 Group #2 Test

(μ/σ) (μ/σ) F T

Video 1

Sec. 1
(None)

FCR 0.155/0.031 0.144/0.031 0.8806 0.2909

FDR 0.173/0.034 0.174/0.041 0.4739 0.9283

TTCR 0.014/0.008 0.019/0.011 0.1099 0.1263

TTDR 0.008/0.004 0.013/0.008 8.2E − 04 0.016

Sec. 2
(Eng.)

SCR 0.117/0.062 0.135/0.037 0.0297 0.1697

SDR 0.062/0.035 0.078/0.024 0.0894 0.037

FCR 0.043/0.016 0.04/0.018 0.4086 0.501

FDR 0.043/0.023 0.038/0.02 0.5182 0.2865

TTCR 0.116/0.062 0.132/0.037 0.0255 0.189

TTDR 0.062/0.034 0.077/0.023 0.0775 0.0454

Sec. 3
(Rus.)

SCR 0.056/0.03 0.085/0.033 0.6774 3.1E − 03

SDR 0.035/0.027 0.061/0.033 0.4287 4.3E − 03

FCR 0.092/0.032 0.073/ 0.034 0.7069 0.0388

FDR 0.086/0.032 0.071/0.039 0.3822 0.1376

TTCR 0.046/0.029 0.069/0.032 0.7074 0.0108

TTDR 0.029/0.027 0.051/0.03 0.6325 9.6E − 03

Sec. 4
(Ch.)

SCR 0.066/0.037 0.095/0.037 0.833 7.3E − 03

SDR 0.04/0.03 0.06/0.027 0.7428 0.0127

FCR 0.093/0.033 0.076/0.033 0.8836 0.0592

FDR 0.073/0.031 0.059/0.03 0.941 0.1006

TTCR 0.07/0.038 0.1/0.037 0.9379 5.5E − 03

TTDR 0.043/0.031 0.066/0.028 0.6166 8.2E − 03

Video 2

Sec. 1
(None)

FCR 0.041/0.012 0.04/0.017 0.1306 0.6947

FDR 0.032/0.012 0.037/0.019 0.0413 0.3916

TTCR 0.013/9.8E − 03 0.013/8.2E − 03 0.3569 0.9046

TTDR 0.011/0.011 9.6E − 03/7.6E − 03 0.1055 0.6486

Sec. 2
(Eng.)

SCR 0.079/0.051 0.149/0.055 0.8354 9.5E − 05

SDR 0.043/0.027 0.078/0.031 0.5574 2.1E − 04

FCR 0.026/0.01 0.012/9E − 03 0.6533 6E − 06

FDR 0.021/9.5E − 03 8.4E − 03/8.4E − 03 0.5025 4E − 05

TTCR 0.072/0.054 0.144/0.056 0.9828 1.2E − 04

TTDR 0.039/0.029 0.077/0.032 0.7595 2.3E − 04

Sec. 3
(Rus.)

SCR 0.047/0.036 0.058/0.032 0.4582 0.2666

SDR 0.031/0.027 0.036/0.022 0.2594 0.4167

FCR 0.022/6.8E − 03 0.024/0.013 8.6E − 03 0.543

FDR 0.024/9.9E − 03 0.028/0.019 5.8E − 03 0.4473

TTCR 0.038/0.037 0.05/0.031 0.3835 0.2711

TTDR 0.026/0.029 0.031/0.021 0.1441 0.5578

Sec. 4
(Ch.)

SCR 0.075/0.042 0.108/0.034 0.3359 4.3E − 03

SDR 0.044/0.03 0.063/0.024 0.4117 0.0116

FCR 0.037/0.014 0.03/0.015 0.8656 0.1044

FDR 0.037/0.018 0.027/0.015 0.4531 0.037

TTCR 0.067/0.04 0.098/0.033 0.3351 5.1E − 03

TTDR 0.04/0.028 0.058/0.023 0.4335 0.0115

(continued)
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Table 4. (continued)

Group #1 Group #2 Test

(μ/σ) (μ/σ) F T

Video 3

Sec. 1
(None)

FCR 0.079/0.019 0.113/0.035 0.0147 3.7E − 04

FDR 0.085/0.025 0.11/0.045 0.0117 0.0326

TTCR 4.5E − 03/5.3E − 03 0.013/8.9E − 03 0.0302 6.2E − 04

TTDR 4.2E − 03/5.6E − 03 0.011/7.7E − 03 0.1744 3.7E − 03

Sec. 2
(Eng.)

SCR 0.13/0.064 0.124/0.042 0.0453 0.7247

SDR 0.081/0.043 0.086/0.03 0.0908 0.6561

FCR 0.027/0.017 0.057/0.025 0.0663 5.8E − −05

FDR 0.022/0.015 0.051/0.023 0.0503 2.4E − 05

TTCR 0.126/0.064 0.121/0.041 0.0342 0.7399

TTDR 0.078/0.043 0.082/0.03 0.0836 0.6707

Sec. 3
(Rus.)

SCR 0.042/0.027 0.055/0.021 0.1902 0.0676

SDR 0.031/0.021 0.042/0.021 0.9962 0.0619

FCR 0.03/0.013 0.044/0.02 0.0397 0.0129

FDR 0.028/0.012 0.043/0.024 2.3E − 03 0.0149

TTCR 0.046/0.028 0.06/0.022 0.2103 0.0582

TTDR 0.034/0.023 0.0464/0.022 0.93 0.069

Sec. 4
(Ch.)

SCR 0.083/0.045 0.107/0.035 0.2663 0.0328

SDR 0.053/0.038 0.085/0.034 0.5851 3.2E − 03

FCR 0.057/0.022 0.075/0.031 0.1002 0.0403

FDR 0.052/0.02 0.067/0.032 0.0283 0.1062

TTCR 0.085/0.045 0.11/0.035 0.3208 0.031

TTDR 0.054/0.038 0.087/0.034 0.6436 3.1E − 03

Video 4

Sec. 1
(None)

FCR 0.081/0.023 0.076/0.029 0.2841 0.4247

FDR 0.096/0.031 0.096/0.036 0.4799 0.9245

TTCR 4.1E − 03/6E − 03 8.2E − 03/0.01 0.0293 0.128

TTDR 3.1E − 03/5.6E − 03 5.8E − 03/7.7E − 03 0.1757 0.219

Sec. 2
(Eng.)

SCR 0.092/0.065 0.154/0.064 0.8579 3.2E − 03

SDR 0.046/0.035 0.084/0.04 0.6406 2.4E − 03

FCR 0.054/0.029 0.028/0.025 0.5443 1.1E − 03

FDR 0.047/0.032 0.023/0.023 0.1738 2.6E − 03

TTCR 0.091/0.064 0.154/0.063 0.8722 2.9E − 03

TTDR 0.046/0.035 0.084/0.04 0.6424 2.1E − 03

Sec. 3
(Rus.)

SCR 0.036/0.038 0.053/0.031 0.25 0.1185

SDR 0.027/0.033 0.035/0.025 0.1553 0.3945

FCR 0.105/0.041 0.09/0.046 0.4971 0.1694

FDR 0.108/0.042 0.099/0.059 0.0984 0.4535

TTCR 0.034/0.038 0.049/0.029 0.1726 0.1405

TTDR 0.025/0.032 0.032/0.023 0.1114 0.4167

Sec. 4
(Ch.)

SCR 0.064/0.034 0.092/0.038 0.6778 0.0141

SDR 0.041/0.027 0.054/0.028 0.9528 0.1016

FCR 0.051/0.022 0.037/0.023 0.61 0.0269

FDR 0.048/0.022 0.036/0.025 0.4197 0.0542

TTCR 0.063/0.034 0.09/0.038 0.772 0.0165

TTDR 0.04/0.028 0.054/0.027 0.8697 0.1007

Significant (α < 2.5%):
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have some familiarity of the subtitle sequence, and respond accordingly when
expected content shows up.

In video 3, we discovered a substantial increase in face area attention for
Group #2 subjects, resulting in significance for face indicators during English
and Russian subtitle segment. Additionally, subjects in Group #1 grow higher
attention in English subtitle segment. Overall statistics indicate that Group #2
users spend more time in the subtitle region that Group #1 viewers.

In English subtitle segment of video 4, Group #2 subjects focus more on
subtitles while Group #1 subjects pay more attention to faces. In Chinese sub-
title segment, Group #2 viewers switch attention to subtitles. This is similar to
the viewing behavior for video 1.

4.4 Heat Maps

We also compute the heat-maps using OGAMA software [20] and compare the
eye movement patterns between Group #1 and #2, as shown in Fig. 11.

Fig. 11. Heat maps analyzed by OGAMA [20]. Group #1: (a)(b)(c)(d); Group #2:
(e)(f)(g)(h); Video #1: (a)(e); Video #2: (b)(f); Video #3: (c)(g); Video #4: (d)(h)

The macro-level inspection shown above matches the analysis given in
Sect. 4.1. To reiterate, Group #1 users focus more on faces, while Group #2
users pay more attention to the subtitles (except for video 3). It should be noted
that the conclusions are drawn in accordance with the type of video chosen
for the experiment. Area of attention may change if other types of video are
employed.

5 Conclusion

We record eye movement data and study the viewing behavior of 45 participants
when videos containing different combinations of subtitle and dubbing languages
are presented.
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Experimental results indicate that auditory language is the most critical
factor. Subjects in Group #1 (English, Chinese, English and Chinese) have a
higher tendency to focus on the face area. Subjects in Group #2 (Chinese,
English, Chinese and English) appear to read the subtitles more often. The
initial behavior seems to determine the viewing pattern subsequently.

For subjects in Group #2, preference for caption is clearly observed than
those in Group #1. This habitual preference continues in follow-up movies,
resulting in an immersion phenomenon. We also observe that when unfamil-
iar texts appear (Russian), the subjects exhibit ‘escaping’ behavior by avoiding
the text region. It is worth noting that the video at the beginning of Group #2
is the native language of the testee, and the result shows that the subject devel-
ops preferences to read subtitles. Therefore, we can speculate that Taiwanese
audiences exhibit a certain degree of dependence on subtitles.

In future work, more types of AOI can be extracted using deep learning
approaches such as YOLO v4. The type, location, and area of these AOIs can
be analyzed in accordance with the eye movement data to dynamically monitor
what attracts the spectators’ eyeballs.
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1 Introduction

To rival the best in human simultaneous interpreting,machine translation needs to deliver
non-revisable translation with one second latency. Non-revisability is minimum require-
ment as one cannot listen to what is being said at the same time of listening to a revision
of what has just been said.

The one second latency is the highest level of human simultaneous interpreting. It
is considered by many even in the interpreting profession to be impossible to sustain.
Many interpreters working from English into Chinese routinely lag behind words heard
three seconds and more.

KL Simultaneous Interpreting (henceforth KLSI) however is one of a kind. It has
been developed by KL Communications Limited based in London – www.klcom.uk. Its
Founder Managing Director is Dr Kevin Lin OBE, the Official Interpreter of the UK
Foreign Office for twenty years and a co-writer of this paper.

KLSI is the culmination of twodecades of professional practicewith several thousand
days of simultaneous interpreting successfully delivered1. Subject matters interpreted
range from business, finance, education, health care, to law, technology, bioscience and
agriculture among many others.

Over the past two decades, it has trained several hundred Chinese graduates into
frontline professional interpreters through collaborative master degree programmes at
universities2 and vocational training courses3.

KLSI sets one second as the benchmark latency. To achieve that, it trains the human
brain to stop thinking and execute commands instead. It has developed a range of
formulaic techniques to be applied mechanically.

As the techniques are all word-based, KLSI has reduced simultaneous interpreting
to word resolution in the order they are heard within one second. As such, KLSI is more
akin to computing than translation.

This paper will present some of the key features and techniques of KLSI and explore
their implications for machine simultaneous interpreting. Four video recordings from
the World Economic Forum at Davos (henceforth WEF) will be referred to as evidence
as well as illustration of the points made in this paper.

The first recording is an interview of Jack Ma the Founder of Alibaba. It is in
English and available at: https://www.weforum.org/videos/davos-2015-an-insight-an-
idea-with-jack-ma. The second recording is the same interview but in ChineseMandarin
(henceforth Chinese) delivered by KLSI. It is available on Youtube at: https://www.you
tube.com/watch?v=WFxdLf2am1o.

The third recording is an interview of Richard Liu the Founder of JD.com available
from the official website of WEF at: https://www.weforum.org/events/world-economic-
forum-annual-meeting-2018/sessions/an-insight-an-idea-with-richard-liu.

The final recording is a speech by Hollywood movie star Leonardo DiCaprio at an
WEF award ceremony. It is available on Youtube at: https://www.youtube.com/watch?
v=5lSjR64A1tU.

Although only four video recordings, they are sufficiently representative of the kind
of interpreter mediated verbal communication this paper focuses on. Because of that,
they are robust evidence of the points made in this paper.

http://www.klcom.uk
https://www.weforum.org/videos/davos-2015-an-insight-an-idea-with-jack-ma
https://www.youtube.com/watch%3Fv%3DWFxdLf2am1o
https://www.weforum.org/events/world-economic-forum-annual-meeting-2018/sessions/an-insight-an-idea-with-richard-liu
https://www.youtube.com/watch%3Fv%3D5lSjR64A1tU
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2 KLMI Methodologies for English-to-Chinese Simultaneous
Interpreting

2.1 The One Second Latency

The benchmark latency is set at one second because that is the most common and natural
time lag in speech as well as conversation. As long as interpreting maintains the one
second latency, it will sound as if there were no gaps between when a word is heard in
the source language and when interpreted version is heard in the target language.

In the English version of the interview of JackMa, for example, when the interviewer
finished his question at 2’52”, Jack Ma replied at 2’53”. Although there was a gap of
one second, it sounded as if his reply followed the interviewer question without a pause.

In the Richard Liu interview, he listened through KLSI via his headset and answered
questions approximately two seconds after each question ended. The extra second was
caused by the interpreter having to switch the output channel between English and
Chinese on the equipment used. Without the delay caused by the equipment, the latency
of interpreting itself would have been just one second.

In the Chinese version of the Jack Ma interview, the one second latency by KLSI
can be heard quite distinctly. Even if one does not understand Chinese, one gets an idea
of how closely the Chinese version follows the English version audible underneath it.

In neither interview referred to above, the interpreter’s performance was perfect.
Simultaneous interpreting is like playing a live concert without having rehearsed.
There are factors beyond the control of the interpreter but impacting the interpreter’s
performance.

2.2 Convergence

Central to the one second latency is the concept of convergence. It describes the reality
that many English words require fewer translations than their number of definitions. The
issue of multiple meaning words is therefore overstated.

Take the word ‘for’ for example. The Oxford online dictionary provides a total of
thirteen definitions. They are however translated into only three terms in Chinese with
a fourth as null translation – when the word should not be translated.

In the following, bold and underline words each represents one of the three versions
of translation. The null translation is indicated by the word ‘Omitted’.

1 In support of – They fought for Napoleon.他们为拿破仑而战.
2 In respect of – She is responsible for the team.她为这个团队负责.
3 On behalf of – I got a present for you.我为你获得一个礼品.
4 Employed by – She is a tutor for Oxford University.她是为牛津大学工作的辅导
老师.

5 As a purpose of – Networks for the exchange of information.为交换信息的网络.
6 As reason of – Aileen is proud of her family for their support.爱玲为家人的支持
感到自豪.

7 As a destination – They are leaving for London.他们正在去伦敦. (Omitted)
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8 In place of – They have swapped these two bottles for that one.他们用这两个瓶
子换那个.

9 Charged as – Copies are available for £1.20.用1.2英镑可以得到拷贝.
10 In relation to the expected norm of – She was tall for her age.按年龄,她很高.
11 Indicating the length of – He was jailed for twelve years.他被监禁12年. (Omitted)
12 Indicating the extend of – He crawled for 300 yards.他爬了300米. (Omitted)
13 Indicating an occasion in the series of - The camera failed for the third time.照相
机第三次失败了. (Omitted)

KLSI exploits convergence. For one example, there are two equally viable transla-
tions in Chinese for the word ‘exciting’ –激动人心 and令人振奋. There is practically
no difference in the meaning of the two options. KLSI has designated the latter令人振
奋 as the choice of convergence as soon as ‘exciting’ is heard.

For another example, KLSI has assigned a default translation to a large number of
English words. The default for ‘visitor’ is到访者 instead of the potential range of来访
者,参观者,访客 and游客.

How KLSI achieves accuracy will transpire in the following sections.

2.3 Within Three Words

Central to one second latency is also the concept of interpreting within three words heard
at any given moment in time—a hallmark of KLSI. It requires the translation of word A
when hearing nomore than words A, B and C. There are specific commands for fulfilling
the requirement:

Command 1, if A can be translated without any help from B or C, it is translated on
its ownwithout taking into account of B or C. Once A has been translated, the wordcount
re-starts.

In the following, ‘we’ is translated as soon as heard.
We have been considering the importance of the project.

After translation, the word count re-starts so that ‘have’ becomes A. ‘been’ and
‘considering’ become B and C:

We have been considering the importance of the project.

Command 2, if A cannot be translated on its own, B will be taken into account. In the
above sentence, ‘have’ and ‘been’ are translatable together without taking into account
of ‘considering’:

We have been considering the importance of the project.

Command 3, if B is still felt insufficient for translation, C will be taken into account:
We have been considering the importance of the project.
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Command 4, if either A or B or C is a functional word without its own meaning such
as the article ‘the’ or preposition ‘of’, it is not counted as one of the three.

We have been considering the importance of the project .

A word is translatable on its own when its translation is not affected by any words
that follow. “We” is always translated as “we” is not affected by whichever word follows
it. A word is also translatable on its own when it has become clear what it should be
translated into up to that point.

In the example here, the moment the word “policy” is heard, it can be translated into
保单 - an insurance contract. There is no need to hear the next word.

Our insurance company phoned and told me that my policy was due for renewal.
The four Commands cover all eventualities of the English language. There are no

exceptions.
Within three words is underpinned by specially designed linguistic techniques to

ensure accuracy. The following sections will present some of these techniques used by
KLSI.

2.4 Co-texting

A co-text in KLSI refers to a word or words that determine the translation of another
or others. Given any English word, there is only a relatively very small number of very
stable co-text relationships. The most typical co-text are words that appear closely to
each other. In the following example:

Did you wipe the table?

The word ‘wipe’ is the co-text of ‘table’. Given that, table is translated into a piece of
furniture instead of a set of facts or figures systematically displayed. Sometimes co-text
is before the word to be translated. Sometimes after and within two words. It can also
be both before and after as in the following:

Did you wipe the table thoroughly?

Co-texting reduces an otherwise multi-option question into a binary decision. The
interpreter either translates into the co-text relationship identified or in the absence of
co-text, into the default version of the word in question. The technique of Defaulting
will be presented in the next section.

The example of ‘for’ is a case in point. The word is to be omitted in translation if it
is followed by the co-text of a noun denoting a location or measurement or duration or
the words that refer to time:
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The word should be translated into用 in Chinese if it is followed by the co-text of
an amount of money identifiable by the currency sign and/or a numeric number.

The word should be translated into按 in Chinese if it is proceeded by the co-text of
‘be + adjective’ and followed by a reference to age or a numeric number.

If none of the above co-text is present, the word ‘for’ needs to be defaulted into the
Chinese word为.

Given any English words, co-text is finite, exhaustive and formulaic as a result of
convergence. No thinking is required in its determination. One of the key properties of
co-text is its insensitivity to sentences. Co-text is identified from words heard earlier.
There is no reference to sentence demarcation. Here is an illustration–

Our premiums are competitive. This makes our policies attractive.
It is the co-text of ‘premium’ that decides for the interpreter that the word ‘policies’

refers to insurance contracts. Whether ‘premium’ is in the current or previous sentence
is irrelevant. The speaker may well have said instead –

Our premiums are competitive, and they make our policies attractive.
The fact that co-text is found across sentences in the first example but within the

same sentence in the second makes no difference to KLSI.

2.5 Defaulting

Defaulting is key to the resolution byKLSI ofmultiple definitionwords. It is the catch-all
translation when there is no co-text. The version used in such translation is the default.
It is often the result of convergence discussed in the previous section.

With a large glossary of defaults built over years of interpreting practice, a KLSI
trained interpreter does not think about how to translate aword. Instead, a binary decision
is made. If there is co-text, co-text it. If there is not, default it. It is a closed loop.

If a speaker says “The letter is about increasing the premium of our policy”, there is
a co-text of ‘premium’ for ‘our policy’. ‘Policy’ needs to be translated as an insurance
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contract. If however, the speaker says “we do need to consider our policy” and the
interpreter cannot recall an insurance co-text from words said earlier, ‘policy’ will be
defaulted into “a course of action or principle”.

Defaulting also helps resolve synonyms in English – a challenge in simultaneous
interpreting. There is simply no time for consideration when synonyms are used together
as in the following illustration:

It is important that the significant increase is taken into account as an essential
part of our planning.

The words in bold are difficult to distinguish in simultaneous interpreting from
English intoChinese unless defaulted.Many apparently difficult to distinguish synonyms
can be resolved effectively and efficiently through defaulting–

• main, major, important, significant, critical, vital, essential, fundamental
• amazing, fantastic, wonderful, great
• hundreds of such sets in the English language

To sum up the discussion so far, the One Second Latency and Within Three Words
form the frameworkofKLSI. The framework is underpinnedbyConvergence,Co-texting
and Defaulting.

The next two sections will present how KLSI is performed in real interpreting.

2.6 Sequential Translation

KLSI interprets English words heard into Chinese in the order they are heard and within
three words at any given moment in time maintaining one second latency throughout.
This process is enabled by a set of linguistic techniques. Four of the most frequently
used ones are –

• Repeat
• Replace
• Reverse logic
• SAI (Skip, Add, Insert).

All four techniques are formulaic to be appliedmechanically. Their execution is triggered
by pre-set commands. There is no thinking required.

Repeat. Repeat is an effective and mechanical way of resolving post-modifiers as well
as a range of English expressions or sentence patterns. Post-modifiers are English words
or phrases or clauses that modify a word or a phrase and are placed after the word or
phrase they modify. Hence the name.

The following provides one example of each of the threemain types of post-modifiers
underlined for clarity. The bold words are the part being modified and arrows indicate
the modifying relationship.
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They finished the work quickly.

The children with flowers in their hands are from London. 

The children that we saw earlier are now here. 

In Chinese, modifiers are usually placed before the word or phrase they modify.
In that sense, they are pre-modifiers. In conventional translation, the post modifiers in
English need to be brought forward and translated into pre-modifiers in Chinese.

Instead, KLSI repeats the word or phrase being modified. The examples earlier will
be translated into the following - the second word in bold is the repeat.

In addition to post-modifiers, the technique of Repeat can be used to resolve a range
of linguistic issues. The Chinese equivalent of ‘there is/are’ for example comes after the
location. Conventional translation would require reversing the order and placing ‘there
is/are’ after the location. With Repeat, KLSI translates ‘there is/are’ as it is heard and
repeat it after the location is heard.

If ‘the garden’ is followed by its own post-modifier, the same technique of Repeat
applies –

The string of ‘how+ adjective’ as in ‘how important…’will also require restructuring
in Chinese. That too can be avoided by Repeat –

There is significantly more use of the Passive Voice in English than in Chinese.
Conventional translation would require restructuring. Repeat avoids that.
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The technique of Repeat is triggered by key words. They are finite, exhaustive, and
no more than about twenty. When hearing one, KLSI repeats the word or phrase in
question. The execution is formulaic and mechanical. No thinking is required.

Replace. Replacemeans to replace a prepositionwith a verb. This enables the interpreter
to repeat the verb at the beginning of a preposition clause instead of at its end as is the
case in Repeat. It improves the quality of output and saves time.

There are several applications of Replace. The first is the default - replace the prepo-
sition with the same verb as used earlier. In the illustrations provided here, there are two
versions in Chinese for comparison. The first version uses Repeat. The second version
uses Replace.

Here is another –

A second application of Replace is preferred when the verb has to do with quantity
or numeric numbers – speed, growth or measurement. In this application, the preposition
is replaced by the Chinese word denoting ‘reaching’ –达到.

Whilst the technique of Repeat works in practically all situations, Replace works in
only some. It nevertheless significantly reduces repetition given any length of speech.

Reverse Logic. This refers to a formula that translates an English word or phrase into a
version in Chinese that is its opposite in logic. This eliminates the need for restructuring
required in conventional translation.

When ‘before’ or ‘after’ leads a clause in the second half of a sentence, conventional
translationwould require the clause to be brought forward to the first half of the sentence.
Having already translated the first half of the sentence and when hearing ‘before’ or
‘after’ leading a clause, KLSI will translate ‘before’ into ‘after which’ –之前 and ‘after’
into ‘before which’ –之后. Here is one example of each.
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The technique of Reversing the Logic is used with less than a handful of specific
words. Another one is ‘never’ and in a small number of cases. When it is followed
immediately by either ‘stop’ or ‘seize’ or ‘pause’, KLSI will translate the two words
together into ‘always’.

Thereafter, if it is followed by ‘to be’ plus an adjective, the adjective is translated
after reversing the logic:

If ‘never stop’ is followed by ‘to do something’, KLSI will insert the Chinese word
‘not’不 and then translate ‘do something’:

The technique of Reverse Logic is formulaic. It does not require thinking. As soon
as the trigger words such as ‘never stop’ are heard, the technique is applied.

SAI. SAI stands for Skip, Add and Insert. Being the most sophisticated technique in
KLSI, it resolves many otherwise sentence level issues by dealing with words only.

SAI can be used to resolve the issue of a modifying clause instead of Repeat to
achieve better quality output. In an earlier example -

The children that we saw earlier are now here.

When hearing ‘children’, the interpreter will have heard ‘…that we…’. It is clear by
now that this is a post-modifying clause. The interpreter skips ‘children’ to interpret the
modifying clause. At the end of the clause, the interpreter adds the Chinese word的 to
indicate this is a modifier before inserting the word ‘children’.

If the post-modifier is an Advert modifying a verb and is within three words of the
verb, SAI can also be used. There is no need to add any words. KLSI will skip the verb
initially but insert it after the post-modifier -

Comparatives. When a sentence contains a comparison, conventional translation will
require re-structuring. SAI turns the sentence into a narrative statement instead -

The formula is such that as soon as ‘more …’ is heard, it is skipped and the word
‘very’ is added. Subsequent words are translated as they are. When reaching ‘than’,
the skipped word ‘more’ is inserted. The formula is triggered by the word ‘more’ and
executed mechanically. No thinking is required.
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The same methodology is applied to the translation of ‘…less…than…’. If ‘less’ is
followed by an adjective or adverb –

If ‘…less…than…’ is followed by a noun or ‘the’ or ‘a’ that proceed a noun -

The linguistic techniques presented so far is not a complete list from KLSI but a
selected few. They are meant to demonstrate how some of the most impossible hurdles
in simultaneous interpreting are resolved through mechanical application of formulaic
techniques. The next section will demonstrate how KLSI sequentially translates a chunk
of speech with one second latency.

2.7 KLSI Demonstration

A 56” video recording of from the World Economic Forum at Davos in 2016 is selected
for the demonstration. The video is available on Youtube1. The transcript is here (17” to
1’13” of the video) –

There is no doubt to the world scientific community this is a direct result of human
activity and the effects of climate change will become astronomically worse in the future.
Last week President Obama told those who continue to deny the irrefutable science
behind climate change they will find themselves increasingly lonely. But studies also
show us that those who deny the reality of climate change will also find themselves less
economically successful. We simply cannot afford to allow the corporate greed of the
coal, oil and gas industries to determine the future of humanity. Those entities with a
financial interest in preserving this destructive system had denied and even covered up
the evidence of our changing climate.

It is essential to bear in mind that listening to live simultaneous interpreting is very
different from reading its transcription in text. What sounds coherent and smooth in
listening may appear to be awkward when read in a transcript. Therefore, to get an idea
of what it would have sounded like, one needs to read the transcript out loud.

Given theChinese language in text looks farmore compact than its English equivalent
with the same font size and line spacing, hyphens are used to connect Chinese words that
are said continuously in the following presentation. This is to avoid the misimpression
that there are gaps between those words. Real pauses in interpreting are shown by blank
spaces.

For illustration, Repeat is highlighted in bold SimHei. SAI with underlining.
‘Less…than…’ is in italics. Replace in bold italics. Words that are not highlighted
are interpreted without any particular techniques applied. The breaking of a sentence is
due to the limited width of a page. The speech is continuous.

1 https://www.youtube.com/watch?v=5lSjR64A1tU.

https://www.youtube.com/watch%3Fv%3D5lSjR64A1tU
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3 Computational Linguistics Methods Corresponding to KLSI
Methods and KLSI-Based Training Corpus Preparation
to Enable Short Latency and Non-revisable Simultaneous
Machine Translation

Computational Linguistics answers linguistic questions using computational tools.
Section 3.1 describes computational methods related to KLMI techniques.

Simultaneous machine translation aims to maintain translation quality while min-
imizing the delay between reading input and incrementally producing the output.
Section 3.2 discusses a rule-based approach to establishing a customized training corpus
reflecting the KLSI sequential translation techniques (e.g. repeat, replace, reverse logic,
and SAI) for a simultaneous machine translation system.
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3.1 Computational Linguistics Methods

In this section, we identify computational methods related to KLMI techniques. Some
of these methods have existed for a long time and can be used to achieve similar
performance. Some methods can be improved by applying KLMI principles.

Wait-k Policy for Simultaneous Machine Translation. The mainstream machine
translation platforms (e.g. Google Translator or Bing Microsoft Translator) aim towards
written text translation, meaning they are only suitable for full-sentence translation and
do not work well in simultaneous translation scenarios where the input text is made
incrementally available. Another major challenge is the diverging word order between
the source and target languages (e.g. post modifiers in English versus pre-modifiers in
Chinese).

Reference [2] summarized several computational approaches to address the waiting
and latency for simultaneous translation:

(1) Baseline: waiting until the whole sentence finishes which is not practical for
simultaneous translation.

(2) Wait as long as it is necessary: for example, wait until the post-modifier is spoken.
(3) Wait-k policywith anticipation: translates concurrentlywith the source sentence, but

always k words behind. It predicts the word that has not been said based on patterns
learned from a training set. If the prediction is wrong, this approach produces
nonsensical translation.

(4) Wait-k policywithout anticipation: translates concurrentlywith the source sentence,
but always k words behind.Without prediction, this approach produces nonsensical
translation when there is a diverging word order problem.

KLMI emphasizes one-second latency and at most being three words behind. That
is a Wait-3 policy. KLMI, however, avoids anticipation/prediction, instead relying on
other tactics such as repeat, replace, reverse logic, and SAI. Guessing in the sense of
anticipating is likely to be wrong if words are said out of context—in reality, words
being said out of context is a typical feature of live speech – conversations. Also, in
live speech, speakers often say a word and then explain what it means—Context is
provided afterwards instead of beforehand. Guessing is likely to be wrong if a speaker
uses language differently frommost other people. Guessing is statistical. 1% in statistics
can be 100% error when given a speech.

Table 1 compares the time lag between using and not using KLSI—the approach
of waiting as long as necessary without guessing. Each row represents what non-KLSI
tends to require before translation can begin.

Timing is based on a speaking speed of three words per second. Therefore, a latency
of 0.33” means translation is just one word behind. A latency of 1” means translation is
three words behind. For example, Row 2 shows non-KLSI needs to wait for 10 words
before translation.

Table 2 is an as-being-translated view of Table 1. Each row is a decision to ‘translate’
instead of ‘waiting’ for more. The KLSI techniques used are provided in brackets when
applied.
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The target paragraph is a speech by a senior executive of theVisa credit card company
aboutChina: “Throughout the financial crisisChinahas provided leadership in the region
and its continued economic stability will be critical to the region and indeed the world.
Let me begin today by reflecting on China’s recent economic reforms before moving
on to discuss the role of consumer spending in helping China meet its economic goals.
No matter how often I revisit Shanghai, I never cease to be amazed with the level of
a construction, changing the renewal that is occurring here. Visa is the clear industry
leader. Visa cards have more market share than all other car brands combined.”

This example illustrates the benefits of KLSI over non-KLSI in terms of latency
minimization: on average, the KLSI reduces the latency by 75% by applying various
techniques and avoiding guessing.

Table 1. Time lag comparison between using and not using KLSI.

Row Speech KLSI Non-KLSI Faster by

1 Throughout the financial crisis 0.33” 1.33” 1”

2 China has provided leadership in the region and 1” 2.33” 1.33”

3 its continued economic stability 0.33” 1.33” 1”

4 will be critical to the region and indeed the world. 1” 3.33” 2.33”

5 Let me begin today by reflecting on China’s recent
economic reforms

1” 4” 3”

6 before moving onto discuss the role of consumer
spending in helping China meet its economic goals.

1” 4” 3”

7 No matter how often I revisit Shanghai 0.33” 2” 1.66”

8 I never cease to be amazed with the level of
construction, change and renewal that is occurring
here.

1.33” 5” 3.66”

9 Visa is the clear industry leader 0.33” 1” 0.66”

10 visa cards have more market share than all other card
brands combined.

0.33” 4” 3.66”

Convergence. The concept of convergence in KLSI states that many English words
can be mapped to several possible Chinese words. A similar concept was well-known
in rule-based and statistical machine translation [3, 4]: a word in a source language
can be mapped to several possible words/phrases in a target language, and probabilities
can be associated with every possible mapping. This applies to both word-based and
phrase-based systems.

Co-texting. Co-text is conventionalized, idiosyncratic combinations of words that
appear closely to each other. In the field of phraseology such word combinations are
sometimes called phrasemes, while the computational linguistics community uses the
term multiword expressions for them[5]—both can be found using statistical methods
from corpora—for phrase-based machine translation [4].
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Table 2. Time lag comparison between using and not using KLSI (as-being-translated view).

KLSI Non-KLSI

Throughout Throughout the financial crisis

the financial crisis

China China has provided leadership in the region

has provided

leadership

in the region (Replace)

and and its continued economic stability

it’s

continued

economic

stability

will be critical will be critical to the region and indeed the world.

to the region (Replace)

and indeed

the world.

Let me begin Let me begin today by reflecting on China’s recent economic
reformtoday

by reflecting on

China’s

recent

economic

reform

before (Reverse Logic) before moving on to discuss

moving on

to discuss

the role of (Skip) the role of consumer spending in helping China meet its
economic goals.consumer spending

in helping

China

meet

it’s

Economic

goals. (Add and Insert)

(continued)
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Table 2. (continued)

KLSI Non-KLSI

No matter No matter how often I revisit Shanghai,

how often

I

revisit

Shanghai,

I I never cease to be amazed with the construction, change and
renewal that is occurring here.never cease (Reverse Logic)

to be amazed

with the construction (Replace)

change

and

renewal

that is occurring here. (Repeat)

Visa Visa is the industry leader.

is

the industry leader.

Visa Visa cards have more market share than all other car brands
combined.cards

have

more market (Comparative)

share

than

all other

Card

brands

Combined.

However, there are three key differences between phraseme and co-text. The first one
is that whilst co-text is an issue between two languages, phraseme is always within just
one given language. The second difference is that phraseme is about the summeaning of
its component words whereas co-text is about how one word is to be understood given
the presence of another. The meaning of a phraseme is either different from the meaning
of its component words (they turned up) or more detailed or stronger than the meaning
of its components (infinite laugh). Co-text does not have a meaning of its own. The final
difference is that words forming a phrasememust occur together whereas words forming
a co-text is frequently across several words and often across sentences.
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For neural machine translation [6], the representation of the source sentence and the
representation of the partially generated target sentence (translation) at each position are
referred to as source context and target context [7]. Due to the unique characteristics of
simultaneous translation, co-text can be regarded as the constrained context containing
only the few words to the immediate left of the word for translation and no more than
three words to its right (Wait-3). For simultaneous machine translation, the limitation of
only a fewwords to the immediate left can be relaxed because, unlike humans, a machine
has no cognitive limitations. On the other hand, the Wait-3 rule to the immediate right
still needs to be maintained. The generation of a target word is determined jointly by the
constrained source context and target context.

3.2 Customized Training Corpus for Simultaneous Machine Translation
Reflecting KLSI Sequential Translation Techniques

For previous work in simultaneous translation, whether they were full-sentence based
[8, 9] or following a prefix-to-prefix framework [2], they all relied on word prediction to
overcomeword-order difference (Wait-k policy with anticipation). But as we pointed out
before, the prediction/guess method is error prone. A better approach is to adopt KLSI’s
Wait-k policy supported by sequential translation techniques (repeat, replace, reverse
logic, and SAI). By adopting these techniques, we can avoid error-prone predictions.

For data-driven machine translation (statistics or neural MT), there has been some
works on domain customization. Such customization includes terminology, formatting
and some syntactic idiosyncrasies [10]. To incorporate KLSI’s sequential translation
techniques, we need to have a customized training corpus to reflect these techniques.

Commercial machine translation requires at least several gigabytes (or millions) of
language pair documents for the training. It is not realistic to obtain enough parallel texts
in English and Chinese reflecting KLSI techniques in order to train a neural machine
translation system. On the other hand, a lot of parallel texts exist without reflecting KLSI
techniques. We propose to use a rule-based approach to modify available parallel texts
using KLSI rules in order to generate a large enough KLSI-based corpus (Fig. 1). Table
3 illustrates some of the conditions to apply the rules.

Fig. 1. KLSIRule-based approach tomodify available parallel training corpus in order to generate
a revised KLSI-based corpus and enable short-latency and non-revisable machine translation.
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Table 3. Conditions to apply sequential translation techniques.

KLSI sequential translation techniques Conditions to apply the rules

Repeat Key word detection: prepositions

Replace Keyword detection:
1. Verbs and prepositions
2. Verbs associated with quantity or numeric

numbers – speed, growth or measurement

Reverse logic Keyword detection: ‘before’ and ‘after’ leading a
clause, or ‘never’ when it is followed immediately by
either ‘stop’ or ‘seize’ or ‘pause’

SAI Keyword detection
1. That/who/whom followed by an Article or

Adjective or Noun
2. ‘…more…’ or ‘…less…than…’

4 Conclusion

Simultaneous machine translation aims to maintain translation quality while minimizing
the delay between reading input and incrementally producing the output.

The KL Simultaneous Interpreting (KLSI) is a set of methods developed by human
experts to deliver non-revisable translation from English into Chinese with one second
as the benchmark latency. To achieve this, it trains the human brain to stop thinking
and execute commands instead. It has developed a range of formulaic techniques to
be applied mechanically. This paper presents some of the key features and techniques
of KLSI and explores their implications for machine simultaneous interpreting. The
KLSI techniques include convergence, the concept of interpreting within three words
heard at any given moment in time, co-texting, defaulting, and sequential translation
techniques such as repeat, replace, reverse logic, and SAI (Skip, Add, Insert). Multiple
English-to-Chinese examples and video recordings are listed in the paper to illustrate
the KLSI features and techniques. In the second part this paper, we describe computa-
tional methods related to KLSI techniques: Wait-k policy with and without anticipation;
word-based and phrase-based alignment and mapping; constrained context for neural
machine translation. Commercial machine translation requires at least several gigabytes
(or millions of words) of language pair documents for training. It is not realistic to obtain
enough parallel texts in English and Chinese reflecting KLSI techniques in order to train
a neural machine translation system. However, a lot of parallel texts exist that do not
reflect KLSI techniques. We propose to use a rule-based approach to modify available
parallel texts using KLSI rules in order to generate a large enough KLSI-based corpus.
The main contribution of this paper is to propose a novel rule-based approach—with
the rules reflecting human interpretation traits—to revise training corpus to enable short
latency and non-revisable machine translation.
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Abstract. High quality depth images are required for stable and accu-
rate camera tracking and 3D modeling. The method to improve the depth
image quality using deep learning requires large and accurate datasets
in advance. Datasets created by Middlebury Datasets which are typi-
cal depth image datasets do not always represent the feature of noise
caused by depth cameras, and the number of datasets is not enough. In
this study, the method for creating datasets for deep learning was devel-
oped and evaluated. The proposed method can improve the accuracy of
the distance for each pixel by aligning the positions of pixels that cap-
ture the same part of the real world with multiple frames. In addition
to super-resolution and denoising, the images are preprocessed such as
patch division and data augmentation to eliminate the holes in correct
depth images. By using this method, large number of real environment
datasets can be automatically created. Two neural networks using Mid-
dlebury datasets and the datasets generated by the proposed method
were trained respectively, and produced high quality depth images with
them. In order to compare the Middlebury Datasets and the proposed
method, we visually evaluated the hole filling and the smoothness of
edges and surfaces of objects from the results. The result showed the
network using the datasets created by the proposed method can remove
noise rather than that using Middlebury Datasets since they include
noise features caused by the performance limits of depth cameras.

Keywords: Depth image · Noise removal · Super-resolution · Deep
learning

1 Introduction

Depth images can be acquired by depth cameras and applied to various computer
vision technologies such as camera tracking [1] and 3D modeling [2]. Depth
c© Springer Nature Switzerland AG 2021
H. Degen and S. Ntoa (Eds.): HCII 2021, LNAI 12797, pp. 413–426, 2021.
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images captured by depth cameras are often noisy and have low resolution. There
are several methods to improve the quality of depth images: using only the depth
image to reduce noise by bilateral filter [3], using the RGB image by trilateral
filter [4], or dividing the space into three-dimensional grids and projecting the
depth image onto the grids by tracking to remove noise from each grid, as in
KinectFusion [5]. Recently, deep learning has been widely used to improve the
quality of depth images. This method can improve the accuracy of depth images
on a voxel-by-voxel basis from only one set of RGB images and depth images. In
order to utilize this method, it is necessary to prepare a dataset of low quality
depth images (low resolution and degraded by noise) and correct images (high
quality depth images) as input images for training the network in advance.

Datasets of a deep learning for depth images processing are often created
based on Middlebury Datasets [6–9] which are typical depth image datasets. In
the datasets, low quality depth images are created by adding noise that simulates
the degradation caused by depth cameras to the correct images of the datasets
[10]. However, this noise does not have the features that would be found in
real depth cameras. If we use it as datasets for deep learning that processes
depth images obtained by shooting the real environment, it will learn wrong
noise features and will not produce depth images that correctly represent the
environment. In addition, there is also a problem that the number of published
datasets is small [11].

On the other hand, if the dataset is created directly from depth images
captured by depth cameras, it is necessary to create a high quality depth image
as the correct image. However, when using the existing noise reduction filter
such as [3,4], the details of the depth image are not enough accurate. In the
case when removing noise for each 3D grid such as KinectFusion, the number of
grids increases as the resolution increases, and the processing at high resolutions
requires a lot of memory and computation time.

The purpose of this study is therefore to propose a new dataset creation
method to replace Middlebury Datasets as a deep learning dataset for improving
the quality of depth images of real-world environments, and to evaluate the
usefulness of the proposed method. Using this method, it will be possible to
produce a large number of accurate and high-resolution correct images with
little effort, which will improve the performance of improving the quality of
depth images using deep learning.

2 Proposed Method of Creating Datasets

2.1 Overview

Figure 1 shows the process flow of the proposed dataset creation method. In the
proposed method, high quality depth images are created from the depth images
captured by depth cameras. In this process, tracking is applied to infer the
position and orientation of the camera when each image was taken. Then, after
preprocessing to bring edges closer to the real ones, image resolution increases
and noises of depth images are removed. Then, in order to eliminate the holes
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in depth images unsuccessfully created by the super-resolution and denoising,
the images are preprocessed such as patch division to separate images and data
augmentation to increase the number of data.

Fig. 1. Process flow of the dataset creation method.

2.2 Tracking Depth Images

In the creation of high-quality depth images, multiple frames are processed by
aligning the pixels that capture the same part of the real world to reduce noise
and interpolate between pixels. Therefore, it is necessary to estimate the camera
pose in each frame by tracking.

This method applies our original natural feature-based tracking [12], which
does not require any special equipment and can be used in a wide range. By using
this tracking method, the relative positions of feature points and the camera are
determined by feature point matching (ORB feature base [13]), which finds the
combination of feature points with similar features among images. Then, the
camera pose of all the images is estimated using Perspective-n-Point problem
solver in the order of capture. Finally, Bundle Adjustment is applied to reduce
the error of camera pose. Since this method cannot track images with very large
blur or noise, such images are excluded from the dataset beforehand.

2.3 Preprocess of Depth Images

In areas which include large distance change, such as the boundary between
two objects, it is difficult to obtain accurate infrared reflections from the depth
camera, and measurement errors of the depth camera are likely to be large. In
particular, depth images captured by the structured light depth camera (Xtion
PRO LIVE [14]) used in this study do not measure the boundaries of objects
correctly, and the objects in the foreground tend to appear larger than they
actually are. Since the size of the captured area per pixel varies depending on
the distance between the object and the camera, the edge pixels are deleted
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according to the depth value. Specifically, the depth value which is over 5 m is
not deleted, but the number of pixels to be deleted increase by one as the object
approaches the camera by 1 m. This preprocessing brings the edges closer to the
actual ones of the object, and the denoising process after this process attempts
to obtain accurate distances.

2.4 Noise Reduction

In the method of our noise reduction, TSDF (Truncated Signed Distance Func-
tion) [15] of the grid is calculated for each pixel of the target depth image by
using multiple sets of RGB images and depth images before and after the tar-
get image. First, the space on the pixels of the target depth image into equally
spaced grids is divided, as shown in Fig. 2. Then, the 3D point of the grid to
be evaluated are projected onto all images before and after target image using
the tracking results. From the depth value of the projected pixel, the 3D coor-
dinates of the point indicated by the pixel are calculated. TSDFs of these 3D
coordinates and the 3D coordinates of the grid are calculated, and the sum of
TSDFs is calculated for only those projections whose absolute value is less than
a threshold value (30 mm in this study), and the sum is used as the evaluation
value of the grid. We suppose that the boundary of an object is at the point
where the positive and negative values of the grids are switched, as shown in
Fig. 3. Then, the point with the evaluation value of zero is obtained by linear
interpolation by using the evaluation values and the 3D coordinates of the two
grids whose signs are different, and the distance between the point and the focal
point of the camera is used as the new depth value of the pixel.

As shown in Fig. 4, when there are multiple points with zero evaluation val-
ues in the space of pixels, intensity images converted from RGB image are used
in order to select the correct boundary. In the same way as above, the 3D coor-
dinates of the grid are projected onto the intensity images taken before and after
the target image, and the average of the intensities of the projected pixels is cal-
culated to be the intensity of the grid. Then, the intensity of the grid located at
the boundary of each object is compared with the intensity of the target pixel in
the target intensity image corresponding to the target depth image, and the grid
with the closest intensity value is selected. The above processes are performed
repeatedly for all captured depth images to gradually improve the quality of
depth images.

2.5 Super-Resolution

In this method, super-resolution can be achieved by the same process as the
method of the noise reduction. In the process of the noise reduction, the target
pixels that already existed in the depth image are processed. However, in the
super-resolution, the resolution can increase by creating new pixels between the
existing pixels and processing them in the same way as in the noise reduction.
For each pixel including the newly created pixel, the linear space on the pixel
is equally divided into a grid, and the boundary of the object is searched using
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other images before the resolution increases. Then, the obtained depth value is
used as the depth value of the newly created pixel.

Fig. 2. Process of dividing into a grid and obtaining TSDF.

Fig. 3. Process of calculating distance from the evaluation value of the grid.
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Fig. 4. Process of improving accuracy of edges by using intensity images.

2.6 Example of Processing Result of Depth Image

Figure 5 shows an example of the result of processing a depth image taken by
Xtion PRO LIVE in the Fugen Decommissioning Engineering Center of the
Japan Atomic Energy Agency (JAEA). In this example, the magnification of
the super-resolution is 2×, the total number of pairs of before and after images
used in the denoising process is 20, the grid space is 10 mm and the number
of denoising iterations is 10. In the processed depth image, edges are smooth,
and the holes near the boundary of objects have been filled. It can be seen that
by improving the accuracy of the distance, the surface of the tank, which was
uneven in the image before the process, has become smoother.

Figure 6 shows an example of the result of converting the processed image
into a point cloud. The point cloud in Fig. 6 shows the tank seen from below in
the RGB image on the left side. In the processed point cloud, we can see that
the number of points has increased, so the resolution has increased. The surface
of the tank in the point cloud before process is stepped, while the surface in the
processed point cloud is smooth. As shown in the small bumps on the surface
of the tank (in the red circle in Fig. 6), they are clearly defined in the processed
point cloud.

Since each pixel is processed independently, this method is suitable for mul-
tiprocessing using GPU, and we have parallelized the processing using GPU.
The average time to process 500 depth images of resolution 640× 480 using the
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PC (CPU: Corei7-9700K, memory: 64 GB, GPU: NVIDIA GeForce RTX 2070
SUPER, OS: Windows 10 Pro 64 bit) for five different image sets was 6681.9 s.
It takes about 13 s per frame to create a high-quality depth image. Since dataset
creation can take a lot of time before training, this method cannot be used
for purposes that require real-time processing such as tracking for augmented
reality, but it is practical enough to be used for dataset creation.

Fig. 5. Example of processing result of a depth image, from left to right: RGB image,
depth image before processing and processed depth image.

2.7 Data Selection and Preprocess

Depth images are selected at regular frame intervals from the processed depth
images in order to avoid including data with close frames in the dataset. The
edges of the image are removed as they may have holes in the depth images
to be processed. Then, as shown in Fig. 7, the image is cut into smaller images
(patches) and the patches with large holes deleted. In the patch division, the
image is split so that the neighboring patches are half covered. In the patches,
the existing holes are filled by inpainting of OpenCV. For data augmentation, the
patches are rotated with 90◦, 180◦, 270◦ and flipped them upside-down to obtain
8 more images. These preprocessing steps are performed on all of RGB images,
the depth images before the quality enhancement process and the processed
depth images.

3 Evaluation of the Proposed Method

3.1 Overview

In the evaluation, we compare the processing results using the Middlebury
Datasets, which are widely used as deep learning datasets for depth image pro-
cessing, and the datasets created by the proposed method. The images used for
the datasets of the proposed method and the evaluation were taken by Xtion
PRO LIVE in the Fugen Decommissioning Engineering Center of the Japan
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Fig. 6. Example of processing result of point cloud, top: point cloud before processing
and bottom: processed point cloud. (Color figure online)

Fig. 7. Example of patch division and deleting patches with large holes.

Atomic Energy Agency. RGB images were converted to intensity images as the
inputs of the network. The intensity of intensity images is represented by 8 bits
and the depth by 16 bits, and these scales need to be unified for training. Since
the maximum depth of the captured depth images was 10,000, the depth was
divided by 10,000 and the intensity by 255 so that the values of both depth
and intensity were unified to be 0 to 1. Because the depth of the Middlebury
Datasets is expressed in 8 bits, the depth was divided by 255 to unify the value
scale. After we trained each network using the Middlebury Datasets and the
datasets created by the proposed method, we processed the depth images using
the trained network and evaluated the results. In the evaluation, it is difficult to
obtain true depth images that accurately represent the real environment, so it is
not possible to evaluate quantitatively. Therefore, depth images processed using
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deep learning were evaluated subjectively. We use a PC (CPU: Corei7-9700K,
memory: 64 GB, GPU: NVIDIA GeForce RTX 2070 SUPER ×2 NVLink SLI,
OS: Windows 10 Pro 64bit) using Python 3.7.7 and TensorFlow 2.1.0 for training
the network and predicting the depth images with it.

3.2 Learning Methods

We use the network proposed by Zhu et al. [16] for improving the accuracy of
depth images. Since this network does not increase a resolution, in this study, the
resolution of depth images was doubled before inputting them into the network.
In Zhu et al.’s study [16], the output of the network is the residual image. In
this study however the output is the depth image because the edges in the depth
images processed by the original network were obscured.

Although Zhu et al.’s study [16] employs the Euclidean distance-based loss
function, it was not suitable because the accuracy is evaluated subjectively in
this study. Therefore, we use the loss function [17] proposed by Voynov et al.
In this loss function, the rendered images of the surfaces are compared and the
mean square error of the normal map is calculated. The loss function combines
of the mean square error of the normal map and mean absolute deviation of
Laplacian pyramid Lap1 [18] as a regularizer.

We used Adam [19] with bata 0.9 to train the network. A mini-batch size
was 32 and we set the learning rate from 10−4 to 10−7 which was multiplied
by 0.5 if the loss of validation data does not improve over 4 epochs. Train was
terminated when number of epochs reached 50 or when overtraining occurred.
A patch size of all image pairs was 100 × 100 to reduce memory consumption.

3.3 Evaluation Method

The networks were trained using the Middlebury Datasets and the datasets
created by the proposed method respectively, and then the depth images of the
real environment were processed by the networks and compared. The Middlebury
Datasets which have noisy depth images [11] consist of 30 pairs of images, 27
of which were used as training data and 3 as validation data. Patch division
and data expansion as in the proposed method were applied and the size was
standardized to 100 × 100. We randomly selected 27, 54, 108, 216, 432, and
848 pairs of images from the 848 pairs of images prepared by the proposed
method, and created training data. Then, we compared the processing results
of the proposed method with the number of training data. When the number
of pairs is 27 pairs, we directly compared the depth images processed between
by Middlebury Datasets and by those with the proposed method. On the other
hand, the comparison between 54 pairs and 848 pairs is used as an evaluation
of the usefulness of the proposed method, which can create a large number of
datasets.
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3.4 Results and Discussion

The average processing time per image was 0.22 [s/Frame], therefore, the network
processing is sufficient for real-time processing such as tracking.

Figure 8, 9 show the results of the edges of the processed depth image. The
white line in Fig. 9 is the color boundary detected by Canny method from the
RGB image. It can be seen that the edges of the depth image processed using the
dataset with 27 pairs created by the proposed method does not change much from
the depth image before processing. On the other hand, the edges of the proposed
method becomes smoother as the number of datasets increases, similar to the
boundary of RGB images. Furthermore, the edges of the Middlebury Datasets
are misaligned, while the position of the edges of the proposed method become
correct as the number of data used increases. The reason for these results is that
the datasets of the proposed method include features of depth images taken by
a depth camera, such as the unevenness and the shift of the position of the edges
and can learn according to the features of the camera used.

According to Fig. 10, both the Middlebury Datasets and the datasets of the
proposed method are able to fill in small holes, though the distance is not always
correct. As the number of data increases, the proposed method can improve the
accuracy of the distance by filling in the holes. However, it can be seen that when
processing depth images with large holes such as Fig. 11, neither the Middlebury
Datasets nor the dataset of the proposed method can fill in the holes correctly.
One of the reasons is that the dataset contains few data with large holes. In the
proposed method, we reduced the number of patches which have large holes in
the correct image when preprocessing. In this process, it is assumed that the
patches in the noisy depth images with large holes are reduced. Another reason
is that the learning model was not suitable for filling in the holes. Since the loss
function used in this study calculates the loss based on the normal map of the
object’s surface, the distance information of pixels is not included in the loss.
We need to come up with a loss function that can calculate the loss for holes,
such as directly comparing the difference in depth values.

Figure 12 shows the result of converting the processed image into a point
cloud using each dataset. When the number of data used is small, the surface
of the proposed method is not smoother. However, it becomes smoother when
the number of data is increased. The dataset of the proposed method using the
large number of data can express the details (the area surrounded by the red
circle, which is the nameplate of the tank and is a flat surface of about 0.1 m
square). These results are due to the fact that the surface shape is used in the
calculation of the loss. It was found that the proposed method requires a large
number of data for improving the quality of depth images. The proposed method
can create a large number of datasets if we have enough captured images, so the
proposed method is considered to be useful.
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Fig. 8. Comparison of the appearance of the edges of the depth image.

Fig. 9. Comparison of the position of the edges of the depth image.
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Fig. 10. Comparison of filling small holes.

Fig. 11. Comparison of filling large holes.
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Fig. 12. Comparison of the point cloud.

3.5 Conclusion

In this study, we proposed and evaluated a method for creating training datasets
for neural networks to improve the quality of depth images. In the proposed
method, high quality depth images are generated from RGB images and depth
images taken by a depth camera. As the result of evaluation, when the number
of data was limited, Middlebury Datasets was superior to the proposed method,
but when the number was increased to take advantage of the proposed method,
the proposed method was superior since the dataset created by the proposed
method includes the noise features of the depth camera. In the future, it is
necessary to improve the dataset creation method and the network and loss
function to properly handle holes.
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Abstract. Localization refers to the adaptation of a document’s content to meet
the linguistic, cultural, andother requirements of a specific targetmarket—a locale.
Transcreation describes the process of adapting a message from one language to
another, while maintaining its intent, style, tone, and context. In recent years, pre-
trained language models have pushed the limits of natural language understanding
and generation and dominated the NLP progress. We foresee that the AI-based
pre-trained language models (e.g. masked language modeling) and other existing
and upcoming language modeling techniques will be integrated as effective tools
to support localization/transcreation efforts in the coming years. To support local-
ization/transcreation tasks, we use AI-based Masked Language Modeling (MLM)
to provide a powerful human-machine teaming tool to query language models
for the most proper words/phrases to reflect the proper linguistical and cultural
characteristics of the target language. For linguistic applications, we list exam-
ples on logical connectives, pronouns and antecedents, and unnecessary redundant
nouns and verbs. For intercultural conceptualization applications, we list exam-
ples of cultural event schema, role schema, emotional schema, and propositional
schema. There are two possible approaches to determine where to put masks: a
human-based approach or an algorithm-based approach. For the algorithm-based
approach, constituency parsing can be used to break a text into sub-phrases, or
constituents, after which typical linguistic patterns can be detected and then finally
masking tasks can be attempted on the related texts.

Keyword: Human-machine teaming · Language modeling ·Masked language
modeling · Translation assistance tool ·Writing assistance tool · Cross-lingual
writing assistance · Post editing · Localization · Transcreation · Cross-lingual ·
Inter-culture

1 Introduction

Machine translation post-editing (MTPE) refers to the process where a human translator
edits or revises text that has been translated by machine translation software. MTPE is
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composed of two major components: (1) fixing grammatical and other linguistic flaws
with a focus on delivering the meaning of the source text correctly; (2) localization and
transcreation with a focus on human touch.

Localization, as defined by W3.org, refers to the adaptation of a document’s content
to meet the linguistic, cultural, and other requirements of a specific target market—
a locale. In addition, transcreation, as defined in Wikipedia, describes the process of
adapting a message from one language to another, while maintaining its intent, style,
tone, and context. Most of the time, translators perform localization/transcreation tasks
by applying their knowledge and judgment to capture the essence and meaning of the
source text, and then adjusting the translation results to accommodate not only the
difference in languages at a basic translation level, but also the cultural, political, and
legal differences between the source and target markets. After localization/transcreation,
the contents become both culturally appropriate and have a much higher chance of
connecting with the target audience.

Most translators, however, are more familiar with one linguistic system and culture
than the other. In this paper, we investigate the cases in which translators are very
familiar with the linguistical and cultural characteristics of the source language—they
fully understand the essence and meaning of the source text—but need some help to
deliver localization/transcreation adjustments due to their inadequate knowledge on the
linguistic and cultural characteristics of the target language.

In this paper, we used AI-based Masked Language Modeling (MLM) to provide
translators with a powerful tool to input a detailed context description, and then use the
masked task to query the language model for the most proper words/phrases to reflect
the proper linguistical and cultural characteristics of the target language. The approach
is a human-machine teaming approach because a human translator builds a masked
task by giving a detailed description on the context and sets up the query as a mask or
multiple masks. Then the MLM solves the puzzle by applying its linguistic and cultural
knowledge learned from a huge training corpus (e.g. BERT model trained on Wikipedia
and Book Corpus, a dataset containing + 10,000 books of different genres).

2 Methodologies

2.1 Approach

We adopt an experimental approach to test our hypothesis that machine translation
engine, AI-based Masked Language Modeling (MLM), and human inputs can work
together to perform localization/transcreation tasks.

Machine translation can generate results with high-speed and low-cost. Human
experts still need to post-edit the output to finish the so-called TEP (translate—edit—
proof) process. One of the post-editing tasks can be localization/transcreation because
the machine translation can be direct and literal, and thus fail to reflect the underlying
linguistic and cultural characteristics of the target language. At the same time, the human
expert might lack the related linguistic knowledge or cultural awareness to perform the
localization/transcreation task. To solve this issue, we propose the new approach for a
human expert design a masked word task and let the AI-based masked language model-
ing tool solve the task. The rational is based on the fact that the masked language model
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has been trained on a large training corpus. Consequently, it reflects rich linguistic and
cultural knowledge. Therefore, the provided solution can be either accurate or at the
very least help human experts to gain some insight (Fig. 1).

Fig. 1. The direct translation results generated by the machine translation engine might contain
contents that need to be localized/transcreated. Human experts or AI-algorithm can apply masking
strategies to generate highly relevant masked word tasks for the AI-based MLM. The MLM can
either provide localization/transcreation results or useful insight by leveraging language models
trained on massive corpus in target language.

We drew most linguistic examples from the book “The translator’s Guide to
Chinglish” [4], and cultural examples from the paper “Unpacking cultural conceptu-
alizations in Chinese English” [5].

2.2 Masked Language Modeling

The objective of masked language modeling (MLM) is to mask one or more words in a
sentence and have the Natural Language Processing (NLP) model identify those masked
words given the other words (representing context) in a sentence [1, 3, 7]. By training the
model with this objective, it can learn certain statistical properties of word sequences
embedded in a training corpus. BERT is the first large transformer architecture to be
trained using this masked language modeling task [2] (Fig. 2).

Fig. 2. An example of MLM task.
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3 Results and Discussion

3.1 Linguistic Element Examples

Translators need to recognize linguistic elements in a target language impacted by a
source language (e.g. Chinglish—English language that is influenced by Chinese lan-
guage) and revise them to eliminate those elements. This kind of revision is part of the
localization, defined as adapting the collateral to the target language, and transcreation,
defined as the creation of content in the target language that is inspired by the source,
but highly adapted for the language and culture where it will be used.

Chinglish Example: Logical Connectives. The Chinese language often omits logical
connectives that in English are considered essential [4]. While Chinese readers can
understand a text without these connectives, native speakers of English expect more
help from the connective words.

Table 1 shows an example of a missing logical connective. The logical relation
between two clauses is cause-effect. Figure 3 shows the MLM task and the top choice
is the connective word “because”. The result shows that the language model is able to
capture the cause-effect relation.

Table 1. Chinglish example on missing logical connectives.

Original Chinese 湖南的大多数煤矿都位于偏远的丘陵地带,该
省鼓励那里的下岗工人改行农业谋生

English translation generated by Google
Translator

Most coal mines in Hunan are located in remote
hilly areas, and the province encourages laid-off
workers there to switch to agriculture to earn a
living

Fig. 3. MLM-based interpretation.

Chinglish Example: Pronouns and Antecedents. Chinglish also tends to make
repeated references to the same thing [4]. While Chinese readers can understand a
text without these connectives, native speakers of English expect more help from the
connective words.
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Table 2 shows an example of a repeated reference. The phrase “两种类型的工作”—
“both types of work” —was repeated. Figure 4 shows the MLM task and the top choice
is the pronoun “them”. The result shows that the language model is able to capture the
use of the pronoun.

Table 2. Chinglish example on repeated reference.

Original Chinese 我们未能同时重视这两种类型的工作,并且两
种类型的工作之间没有适当的协调

English translation generated by Google
Translator

We fail to attach importance to both types of
work at the same time, and there is no proper
coordination between the two types of work

Fig. 4. MLM-based interpretation.

Chinglish Example: Unnecessary Redundant Nouns. Unnecessary nouns add noth-
ing to the meaning of the sentence. when they are deleted, the sense is not diminished,
only clarified. The example below is listed in the foreword section in [4].

Table 3 shows an example of unnecessary redundant nouns where the word “peo-
ple’s” is an unnecessary redundant word because the phrase “living standards” itself is
sufficient. Figure 5 shows the MLM task and the top choice is the determiner (“the”),
that shows there is no need for another noun here.

Table 3. Chinglish example on unnecessary redundant nouns.

Original Chinese 随着社会的发展和技术的进步,人民生活
水平显著提高

English translation generated by Google
Translator

With the development of society and
technological progress, people’s living
standards have improved significantly
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Fig. 5. MLM-based interpretation.

Chinglish Example: Unnecessary Redundant Verbs. Unnecessary verbs add noth-
ing to the meaning of the sentence. When they are deleted, the sense is not diminished,
only clarified. The example is from [8].

Table 4 shows an example of unnecessary redundant verbswhere theword “promote”
and “construct” are redundant to each other. Figure 6 shows the MLM task and most top
choices are associated with a single verb.

Table 4. Chinglish example on unnecessary redundant verbs.

Original Chinese 新时代的中国能源发展,积极适应国内国际形
势的新发展新要求,更好推动建设清洁美丽世
界

English translation generated by Google
Translator

China’s energy development in the new era
actively adapts to the new development and new
requirements of the domestic and international
situations, and better promotes the construction
of a clean and beautiful world

Fig. 6. MLM-based interpretation.

3.2 Cultural Conceptualization Examples

Cultural conceptualizations are defined as conceptual structures such as schemas, cat-
egories, and conceptual metaphors, which not only exist at the individual level of cog-
nition, but also develop at a higher level of cultural cognition, where they are con-
stantly negotiated and renegotiated through generations of speakers within a cultural
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group, across time and space [5]. We use multiple cultural schema examples listed in [6]
for experimenting with our approach, including event schema, role schema, emotional
schema, and proposition schema. Unlike the linguistic element examples, for cultural
conceptualization examples, the masking tasks are designed in a more free-form format
that could be totally separated from the original text. Instead, it serves as a tool for a user
to build a context and query the language model for localization/transcreation clues.

Cultural Schema: Event Schema. Event schemas are conceptual structures abstracted
from human experience of certain events [6].

Table 5 shows an example of event schema: for a wedding in China, the term “red
envelope” is a cultural reflection of ‘face’ (themoremoney it contains, themore ‘face’ the
sending family gains and offers to the newlyweds), and ‘politeness’ (a small amount in
the red envelope that is lower than the commonly accepted standard is considered an act
of impoliteness or insult). Face andpoliteness areChinese cultural schemas for awedding
event [6]. Figure 7 shows that the MLM task helps to find the closest interpretation in
the English culture: wealth and love. For localization/transcreation purpose, instead of
using “My family has a lot of face”, a translator could use “My family shows a lot of
love and shows off our wealth.”

Table 5. Cultural schema: event schema example.

Original Chinese 今天晚上的婚礼,爸爸给他们很大的红包.
我家很有面子,但是我觉得他给的太多了

English translation generated by Google
Translator

For the wedding tonight, my father gave them a
big red envelope. My family has a lot of face, but
I think he gave too much

Fig. 7. MLM-based approach helps to identify western counterparts of the implications of a
cultural event.

Cultural Schema: Role Schema. A Chinese family is usually perceived vertically in
terms of the relationships among its members, e.g., a married woman with a child would
see herself as a mother first, instead of a wife, while in certain other cultures, a married
woman may perceive herself first as the wife of her husband rather than the mother of
her child [6], as illustrated by the example in Table 6.
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Figure 8 shows the MLM task helps to find the correct interpretation for the Western
culture. Based on the two top statistics (61.8% for mother, and 23.9% for wife), the
mother’s role seems to be more dominant than the wife’s role in the Western culture.

Table 6. Cultural Schema: role schema example.

Original Chinese R:您还履行家庭角色,例如……
I-2:是的,比如母亲,妻子……

English translation generated by Google Translator R: You also fulfill the family role, like…
I-2: Yeah, like a mother, a wife

Fig. 8. MLM-based interpretation: the confidence levels seem to show that in theWestern culture,
the role of mother is more important than the role of wife as well.

Cultural Schema: Emotional Schema. AChinese emotional (sadness) schema, listed
in Table 7, can be elaborated as: X experiences sadness when he/she senses a gap or
lacking ability, because of a lack of exposure, awareness and sufficient knowledge, when
he/she compares himself/herself to others. This Chinese cultural sadness schema indexes
inferiority, self-pity, and helplessness [6].

Figure 9 shows the MLM task helps to find the interpretation in the Western culture.
The top emotions found are ‘awkward’, ‘inferior’, and ‘embarrassed’.

3.2.1 Cultural Schema: Proposition Schema

Every culture has value propositions such as family values or how to be a “good man.”
A Chinese proposition schema listed in Table 8 illustrates a Confucius saying: The order
of the world is rooted in every family [6].
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Table 7. Cultural Schema: emotional schema example. The emotion of ‘sadness’ is unique to
Chinese culture when a person senses a gap or lacking ability. Therefore, a proper emotion for
Western culture needs to be identified.

Original Chinese 我的英语词汇量太小了,每次跟英语母语的美
国人比我都觉得伤心

English translation generated by Google
Translator

My English vocabulary is too small, and I feel
sad every time I compare myself to a native
English speaker

Fig. 9. MLM-based interpretation of a unique emotion.

Figure 10 shows that we can design the MLM tasks to identify the closest interpreta-
tion/metaphor in Western culture. In this case, the results are not very good. That could
mean that the ideal counterpart in Western culture is hard to find.

Table 8. Cultural Schema: propositional schema example.

Original Chinese 家和万事兴

English translation generated by Google
Translator

Home and everything flourish
(It is a faulty direct translation. A better direct
translation maybe “Maintain harmony at home,
and everything flourishes”.)

3.3 Discussion on Masking

Masking Strategy. Masked Language Modeling is a fill-in-the-blank task. As we
have shown in multiple examples in previous sections, MLM can be used to perform
localization/transcreation tasks to bridge cross-lingual and inter-cultural differences.

The next question is how to determine where to put masks. There are two possible
approaches: one is human decision and the other is to move a mask across and let an
algorithm determine which masking task is valuable.
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Fig. 10. MLM-based interpretation. Western culture has different

The naïve approach is to let human users determine what to mask. For example, a
human user could notice that there is a logic connectives problem or a redundant nouns
problem, and he/she can determine what to mask. However, with this approach, the
assumption is that human users already know where the problem is. Arguably, if they
already know where the problem is, human users can fix the problem themsevles instead
of relying on the MLM output. It is possible that the MLM can provide better solutions,
but we rely on human judgment to detect and be aware of the problem.

A more sophisticated approach is to run an algorithm and try masking tasks at
different locations in the text. Then the results can be provided to human users for
further decisions. The benefit of this approach is that humans may not be aware of a
problem (e.g. missing logic connectives, or redundant nouns), but the algorithm can
detect a potential problem and provide masking task results to enlighten a human user.

Constituency parsing is the task of breaking a text into sub-phrases, or constituents.
There are existing AI tools to perform constituency parsing tasks (e.g. [9]). Figure 11
shows the result of running constituency parsing on the example of unnecessary redun-
dant nouns we used in Sect. 3.1. The sub-phrase “people’s living standards” is extracted
as a sub-phrase and we can run a masking task on it as we show in Sect. 3.1. Figure 12
shows the result of running constituency parsing on the example of unnecessary redun-
dant verbs we used in Sect. 3.1. The sub-phrase “promotes the construction” is extracted
as a sub-phrase and we can run a masking task on it as we show in Sect. 3.1.

Unique patterns can be found on the direct translation results for various categories.
For example, redundant nouns are usually associatedwith twonouns related to possessive
form (“people’s living standard”) and redundant verbs are usually associated with verb
nominalization.Algorithms canbedesigned to detect these patterns andperformmasking
tasks on the texts related to those patterns.

Two Different Goals for Masking Tasks. For cross-lingual applications, as illustrated
in Sect. 3.1, the masking tasks are performed on the direct translation of the original
text. The goal is to find the correct fill-in words to replace or revise the direct translation
results.
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Fig. 11. Constituency parsing result on the example of unnecessary redundant nouns.

Fig. 12. Constituency parsing result on the example of unnecessary redundant verbs.

However, for intercultural applications, as illustrated in Sect. 3.2, the masking tasks
are designed in a more free-form format that could be totally separated from the orig-
inal text. Instead, it serves as a tool for a user to build a context and query the lan-
guage model for localization/transcreation clues. For example, for the cultural event
schema example listed in Sect. 3.2.1, the original text is about the amount of money in
a “red envelope”. However, the context for the masking task is “More expensive gift
for a friend’s wedding signifies [MASK].”, which is totally separate from the original
text. Nevertheless, it serves the purpose of localization/transcreation: identifying the
equivalent conceptualization in the target culture.

Limitation of the Masking Approach. The benefits of using masked language mod-
els for localization/transcreation tasks come from the fact that the pre-trained language
models have “read” a large training corpus of text materials, and as a result have tremen-
dous linguistic and cultural knowledge. By feeding the direct translation results as the
context or designing a separate context, the language model can fill the mask effectively
and correctly in terms of linguistic and cultural accuracy.

However, there is no guarantee that the results are always accurate. The language
model is highly dependent on the training corpus. There is a chance that a languagemodel
has no prior knowledge on a context, or a context is similar tomany other contexts. Under
these conditions, the solutions can be ineffective or useless.
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The key is to provide a concise but accurate context. A longer context is not desired
because every additional word can trigger different responses from the language model.
The more words you have in the context, the higher chance some false responses would
be triggered and the fill-in solution for the mask would be unsatisfactory.

4 Conclusion

To support localization/transcreation tasks, we use AI-based Masked Language Mod-
eling (MLM) to provide a powerful human-machine teaming tool to query language
models for the most proper words/phrases to reflect the proper linguistical and cultural
characteristics of the target language.

For linguistic applications, we list examples on logical connectives, pronouns and
antecedents, and unnecessary redundant nouns and verbs. For intercultural conceptual-
ization applications, we list examples of cultural event schema, role schema, emotional
schema, and propositional schema.

There are two possible approaches to determine where to put masks: human-based
approach or algorithm-based approach. For the algorithm-based approach, constituency
parsing can be used to break a text into sub-phrases, or constituents, and after which typ-
ical linguistic patterns can be detected, and then finally masking tasks can be attempted
on the related texts.

In recent years, pre-trained language models have pushed the limits of natural lan-
guage understanding and generation and dominated the NLP progress. We foresee
that the AI-based pre-trained language models (e.g. masked language modeling) and
other language modeling techniques will become integrated as effective tools to support
localization/transcreation efforts in the coming years.
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Abstract. Additive manufacturing has the potential to become a stan-
dard method for manufacturing products, and product information is
indispensable for the item distribution system. While most products are
given barcodes to the exterior surfaces, research on embedding barcodes
inside products is underway. This is because additive manufacturing
makes it possible to carry out manufacturing and information adding
at the same time, and embedding information inside does not impair
the exterior appearance of the product. However, products that have
not been embedded information can not be identified, and embedded
information can not be rewritten later. In this study, we have devel-
oped a product identification system that does not require embedding
barcodes inside. This system uses a transmission image of the product
which contains information of each product such as different inner sup-
port structures and manufacturing errors. We have shown through exper-
iments that if datasets of transmission images are available, objects can
be identified with an accuracy of over 90%. This result suggests that
our approach can be useful for identifying objects without embedded
information.

Keywords: Additive manufacturing · Transmitted image · Object
identification

1 Introduction

The additive manufacturing (AM) process has greatly improved the ease of
model customization. When managing products with a digital system, the addi-
tion of information is essential, such as a barcode. While management infor-
mation has only to be attached to the exterior, additive manufacturing process
makes it possible to embed information inside the product. Detection is then pos-
sible by various methods, for example, embedded information can be read using
terahertz (Thz) sensing in InfraStructs [34], and using visible light projection in
AirCode [14].
c© Springer Nature Switzerland AG 2021
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Fig. 1. System Overview. The system is a three step process: fabrication, capturing,
and identification. Products are fabricated without embedding information internally.
Image capture requires transmitted light in the near infrared region. Identification is
performed using feature matching or deep learning with datasets.

Two problems exist with the embedded information approach. The first is
that an information adding step must be introduced into the manufacturing pro-
cess. This also constitutes an advantage as the integration of manufacturing and
adding information enables overall reduction of processing time and cost, nev-
ertheless it is not possible to identify objects that were manufactured without
embedded information. The second problem arises when the embedded informa-
tion is duplicated such that product batches cannot be uniquely identified. This
can occur in the current item distribution system. In previous research, defects
in the barcode surface produced by the manufacturing process have been used
for unique identification of products [33].

In this study, a system of product identification was developed that does not
use embedded information. All products have inherent structure combined with
characteristics created by the manufacturing process, particularly manufactur-
ing errors. Transmission images of product items are utilized to extract inherent
product characteristics. This idea was inspired by research that uses the fin-
ger vein pattern to authenticate individuals. Finger vein pattern authentication
is biometric, hence information is not added in advance of the authentication
process; and, in order to visualize the internal blood vessels, an image of the
finger transmitted by infrared light is used. Also in our system, information is
not added, and we use images transmitted by infrared light.

To verify the identification system, two experiments were conducted: feature
matching and deep learning; using two types of object group with identical exte-
rior appearance. In one group, the internal structure of the object was varied. In
the other group, all structures, including the internal structure, were unchanged;
i.e., the objects differed only as a result of manufacturing errors.

The results suggest that feature matching is possible when there is a change
in shape, and that deep learning can be used to identify objects that vary due to
naturally occurring manufacturing errors. The purpose of this investigation is to
examine the possibility of utilizing an identification system based on transmission
images, to discriminate products in the absence of embedded information.
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Table 1. Comparison with existing methods.

InfraStructs [34] AirCode [14] LayerCode [17] Our system

Information
place

Inside Inside Exterior everywhere

Pre embedding Yes Yes Yes No

Detection angle One way One way All angle All angle

Learning dataset No No No Yes

Wavelength THz VIS VIS or NIR NIR

Reflection or
transmission

Reflection Reflection Reflection Transmission

2 Related Works

2.1 Properties of Additive Manufacturing

Additive Manufacturing encompasses a variety of methods [35]. Fused Deposi-
tion Modeling (FDM), in particular, has made a great contribution to the uptake
of the desktop 3D printer. The widespread adoption of FDM has been accompa-
nied by examination of the characteristics of FDM manufactured products. Many
previous studies have considered how the characteristics of objects are affected
by the manufacturing method itself; e.g., product characteristics [3,9,12,25],
mechanical properties [13,32], and material properties [5,20,26,27]. Several
investigations have also been conducted to determine how objects change with
different parameters; i.e., the relationship between each parameter and mechan-
ical properties [6,22,24,31], and the correspondence between the internal struc-
ture and mechanical properties [1,2,8,11,23]. By referring to this body of litera-
ture concerning the FDM method, the fabrication characteristics of FDM could
be established without the necessity to carry out exploratory research on the
process.

2.2 Biometrics Using Transmitted Images

It has become very common to perform personal authentication using biomet-
ric characteristics such as fingerprint authentication and face recognition. Most
biometric authentication methods use an image produced by reflection of light
from a target. However, some biometrics acquire an image after light has passed
through the target. Finger vein pattern recognition is a typical example. In 2004,
Miura et al. [18] published a paper on personal authentication using a transmis-
sion image of a finger vein pattern obtained by illumination with infrared LEDs.
The main challenge for this method lies in ensuring that the system is robust. It
must be able to authenticate properly even if finger placement changes slightly,
and it must not authenticate as another person. These problems led to research
on how to automatically determine the region of interest [19,28,36] and improve
imaging quality [30,37]. Therefore, research literature concerning transparent
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biometric authentication was referred to in order to assist with the construction
of an identification system using transmission images of AM products.

2.3 Embedding Information with Additive Manufacturing

Additive Manufacturing is a promising rapid prototyping method since it enables
easy customization of shapes, thus prompting research on embedding barcodes
during manufacturing. InfraStructs [34] is a famous early study that embodies
this concept. During the manufacturing process, a structure was built inside the
object that was detected and decoded as information, using Thz sensing. This
information could not be captured with a visible light camera. Several subse-
quent studies successfully embedded and read information in the object inte-
rior using alternative methods: i.e., internal information read in the far infrared
region [21], information embedded using highly reflective material [29], and infor-
mation embedded in the form of air pockets and read using visible light projec-
tion [14]. Recently, Maia et al. [17] embedded information in the entire surface
of an object in order to simplify reading of the information.

Thus, existing research is based on building a system that embeds informa-
tion in an invisible form during manufacturing and reads it out. In contrast,
a method based on transmitted images does not require design of embedding
information and the reading angle is free. The method is similar to the recent
study that utilizes slicing parameters to identify objects [7]. Table 1 summarizes
these differences. The utility of the transmission imaging system for identifying
a product without preprocessing has been verified.

3 Materials and Methods

3.1 System Overview

This section details the system overview. The system consists of three pro-
cesses: fabrication, capturing images, and identification (Fig. 1). During fabri-
cation, information is not intentionally embedded in products. Instead, inherent
product characteristics are used for identification; i.e., visibly indistinguishable
products may differ in their internal structure, and manufactured items hold
intrinsic information such as dimensional values, which differ due to manufac-
turing errors. In the capturing process, transmission images are acquired. By
using near infrared light, internal shape is captured in the transmitted image
to enable identification of products on the basis of changes to internal struc-
ture. Inclusion of internal information also improves the accuracy of identifying
changes resulting from manufacturing errors. Two methods were considered for
the identification process: feature matching and deep learning. Feature match-
ing does not require pre-learning for identification, allowing a simple system to
be utilized. This contrasts with deep learning, which does require pre-learning,
however discrimination accuracy is higher.
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Table 2. Fabrication characteristics.

Main topic Sub topic Sub-sub topic

Printing width

Layer thickness

Shape Infill pattern

Parameters Inner support structure Infill density

Infill position

Material properties Material

Color

Printing speed

Condition Temperature of heat-bed

Parameters Temperature of printing head

Retraction speed

Environment

3.2 Fabrication Characteristics

Table 2 lists the characteristics that can appear in the transmission image of
the product. All characteristics are referred to in the existing white paper [9]
and the software that runs the 3D printer. The characteristics were divided into
two types, those related to shape and those related to condition. Of the shape-
related properties, we paid particular attention to the inner support structure.
Many previous studies intentionally modified the interior space of a product
without affecting the exterior appearance. In contrast, this study did not include
intentional redesign of the interior space, but instead focused on random internal
changes that occur naturally in manufacturing. Condition-related parameters
were fixed in this study as it was difficult to distinguish between the effects of
changing these parameters and differences arising from manufacturing errors.
The assumption was made that if a manufacturing error could be identified,
a change in condition parameters could also be distinguished. Therefore, only
manufacturing errors were considered.

Inner Support Structure: This parameter consists of three sub-parameters:
infill pattern, infill density, and infill position (Fig. 2), which are all visible on the
transmission image. Infill pattern is an important parameter that is related to
the shape of the internal structure and affects the mechanical properties of the
product. Modifying the infill pattern changes the durability of the product under
stress; i.e., the resistance to stress and the strength of the product are modified.
Infill density refers to the density of a given infill pattern. Optimization of infill
density is always desirable in terms of manufacturing cost and cycle time, as the
amount of material increases with density. Infill position refers to the placement
of the inner support structure for the given infill pattern. As placement is often
done automatically by the slicer software, in general the system user is less aware
of infill position.
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Fig. 2. Shape parameter variations used in the identification tests. (a)–(c) Different
infill patterns. (d)–(f) Different infill densities. (g) and (h) show the two in infill posi-
tions. (g) Initial infill position. (h) Alternative infill position.

3.3 Transparent Imaging System

The transmissive imaging system operates by capturing the characteristics and
internal structure of products, both primitive and complex, in images using light
wavelengths that are transmitted through the target object.

Optical Setup. An optical system using near infrared (NIR) light was con-
structed to obtain an optimal transmission image of the object. The target
object, NIR camera, NIR light source, and an optical element were arranged
as shown in Fig. 3(a). In order to eliminate the influence of speckle, the halogen
lamp was used as the near infrared light source, which was equipped with an
infrared transmission filter. A dihedral corner reflector array (DCRA) [16] was
used to irradiate the back of the object. As shown in Fig. 3(b), DCRA has the
function of imaging the light source at a plane-symmetrical position. Similar
functions can be realized with mirror and lens as shown in Fig. 3(c). In this
experiment, because it was difficult to incorporate large mirror and lens, the
amount of illuminating light was maximized by using DCRA.

Transmitted Images. In Sect. 3.2, it was explained that inner support struc-
tures differ in type, and that for a given support structure, the infill patterns,
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Fig. 3. Optical System. (a) A picture of the imaging system used in this study. (b) A
plan view of (a), showing the path of light. (c) Alternative imaging system.

densities, and positions of structural elements are variable. In this section, the
appearance of the transmission image is examined when the inner support struc-
ture is either changed by design, or left unchanged such that variation arises from
manufacturing errors.

Infill Pattern: Cube and bunny shapes were manufactured using three types of
infill pattern: Diamond Fill, Hexagonal, and Linear. Transmission image results
are shown in Fig. 4. A different image was obtained for each infill pattern, for
both cube and bunny.

Infill Density: Cube and bunny shapes were produced with Diamond Fill pat-
tern densities of 5, 10, and 15% for the cube, and 10, 20, and 30% for the bunny.
As the density increased, the amount of transmitted light decreased, hence the
contrast in the transmissive images also decreased. These results are shown in
Fig. 5.

Infill Position: The same inner structure was created at multiple positions,
with a Diamond Fill inner pattern density of 10% for the cube, and 20% for the
bunny. Transmission image results are shown Fig. 6. The cube images change as
the position of the inner support structure changes. However, the transmission
images of the bunny were almost unchanged due to the complexity of the model.

Same Inner Parameters (only Manufacturing Errors): We compared the
transmission images when all the parameters are equal. In order to identify
objects manufactured with the same parameters, it is necessary to utilize slight
changes such as manufacturing errors. We observed whether such a small dif-
ference could be acquired within a transmission image. As shown in Fig. 7, we
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Fig. 4. Variation of additive manufacturing infill pattern. (top) The transmission image
when the infill pattern of the cube is changed. (bottom) The transmission image when
the infill pattern of the bunny is changed.

Fig. 5. Variation of additive manufacturing infill density. (top) The transmission image
when the infill density of the cube is changed. (bottom) The transmission image when
the infill density of the bunny is changed.

Fig. 6. Variation of additive manufacturing infill position (top) The transmission image
when the infill position of the cube is changed. (bottom) The transmission image when
the infill position of the bunny is changed.
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Fig. 7. Random variation in items made with the same manufacturing parameters.
(top) The comparison of transmission images of cubes with the same infill conditions.
(bottom) The comparison of transmission images of additive manufactured bunnies
with the same infill conditions.

prepared the cubes and bunnies with all same parameters listed in Table 2. Since
very similar images are acquired, the region of interest is enlarged. In the enlarged
image, it can be confirmed that trivial differences occur in both the cube and
the bunny.

4 Results

In Sect. 3.3, the relationships between the characteristics of objects and their
transmission images were verified. When parameters related to shape or structure
differ between objects, clear differences are likely to appear between their trans-
mission images. However, only minor differences are visibly discernible between
transmission images of objects with the same parameters. To evaluate the
level of difference that can be resolved between various images, two algorithm-
based experiments were conducted: feature matching, and classification by deep
learning.

4.1 Feature Matching

To verify whether or not differences between the NIR transmission images were
detectable by image processing, feature extraction and feature matching were
initially conducted. In this experiment, the SURF algorithm [4] was used to
perform feature extraction.

The results of matching feature points are shown in Fig. 8. Three key features
were extracted for use in feature point matching. The matching features in a
reference image and a target image were obtained by the k-nearest neighbor
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Fig. 8. The results of feature matching when: (a) infill pattern is changed; (b) infill
density is changed; (c) infill position is changed; and (d) comparing three bunnies with
the same infill condition.

method. The D. Lowe ratio test [15] was used to select the top two matched
features, the remaining feature is drawn in Fig. 8. Feature matching was then
performed between pairs of images that varied by infill pattern, or infill density,
or infill position, or only by random differences due to manufacturing errors.
Of the paired images showing matching results, the image on the left is the
reference image, and the image on the right is the target image. The right hand
images were changed and the results of feature matching were recorded as the
number of matching points after the ratio test. These results are listed in Table 3.
They quantify the change in matching with the change in a parameter; i.e., the
degree to which the algorithm recognises the difference between images. A single
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reference image is used for all variations of a parameter hence the locations
and maximum number of feature matching points are retained in the parameter
series, thus allowing quantification and direct comparison of the results.

The results in Fig. 8 and Table 3 demonstrate that it is possible to discrim-
inate between objects with obvious shape or structural differences by feature
extraction and feature point matching using the SURF algorithm. This is not
the case when objects are manufactured with the same structural parameters
and differ only by manufacturing errors. Quantitative differences in matching
results from one target image to the next were not significant, therefore feature
matching is unlikely to be able to distinguish between objects at a higher degree
of similarity.

Table 3. Match rate of feature points. Since the same image is used to compare the
same parameters, the match rate is 100%.

Infill pattern Diamond Linear Hexagonal

Diamond 255 / 255 82 / 255 62 / 266

Linear 79 / 261 261 / 261 86 / 261

Hexagonal 67 / 305 81 / 305 305 / 305

Infill density 10% 20% 30%

10% 310 / 310 17 / 310 3 / 310

20% 11 / 255 255 / 255 3 / 255

30% 2 / 174 5 / 174 174 / 174

Infill position Position A Position B Position C

Position A 258 / 258 58 / 258 54 / 258

Position B 42 / 215 215 / 215 35 / 215

Position C 49 / 265 39 / 265 265 / 265

Same position Object 1 Object 2 Object 3

Object 1 235 / 235 128 / 235 107 / 235

Object 2 122 / 227 227 / 227 78 / 227

Object 3 104 / 204 88 / 204 204 / 204

Table 4. Dataset type.

3D printer Position Pattern Density Amount

a Makerbot Random Diamond fill 20% 10

b Makerbot Fixed Diamond fill 20% 10

c Makerbot Fixed Diamond fill 10% 10

d Bellulo Fixed Honeycomb 10% 10
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4.2 Deep Learning

Deep learning has contributed greatly to the improvement of classification accu-
racy in recent years. Following the partial success of feature matching as dis-
cussed in the previous section, the deep learning technique was adopted to dis-
tinguish between items that are made using the same parameters, but differ due
to manufacturing errors. Four groups of products were manufactured and their
transmission images acquired. Datasets were produced from the transmission
images (Table 4). Dataset (a) consists of products with different infill positions.
Datasets (b), (c), and (d) consist of products that differ only as a result of
manufacturing errors.

In order to apply the deep learning method, training datasets must first be
prepared. The imaging system described in Sect. 3.3 (Fig. 3) was used to obtain
images for the datasets. In a commercial or industrial setting, the target may
rotate slightly, or the set position can shift. To ensure that the identification
system would be sufficiently robust to cope with this type of image variation,
images with the target rotated and translated were included in the training
dataset. As shown in Fig. 9, 25 points were set at 0.5 mm intervals. By moving
to each point and rotating 360◦ at that location, images of objects transmitted at
all angles were acquired. Transmission images were also obtained continuously,
using the camera in video mode while the target was moving and rotating.
Datasets were created by extracting an image from each frame of the video
data.

Fig. 9. Flow of dataset creation for deep learning. (top) How to move an object when
creating a dataset. (bottom) An example of a transmission image that was learned.
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Deep learning identification tests were performed using the datasets described
above. ResNet [10] was employed as the learning model and was trained in
advance to improve learning efficiency.

Datasets for the first learning test consisted only of the data from standard
transmission images; i.e., no added rotation or noise. The progress of the accu-
racy rate is shown in Fig. 10(left). The accuracy of discrimination between similar
images was high from the outset, due to the use of a trained neural network. As
the classification rate reached 100% in some cases, a more difficult classification
task was set for the next test.

For the second learning test, the dataset included pre-processed images (aug-
mented data), e.g., Gaussian noise and rotation images (5, 10, and 15 degrees).
The progress of the accuracy rate is shown in Fig. 10(right). Although the level
of accuracy was lower than achieved in the first learning test, it was sufficient
to distinguish between similar images. Hence, identification by deep learning is
effective, even with noise added to the dataset.

Fig. 10. Deep learning second test. (top) Graph of learning progress when there is no
noise in the dataset. (bottom) Graph of learning progress when noise is added to the
dataset.
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5 Discussions

The proposed system was able to identify products with high accuracy in the
identification trials, however, there are still many points to be discussed. The
limitations of the study are described below.

5.1 Limitations and Improvements

Transmitted Light and Contrast: The experimental investigation described
in this paper was conducted on the premise that the transmitted light and con-
trast resolution, as available from the optical setup, were sufficient to acquire
the characteristics of the objects being imaged. In future, it will be necessary to
determine the minimum required transmitted light intensity, and the threshold
of the contrast required to resolve all details in transmitted images.

Product Shape: As a preliminary investigation, this study was limited, on the
basis of time and cost, to using a cube as a simple model and a bunny as a
complex model. Further verification of the deep learning method will require
resources for a large number of products to be manufactured with specified con-
ditions, and their transmission images to be acquired as datasets. Products that
do not have a flat bottom will also require a fixture to enable NIR photography.

Unverified Parameters: Changes to the “Inner Support Structure” sub-
parameters, and manufacturing errors were the only product modifications con-
sidered in this paper. While differences arising from both were verified as recog-
nizable by the identification system, the effects of changing the remaining unver-
ified parameters must also be evaluated. “Printing Width” and “Layer Thick-
ness” are additional shape-related parameters (Table 2). Neither was tested in
this investigation as both can affect the overall appearance of the product. How-
ever, in some product designs it is possible to change these parameters without
affecting the appearance of the product. The effects of varying the parameters
related to condition are also still to be tested.

Product Aging: In a real world distribution system, the product surface may
be scratched or otherwise damaged during transportation, and product color
can change over time. Although internal structure is less exposed to external
impacts, the inner shape and the inner materials can undergo aging effects. The
level of response of the detection system to such changes must be evaluated.

Optical System: The optical system is shown in Fig. 3. Although DCRA was
used to increase the amount of backlight in the small scale optical setup, the
optical system should not require such special optical elements. In this study,
the DCRA often appeared in transmission images (Fig. 8). This problem needs to
be addressed since transmission images are used as training data for the neural
network, i.e. transmitted data must consist only of the object image, without
any form of extraneous information. The optical system requires optimization in
accordance with these issues.
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Object Quantity: As shown in Table 4, 10 objects were prepared for each
dataset. This is because it took a considerable amount of time from the produc-
tion of objects to shooting videos for datasets, hence it was difficult to prepare
a large number of objects. However, the actual item distribution system often
handles more than 1000 items. In the future, it is necessary to study how to deal
with such a large amount of data.

Deep Learning Downside: Deep learning was adopted to realize high-
precision identification. This method always creates the necessity for preparation
of datasets and pre-learning. Dataset creation is also inefficient within the cur-
rent system. The process requires simplification.

Fig. 11. This is a future application that, like a point of sales (POS) system, identifies
an object in real time and returns the result when the object is placed.

6 Conclusion

A product identification system using transmission images was developed. Prod-
uct parameters relevant to the system were defined, and identification experi-
ments were conducted based on a subset of several selected parameters. An opti-
cal system for acquiring transmission images was constructed, and the acquired
transmission images were observed. Two methods, feature matching and deep
learning, were verified as identification methods, and their functionality and lim-
itations were analyzed.

Future experiments will be conducted under more complex conditions, using
parameters not yet verified and objects of various shapes. Improvements will be
made to the system, enabling it to operate effectively under many conditions. It
will then be a useful system for identifying additively manufactured products to
which the information embedding method cannot be applied (Fig. 11).
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A A Layer Feature

The transmission image of the product is a photograph of the light intensity
emitted from a certain point after passing through various paths. The smallest
unit of a product that constitutes such a phenomenon can be defined as a “layer”.
Regardless of the shape, infill pattern, infill density, and infill position, the trans-
mitted light has only passed through many layers. In other words, the stacked
feature of each layer becomes a transmission image. We have already defined
the characteristics of each layer in Sect. 3.2. Therefore, here we verified how the
transmission image changes according to the change in the characteristics by
changing the parameters of each layer.

The elements that make up the layer are broadly divided into two types:
those that affect the shape of the product and those that affect the state of the
product. The elements that affect the shape are “Layer Thickness” and “Print-
ing Width”. The elements that affect the state are “Printing Speed”, “Tempera-
ture of Heat-Bed”, “Temperature of Printing Head”, “Retraction Distance”, and
“Environment”. The reason why “Inner Support Structure” is not included in
these elements is that “Inner Support Strucure” is established by the positional
relationship of multiple layers.

A.1 Experimental Setup

In order to confirm the effect on the transmission image of one layer, we installed
a near infrared light source, a thin plate equivalent to one layer, and a near
infrared camera as shown in Fig. 12(a). To make it easier to see how the light
source changed before and after passing through the layer, the shape of the light
source entering the thin plate was made circular and the light source was colli-
mated. However, since coherent light is used as a light source, the acquired image
is accompanied by speckles. Therefore, in order to give priority to the measure-
ment of the rough change of the light source shape, the influence of speckle was
ignored and the saturation was allowed. Also, in order to observe how the light
diffuses after passing through one layer, it is necessary to take a transmission
image after passing through multiple layers. In addition, we prepared a foun-
dation with grooves formed at intervals of 5 mm, and obtained a transmission
image by fitting multiple sheets into the foundation while changing the distance
between the sheets.

A.2 Effect of Parameters

Of the two types of elements that make up the layer, changes in shape are
thought to have a large effect on the transmitted image. Therefore, we first
conducted an experiment to observe changes in the transmission image when
the parameters about the shape were changed. While “Printing Width” has the
same value when using the same manufacturing equipment, “Layer Thickness”
can be easily changed from the settings provided in the user interface. The
transmission images were compared. Figure 12(b) shows what changes appear in
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Fig. 12. Changes in transmission image due to layer characteristics. (a) a photograph
showing the experimental setup for imaging. (b) the actually acquired transmission
image. (c) an image of (b) displayed in pseudo color. (d)–(g) the change of the transmis-
sion image when “Layer Thickness” is changed. (h), (i) the change of the transmission
image when “Printing Speed” is changed.

the transmission image when the layer thickness is changed. In this experiment,
four layer thicknesses of 0.1 mm, 0.2 mm, 0.3 mm, and 0.4 mm were prepared.
We confirmed that the transmission image changed according to the thickness
and positional relationship of the layer.

Next, an experiment was conducted to observe the change in the transmitted
image accompanying the change in the parameters affecting the state. “Printing
Speed” was selected as an element related to the state. The reason for verifying
only one of the many state parameters is that the change in the state is considered
to have a lower influence on the transmission image than the change in the
shape. Figure 12(h) and (i) show the imaging results. Compared to when the
shape parameters were changed (Fig. 12(d)–(g)), the effect on the transmitted
image was small.

As described above, we have compared the transmission images of elements
related to shape and elements related to state. Although there was a considerable
change in both, the shape change is considered to be easy to use as a clue for
identification.
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B Robust Transmissive Images

When using a transmission image for object identification, it is desirable that
the transmission image is not affected even if the orientation of the backlight
or the position and orientation of the object changes. In order to achieve such
robustness of the transmitted image, it is recommended that the transmitted
light sufficiently passes through multipath. In general, reflected light, internal
diffusion, and transmitted light are generated when light enters an object. If
sufficient internal diffusion occurs, the transmission image obtained should be
robust to the orientation and position of the target.

In order to verify the robustness of this system, we combined an XY scanning
stage and a rotating stage to change the orientation and position of the target
(Fig. 13(left)). The XY scanning stage is Thorlabs MLS203-1, and the rotary
stage is Thorlabs PRMTZ8. In addition, for the object to be imaged, an object
with a primitive shape was prepared: a cube with a size of 50×50×50 [mm],
an infill density of 10%, and an infill pattern of diamond fill. Figure 13(right)
show the imaging results when the XY scanning stage is moved, the target is
rotated, or the camera position is changed. Looking at the region of interest in
each imaging result, it was found that the orientation and position of the target
had little effect on the transmitted image.

Fig. 13. (left) a picture of an imaging system to verify robustness. (right top) the
imaging results when the XY stage is moved in X and Y directions. (right middle) the
imaging results when rotating the rotation stage. (right bottom) the result when the
camera is moved in X direction and imaged toward the center of the object.
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Abstract. Smart Environments refers to ambients integrated with
smart technologies and should provide an easy-to-use and best expe-
rience to users. With the introduction of Intelligence Ambient, where
Artificial Intelligence contributes to the interaction between people and
the ambient’s Smart Devices, the Human-Computer Interaction can be
more advanced. This paper proposes an advanced tactile small device
that allows people to interact with smart devices in their proximity,
without the need for any audio and visual interface.

Keywords: Human-Computer Interaction · Ambient Intelligence ·
Tactile interfaces · Tangible interfaces · Haptic interface

1 Introduction

In 1998 Eli Zelkha, with Simon Birrell, coined the Ambient Intelligence (AmI)
term. It was the vision of the pervasive computers in daily life, influenced by the
human-centered design paradigm. The intelligence term denotes the technology
capacity to learn, and in this specific case, learn how to interact with humans
and their environments. After more than two decades, with the growth of the
Internet of Things (IoT), where the number of Internet Protocol (IP) connected
devices will reach three times the world population in 2023 according to [8], the
concept of pervasive computing becomes finally tangible.

Nowadays, AmI indisputably evokes Artificial Intelligence (AI) with Machine
Learning (ML) to serve humans according to the ambient context through Smart
Devices, which are electronic devices connected to other devices or networks. In
most AmI scenarios, AI understands the context and the needs of humans and, as
a consequence, enables the actions of devices to satisfy such needs. For example,
after recognizing an apartment’s inhabitant, the AI turns off the alarm system,
opens the door, and lets her/him in. Furthermore, inside the apartment, the AI
can identify the existing context, such as a light condition, ambient temperature,
and person location, to decide whether turn on the light or open the curtains,
arranging the heating if necessary.
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Such a situation could be desirable for a person and indispensable for some
impaired ones, but although humans always desired machines to serve them as
much as possible, such a self-governing AI capability raises some concerns [3,4].
Although some of the Sci-Fi plots, where machines with full autonomy outper-
form humans and become too powerful to control, have become more plausible,
other reasons justify the emergence of the hybrid human-artificial intelligence
research area. In [7] the authors well argue that an active human-AI interaction
not only could permit better human control of resulting devices action but, as
it happens when humans team up to perform a task that none of them could
do alone, this collaboration could solve some of the AI weakness, and achieve
solutions that not the AI nor the humans could achieve alone. Indeed, although
AI well performs implicit knowledge or hidden patterns from large-scale data, it
still lacks reasoning, inference, and instinct judgments on dynamic and multiple
factors, which are instead well performed by humans.

To summarize, to have beneficial performances, the AI must acquire, as well
as possible, the knowledge of context, the location of people in such a context,
and some human inputs to contextualize the actions. Sensors supply the most
information to the AI about the environmental context and people location,
while a practical and straightforward Human-Computer Interface (HCI) can
supply the required interaction.

There are still significant technical challenges about how the AI acquires the
context and even more challenges on how the HCI allows the AI to understand
the human requirements in a specific context.

The latter is not merely how to give commands to perform on a specific
device, as it can be done by remote control, but it is about how to let AI
understand the person’s requirements to autonomously decide how to control
the Smart Devices to satisfy them.

There are devices, such as Amazon Echo with Amazon Alexa inspired by
the Star Trek computer [20], which allow people to communicate more naturally
with computers and Smart Environment, thanks to the Conversational AI [21].
Amazon Echo uses large volumes of data, machine learning, and natural language
processing to imitate human interactions by recognizing speech and text inputs
and translating their meanings to the AI.

Aside from the obvious observation that voice commands are not inclusive
to deaf people, there are other situations where audio or visual interfaces are
not appropriate. Within noisy environments at home, and other AmI scenarios
in working environments, such as offices, health care places, and factories, the
voice commands could disturb other people or could not be well received by
the device, so modalities different from them could be required. Furthermore,
although visual interfaces are functional when integrated into the devices like
smartphones or personal computers, there are some circumstances where the
sight must not be on the interface while using them. The following examples
should clarify the idea. When using a remote controller to switch the TV channel,
the user prefers to look at the TV to get feedback on what is happening instead
of looking at the remote controller. Likewise, driving a car or a crane, it is
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preferable to look at the road and not at the steering wheel. Thus, envisioning
places like homes, working environments, crowded public places, factories, and
hospitals, this paper aims to propose an entirely tactile simple interface, which
allows interacting with the AI of the AmI, by using only one hand without the
need to talk or move the sight from what the user is doing.

Moreover, the tactile interaction proposed in this paper is bidirectional. It
means that through the tactile sense it will also be possible to receive feed-
back from the intelligent ambient. Actually, the literature frequently describes
AmI as invisible technologies, recalling the 1991 statement by Mark Weiser [24]
‘The most profound technologies are those that disappear.’ It implies that when
entering in contact with AmI, the human needs a way to perceive the Smart
Environment that cannot be seen otherwise.

This research was conceived by envisioning a guiding scenario as follows. A
person carrying in (her)his pocket a small device could feel a tactile sensation
when entering a Smart Environment governed by AmI solution. In this context
(s)he can hold the device with one hand and start interacting with the smart
devices in the proximity, just by using the fingers, without looking at the inter-
active device or earring any audio signal.

The paper proceeds by describing some related works in the next Section.
Section 3 describes the HCI device, and Sect. 4 depicts one of its possible uses.
Conclusions follow.

2 Related Work

This section reports on previous research on tactile interfaces, which somehow
influenced or encouraged the research work proposed in this paper, and recalls
some research on the automated environment discouraging automation complete
independence without human interaction.

The tactile sense can be stimulated by feedback from the device, usually
referred to as haptic feedback in literature, and it can be used as input to the
device as a touch screen and a computer touchpad do. Common examples of
haptic feedback are the vibration of a smartphone and a joystick force feedback.

In [19] the authors present a haptic display for small devices. The work
highlighted the difficulty and the value of implementing a tactile output on small
devices. Focusing mainly on haptic feedback since the device already has a touch
screen as input, the work explains how useful it can be to receive action feedback
without looking at the interface, which is one of the present paper motivations.
However, it addresses the usage of a small screen that the present research work
aims to avoid.

Ozioko et al. [18] present a wearable tactile communication interface with
vibrotactile feedback for assistive communication. The interface demonstrates
the effectiveness of the tactile communication method used not only by deafblind
people. In this case, the work does not offer a tactile input device solution, as
proposed in this paper.
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Kashyap et al. in [12] emphasize the need for appropriate user interfaces and
problems of full-automation, lack of control, and the complexity of the every-
day smart devices environment, while [3] indicates that users do not accept a
fully automated system. However, although several attempts have been made
to provide solutions with complementary explicit interaction, these topics have
remained little explored.

By [2], Becker et al. compare three scenarios, controlling Appliances Through
Wearable Augmented Reality. The paper proposes the use of multiple devices
to wear and three different modalities. From results it came out that a tangible
interface has some preferred use, compared to the virtual gesture interfaces.

3 The Cube-Shaped User Device

The research activities done at the Laboratory of Geographic Information Sys-
tems (LabGIS) of the Department of Computer Science (University of Salerno)
were to identify solutions that let humans interact with an AmI by a fully tac-
tile interface device. The rationale behind this is that a tactile interface, if small
enough, could be used by one hand only and could avoid audio or visual actions
when these are not feasible.

3.1 Premises

Although it is possible to stimulate the real tactile perception by mechanical
means, many research studies focus on the generation of the tactile illusion,
i.e., the misleading sensation of tactile perception. It is a more flexible way to
reproduce a piloted tactile sensation with electronic devices [25]. A haptic out-
put artificially generated can produce a tactile illusion. For example, [1] studies
an electrotactile feedback that can reproduce the texture sensation on a touch
screen. It is an illusory sensation as the touch screen does not change its physical
texture, but a piloted current passes on its surface, generating such an illusion
on human fingers. Another example is given by Brewster et al. in [6], who stud-
ied vibrotactile messages, which can be used for non-visual information. The
authors described various solutions to message with vibrotactile Roughness and
Rhythm illusion, easily generated by electronic devices.

Tactile feedback such as force, pressure, and roughness are the primary sen-
sory inputs presented to a user using a haptic display [14], but the human tactile
sense has thermal receptors too [14], and some works studied how effective it
could be to incorporate thermal feedback into haptic devices [11].

Following these research fields, the design of the device described in this
paper addressed the generation of tactile illusions by electronic solutions to send
user feedback.

Since our device requirements establish that it should be small enough to
be manipulated by one hand only, the device should have reduced space for
mechanical parts and the battery. Therefore, a tiny battery fixed severe restric-
tions on power consumption, and a small embodiment reduced the possibility
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of using sophisticated mechanical actuators. Hence, the device uses a vibrotac-
tile messaging solution with an additional thermal sensation to represent the
AI feedback, and the users could message to the AI using manipulation of the
device and tapping on its faces.

3.2 The Design

The work started with designing a new low power, wireless device electronic
circuit and a wireless architecture that could be easy to deploy in a Smart Envi-
ronment governed by AI.

The hardware components selected for the device were chosen considering its
features as well as the size. They allowed the realization of a cube-shaped device
with an edge of 38 mm.

Fig. 1. The cube-shaped device manipulations

Figure 1 shows how it is possible to hold a cube with three fingers and
rotate it.
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Thumb and Middle fingers, hold the cube, while the Index finger is free to
tap on the cube face below it. For each of the six cube faces that could stay under
the Index Finger, it is possible to have four different faces under the Thumb just
rotating the cube on the X-axis. It is so possible to have 6 ∗ 4 = 24 distinct
positions of the cube. Furthermore, it is possible to give a distinct meaning to
the single and the double-tap of the Index Finger for each of the twenty-four
positions, reaching forty-eight discrete inputs.

Moving from one position to another is possible through cube rotation, and
the rotation sequence can also be associate with various additional inputs.

(a) Rotation sequences on face B (b) Rotation sequences on face A

Fig. 2. Possible cube manipulation

Indeed, Fig. 2a shows that bringing the Face D to the position of Face A can
be done in two ways, rotating twice clockwise or twice anticlockwise the face
B. Each direction of rotation can assume a different meaning, even if reaching
the same end position. The same consideration fits other axis rotations. For
example, let us suppose that a person, located in an AmI environment, would
change the heating conditions, then to communicate to the AI governing the
AmI this request (s)he could rotate forward the cube on the face A to increase
the temperature, or backward to decrease it (Fig. 2b).

The Embodiment for the prototype, once designed with a 3D CAD, was built
by rapid prototyping with a Fused filament fabrication (FFF) 3D printer. The
cube faces textures were investigated so that the cube positions under the fingers
could be recognized by tactile sensation. Gibson in [9], conducted an experiment
demonstrating that the tactile receptors can better recognize the form of an
object when this is rotated instead of just pressed. Hence, the cube face texture
is easier recognized when the face slides under the fingers, i.e., while the cube is
rotated. The design focused mainly on a pattern that could enhance the tactile
sensation while a face passes from one finger to another during a cube rotation.
Other experiments by Lederman in [15] confirmed that the grooves and lands are
recognized by the tactile receptors, better if the groves are large. Following such
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indications, the six cube faces were designed to make consecutive face patterns
unique for each possible rotation (Fig. 3a).

(a) Faces’ patterns (b) Fingerprint sensor

Fig. 3. Cube device prototype

One of the cube faces has a fingerprint sensor (Fig. 3b). The sensor allows user
recognition and the choice of several personalized profiles. In this way, users start
by holding the cube in a predetermined position, defining position zero. Starting
always from a prefixed position gives an absolute origin to the cube possible
manipulation and an easier way to associate the consecutive manipulations to a
set of purposes.

4 Using the Cube

This section reports on a use case scenario to describe a possible cube application
and facilitate understanding the device possible utilization. The scenario refers
to the domotic environment to offer a familiar ambient for most of us.

A user entering an AmI environment feels the vibrating message by the cube
kept in the pocket. This message informs the user of the presence of an AmI,
which governs the smart devices present in the ambient. When the cube is in
close proximity to a smart device, it warns the user of the possibility to interact,
still vibrating but with a different pattern. If the user wants to interact with
the device, s/he takes the cube and put (her)his finger on the cube fingerprint
sensor, activating the interaction. Successively, the messages to AmI are given
by tapping and rotating the cube faces.

For example, let us suppose that the user desires to change the room lighting
by opening more the curtains. (S)he can inform the AmI by taking the cube
and rotating forward the cube face in the curtains proximity. The AmI sends
the correct command to the curtains controller to open them. The curtains are
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now fully open, but the user turns forward the cube to inform the AmI that
still (s)he desires more light. Then, the AmI has to take appropriate actions to
satisfy the request. Probably it decides to dim up the lamp, and the user with
the same action can regulate the lamp dimmer.

From the above example, it should be noted that the cube does not give
the command to the devices but messages the requests to the AmI that should
interpret them according to the context and circumstances. For example, if the
previous scenario happens during the night, the AmI should understand that
the cube forward motion cannot mean more light, but something else, to infer
by the user’s known habits or other profile information AmI know.

4.1 User’s Actions

As already mentioned, after fingerprint scan, the cube has one established face
under the user’s Index Finger. The actions the user can perform are, Tap on
the face under the Index Finger and rotate one or more steps the cube before
tapping again. The tap can be single or double. Since there are available 24
distinct positions and for each of these, it is possible to tap a single time or
double-times, a total of 48 distinct actions can be recognized univocally. By
keeping the cube on the hand, it emerges that, referring to Fig. 1 the most
instinctive manipulations that the user can perform to rotate the cube are those
where the cube rotates forward, i.e., anticlockwise on the Y − axis, backward,
i.e., clockwise on the Y − axis, leftward, i.e., anticlockwise on the Z − axis, and
rightward, i.e., clockwise on the Z − axis. Although the rotations on X − axis
are possible, they require a little bit more dexterity.

Within this paper the term manipulation is used and not gesture because
the latter is widely used for hand motion on free air without constraints, but
the cube already set some constraints by its nature, and others are set to make
the interaction as simple as possible. Indeed, the cube position is referred to the
fingers touching the cube faces and not to the cube position in the space, thus
offering more comfort and freedom of use.

4.2 Networking

The cube device communicates with the AmI through the Wi-Fi and recognizes
the nearby smart devices by Bluetooth Low Energy (BLE) protocol. The BLE
has the advantage that it uses very low power for short-range communication,
allowing the battery-powered devices to last for years, even with small-sized bat-
teries. Instead, Wi-Fi, used for long-range communication, needs accurate power
management, hardware, and software, to achieve reduced battery consumption.

The cube device communicates to AmI by messages, using one of the most
used IoT communication protocols, the Message Queuing Telemetry Transport
(MQTT). It is a lightweight messaging protocol based on the publish/subscribe
pattern. The publish/subscribe pattern [10] offers asynchronous interaction
among network nodes in almost real-time.
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Based on a client/server model, (the clients) can publish and subscribe to a
specific Topic connecting to a known Broker (the server). The MQTT Broker
will forward the messages published to a specific Topic to any subscribers of such
a Topic [16].

The connection between publishers and subscribers is governed by the Broker.
More that one Subscriber can Subscribe on the same Topic and more that one
Publisher can Publish to the same Topic. The publishers and the subscribers do
not need to know each other, they only need to know the address of the Broker
to connect.

The client code of MQTT has a small footprint and, for this reason, can be
deployed on high constrained devices, such as the cube hardware. Whenever the
user taps the cube device or changes its position by rotating it with the fingers,
the device publishes a message communicating the action.

The device running the Inference engine for the AI of the AmI had subscribed
to the necessary Topics and then can receive those messages in almost real-time.
Once received, the message is given as input to the Inference Engine, which
translates it into the appropriate action to actuate the smart devices.

Since the cube device can be an MQTT subscriber, the AI device can send
feedback messages to the cube device, publishing to the appropriate Topic. So,
the cube device can receive the feedback messages and actuate its peripherals
for the output.

The cube device has a vibrating motor activated to reproduce vibrotactile
messages as feedback from the AI, and nichrome wire embedded in the cube
faces (Fig. 4) getting heated when crossed by the electrical current, increasing
the cube device haptic feedback ability.

Fig. 4. Nichrome wire

4.3 The Cube Firmware

The cube device has a dual-core 32 bits microcontroller. One core is dedicated
to the wireless communication protocols, BLE, and Wi-Fi stack, and the other is
for the device programming, which includes the MQTT client and the drives of
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Inputs and Outputs peripherals. Furthermore, the firmware, rendering the user
cube manipulation, has to compose the message to publish, which essentially
will communicate to the AI the user’s intentions.

5 Conclusions

A completely tactile and tangible cube-shaped interface device was proposed
to interact with AI in the AmI. The research aimed to offer an additional way
of interaction within the AmI environments to worried users about the loss of
control in fully automated environments, and improve the AI perception of the
users’ needs where audio or visual interfaces are not fitting.

The proposed cube device is small enough to be used with one hand only
and able to get tactile inputs from users as well as to provide haptic feedback.
It offers users interaction opportunities with smart devices in multiple Smart
Environments governed by AmI solutions, avoiding visual and natural language
speaking but keeping the conversational AI paradigm for AmI.

The device is not intended as a personal device but, recognizing the user by
the biometric sensor, becomes full user-tailored.

The device produces two kinds of haptic feedback: vibrotactile messaging
solution and bland thermal changes. While the vibrotactile messaging has much
literature evidence [5,6,13,14,18,23], the temperature perception and Thermal-
Interface [11,17] need further investigation, mainly because, for this work, it was
inspired by the designer [22] and not by a user-centric approach.
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Abstract. We investigate an augmented reality (AR) based method to help the
user filter their preferred Airbnb home via artificial intelligence (AI) on a 3-
dimensional street view style map in the context of a smart home and smart city
ambient scenario. We are motivated by seeking to provide users a 3-dimensional
AR interface that: provides equal representation of all data points and allows visual
filtration of all filter dimensions directly on the map. We introduce a novel way of
visually filtering information geospatially on an AR map by adding information
instead of removing it called filtration by inclusion. We introduce the interface in
its environmental context in terms of strategic locations for embedding it around
the city. We demonstrate how a neural network model can be applied to our filtra-
tion technique to act as a human and make filtration decisions. We enforce how
technology should enable, not limit the user and discuss how our system does not
filter out a home if it does not match the filter criteria, but rather provides the visual
information for the user to be able to make that decision on their own as human
choices are fluid. We expand upon some limitations of our system and discuss
future work on this technology. Our work has implications for user experience
design in AI at its intersection with AR big data and situational interaction used
most specifically for the context of smart communities and smart cities.

Keywords: Airbnb · Ambient environment · Artificial intelligence · Augmented
reality · Big data · Geospatial · Human computer interaction · Internet of
Things ·Machine learning · Neural networks · Smart city · Smart community ·
Situational · User experience design

1 Introduction

Artificial Intelligence (AI), the broad science ofmimicking human abilities, andMachine
Learning (ML), the subset of AI in which machines are trained how to learn, have
increasingly become a part of how we interact with our environment in recent times [2,
19]. Ambient Environment (AE) refers to of or relating to the immediate surroundings;
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oftentimes specifying an all-encompassing aspect of the surroundings such as sound,
light, temperature, etc. From an industrial point of view, one such example of AI in an
ambient Environment is the autonomous Google Car [2]. In cases like this, AI has been
implanted to process big data and formulate a resulting action from this. The recent
Google Car processes a gigabyte of data per second and includes: a laser on top that
determines where it is as well as a radar in the front that detects the speed and motion of
all the other cars around it. Artificial Intelligence comes in when it takes all this data and
predicts what potential drivers around the car are going to do and uses this information
to formulate a successful course of action so that it can safely continue to its destination.
SinceAI is the science of logically thinking like a humanmind. In specific terms, to create
an AI algorithm, we first realize that even though human minds are able to think very
non-linearly, usually, a flow chart/algorithm can be determined on how humans come
to conclusions. In this way, we can teach a computer to learn binary decision-making
and non-binary decision-making (with the addition of hidden neural network layers) to
simulate a human brain. Machine learning can be very beneficial in that agents do not
require programming to learn but can rather learn based on examples. These examples
can either be picked up via specific descriptive labels (non-deep learning) or without
humans having to specify labels (deep learning).

Augmented Reality (AR), technology that superimposes a computer-generated image
on a user’s view of the real world to provide a composite view, and the Internet of Things
(IoT), the connection of everyday objects to the Internet, enabling them to send and
receive data to each other [16], are increasingly intersecting at the point of ubiquitous
computing [5, 6, 8, 11]. Examples of this being smart home and smart city research
where sensor-driven scenarios are interacted with via headset AR such as a Microsoft
HoloLens.

1.1 Motivation

Sifting through big data requires a big user interface: at least that is the supposed impli-
cation of some current examples of data interaction. What happens when that data is
geographically linked to a location? Or can benefit from being linked to sensors in phys-
ical space? This is the case of real estate or Airbnb data: it is geographically linked and
can benefit the smart community/smart city by being available at certain locations. We
are inspired by the tourism aspect of big data and how that can benefit the smart city.
Thus, we look at the current Airbnb website user interface [1] and how users are able to
utilize the map to find a home based on what they are looking for.

The Airbnb website interface is an example of how maps are used in conjunction
with listings to provide the user with information of available homes. We are motivated
by aiming to improve this even further by providing filter information visually on the
map as an alternative to users combining two pieces of information (map and listings) to
decipher what they are looking for. For this purpose, we make use of headset augmented
reality to be able to providemore than 2 dimensions of information on themap.Moreover,
we seek to make use of the virtually unlimited real estate that augmented reality has to
offer. We choose AR as a medium also because it allows the user the affordances of
their physical environment in conjunction with a virtual augmentation that can be tied
together via a sensor.
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Fig. 1. [Left] Example map search on a generic webpage filter such as the one on the Airbnb
webpage. Filters including price, rating, number of people, number of bedrooms, and type of room.
[Top Right] Home listings that can dynamically appear/disappear based on the user’s movement
of the map to filter based on location. [Bottom Right] Number of pages that the user will have to
go through to view all available listings under current filters: implying that all homes cannot be
compared side by side.

1.2 Research Questions

Our research aims to answer the following questions:

1. How can we leverage headset augmented reality to further improve on generic map
filtration that is currently interacted with via webpages?

2. How can we embed such a system into an ambient smart city or smart community
environment?

3. How can we use artificial intelligence on our filtration technique to facilitate
suggestions to the user with the benefit to the user as well as the smart city?

2 Related Work

We look at other smart city applications to determine what already exists especially in
terms of Augmented reality and can perhaps be integrated into an ambient environment.
Emergency response management is an example of this. Crowdsourcing via citizens
in a smart city is another example of embedding information into an environment [21].
Utilizing AI for ERmanagement is also examined [13]. Today, cities looking to become
smart cities are pushing forward via open data dashboards available for anyone to use
[3, 10, 22]. The aim is to increase citizen engagement and innovative collaboration such
that the city can grow in the direction of a smart city. Cities also host map webpages
on their governmental sites. Thus, maps and the data dashboard can be combined for
the purpose of innovation. Filtration techniques are a majorly scrutinized aspect of big
data, and visual filtration techniques are always being further researched on as a subset
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of information visualization [17, 20]. Specifically, also in terms of smart community or
government big data [20]. Agile methodologies of developing user experience design
also exist [12]. Currently, generic filters exist in many consumerist applications such as
shopping catalogues, Airbnb, real estate, etc. These filters are very similar in that they
remove items that do not match the user criteria upon Boolean decisions of whether a
criterion is matched or not. Artificial Intelligence in filters may come mostly in the
form ofArtificial Narrow Intelligence [ANI] such aswhat a user shouldwatch onNetflix.
Airbnb already makes use of multiple artificial intelligence algorithms to assist the user
in finding an ideal home: especially in terms of what it thinks the user would prefer
[14]. For example, listings do not appear in alphabetical order, but are ranked in terms
of similarities with what the user has clicked on, how long the user has looked at each
listing, and the places where it thinks the user is most likely to stay. We seek to augment
this style of algorithmwith ameta interface that lets the user filter geospatially in a visual
manner. We start off in ANI and go towards more advanced AI to mimic user ability.

3 Augmented Reality Interface

3.1 Filtration by Inclusion

Human choices are fluid. Technology should enable, not limit humans while making
choices. We introduce a geospatial filtration methodology that enables the user with
flexibility while providing all visual filtration cues directly on the map [7]. We utilize
the Airbnb dataset scraped on Tom Slee’s website [23] to develop the required filters:
maximum price per night (0–500), minimum average rating (0–5), minimum number
of people that the home accommodates (0–5+), minimum number of bedrooms in the
home (0–5+), and the room type (shared, private, or entire home/apartment). We create
a holographic filtration panel to appear above a holographic map so that the user can
directly reach forward and interact with the filters. Each filter is denoted by a colour that
will be used to denote home qualities on the map. The interaction mode for the filters
are sliders along with toggles for the home type (Fig. 2).

We make use of a holographic map library to display the map to the user in Google
Earth fashion. Each available Airbnb accommodation is denoted by a holographic grey
cube sitting on top of the map. As the user applies each filter, holographic cubes of the
corresponding color are dynamically added on top of each home that matches that filter
criteria. Each home becomes a stack of cubes: the tallest ones being the closest match
to the user’s filter criteria. In this way, users can always see all accommodations (even if
they are filtered out) and make decisions based on which colours appear on each home
as well as which home stacks are the tallest. In addition, the map library allows the user
to zoom in or out. When the user does either, the interface reacts by displaying more
or less homes at a time. When the user zooms in, each home stack appears bigger, and
when they zoom out, each stack appears smaller.

Since our filtration technique adds information to the matching homes instead of
removing information of the filtered-out homes, we call it filtration by inclusion. The
benefit being that all homes and their information are always available to see: allowing
the user to more easily change their criteria or compromise on some filtration criteria
if they choose to do so. This is especially useful since this is geographical data and a
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Fig. 2. [Left] The filter panel that holographically resides above a map in space and allows the
user to select their filter criteria as they would on a generic webpage filter (we are inspired by
the Airbnb one). Each home that matches each filter criteria would have the corresponding colour
cube stacked on top of it to indicate a match. [Right] A home stack represents the filter criteria of
a single home. The grey cube on the bottom denotes a home, the orange cube represents that the
home has at least the minimum number of bedrooms that the user is looking for, the blue cube
denotes that the home accommodates at least the minimum amount of people that the user has
specified, the yellow cube specifies that the minimum average rating requested for by the user is
met, and the purple cube denotes that the home fits within the price range that the user is looking
for. There is no green cube on this home stack, and this means that the room type criteria that the
user is looking for does not match this home. If it did match, a green cube would sit upon the grey
one. Note that the left and right photos are not meant to match. (Color figure online)

Table 1. Example of the number of homes that are available for the user to see as each filter is
progressively applied on generic filters versus the HoloLens app. The major takeaway being that
filtered out homes are also always visible on the app.

Home quality filter Web based filter HoloLens App

Filter 1: At least 2 bedrooms 200 200

Filter 2: Rated at least 4/5 50 200

Filter 3: Shared home 2 200

major decision maker for users is location of the home. Users are oftentimes looking for
homes around certain landmarks or points-of-interest and may switch their decision, if
for example, a home is filtered-out due to one criterion but is close to a landmark. We
design our interface such that the technology does not make decisions for the user but
enables the user to make decisions (Fig. 3).

3.2 An Internet of Things and Ambient Environment Driven Design

Current research and trends project that a main feature that determines a successful
future smart city is its ability to embed the Internet of Things. Sensor driven interfaces
that allow users to interact with big data on the go are key players of smart community
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Fig. 3. Our filtration interface. [Top Left] The user specifies a minimum of 2 bedrooms (orange
cube). [Top Right] Orange cubes appearing on homes that have at least 2 bedrooms. [Center Left]
The user steps forward to look down closely at the streets. They can also now clearly see the homes
that appeared behind other ones. [Center Right] Details about a certain home can be viewed on the
info panel if the user air taps on a home. [Bottom Left] More, but smaller home stacks appear if
the map library we used is set to zoom out. [Bottom Right] Lesser, but bigger home stacks appear
if the map library we used is set to zoom in. (Color figure online)

facilitation. We identify key aspects of how our application design fits into a ubicomp
smart city.

Smart City Kiosks. A major advantage of headset AR is the ability of the user to be
able to carry it virtually anywhere. However, cities currently provide visitor information
around various specific locations: information centers, information kiosks, at points of
interest, town hall, information boards at specific locations such as parks, etc. A smart
city can benefit from providing AR enabled kiosks at specific locations: especially for
user interaction with geospatial big data. Locations that benefit from our application
include the following.
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The information center, usually located at an entry point of a city with pamphlets
of available hotels, is an ideal location when road travelers who have not pre-booked a
stay want to find an Airbnb as they enter the city. A sensor or satellite driven segway
to the interface would provide the user with a “you are here” entry into the application
and they would first see nearby homes with ability to move to any location in the app
including depending on points of interest.

Similarly, information kiosks at an airport or train station would serve visitors in the
same way. The sensors at these locations would also be sensitive to which terminal or
wing of the airport or train station that the user is currently located at and would provide
the fastest way to get transport to the selected Airbnb.

Landmarks and points of interest also serve as ideal locations being mindful of the
journey of a visitor in a smart city and being able to provide services at any point of it
so that someone who made spontaneous plans is able to book an Airbnb. The sensors
at this location would first provide nearby Airbnb homes on the map before the user
expands their search further. The sensors here would be extra mindful of the fact that
the visitor may be interested in other landmarks and would thus provide “hotspots” of
Airbnb homes (those located near other landmarks in the city).

Neighbourhood entry point/community center is another location to provide smart
kiosks. Our app at this location would be dedicated to highlighting the current neigh-
bourhood Airbnb’s and secondarily also suggest those in surrounding neighbourhoods.
Of course, the user is always able to expand their search further. The benefit of neigh-
bourhood kiosks being that visitors could drive by those homes and ask for viewings as
required before booking.

In addition, outside listed homes are also good locations to make the app available
to users. This would be best facilitated via Global Positioning System (GPS) satellite to
track the user as theymove (as iswithGoogleMaps) and let userswith personal hardware
view the information for the current home. This would be supplemented with images of
the inside of the home along with the ability to see similar homes in the surrounding area
or anywhere else in the city. This could also be facilitated via sensors or QR codes outside
Airbnb homes such that each one becomes a “smart kiosk”. However, implementing and
maintaining sensors outside each Airbnb could become cumbersome for the city and so,
the GPS approach is ideal for this scenario.

Environmental Affordances. InHumanComputer Interaction (HCI), designs are often
crafted with the intention of taking advantage of action possibilities that the environment
has to offer [18, 24]. These also make up what we characterize as the ambient environ-
ment. We determine the core affordances that present themselves in regard to our smart
city app.

Headset AugmentedReality as amediumoffers somegeneric affordances. The ability
to expand the map virtually as big as the room that the user is in provides more physical
space tomove inwhile interacting. In our example, at locations where the user is outside,
this is virtually unlimited space or real estate- as long as the user is safe from traffic and
other pedestrians. At locations where the user is inside (such as at an airport or visitor
information center), the space is limited to as much part of the room as the room allows
without interfering with others in the environment. On the other hand, an expanded
view of the interface could also allow for collaborators/ multiple viewers of the interface



Towards an Ambient Smart City: Using Augmented Reality to Geospatially Filter 479

(as many headsets are available). This could be beneficial in the case of if a family
collectively wants to look through potential Airbnb’s before making a decision. More
space allows people to view the interface together as well as walk around and look
down or squat to inspect various elements. The ability to walk around as well as the
3-dimensional depth perception allows for each home stack in a cluster of stacks to be
seen distinctly (versus what appear via a 2D screen as seen in Fig. 4). The 3D interface
also allows for equal representation of each home such that depth perception allows
comparison of homes from each angle. 3D depth perception also alludes to the user
being able to gauge height where a taller stack means more filters matched to the home.

Fig. 4. Same 2 stacks as seen in 3D (app) versus on a 2D phone screen. What may appear as one
unit on 2D are actually 2 separate items. A similar 2D vision applies on generic webpage maps
such as the one referenced in Fig. 1. 3D depth perception allows for more clear distinction of items
and equal representation of each item.

Headset AR also offers a hands-free interaction versus having to hold your phone
or a mouse on a laptop. A hands-free interaction is somewhat in alignment with physical
maps or info boards that are sometimes offered at points of interest or information
centers in cities. A digital one, like an interactable directory in a mall, provides dynamic
interaction as well as lets the user interact without having to hold any hardware. In
addition to providing a dynamic and hands-free interaction, headset AR is additionally
portable and unlimited in terms of virtual real estate. A hands-free interaction allows the
visitor to be holding on to their suitcase, children, food, bicycle, or anything else and still
be able to interact via voice control or with one hand. Additionally, headset AR does not
discriminate between left-handed versus right-handed individuals or force left-handed
individuals to alter the settings of the hardware such as is the case with a laptop mouse.
Moreover, if the user is free to use both hands to interact in headset AR, it allows the
user the ability to use both hands to view home information, etc. The portability of the
headset allows any user who owns personal hardware to be able to view the app at any
location or at the comfort of their own home (such as is with other personal devices like
phones and laptops). This supports travel and movement.

Smart City Affordances are characterized by aspects of the environment that pre-exist
in cities and are useful for how the user interacts with our interface. One being benches
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or other seating that are oftentimes located around points of interest or transportation
hubs such as airports. If our technology is made available via smart kiosks or sensors and
these are located near seating, this would enable the user to make use of the technology
either standing up or sitting down. Sitting down, this could become akin to flipping
through a directory/book where the user can spend more time instead of feeling a rush
to finish their task. In the case of collaboration, two users could be sitting side by side
and interacting with the system together or a user could be sitting down, and another
could be standing up where seating is limited. When being used portably via a personal
headset, our app could serve as an augmented GPS/Google Map that can be used to
follow directions to the Airbnb as a passenger in a car or a careful pedestrian.

Temperature is an environmental factor that affects how users interact with our sys-
tem. In the case that the technology is located indoors, the temperature can be controlled
to alter the experience of the user. Making it too hot or too cold could make the user
not linger on for too long: something that can be accounted for when urban planning.
In the case that the technology is available outdoors, temperature can also determine
how long the user sticks around. Temperature can also be detected by the system to alter
colours on the interface and set a touristic theme for a hot place versus a cold place. If it
forecasted to rain or snow, the system could suggest the user a nearby accommodation.
Lighting also affects user interaction similarly to temperature. As it gets dark outside,
the hardware and software can work together to suggest a nearby accommodation.When
it is too sunny, the system can increase brightness of the interface such that the user is
able to stick around and explore the map.

Sound is a factor that plays a part in how users may choose to interact with the
system. A lot of noise would indicate traffic or a slew of people in the smart city. In such
a case the user may choose to interact in a small area or corner of the room/environment
and perhaps be seated. In the case that there is not a lot of noise, the user may be free to
use the interface as they please without the notion of disturbing other people in which
case they may take up more space and think more freely about interacting via voice or
gestures. In the case that the sound is music, this could affect user interaction depending
on the type of music. The hands-free aspect of headset AR coupled with the availability
of notepads/pens provided by the city at information desks/kiosks, allows the user to
make notes of contact information/favourites as they use the interface. The user can also
make notes digitally on their phone while interacting hands-free on the headset. Tourist
spots such as coffee shops and restaurants could benefit from a smart city kiosk/sensor
that includes the app being available in their environment where visitors would come in
to be able to find an Airbnb at leisure. These cafés are already often coupled with tourist
information centers and highway rest stops. When in this environment, the user would
explore the interface for a bit longer while having a meal or coffee. This is synonymous
to how people currently sit at café’s and use the Wi-Fi for work.

Spontaneous discoverability is a key player in the adaptability of our interface.
The point being that users need to feel convinced that they want/need to use such an
interface- especially at the beginning stages of the technological transitioning into meta-
user interfaces in general. A successful collaboration between smart city components
via an ambient environment relies on the user being able to discover the interface on
their own. As we transition into smart cities, physical objects will increasingly become
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embedded with computers that are all producing multitudes of data and able to “talk”
to each other [9]. In such a case, the discoverability design of each of those expandable
interfaces needs to be prominent, yet subtle so as to not overstimulate the user with
multiple smart city interfaces at the same time. One way of doing so is via cross-device
discoverability. For example, we take the current Bluetooth, beacons, as well as Apple
Airdrop models as an inspiration when we suggest this method of discoverability. In our
setting, a user walking by our discoverability sensor may receive a notification on their
personal device such as a phone to indicate the availability of our system. This could
even provide information regarding if the system is currently being used by someone
else or if it is free to use. Moreover, the phone may allow the user to digitally “line up”
in a queue to use the system in a location hard-pressed with tourists. This also replaces
the need for a human to monitor a physical line-up. Discoverability could also be driven
by QR codes. They serve as subtle, yet visible ways to indicate additional technological
interfaces to users. The QR codes could be coloured specifically to indicate various
different interfaces. However, QR codes are not a component of dynamic technology
that may appear at the user when they walk by as perhaps an indicator that is only
visible to a user wearing a headset would. There are two major classes of spontaneous
discoverability present to us: 1) that is visible/ usable in the physical world 2) that is
visible in the holographic world. We should consider that methods of discoverability
in the physical world would be visible to users who are both either: wearing or not
wearing an AR headset. On the other hand, holographic ones would only be visible to
those wearing a headset. Thus, at a time when most users possess their own headset, a
holographic onewouldbe considered, butwhilewe stillwait to transition intomainstream
headset AR, a physical indicator on a cross-device or in the physical environment would
be best to indicate to the user that there is a headset they can use to find an Airbnb.

3.3 A Design for Artificial Intelligence

HCI interfaces for smart cities really benefit from an artificially intelligent backend due
to the abundance of big data that can be utilized in such cases. We identify specific
aspects of our design that are created for an artificially intelligent backend.

Filtration by Inclusion, the filtration technique we contribute, implies a benefit from
being plugged into a neural network on the backend. To reiterate, we have 5 filters on the
filter panel: maximum price per night (0–500), minimum average rating (0–5), minimum
number of people that the home accommodates (0–5+) , minimum number of bedrooms
in the home (0–5+), and the room type (shared, private, or entire home/apartment).
In addition, we have another factor: location on the map, which is sometimes a pref-
erence for users depending on landmarks or personal preferences. While the user is
self-sufficient in performing the following:

1. Firstly, being able to select slider thresholds and toggle values on the filters and
noting which home stacks are tallest (thus closest to their filters)

2. Next, deciphering if a specific home is in their preferred vicinity on the map
3. Lastly, being able to compromise between:
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a. home stacks that may be the tallest (closest to the filter criteria) but not in the
preferred location

b. home stacks that may be in their preferred location but not the tallest (not as
close to their filter criteria)

This process being backed by a neural network can make the filter approach automated,
help the user make decisions, and create customizable outcomes [15, 19]. The neural
network, a computerized algorithm that mimics a human neural pattern (or way of think-
ing and making decisions), can be applied as specified below to our filtration technique.
We demonstrate below our scenario in a simplistic neural network model based on linear
regression.

We assume major factors in helping make the decision of finding the ideal Airbnb
and represent them in binary notation:

1. Does the home reach the threshold of the filter:

a. (X1) Is the price per night within the specified maximum (Yes: 1, No: 0)
b. (X2) Is the average rating at least the specified minimum (Yes: 1, No: 0)
c. (X3) Does the home accommodate at least the specified minimum number of

people (Yes: 1, No: 0)
d. (X4) Does the home have at least the specified minimum number of bedrooms

(Yes: 1, No: 0)
e. (X5) Does the room type fall under one of the toggled-on categories where at

least one is required to be toggled on (Shared, Private, Entire Home/Apartment)
(Yes: 1, No: 0)

2. Is the home in the user’s preferred location:

a. (X6) User preferred area/neighbourhood of the city (Yes: 1, No: 0)
b. (X7) Near (a) user preferred landmark(s) (Yes: 1, No: 0)

All values up to this point have been binary, but when it comes time to make a fluid
choice (maybe peppered with some compromises) such as a human would, we assign
weights of importance to each of the above points. We can do that generically like so:

1. Each of the 5 filter thresholds (1a-1e above) are set uniformly weighted at (W1= 5)
since we assume the user would highly value each of those since Airbnb chose to
utilize those in their webpage interface.

2. A user preferred area or neighbourhood (2a above) is weighted at (W2= 2) since we
assume this makes a difference to the user, but the user is ok without it since tourism
is their priority. Being in the vicinity of (a) preferred landmark(s) is weighted at
(W3= 3) since we assume these would be some of the most preferred locations to
stay at in the city.

Additionally, we factor in a bias =−threshold value that is introduced via approximating
a real-life problem which may be complicated. We set this value to (bias = −5). To
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demonstrate an example,we arbitrarily assume ahomewith the following characteristics:
our first three filters (X1−X3) and user preferred landmark vicinity (X7) are satisfied and
each equal to 1while the last twofilters (X4−X5) and user preferred neighbourhood/area
locality (X6) are not satisfied and each equal to 0. We assume that both “user preferred
landmark vicinity” and “user preferred neighbourhood/area locality” refers to the system
predetermining preferences based on where the user usually stays and general big data
patterns. Preferences could be determined via “how far away from landmarks the user
usually stays”, “proportionately how populated the localities are where the user stays”,
etc. If the user is new, the system would make preference inferences based on general
user behaviour and could make general assumptions based on preliminary demographic
factors. We utilize a linear-regression-based formula and insert the values below.

m∑

i=1

wixi + bias = w1x1 + w2x2 + w3x3 + w4x4 + w5x5 + w6x6 + w7x7 + bias

∑m

i=1
wixi + bias = (5)(1)+ (5)(1)+ (5)(1)+ (5)(0)+ (5)(0)+ (2)(0)+ (3)(1)+ (−5) = 13

Since the answer is 13, greater than 0, this house will be one that can be selected. With
this model, we will have multiple homes that would have a value greater than 0, and thus
the system would be considered Artificial Narrow Intelligence (ANI) and either: have
many narrowed down suggestions for the user or rely on further hidden neural network
layers to determine a single home as the answer. The above is a single layer example,
and we make some arbitrary assumptions about user preferences. However, if we factor
in hidden neural network layers such as the following, we can get more specific answers
and suggestions for the user:

1. What determines a preferred neighbourhood/area generically according to users?
2. What determines a preferred neighbourhood/area according to specific users?
3. What determines a preferred neighbourhood/area according to the city?
4. What determines a landmark?
5. What determines the correct number of landmarks to be surrounded by?
6. What determines a preferred landmark generically according to users?
7. What determines a preferred landmark according to specific users?
8. What determines a preferred landmark according to the city?

The hidden layers of the neural network that constitute of the above factors define the
artificial intelligence of the system and its ability to make compromises and decisions
like a human. All other factors (the 5 filters on the filtration panel) are Boolean values and
thus easy to understand for a generic machine and do not require artificial intelligence.
For example, homes are filtered out on a generic webpage filter if they don’t fit one
criterion (as seen in Table 1). When the above layers are factored in, the system starts
moving away from Artificial Narrow Intelligence and becoming progressive towards
Artificial General Intelligence (AGI) and even Artificial Super Intelligence (ANI). One
factor that would move the system towards more intelligence is the bias. We initially
select the bias arbitrarily and that can change based on the application of an optimizer and
as the system learns about how humans make decisions. When the bias value becomes
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more specific and the system also learns more about weights and each variable, we start
moving towards a more intellectual and accurate system.

This neural network model, being a subset of deep learning, which is a subset of
machine learning, which is a subset of artificial intelligence, presents itself in two ways
in our scenario. If we train it via non-deep learning, it would be trained via humans:
by labelling either natural user interaction data points or research scenario data points.
Contrarily, if we train it via deep learning, it will train itself based on non-labelled big
data. In either case, we are able to train the system such that it thinks, reacts, and suggests
more closely to humans and can become a concierge in a touristic smart city scenario.

Other Artificially Intelligent Factors include a range of aspects that piece together for
a system that understands itself more intuitively. Real time data for Airbnb can be used
commensurate to howgeneric city-relevant datasets (such as transportation) are available
on smart city data dashboards. In this case, AI can be utilized to pre-empt whether a
home is a good choice for the user to select based on how long it usually takes before
it gets booked, what time it usually gets booked, what time the price of that home goes
up/down, etc. Voice/Accent/Language Recognition can be learned via AI as is already
done for generic voice control apps such as SIRI. Voice control/ multimodal input would
be vital control methods for a scenario such as ours where the user is a busy traveler
who might have their hands full. Thus, implementation of custom voice for our app (in
addition to generic ones available with hardware such as the Microsoft HoloLens) are a
point of value for the end user. This custom voice command system would be optimized
via AI to learn voice/accent/language patterns. A heavily sought-after AI feature is the
implied ability of such a system to be able to make user-customized recommendations
of datapoints (which would be homes in our case). Meaning that the system recommends
homes to the user based on their personal previous behaviours: independent of the current
scenario’s city-specific factors as well as of other users’ behaviours and preferences.
This is a non-deep learning style model where the labels of a specific user on datapoints
would be studied by the system. Similarly, generalized recommendations based on
users would provide suggestions based on the behavior and preferences of all users
collectively. This model would help predict and make suggestions on factors such as:
what homes/areas in the city do users collectively prefer, what time do users book most,
what combination of number of bedrooms and average home ratings do users prefer, etc.
Lastly, generalized recommendations specific to citieswould truly convert the app into
one that is as beneficial to the smart city as it is to the end user. In addition to making
better recommendations to the end user, this AI data would help facilitate city specific
routines, events, and possibly even touristic monetization. Factors include: where and
what dates city-specific events that bring in tourism usually occur, how price per night
changes for homes on those days and in those areas, what is the economic make-up of
the city, how transportation data ties into Airbnb data, etc. Thus, multiple factors of the
app data benefit from artificial intelligence.

Feedforward and Feedback are both applicable in our scenario. Even though they are
almost contradictory in nature, they can work complementarily in a system such as ours.
Feedforward can be used via an AI model in our scenario. For example, big data allows
us to track patterns and provides predictability into human behaviour, and we can apply
this via feedforward interaction [4]. If due to data patterns, the system learns that users
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who pick “shared room type” are likely to end up staying in the core downtown of a city,
the system can make an inference that they are likely to do that and suggest that location
before the user even moves the map there. In hindsight, this may be the case because
shared room types may usually consist of hostels which are usually set in the downtown
of cities, for example. However, the reason is not known to the system. All it knows
is that users who select shared homes usually maneuver to the downtown locations to
find an Airbnb, and thus, the system predicts and suggests this as soon they enter the
room type but before they maneuver towards downtown themselves. In this way, many
filtration patterns could be detected in such a big database like this and applied like so.
On the other hand, feedback for a similar scenario may be applied such that the user
is at an outskirt’s location on the holographic map, and they enter “Shared room type”
as their preferred filter. The current map scope does not show any/ many options for a
shared room type. Thus, the system displays a holographic arrow indicating that the user
should move the map in a direction towards where more shared room types are located.
This consequently ends up being downtown. These are two variations of handling the
same situation in which feedforward is more AI driven and pre-emptive to the user.

4 Limitations

There are some factors that may be limitations to our scenario.

4.1 Usability Issues

Hardware limitations in conjunction with some aspects of the software interface present
some interaction tribulations. For example, sometimes it is hard for the system to detect
a user entering slider input on the filter panel via either an air tap or drag. This is due to
hardware limitation but is amplified by the size of the slider on the filter panel not being
bigger and AR not being the ideal medium to interact with sliders. To minimize such a
usability issue, a different design such as a checkbox could be implemented, but there
would be pros and cons to all designs. Thus, both hardware and software limitations are
something to consider when designing such an interface.

4.2 Accessibility

Our design relies heavily on colour to differentiate filters. An interface such as this
should be mindful of choosing a colour-blindness-friendly palette. This is especially
the case with the addition of more filters on an interface such as this. This also applies
when designing spontaneous discoverability of software embedded around the city in
that findability of the software should be mindful of colour-blindness. Other aspects
of accessibility also need to be considered in terms of where and how to provide the
software just like all aspects of urban planning are oftentimes examined for accessibility.
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4.3 Outdoor Factors

The fact that we seek to embed such a system in a smart community/smart city comes
with the implications that the user is expected to use the software outdoors. Thus, this
exposes hardware such as sensors and headsets to the weather as well as vandalism.
When creating such a system, city facilitators must be mindful of weather that may be
too hot or cold and expose the hardware to damage. In addition, the vandalism aspect
is one that pre-exists in cities across the world. Thus, safety measures must be taken to
protect city assets.

4.4 User Willingness

Augmented reality in itself is being increasingly used on phones, but still not considered
mainstream. Headsets are even further away from being heavily used commercially.
This is something that users will have to get used to using if it becomes available in a
scenario such as ours. In addition, users sometimes consider interacting with technology
an intimate thing and are hesitant to perform inputs sometimes. Overstimulation is a risk
we run when we increasingly embed technology into the user’s physical environment.
Thus, when we expand upon further features of our design as well as the feedback and
spontaneous discoverability features, we must walk a fine line of providing the user with
everything they need in a clean manner and make sure it is simple and subtle enough to
minimize overstimulation that may turn the user away from using the technology.

4.5 Design and Software Limitations

There are always ways to further improve on designs and software methodology. The
software could be modified to further optimize the system and output. Although our
design is unique and unconventional in regard to keeping homes that would generically
be “filtered out” on the interface so as to provide user decision flexibility, there are some
counterarguments that could arise due to this approach. For one aspect, in some cases,
it may leave the user with “too many options”. For example, the user may find it hard to
decide between 20 homes that are eachmatching 4 filters (even if they are different ones).
Not visually seeing the removal of options that do not exactly match could increase user
indecisiveness and frustration in some cases.However, such a frustration could also occur
when only 2 homes remain after filters are applied on a generic filtration system and the
user feels a lack of options. Thus, in order to provide more flexibility and information
to a human to make their decision, a system like ours but with the additional hidden
neural network layers to help alter filtration criteria weightages could be utilized as tie
breakers in cases where too many homes are available. Moreover, since we are applying
artificial intelligence to our system, we could also use generative design to improve some
aspects of design via automation. However, this would come with pros and cons just
like any other design. Since we are suggesting an AI model, we also have to consider
that sometimes the agent can learn and conclude incorrectly; however, AI comes with
this risk in general, but also provides a rich reward. Another limitation that falls under
both software and design is that currently, if two or more homes geographically sit on
the same longitude and latitude (for example in one building), there needs to be a way
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to display a home stack for each of those. This could easily be solved for most cases
mathematically and home stacks could either be shown next to each other if there is
enough room on the interface or the stacks could be depicted as home clusters that the
user is then able to visually expand and examine further.

4.6 Potential Study Limitations

If we were to perform a study on our system in its environmental context, it would be a
field study and may become limited by current technology and situations. For example,
this would probably be wizard-of-oz in terms of sensors and some aspects of research
would be dependent on people’s ability to discover our unfamiliar technology. In this
way, many factors of such a field study would be aspects to consider and pre-plan. In
such a case of unfamiliar technology, many unexpecting users may have to be primed
due to which results would become influenced via the priming introduction.

5 Discussion and Future Work

Our application and techniques make use of big data to help facilitate a touristic infras-
tructure in the ambient smart city of tomorrow. We seek to make use of this big data that
is already available to provide an even better user experience. Since we are embedding
this system around and in context of an entire city, it is vital to keep track of the visitor’s
journey through the study. In addition to keeping track, it is important to take into con-
sideration the nuances of situations that the traveler encounters in the city and how they
act. For example, how does a traveler who has to handle a stroller interact differently
than someone who has their hands full with luggage versus someone with their hands
free. Furthermore, we have conducted a pedogeological pilot study of our system in a
lab setting but recommend that a field study where participants are unexpectant could be
a step further into deciphering the usefulness of the system as embedded around the city.
An aspect of our system is that it could almost identically be used for real estate around
the city. If this becomes the case, it would harbour the same technology and filtration,
however, the narrative would change from a touristic one to providing for the citizens of
the city: those that are familiar with it. In this case, the vitality of various aspects would
become altered. For example, spontaneous discoverability may not be so spontaneous
for users who are familiar with the city versus tourists. Another factor that can be probed
upon is the cultural aspect of a smart city. Various parts of the world for this interaction
would provoke a varying narrative in terms of: language, gathering places and practices,
how and what they use technology for, as well as locations around the city. For example,
it is a very North American concept to have information centers at entry points in the
city and travel stops on the highways, and the same may not apply elsewhere. One more
aspect to consider is that our interface is specialized for the guest user who is looking
for a home rather than also for a host user who is looking to rent out. Due to this, our
interface is designed keeping in mind solely the guest and does not seek to have umbrella
aspects in the interface to accommodate both guest and host. Doing this has pros for
the guest user as well as the city because embedding this software at specific locations
around the city is implemented for the visitor to the city.
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Moreover, a comparison feature could be added to exclusively select and compare
two or more homes side by side. In such a case, the user would select two or more home
stacks and they would appear on a holographic plate on which the user could visually
examine the differences as well as compare information that appears on the information
panel side-by-side. The visual as well as the informational differences and similarities
would be visually highlighted by the system. Moreover, the system could also preserve
some visual geographical cues on the comparison plate to keep the user informed about
the geographical comparison of the locations of the homes.

We have conducted a pedogeological pilot study of two participants to compare our
interface being interacted with on a laptop versus via headset AR. One future step would
be to compare our headset AR interface with a generic webpage filtration one (such
as the Airbnb website). This would provide us with a clear comparison of how users
may transition from what is currently considered the most widely used technology to
geospatially filter the same datapoints towards what may be used in the future as rapid
technological growth encourages widespread adaptation of IoT embeddable systems in
an ambient smart city.

6 Conclusion

We became motivated by wanting to augment generic geospatial filtration with the 3rd
dimension in augmented reality to providemore optimal and flexible filtration.We aimed
to use this design in a situational smart city and smart community context to facilitate
touristic infrastructure. We contributed our filtration method: filtration by inclusion. We
placed our filter scenario into a neural network model design to examine how it could
make fluid choices like a human being.We probed on ambient environmental affordances
factors such as spontaneous discoverability.We also discussed other aspects of AI such a
feedforward and feedback of the interaction that can be leveraged here.We then identified
limitations aswell as opportunities for futurework.We discussed various aspects of what
can be probed further on our scenario. In general terms, through the demonstration and
discussion of our system,we highlighted howourwork has implications forUXdesign in
AI at its intersection with AR big data and situational interaction used most specifically
for smart communities and smart cities.
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Abstract. Simulations of social processes are a special category of interactions
between humans and computers, characterized by the modeling through the latter
of the behavior of the former. This paper proposes a framework for studying the
development of simulation capabilities by society, as part of an ongoing process
of adaptation by complex social systems against a more challenging environment.
We begin by discussing the characteristics that the capability to simulate social
systems confers in terms of increased effectiveness of the decision-making pro-
cess of a society. Then, by framing this increased effectiveness as a problem of
increased computational capacity by an intelligent agent, we describe the impact
that this has on the fitness of an agent that is adapting to a changing environment.
We thus provide a mathematical formalization for studying the development of
computational sociology in terms of adaptive fitness. This formalization lets us
draw the interesting conclusion that, if the adapting system records a decrease in
its fitness over its recent past, the formulation of adapting decisions becomes an
increasingly more self-referential problem. That is to say, it depends increasingly
more on the computation of the outcome of the past actions of the agent, and
increasingly less on the behavior of the environment around it. This promotes
the theoretical generalization that the development of simulation capabilities for
adaptation increases the role that the agent has in determining the status of the
agent’s world, and decreases the role that the environment has in the same process.

Keywords: Computational social sciences · Sustainable computing · Adaptation
to climate change · Artificial intelligence · World modeling

1 The Relationship Between Adaptation by Society
and the Development of Social Simulations

We observe that many social systems today are developing the capability to conduct
simulations of themselves, and of the process of their adaptation against the environment
[1]. This observation is valid regardless of the geographical location of those systems,
and concerns transversally Europe [2], Africa [3], and Asia [4]. The underlying idea
in developing simulations of climate adaptation, is that a social system that uses them
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as part of its decision-making process is more capable to undertake actions that lead to
positive adaptation to the environment, and to avoid those that do not [5]. The literature
however presents a gap, concerning the formalization of the exact mechanism through
which the development of simulation capabilities is conducive to adaptive behavior.
One idea to this regard, is that simulations play the role of rhetoric tools that can be
used by scientists, in order to legitimate a certain policy against policy-makers, and to
avoid some other policies [6]. Another idea is that simulations allow the reduction of
uncertainty about the environment [7], by mapping the space of possible worlds, and not
just of the ones which are observed in practice. This, in turn, allows the navigation of the
rugged landscape within which the social system is embedded. Another possible, more
simple explanation, would suggest that simulation capabilities are being developed right
now because of the availability of computational power in modern hardware, that allows
complex simulations to be executed in practice, andnot just beingdefinedmathematically
[8]. Notable, for that explanation, is the observation that High-Performance Computing
is required to run any model that is not trivial in terms of the number of parameters, and
in particular the models that are built upon real-world sociological data [9]. This type
of explanation does not imply that societies which develop simulations are necessarily
more adaptive, however; but rather, that the intellectual pursuit of scientific interest in
mathematics or computer science is the explanation for the observed increase in the
number and complexity of models that simulate climate adaptation.

In this paper, we want to study whether there is some deeper, underlying reason for
the development of simulation capacities today, such that the process of adaptation by a
biological human population to the environment could explain this development in this
particular era. In a sense, we want to know whether the development of simulations is
an evolutionary tipping point in the adaptation of our species to its environment [10];
and if it is, therefore, a contingent instantiation of the general problem of adaptation of
a population through the reduction of uncertainty about the environment [11].

This problem concerns not only humans. There is, in fact, a general increase in
the intelligence of the biosphere that is not specific to humans [12], and this suggests
that intelligence may be a trait that provides selective advantages to any species that
develops it [13]. If this is true, then intelligence as a trait undertakes a strong selective
process in most species, and not in humans alone [14]. Human fitness, however, is highly
conditioned by the capacity to reason and plan future actions because of the general poor
adaptability of the human organism. As a consequence, in humans, more than in other
animals, intelligence may play a crucial role in determining the fitness of the species
[15]; and this may not be a shared problem with other animals.

Among the specific intellectual faculties of humans, lie the capacity to develop
computational models of the individual and of the aggregate behavior. In this sense,
computational social sciences provide, among other things [16], an increased capacity
to reason and plan the actions of both the individual [17] and the collectivity [18]. The
question that we want to address in this paper is, therefore, how to explain the devel-
opment of simulation capabilities by a social system as part of a process of adaptation
of the latter. To do so, we will draw from the sectors of computational social sciences,
complex adaptive systems theory, environmental sciences, and the research on artificial
intelligence, in order to explain the development of computational social sciences as an
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adaptive evolution of the human social system against an increased complexity of the
environment.

2 The Complexity of the Environment

A first theoretical approach to study climate change and the adaptation to it comes from
the application of complexity science and complex adaptive systems theory to ecology
and sociology [19]. In its foundational conceptual framework, a complex system is a sys-
temwhose elements interact in a highly dependentmanner, andwhose systemic behavior
is not reducible to the aggregation of the individual behavior of its composing elements
[20]. The complex system can change the relationship or the identity of its components,
as a reflection of the variation in complexity of an external environment. If it does, then
the complex system is called a complex adaptive system [21]. In the process of studying
them, complex adaptive systems are often modeled by means of computer simulations,
and in particular by agent-based models. The application of complex adaptive systems
to the study of social systems leads to the development of agent-based models for social
sciences [22], whose construction and analysis is one of the primary subjects of study of
computational sociology. The underlying hypothesis in the application of computational
models to study sociology is that some kind of similarity exists between the world that
is being simulated and the simulation itself [23]. If this hypothesis is valid, we can then
treat the map, in this case the simulation, as the territory, in this case the world being
simulated, and extend to the latter the conclusions that we draw by analyzing the former.

The application of complex adaptive systems theory to the study of the adaptation to
climate change by a society is, indeed, useful. This is because it allows researchers to infer
the general characteristics of the changes that a society undertakes, as part of the process
of its adaptation to a changing environment. The literature on environmental sciences
distinguishes climate variability from climate change [24], and treats variability and
change as two related but independent aspects of any environmental impact assessment
[25, 26]. Climate change can be seen as a generalized decrease in fitness [27]. Climate
variability, on the other hand, corresponds to the empirical observation that the status
of the climate becomes more varied over time, if we compare any two distinct time
intervals [28]. If this is true, then it follows that climate change and climate variability
correspond to two separated albeit related concepts. For the purposes of our paper, we can
apply these concepts to the study of social systems in the following manner. If climate
change corresponds to a generalized decrease in fitness of the human social system,
climate variability corresponds instead to the empirical observation that the status of the
environment and its variation becomes less predictable in recent years, with comparison
to what was common in the past. We treat these two considerations on climate change
and climate variability as assumptions for this paper, and we will see in the next section
how to formalize them in terms of an adaptive agent.

3 Modeling the Adaptation of Complex Social Systems to Climate
Change

We can now move towards a mathematical definition of the process of adaptation by a
social system, which we treat as an agent, against an environment that becomes more
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complex. We can model the process of adaptation by an agent to the environment as a
process inwhich the agent selects an action a amongmany possible, in order tomaximize
its utility or, in this case, some kind of objective fitness function. First, however, we start
by defining the agent and its relationship with the environment.

There is a worldW in which the social system is embedded. In this world, the social
system acts as an agent, and undertakes actions in response to the perception it has
of the surrounding environment. The surrounding environment holds a status x, which
at the discrete time t corresponds to xt . The agent has a veridical perception of the
environment [29], that we call P. Please note that, while this hypothesis is generally
appropriate in the sector of robotics and artificial intelligence, this may not necessarily
a good approximation for social systems. It has been proven through game-theoretical
methods [30] that a biological system that evolves under natural selection develops
a perceptual system that perceives its fitness function, and is otherwise a poor map
of the underlying complexity of the surrounding environment. Since social systems
are composed by biological organisms, and because populations that undertake natural
selection are proven to not possess veridical perception, then the consequence is that
social systems, too, do not possess a veridical perception of their environment. However,
at least part of those social systems, and namely science, performs Bayesian inference
in order to learn which of the system’s perceptions are illusory in nature, and which are
veridical instead [31]. Because science is embedded in the social systems that we study,
and because developing simulation capabilities is a specific function of the scientific
component of a social system [32], we then assume that the perception of the social
system towards the environment is veridical. We also assume the set of possible states
of the world to be in total order [33]; and subsequently the perceptions by the agent,
in this case the social system, to also be in total order. If we do that, we can identify
an homeomorphic and order-preserving map g : x → p that provides to the agent an
accurate method for performing comparisons between any two possible states of the
world x1 and x2, by comparing the associated perceptual states p1 and p2. For the rest
of this paper, we simplify the discussion by considering the states of the world, and not
the associated perceptual states held by the agent. The same consideration applies for
the perceptions by the agent of any changes that occurs in the environment, and also for
the decisions made by the agents and the actions that the agents undertakes at the same
time, which we consider to be equivalent, though they are often treated separately in the
literature [34].

In response to the status of the world xt , the agent takes an action at . The sequence of
actions taken by an agent up to the time t comprise the sequence At , whereas the states
of the world up to t comprise the sequence Xt . Consequently, of the actions by the agents
and of the physical or chemical law that regulates it, the world then updates the state of
the environment around the social system. We call W the world function, according to
which the status of the world changes between two successive periods in the discrete
time.

Xt+1 = W (Xt,At) (1)

We can now make some considerations regarding the nature of the world function,
according to the relative importance that Xt and At have in determining the new state of
the world in t + 1.
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The first consideration that we make is that the world updates its own status, regard-
less of whether or not some agents are present who can perceive it. This is necessary,
because we must allow the possibility for the environment to change its status regardless
of the actions of the agent, notably if the agent suddenly disappears. A world without
agents is thus characterized by the rule that the update of its status is independent of any
agents’ actions, for lack thereof. In this sense, the world functionW is modeled as:

Xt+1 = W (Xt) (2)

This function describes a world that operates according to the rules of physics,
mathematics, or computational rules of some kind, and that are independent from any
agent’s actions.

At the other opposite,we can also imagine aworld inwhich theworld status is entirely
determined by the actions of the agent. We can call the world function associated with
this world “the God function”, because in it the agent determines the future status of the
world in complete autonomy:

Xt+1 = W (At) (3)

This type of autonomy corresponds to the Greek notion of αÙτoνoμία, self-
regulation, in the sense that the agent regulates the environment as a direct consequence
of the actions that it undertakes, without there being any distinction whatsoever between
the agent and the environment itself. In this world, physics, if it exists, is a reflection of
the agent’s internal cognitive processes rather than a collection of rules on the behavior
of the environment. We can argue, in fact, that the environment does not exist in distinc-
tion from the agent. In this sense, the worlds described by both (2) and (3) are equivalent
or indifferent. Both (2) and (3) do not represent well the relationship between the social
system and the environment today, of course. However, it is still possible to consider (2)
as a good model for a subinterval of the historical period that concerns the relationship
between that social system and that environment. We will see shortly why this is the
case, if the world undertakes a transition that allows agents to appear and disappear.

More in general, though, we can imagine a world in which the human agents in
general, and the complex adaptive social systems that we discussed earlier in particular,
have a certain level of agency. This is to mean, the world changes according to both its
own rules of behavior, but also in response to the actions undertaken by those social
systems. If this is the case, then the term At appears as an input to the world function:

Xt+1 = W (Xt,At) (4)

We call this function the “business-as-usual” function, because it describes a typical
world in which an agent acts on the environment and causes effects upon it. The term At ,
in this context, can either indicate the individual action that immediately precedes the
world update in t + 1, or the full sequence of actions At = {∅,∅, . . . , aj, aj+1, . . . , at

}

that have taken place if the agent has appeared in the world at time j. If this is the general
case, we can then study, as anticipated earlier, the transition between a world in which
agents are not present and a world in which agents are active, and that operates according
to the previous model.
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A world function in which an agent appears at some time j can be described as the
“creation of Adam” function, and can be formalized as follows:

{
t < j Xt+1 = W (Xt)

t ≥ j Xt+1 = W (Xt,At)
(5)

Further notice that, provided that the agent exists for at least a certain subinterval
of the history of the world, there is however no requirement that the agent continues to
exist indefinitely. Therefore, there can be some time k in which the agent stops existing
in the world, or at least to cause effects on the world update as a consequence of its own
actions. We can call the world function that is subject to that condition “the apocalypse
function”, and define it in a manner analogous to the previous world function:

{
t < k Xt+1 = W (Xt,At)

t ≥ k Xt+1 = W (Xt)
(6)

The considerations we made above for the content of At in relation to j are here valid
for At in relation to k.

We can also notice how the expressions contained in (5) and (6) are related to
one another. If the world is characterized by both the past appearance and the future
disappearance of the agent, such that j < k, then the world function assumes this
combined form:

⎧
⎨

⎩

t < j Xt+1 = W (Xt)

j ≤ t < k Xt+1 = W (Xt,At)

t ≥ k Xt+1 = W (Xt)

(7)

We can call this world function the “complex adaptive social system” function, which
models the adaptation of the complex social system from the moment of its emergence
to its ultimate end.

4 A Changing Environment for an Adapting Agent

We can now consider the problem of fitness of the agent in relation to the environment,
within the framework of the model defined above. To this regard we can imagine, as is
suggested by the literature on computational sociology [35], that the agent operates in
order to maximize some kind of objective function that we call “fitness”. This function
does not directly consider the internal states of the agent, but only the status of the world
at a given time. The fitness Ft of the agent at time t is therefore a function of Xt but not
of At , and can thus be expressed as:

Ft = f (Xt) (8)

We do not make any specific assumptions on the shape of f , besides assuming its
continuity and it being positive. Because the agent is, in this case, a social system, and
because the social system is in turn composed by biological organisms, we can also argue
that a minimal level of fitness must be maintained by the agent at all times, in order for
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the agent to continue existing. The literature on human survival considers the extreme
environments as those in which the human fitness is minimal [36], which is another way
to say that a minimal fitness is needed for a human to exist in an environment. If this is
valid for humans, we extend the same consideration to the group of humans that we call
social system, and we conclude that a minimum fitness Fmin > 0 must be preserved by
the system at all times, lest the social system itself disappears. Notice that, because the
concept of fitness is constructed around the agent and is not independent from it, we can
infer some characteristics of the fitness function according to whether or not an agent is
present in a given environment. Specifically, we can infer that any world in which the
humans are present is a world where the fitness of the social system is higher than that
threshold Fmin. But also, that any world in which the humans are not present is a world
in which the fitness of a social system that we hypothesize is under that same threshold.
The same is valid for the temporal, not just the spatial, dimension. This is not to say that
the conditions of a pre-human or pre-social world were unsuitable for the appearance
of humans; simply, that the observation that humans are present in the world at a given
moment implies that their fitness is sufficient for their survival.

If we consider the world functions that we described earlier, this implies that if the
At term is appearing as a term in the world function at time t, then the fitness Ft that we
compute at the same time t is:

ifXt+1 = W (Xt,At), then Ft = f (Xt) > Fmin (9)

Conversely, if the term At is not present in the world functionW , this means that the
fitness of the agent in that world is lower than the threshold:

ifXt+1 = W (Xt) then Ft = f (Xt) < Fmin (10)

If we apply (9) and (10) to the world function described in (7), we can see that the
fitness of the agent transitions to Ft > Fmin for j ≤ t < k, and is lower than Fmin
otherwise. The figure below shows the relationship between Ft and Fmin with respect to
j and k (Fig. 1)

Fig. 1. The fitness function of a complex adaptive social system at time j and k.

If the function F = f (Xt) is continuous, and if F is always greater than Fmin for any
j ≤ t < k, then this implies that there is at least one value of t in the interval

[
j, k)which
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maximizes F . We can call that value t∗ and we call Fmax the maximum value or values
assumed by F . There may or may not be a local or global maxima in f as a function, not
in F as a distribution of values; and neither we, nor the social system whose behavior
we model, know of any maxima in f . However, by observing the past values assumed
by F , the social system can know whether it is approaching or deviating from a local
maximum. This is because the agent can understand the general variation of its own
fitness over time, on the basis of information that he holds on the status of X and on its
recent variation. This consideration however requires a further argument.

Let us imagine that the social system possesses a certain number of methods for
estimating which features of X are positively correlated with the value of F . Some of
these methods can be simple, such as the comparison of the number of persons who
are alive at any two given moments [37], with an increase in the demographic size of
humans indicating an increase in aggregate fitness. Some can bemore complex, andmay
relate for example to the capacity by a social system of extracting resources from the
environment [38]. There are, in general, established methods for estimating the fitness
of a single human individual [39], as well as the resilience of a society [40]; therefore,
we can support the idea that the system is capable to assess the general direction of its
evolutionary trajectory, and notably whether its fitness has increased between any two
successive time periods t − 1 and t. This information, which would be valuable in terms
of adaptation, is part of the cognitive processes that determine the actions At taken by the
agent, upon observing the status of theworld inXt and comparing it withXt−1. In a sense,
this type of comparison and its application to the decision-making process corresponds
well to what we would call, in the literature on artificial intelligence, gradient ascent
[41].

Now, we discussed above how climate change, though not climate variability, can
be considered as a generalized decrease in the fitness of the social system. This means,
within the framework of our model, that the social system observes today a general
reduction in the value of its fitness F with comparison to its recent past. This observation
tells the social system that whatever cognitive mechanisms the system is using need to
be reassessed and modified, because the process of formulating decisions is currently
leading to maladaptation. The system then observes that the maximum value assumed
by F is in its past at some time t∗, and can therefore infer (not necessarily correctly) that
a local or global maximum of f was reached for t = t∗, thus for F = f (Xt∗). The system
may therefore reason that the status of the world in Xt∗ is preferable to the current status
of the world as observed in Xt , and may want to find the action at that would lead the
world function W to produce a world Xt+1 that would possess the same characteristics
as the ones observed in t∗. In other words, it searches for:

at ∈ At : Xt∗ = Xt+1 = W (Xt,At) (11)

There is the obvious consequence that, if at existed, it would imply the restoration
of the world status to a prior state. The states Xt∗ and Xt+1 are, in fact, indistinguish-
able from one another. This would be problematic to justify in thermodynamic terms,
because it would be impossible to discriminate between Xt∗ (in the past) and Xt+1 (in the
future), even though the two worlds come from two world histories of different length.
Specifically, the world history of Xt∗ is a subset of the history of Xt+1.
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We want however to clarify that a distinction is still possible. This is because the
status of the agent is changed between t∗ and t + 1, in a manner that is irreversible. The
agent attempts to compute at in a manner that would produce an update Xt+1 = Xt∗ by
the world function; and not, in general, in order to maximize its own expected fitness,
because the agent does not know the shape of f . In other words, the agent attempts to
reverse the world function W , by finding:

at |At∗ : Xt∗ = Xt+1 = W (Xt,At) = W (W (Xt∗ ,At∗),At) (12)

Now, two cases are possible. In the first case, the agent reaches a new fitness value
Ft+1 that is higher than the maximum value Fmax = Ft∗ recorded so far, and then
continues to compute its actions as in (7). In the second case, if the new fitness value
Ft+1 is lower than Ft∗ , the agent continues to search for its actions that would restore
the world state to the one observed in t∗:

at+1|At : Xt∗ = Xt+2 = W (Xt+1,At+1) = W (W (W (Xt∗ ,At∗),At),At+1) (13)

We can see that this process becomes increasingly self-referential as time passes,
and only terminates upon reaching a higher value of fitness by the agent. This is valid
whether reaching that value depends upon the agent’s actions, the autonomous behavior
of the external environment, or both.

5 Conclusions

Wecan nowdraw some generalizations from this particular formalization of the problem.
If the maximum recorded fitness reached by a complex adaptive social system is in its
past, the system then increasingly attempts to compute the consequences of its actions,
and not the behavior of the environment, in order to maximize its own fitness. This is
because, in absence of information on the general shape of its own fitness function, the
system attempts to create a world state of higher fitness by attempting to restore the
environment to its previous state. This attempt by the social system is an explanation,
in terms of the adaptive fitness and the sustainability of an intelligent agent, for the
development of social simulation capabilities that we observe today.

The type of framework thatwe proposed here opens the possibility, in future research,
to study trade-offs between adaptive strategies by a population against climate change,
where one of these strategies is the development of computational sociology. We do
not currently have a framework for asking questions such as “how many less emigrants
would there be, if the computational power of this particular society were to increase?”;
even though we have reasons to believe that migration, as a social phenomenon, also
comprises adaptation to climate change [42]. However, if we first frame any adaptive
strategies as attempts to move upward along the fitness curve of a social system, as we
did here, then this opens the possibility to compare alternative strategies for societal
adaptation in terms of a unique adaptive process that encompasses them.
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Abstract. Human-Computer Interfaces have always played a funda-
mental role in usability and commands’ interpretability of the modern
software systems. With the explosion of the Artificial Intelligence con-
cept, such interfaces have begun to fill the gap between the user and
the system itself, further evolving in Adaptive User Interfaces (AUI).
Meta Interfaces are a further step towards the user, and they aim at
supporting the human activities in an ambient interactive space; in such
a way, the user can control the surrounding space and interact with it.
This work aims at proposing a meta user interface that exploits the Put
That There paradigm to enable the user to fast interaction by employ-
ing natural language and gestures. The application scenario is a video
surveillance control room, in which the speed of actions and reactions
is fundamental for urban safety and driver and pedestrian security. The
interaction is oriented towards three environments: the first is the control
room itself, in which the operator can organize the views of the monitors
related to the cameras on site by vocal commands and gestures, as well
as conveying the audio on the headset or in the speakers of the room.
The second one is related to the control of the video, in order to go back
and forth to a particular scene showing specific events, or zoom in/out
a particular camera; the third allows the operator to send rescue vehi-
cle in a particular street, in case of need. The gestures data are acquired
through a Microsoft Kinect 2 which captures pointing and gestures allow-
ing the user to interact multimodally thus increasing the naturalness of
the interaction; the related module maps the movement information to a
particular instruction, also supported by vocal commands which enable
its execution. Vocal commands are mapped by means of the LUIS (Lan-
guage Understanding) framework by Microsoft, which helps to yield a
fast deploy of the application; furthermore, LUIS guarantees the possi-
bility to extend the dominion related command list so as to constantly
improve and update the model. A testbed procedure investigates both
the system usability and multimodal recognition performances. Multi-
modal sentence error rate (intended as the number of incorrectly rec-
ognized utterances even for a single item) is around 15%, given by the
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combination of possible failures both in the ASR and gesture recognition
model. However, intent classification performances present, on average
across different users, accuracy ranging around 89–92% thus indicating
that most of the errors in multimodal sentences lie on the slot filling
task. Usability has been evaluated through task completion paradigm
(including interaction duration and activity on affordances counts per
task), learning curve measurements, a posteriori questionnaires.

Keywords: Control room · Multimodal interaction · Speech and
gestures

1 Introduction

The user experience and the user interfaces often make a difference in the choice
of a software rather than another. This because, during the years, the usability
of a system has become the most powerful evaluation criteria, given the central
role of the user within the life cycle of a software [32]. As a consequence, the user
interfaces have accordingly modified, so to satisfy the user requirements, which
suggest more natural interaction means [3]. Adaptive User Interfaces [6] are an
evolution of the common UI, in which the interface adapts itself to meet the
user interaction criteria; such kind of interfaces have furtherly narrowed the gap
between the system and the user, since the interaction between the two compo-
nents improves asymptotically after a partial experience of the system itself with
that user [14]. A further step forward is identified in the Meta User Interfaces
[7] which improve the UX by adding particular care to the environments which
s/he acts within. The definition of such kind of interfaces is reported from the
work in [8]:

The interface is meta because it serves as an umbrella beyond the domain-
dependent services that support human activities in this space. It is UI-
oriented because its role is to allow users to control and evaluate the state
of the ambient interactive space. By analogy, a metaUI is to ambient com-
puting what desktops and shells are to conventional workstations.

These interfaces aim at supporting human activities in an ambient interactive
space [7]; in such a way, the user can control the surrounding space and interact
with it. Besides being very useful in smart environments [29], given their inner
ability to allow interaction with the surrounding space, Meta User Interfaces
develop their usefulness in contexts in which speed of action and reaction are
fundamental, like in surgery scenarios [28,30] or in scenarios in which the user
needs to have the entire surrounding under direct control.

In this paper, a Meta User interface for a video surveillance control room
application scenario [1] is proposed; the interface is based on the Put That There
paradigm [4], so to enable the user to a fast interaction by using natural language
and gestures. Three interaction environments are considered:
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– the control room environment : in this environment, the user is given both the
ability to organize the views of the monitor s/he controlling, and the option to
convey the audio of a specific monitor towards the headset or in the speakers
spread into the room;

– the video management environment : the user can navigate a particular video,
so to reach a specific minute or a particular scene showing a specific event.
Also, s/he can zoom in/out a particular screen as well as applying a split-
screen to compare a specific trait of the road from to different points of view
(if proper ground cameras are placed). Finally, also the possibility to pan,
tilt and zoom a particular camera is provided (if the camera is provided with
such mechanics);

– the road ; the user is offered the skill to act immediately whether an inter-
vention is required on a road; in such sense, the operator is provided with
interaction means for sending rescue vehicle in a particular street, in case of
need.

The main contributions of the proposed paper are the following:

– an entity-extensible tool for gestures and vocal interaction with the surround-
ing environment;

– three environments act as the object of the interaction: the control room, the
displayed video and the surveilled road;

– the system exploits the Kinect for modelling the operator joints and the
FANTASIA framework for the rapid development of interactive applications.

The remainder of the work is organized as follows: Sect. 2 discusses the state of
the art; Sect. 3 describes the entire system architecture and the related modules
for gesture interactions and voice commands. Section 4 evaluates the system
and reports details about the testbed. Finally, Sect. 5 concludes the paper and
explores future directions.

2 Related Work

The user interfaces are nowadays strongly oriented to the improvement of the
user experience, especially in those factors related to accessibility, adaptabil-
ity and control. The accessibility finds its leading exponent in the multimodal
interfaces [23], which provide several modalities of interaction with the system,
thus resulting useful not only for normal users, which are able to choose the
preferred interaction mode [9], but also for people with physical impairments
whose interaction criteria are met by one or more of the provided modalities
[34]. Few examples are described in [26] and in [24]: both are oriented to disabled
users, in order to facilitate their interaction without using mice or keyboards;
the first proposes an augmented communication system whose interface is con-
trolled by different types of signals, like electromyography, electrooculography
and accelerometer. In the second, instead, Voiceye is described, a multimodal
interface system that combines voice input and eye-gaze interaction for writ-
ing code. Multimodal interfaces are also very useful in those environments in
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which the user needs his/her hands for primary tasks, and therefore the interac-
tion must take place in other ways. As an example, drivers have their hands on
the steering wheel and therefore interactions with the surrounding cockpit must
happen in other ways. An interesting multimodal interaction system oriented to
drivers is presented in [13] which along with the common interaction modali-
ties like touch and physical button, the authors proposes further modalities like
mid-air gestures, voice and gaze.

AI-driven interfaces are more reliable for those systems which need to mod-
ify themselves during the interaction in order to further adapt to the user
him/herself. An example of systems is described in [17] in which the applica-
tion proposed delivers personalized and adaptive multimedia content tailored to
the user. Other examples of adaptive systems are located in the field of robotics
and Human-Robot Interaction, like in [33] and in [31]. In [27] an AI-driven app-
roach for additive manufacturing is proposed. Many systems are also aimed at
improving learning platforms, like in [12] in which the engagement and motiva-
tion of the students are inferred by analysing their implicit feedbacks.

A further step towards the complete environment automation and complete
control for the user is given by the meta user interfaces whose main focus is
to support the interaction with ambient intelligence systems [16]. Such kind of
interaction earns much importance in the current era of IoT and smart envi-
ronments, like highlighted in [18], in which the authors describe a 3D-based
user interface for accessing smart environments. In particular, many works have
dealt with the problem of interacting with Smart Homes [2,5], since, in such
contexts, the user needs to control not a single item, but in some cases, the
objects of the requirements are a bunch of sensors which have to cooperate in
order to produce a result. From this point of view, there have been many works
dealing with such issues [25] and the answers have been very controversial; in
fact, in order to assist the user in the best way possible, some systems need to
design both machine-to-human and machine-to-machine (M2M) communication
systems [11].

3 System Architecture

The applications scenario is shown in Fig. 1; it depicts the control room in which
the operator is immersed. The operator is located about 2 m from the monitor,
so as to have a clear overall view of all the supervised streets. The interactive
area consists of a 2,5 m high and 4,4 m long curved screen, which nine street
camera views are displayed on in a 3 − by − 3 configuration.

On the floor, on the basis of the screen, a Microsoft Kinect 2 [35] is placed,
which captures user pointing and gestures so as to allow him a very natural
interaction; simultaneously, a microphone capture the vocal command uttered
by the user. The scenario is completed by a set of environmental speakers located
in the upper corners of the room; also, the user can wear a headset provided with
the microphone.
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Fig. 1. The figure illustrates the application scenario. Note that the operator has a
widescreen at his disposal, which he can interact with; the screen is logically divided
in a 3-by-3 matrix-shaped form. At the basis of the monitor, the Kinect gathers the
gestures of the operator. The speakers can be placed within the room, independently
by the position of the monitor. Also, an environmental microphone (or a headset) gets
the vocal commands of the operator.

The gestures data are acquired through the related module that maps the
movement information to a particular instruction, also supported by vocal com-
mands which enable its execution. The videos are synthetically generated and
acquired from the Grand Theft Auto V video-game by Rockstar Games, by using
a particular patch that enables specific tricks within the video-game, like the
custom positioning of the cameras within the scene, creation of pedestrians for
simulating crowds, traffic lights control and so on. Vocal commands are mapped
by means of the LUIS (Language Understanding) framework by Microsoft, which
helps to yield a fast deploy of the application; moreover, LUIS guarantees the
possibility to extend the domain-related command list, to constantly improve
and update the model. This framework receives a previously defined set of com-
mands as input; there is no linguistic constraint to the possible utterances the
user can produce, thus leading to a very natural way of producing commands.
Speech and video features are acquired asynchronously and thus, a step of data
fusion is necessary to perform the interpretation of the commands and make the
system able to accomplish the users’ requests. It has been adopted a multimodal
fusion technique that makes it possible to easily incorporate expert knowledge
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and domain-specific constraints within a robust, probabilistic framework: Open-
Dial [10,15]. Here, the input signals are modeled into random variables and the
system state is represented as a Bayesian Network, where probabilistic rules
define the way the system state is updated. Entities recognised into the speech
channel compose the probabilistic rule together with labels signalling the gesture
instances.

The interactive 3D environment projected on the curved screen has been
developed by using the popular game engine Unreal Engine 4 1 and by tak-
ing advantage of the facilities provided by the framework FANTASIA [19]. The
framework aims at supporting a rapid design and implementation of interac-
tive applications for HCI studies by integrating several modules, such as voice
synthesis, speech recognition, graph database and dialogue manager.

3.1 Natural Language Understanding

To gather data to model the different intents, a Google Form questionnaire has
been released among the contacts of the authors, including operators that daily
work in a video surveillance scenario. 25 people have answered the form, with
age between 32 and 55 years. The questions aimed at gathering all the utterances
which could be used to achieve a specific operation in the depicted context. An
example of question has been related to all the possible ways to refer to a specific
monitor. Recall that the screen is divided into nine monitors in a 3-by-3 shaped
matrix. In this context, the single monitor can be referred in different ways;
following some of the answers obtained:

– upper-right monitor - monitor in (1,1) - first monitor - north/west monitor;
– central monitor - monitor in (2,2) - monitor at the center - fifth monitor;
– lower-left monitor - monitor in (3,3) - last monitor - monitor number 9;
– ...

Analysing the utterance, a recurrent pattern emerges. In most of cases, peo-
ple start the sentence by declaring the operation to do, followed by the target (or
targets) of such operation. This observation has guided our choice for applying
the intent-entity paradigm. This paradigm involves two steps: intent classifica-
tion and entity recognition. The first task is in charge of the identification of
the general purpose of the user query, e.g. the operation to be executed. The
second one is responsible for retrieving from the query the objects which have
a meaning in the specific domain. Typically, these tasks require the developing
of neural networks and, as a consequence, the need to access a huge amount of
labelled data; hence, starting from scratch is not a feasible solution. Therefore,
the idea has involved the use of LUIS, so to take advantage of its capabilities.
LUIS is a module included in the Microsoft cognitive services, which provides a
simple way of loading sentences, defining intents and entities for data annota-
tion, training models, even with a small amount of data, and exposing it as a
service. Moreover, it gives the chance to define complex entities composed of a
1 https://www.unrealengine.com/.

https://www.unrealengine.com/
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set of smaller sub-entities. This level of representation allows us to define more
general concepts that could be composed differently, based on the contained sub-
entities. For instance, the general concept monitor could be composed by the
couple <monitor, reference number> or by the pair (x,y) like in a matrix.

Starting by the matrix view shown in Fig. 1, the following intents have been
identified:

– zoom in - zoom out: for enlarging a specific monitor (zoom in) or for going
back to the matrix view (zoom out);

– split screen: the matrix view is substituted by a view in which two videos
are placed side by side;

– swap: swap the position on two videos into the matrix view;
– audio to device: the current audio is conveyed to a certain device (a head-

set or the room speakers);
– audio off: switch off the audio;
– rewind - forward: go back or forth to a particular minute in the video.

The involved entities are the monitor, which is composed by the sub-entities
ref, ref x and ref y, and the device, in order to capture the reference to an
audio device; in addition also deictic terms are modelled, so to allow the user to
utter expressions like this and that (as an example, for referring to a particular
monitor), in their singular and plural form.

3.2 Pointing Recognition

The pointing recognition module acts in an independent way, by asynchronously
collecting the skeleton information provided by the Kinect sensor. Skeleton data
consists of a set of 3D points representing the user’s joints (see Fig. 2). The coor-
dinates of such points refer to the Kinect coordinates system, where the axes
origin corresponds to the sensor position. Since the 3D environment coordinates
system does not match the Kinect one, the skeleton data has been transformed
by rotating them according to the sensor inclination, so as to properly repre-
senting it in the 3D environment. Moreover, the user height, the distance from
the Kinect and the lateral displacement are taken into account. Skeleton data,
in combination with the Skeletal Mesh object provided by Unreal Engine, could
be used to spawn an avatar of the user in the virtual space. The Skeletal Mesh
consists of a hierarchical set of interconnected bones and it gives the chance to
associate its joints with the Kinect one, obtaining a virtual representation of
the user that follows his movements. Once obtained a good user representation,
the next step is to estimate where the user is pointing at. This process could be
divided into two sequential tasks:

– Pointing detection.
– Pointing recognition.

In pointing detection, it is important to distinguish between pointing and non-
pointing gestures. Since, at the moment, the system does not recognize other
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kind of gestures, it is possible to use the hand position and movement speed as
discriminant. In particular, by computing the distance between the SpineMid
joint and the hand one, such positions where the hand is very high or very low
could be excluded, assuming that the user is not pointing to the screen. Moreover,
an high speed movement of the hand suggests that the system is observing a
transition movement and it must be excluded, too. Exclusion criteria are based
on fixed thresholds empirically estimated. The detected gestures can now be
processed to recognize the pointed object. To accomplish this task, a geometrical
approach is used: it computes the line passing through the shoulder joint and the
hand one, and stretches it forward until it collides with an environment object. In
order to avoid errors caused by possible noise in the joints data and, eventually,
transition movements that passed the first filtering step, our approach collects
the pointed objects inside a window of 1 s and then, for each different object,
computes the probability to be the current pointed object.

Fig. 2. Joints provided by the Kinect [20]

3.3 Multimodal Fusion Engine

The Natural Language Understanding (NLU) and the pointing Recognition
activities, discussed in the previous subsections, have been fused into the Mul-
timodal Fusion Engine here discussed, in order to provide the proposed concept
of multimodality. Following the suggestions discussed in [21], the Multimodal
Fusion Engine has been developed as an independent module. It receives asyn-
chronous messages from the input modules related to the NLU and the gesture
recognition, handled by the specific receivers:

– the NLU message consists of the sentence uttered by the user, together with
the related intents and entities. Also, a confidence value is returned related
to the recognition of the intents and the entities.

– the gesture recognition message consists of the pointed ojects, together with
the related confidence values;
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The OpenDial framework is in charge of receiving and managing the inputs
from both the gesture recognition and the NLU modules. OpenDial has the pecu-
liarity to be capable of managing the dialogue using a mixed approach based on
both rule-based and probabilistic approaches. Indeed, whether it allows to inte-
grate expert knowledge by defining rules, on the other hand it allows probabilistic
reasoning by defining Bayesian networks. Given that, the received messages are
mapped to the respective random variables encoded in a Bayesian network, so to
derive a common interpretation. During the multimodal fusion, several aspects
need to be considered and modelled to avoid wrong interpretation. According to
the paper in [10], several OpenDial modules have been developed, that change the
network configuration according to specific constraints. The Multimodal Input
Integrator module aims at combining input variables coherently. In particular
this module analyses verbal actions and pointed objects in order to understand
the current request. Since the variables evolve in real-time, the Multimodal Time
Manager is used to check the consistency and prune out-of-date variables. In
particular, starting from time-stamps related to the input variables, once a new
speech signal is captured, the module compares its time intervals with those
computed for each pointing variable, pruning off pointing gestures whose occur-
rence was concluded more than 4 s before the start of the current speech signal.
Pruning criteria were selected in accordance with the study discussed in [22]. In
order to support multi target operations, (as an example”swap this monitor
with this one) the system needs to keep in memory more than the last pointed
object; to this regard, a linked list is implemented, so to keep trace the pointed
objects from the most recent one to the last one respecting the previous criteria.
Since the input variables come asynchronously, the State Monitor manages the
entire operation by observing changes in dialogue state. Therefore, the unifi-
cation methods are called by this component according to dialogue progresses.
Once the system has derived the current request, the message containing the
most appropriate action to be performed is sent to the game engine.

4 Evaluation

A test bed procedure is used to investigate both the system usability and mul-
timodal recognition performances. Users have been involved in a task-oriented
test consisting of six tasks. Since the main aim is to test the usability of the
application in a real scenario, each of the tasks is composed of both a voice com-
mand and a gesture activity. In such a way all the involved modules are tested
in their entirety.

After a brief introduction on both the scenario and the interaction modality,
the task list was given to the users and they were then left free to interact as they
preferred to accomplish their jobs. During the tests, users have been recorded in
order to analyze their behaviour, so to obtain usability information. Each task
was annotated with one of following labels: s for success, ps for partial success
and f for failure. The explanation of each outcome is explained as follows:
– Success (s): the user has completed the task acting in an autonomous way

and in reasonable times.
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– Partial Success ps: the user has needed some suggestions or spent more time
to complete the task;

– Failure f: the user was completely unable to proceed in the task completion.

Moreover, the fusion engine logged the information about the fusion process in
order to compare its result with the recorded video, so obtaining an estimation
of the precision and reliability of the fusion basing on the NLU and Gesture
recognition inputs.

The tasks How cited above, the tasks have been built such that both the NLU
module and the Gesture Recognition module are activated, so to properly exe-
cute the Multimodal Fusion Engine. Before starting a task, nine videos at the
same time are shown, organized as a 3-by-3 matrix. The users are placed at 3m
from the screen. The Kinect is placed at the bottom of the screen. The room
is provided with four speakers at the top corners; however, the user is provided
with a wireless headset with a microphone. In Table 1 the 6 tasks are reported;
however, these have been defined to the user by not using keywords, like zoom,
swap and so on, but paraphrases are used.

Table 1. The tasks involved in the test; the users are asked to accomplish the defined
actions in sequence. When the action involves a “Random Monitor” this means that
the user is free to choose the preferred monitors as objects of his/her action.

Action 1 Action 2 Action 3 Action 4

T1 Zoom <Monitor 1> Zoom out Zoom <Monitor 9> Zoom out

T2 Zoom <Rand. Monitor> Zoom out Zoom <Rand. Monitor> Zoom out

T3 Split <Monitors (1, 9)> Zoom out Split <Monitors (3, 7)> Zoom out

T4 Split <Rand. Monitors> Zoom out Split <Rand. Monitors> Zoom out

T5 Swap <Monitors (1, 9)> Zoom out Swap <Monitors (3, 9)> Zoom out

T6 Swap <Rand. Monitors> - Swap <Rand. Monitors> -

Twelve participants have been hired for the testing phase; three considera-
tions need to be done, in order to highlight the fairness of the test.:

– none of the participants works as operator in video surveillance field;
– all of the participants can be defined as average computer users;
– none of the participants have been invited to fill the form used for defining

entities and intents.

4.1 Results

The data collected during the interaction between the system and the users have
been used to generate the results in Table 2. This analysis represents a simple way
of estimating the system usability by computing the task completion rate. This
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measure has been computed by counting the total successes, the partial successes
and the failures of the users in completing the assigned task and by making a
weighted average of those values. In particular, the success has a weight equal to
1, the partial success has a weight equal to 0.5 and failures has a weight equal to 0.
Proceeding as described, a total of 52 successes, 16 partial successes and 4 failures
were obtained. Computing the task completion rate, a value of 0.83 emerged.
Considering the few data used to train the NLU model this represents a good
result; indeed, analysing the recorded test sessions, it was noticed that the most
frequent cause of failure comes from the wrong intent or entity interpretation.
This observation suggests that by increasing the amount and the variety of the
examples used to train the model, it is possible to improve the results. Moreover,
the success rate for both the NLU and Gesture recognition modules is computed.
For the NLU model, the number of correct interpretation over the total speech
interaction was counted, providing a success rate of 0.76. As said before, this
value is strongly influenced by the amount and the variety of the examples. It
is also important to say that answering an online survey is different from really
interact with a system; in fact, the data could be not representative enough
for the case study. In this regard, a pipeline of active learning would increase
the NLU success rate and consequently the task completion rate. This activity
would help to collect and interpret the misunderstood sentence, so improving
the model. Regarding the Gesture recognition, the number of correct objects
recognised by the system over the total interaction has reached an accuracy
of 79%. As expected, most of the errors occur in the multiple object intent.
Since this is a complex activity, several variables may influence the success of
the action. In particular, wrong object selection doesn’t come from an imprecise
computation of the art direction, but comes from the users’ movement speed

Table 2. Task completion table

T A S K S

T1 T2 T3 T4 T5 T6

U1 S S S S S S

U2 PS S S S F F

U3 S S S S S S

U4 S S PS S PS PS

U5 S S PS S PS S

U6 PS PS S S S S

U7 S PS S S S S

U8 S S PS S F F

U9 S S S S PS S

U10 S S PS S PS S

U11 S S S S PS S

U

S

E

R

S

U12 S S PS PS S S
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from an object to another. If the movement takes long, the multimodal fusion
starts before the user complete the activity. In most cases, this problem has
regarded the users not so comfortable with technology. From this observation,
it can be deduced that, to satisfy a larger part of the population, it is necessary
to improve the recognition of multi-target intents by providing a time window
large enough to consent to end the movement. It can be concluded that the
multimodal fusion works properly under the assumption that both the NLU and
Gesture recognition modules do their job correctly.

5 Conclusions and Future Work

In this paper, a meta user interface was proposed. The application scenario of
the system is a video surveillance control room, in which an operator has an NLU
module and a Gesture recognition module at his disposal, to issue commands
to the environments by leveraging both on voice and pointing. The system has
involved the use of a Kinect and the LUIS framework for gesture modelling and
vocal command processing respectively; the OpenDial framework has been used
for fusing information coming from the modules. The preliminary results are
obtained by assigning six composed tasks to twelve participants; these show
that the system is consistently reliable and usable, since the participants were
not trained for the test, but they were only explained what the system was
intended for.

Limitations. Given the good outcomes of the system results, many advances
can be done: first, it would be possible to expand the use of the system also
to other purposes, like event tagging, object annotations and so on. This would
imply the definition of new entities (car, lamppost, pedestrian, ...) and new
intents (label, pinch, ...). This involves an enhancement also in the supporting
devices, given the fact that some actions involving the single fingers, and not the
hands, cannot be easily recognized by using the Kinect.
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Abstract. In military training simulations there is an increasing need for syn-
thetic agents as team members that are capable of replacing human role players.
Human-agent interaction using spoken natural language is an important capabil-
ity for such agents, especially when communication skills are part of training.
Interaction technologies such as speech-to-text, text-to-speech, natural language
understanding and dialoguemanagement arematuring, though their use in human-
in-the-loop simulations is scarce. In this paper we address design challenges for
building conversational agents in the domain of military training. In this domain,
agents often have to adhere to specific communication standards, protocols and
use of jargon. We propose a data-driven design method to tailor conversational
agents to a particular application domain, while minimizing human authoring. We
demonstrate this method within an existing military training simulation capability
and show that agents are able to effectively build shared situational awareness and
coordinated their activities in a shared task environment.

Keywords: Conversational agents · Human-computer interaction · Training ·
Simulation

1 Introduction

Simulation-based military training benefits from agents that are capable of playing the
role of adversaries or team-members. These so-calledComputerGeneratedForces (CGF)
enable tactical training or mission rehearsal, allowing trainees to enhance skills and gain
practice in applying doctrines, tactics or procedures, either individually or in teams [1].
The use of synthetic team members has the benefit of being able to replace human role-
players, allowing for more flexible training opportunities, requiring fewer personnel,
and thus saving costs [2, 3]. As team communication is an important aspect in many
domains (e.g. in air combat [4]), synthetic teammembers should be able to communicate
naturally with others (human or synthetic). When incapable of interaction, the use of
such synthetic team members could be useless in certain domains, or potentially leading
to negative training. In the military domain, speech-based interactive systems in general
have a broad application [5].

An inherent capability for a speech-based conversational agent is its ability to
express, recognize and understand interactions based on spoken natural language. Due
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to advances in deep learning and natural language processing (NLP), technologies for
these abilities, such as text-to-speech, speech-to-text and natural language understanding
are becoming more and more mature. However, when they are to be integrated in con-
versational agents that represent synthetic team members in a simulation environment,
this introduces several challenges:

– The technologies have to be coupled and integrated within a cognitive agent that oper-
ates in a particular domain in which it must be capable of multi-party, mixed-initiative
communication with others in a shared task environment. In such an environment, the
agent performs other tasks besides communication, as opposed to most conversa-
tional systems where interaction with the user is the primary task [6]. This introduces
research & development challenges that are not easily catered to by off-the-shelf
technologies.

– The technologies have to be tailored to the particular domain, i.e., must support com-
munication in line with the specific activities of the agents. In military training this
typically involves sharing situational awareness and coordinating goals and plans.
This requires a highly domain-specific, task-oriented form of interaction that is often
regulated by organization-specific operating procedures, specifying rules for interac-
tion protocols, terminology and phraseology [4]. Such requirements has implications
for the implementation of dialogue management and the NLP models. Further, exam-
ple data that can benefit machine learning-based NLP is often scarce for military
communication and difficult to obtain because of confidentiality and security reasons.

In this study we address the above challenges within the scope of building conversa-
tional agents for military training. In our approach, we employ available state-of-the-art
interaction technologies and integrate these into an existing military training capabil-
ity, with agents as role-players. The case that is studied in this research is fighter pilot
radio communication, applicable for team-training for both fighter pilots and fighter
controllers. Many of its characteristics are representative for other domains that involve
military tactical communication.

In Sect. 2 a background is given on conversational agents. Afterwards, a general
model for a conversational agent is presented where we illustrate the dependencies with
domain knowledge (Sect. 3). Followingwe propose a data-driven designmethod to tailor
a conversational agent towards a specific domain, focusing on automating domain con-
figurations for individual interaction technologies, while minimizing human authoring
(Sect. 4). The design method is demonstrated in the case study in Sect. 5, followed by a
discussion (Sect. 6) and conclusion (Sect. 7).

2 Background

The use of conversational agents (CAs) is quickly growing within the field of human
computer interaction (HCI). They are applied successfully in domains such as healthcare,
business, education or the military, where they are used as tutors, personal assistance,
chatbots or voice-controlled systems [7–12]. For training purposes, CAs can be used to
train participants communication skills, to reduce costs, to increase training availability
and to provide a standardized experience [2, 3, 13, 14].
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The design of CAs varies per application, depending on the specific needs of the
application. Some applications use text-based conversations where a keyboard is used to
communicate with the agent and the agent’s responses are printed on a prompt. Others
allow spoken language interaction with embodied agents in simulations (e.g., [3, 8, 9]).
Furthermore, the implementation of CAs can range from domain-expert handcrafted
dialogue strategies (e.g. [15]), to automatically trained probabilistic models which can
use natural language, to hybrid models using a combination of the two (e.g. [12, 13]).
The exact implementation of the CAdepends on several factors, including but not limited
to naturalness, complex and robust dialog creation, scalability, reusability, applicability
and data availability [7].

A lot of CA applications are geared towards one-on-one human-agent interactions
[14, 16]. In such applications the agent is ‘the system’. In this paper, we consider the
agent to be embedded in a broader simulation of a shared human-agent team task envi-
ronment, in line with for instance research efforts on building virtual humans for training
applications [17, 18].

3 Model of a Conversational Agent

The scope of this study is visualized in Fig. 1. It highlights the two challenges identified in
the introduction: the integration of interaction technologies to develop a conversational
agent (top of the image), and the use of domain knowledge to tailor a conversational agent
to operate in a desired application domain (bottom of the image). In the remainder of
this section, we first briefly describe the involved technologies, followed by an analysis
of domain knowledge requirements.

Fig. 1. Model of a conversational agent (top), tailored to an application domain (bottom)

The topof thefigure shows abasicmodel for a conversational agent.Acognitive agent
(left side) has the ability to communicate in a virtual environment (right side) through a
conversational interface (center). The interface shown is based on a conventional model
of a spoken dialogue system [19]. The development of a conversational agent requires the
coupling and integration of different specialized technologies, each related to a research
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field on its own. From left to right these include multi-agent systems, dialogue manage-
ment systems, natural language understanding and generation, and speech recognition
and text-to-speech. Whenever available, the use of mature, off-the-shelf technologies
for one or more of these technologies allows one to employ state-of-the-art solutions,
without the need to reinvent the wheel.

Besides a technical integration of technologies, a proper conceptual integration of
domain knowledge is required to employ these technologies successfully in a target
domain. In this study, the target domain is simulation-based military team training.
Interactions in such a domain are typically well structured, regulated by standards, pro-
tocols or other underlying principles for effective communication. For instance, consider
Grice’s Maxims for effective communication which state that one should be informa-
tive, truthful, relevant, and clear [20]. Efficient and effective communication is of high
importance, especially in time-critical missions in contested environments.

As a concrete target domain we consider fighter communication in air-to-air combat
situations. Below we identify domain knowledge categories that can be used to analyze
and capture a system’s dependency on domain knowledge. These are the categories
shown at the bottom of Fig. 1, described next from left to right.

Communication Rules: In task-oriented team communication, underlyingmotivations
to interact with others can roughly be divided into (1) building shared situational aware-
ness within the team, and (2) coordinating activities, in line with some shared team goal.
Depending on their role, different team members have different responsibilities with
respect to why, when and what to communicate with others. In fighter communication,
such communication rules for individual team members are commonly defined by Stan-
dard Operating Procedures (SOP). For instance, a flight lead is expected to decide on
and communicate engagement strategies and target assignments; or flight members are
expected to communicate relevant updates on their progress during an engagement.

Domain Concept Model: For agents to understand the actual communicated content, a
shared understanding of domain concepts is required. For instance, in a military domain,
such concepts can include physical elements such as environmental features and proper-
ties of observed military units; abstract elements such as missions, tactics, formations or
team roles; or events or activities such as firing a missile towards a target. In agent tech-
nology, domain concepts are commonly captured in ontologies. Ontologies can define
the scope of situational awareness (what can be believed), decision-making (what can
be decided), and for conversational agents, social interaction (what can be talked about).
Shared ontology definitions between agents allow them to effectively operate in a shared
domain [15].

Speech Acts and Interaction Protocols: At the dialogue level, speech acts describe a
speaker’s intention behind a spoken utterance and the desired effect it has on the listener.
Speech acts can be related to actions that control the information flow between partici-
pants (e.g. request for information, inform, order, accept/reject, etc.) and acts to facilitate
the interaction dynamics itself, such as initiating/ending a conversation, grounding or
turn-taking acts [21]. Interaction protocols describe the turn-taking obligations between
speakers to regulate a dialogue using speech acts. For example one is expected to answer
a question.
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The use of speech acts has been analyzed for fighter communication, see [4]. Exam-
ples include questions and informs about the enemy’s activity, sharing tactics, giving
orders, confirmations and informs about one’s own intents and activities. Based on inter-
views with a subject-matter expert (SME), it was seen that interaction protocols can be
effectively captured in rules. For example, initiation acts such as questions and orders
require a response (inform, acknowledgement), and informative acts don’t require a spe-
cific response. Protocols also state that callsigns (unique identifiers) should be used in
utterances to explicitly denote senders and/or receivers.

Terminology and Phraseology: At the level of natural language, terminology is the set
of termsor specializedwords used in a particular field, professionor domain. Phraseology
concerns rules on fixed expressions or multi-word lexical units. Military communication
is often heavily based on terminology and phraseology. In fighter communication, these
are defined by the SOPs. Themajority of spoken utterances are based on structured, form-
based phrases. Further, so-called Brevity Words are used which are standardized words
that can represent rich semantics, such as specific strategies, tactics or activities. See
[22] for an example list of operational brevity words used in air-to-air communications.
Finally, there are more general rules based on principles for effective communication.
For example, a heading is pronounced as a sequence of three numbers (e.g. ‘heading zero
five eight’); or unit types are mostly omitted in speech as these are based on standards
known by all participants (e.g. nautical miles for distances).

Communication Medium: Finally we consider the environment and the medium used
for communication. In the case study,we restrict this to voice-only, radio communication.
In fighter communication, tactical team communication between a flight and fighter con-
troller generally uses a UHF channel. Specific intra-flight communication (e.g. between
a lead and wingman) can take place over VHF. The use of multiple channels limits the
amount of chatter over a single channel and is more applicable in larger scenarios. We
limit the scope to a single channel available to all team participants.

The above categories capture the domain requirements for the system as a whole.
These translate to requirements for individual technologies. For instance, the domain’s
interaction protocols should be supported by the dialogue system; terminology and
phraseology should be taken into account during language understanding and generation;
and a speech recognition system needs to be tuned towards the domain’s language to
improve accuracy. In the next section we propose a design method that is geared towards
data-driven solutions for configuring the technologies part of a conversational interface.

4 A Data-Driven Design Method

Adata-driven designmethod is proposed for tailoring an agent’s conversational interface
to operate in a target application domain. In summary, the method employs domain
knowledge to facilitate the implementation of Automated Speech Recognition (ASR),
Natural Language Understanding (NLU) and Natural Language Generation (NLG). The
method is described in the remainder of this section.
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4.1 The Method

This basic principle behind the design method is that structured knowledge about the
domain can be used to configure and/or optimize NLP processes automatically. In order
words, if we have a semantic model of what an agent can talk about, this information
can be used to better recognize and understand spoken utterances, assuming agents (and
humans) employ the same semantic model. The method is illustrated in and is described
below in four steps, as shown in the (Fig. 2)

Fig. 2. Data-driven natural language processing

Step 1: Domain Modelling. In this step, a human modeler defines domain-specific
semantic concepts that can be used to represent knowledge, reasoning rules or interaction
content, denoted as the Domain Concept Model. The use of ontologies is a common way
to define such concepts in agent systems [23]. Concepts can represent simple types (e.g.
a name, direction or aircraft type), complex types (e.g. a radar picture), or events (e.g. a
missile was fired). Additionally, the modeler associates the concepts with metadata that
describes how they are expressed in natural language (NL). This is where a domain’s use
of terminology and phraseology is encoded. How NL metadata is used to create spoken
utterances is described in step 3 (NLG).

During domain modelling, it is important to constrain the values of the concepts to
possible or plausible values. As one of the features of the method is to generate example
utterances from randomly generated knowledge (step 3), value constraintsmake sure this
knowledge stays within logical bounds. For instance, a heading takes on values between
0 and 360; team-member identifications are based standard callsigns known in advance;
or a fixed set of tactical maneuvers is applicable. Proper value constraints ensure that
generated example utterances are better tuned towards the domain.

The above approach allows us to (1) capture the full knowledge space that an agent
can conceptually have (and thus communicate), and (2) associate that knowledge space
with corresponding representations in natural language.

Step 2: Intent Generation. In the intent generation step, a library of communicative
intent definitions is generated. An intent in this scope represents a single, machine-
understandable utterance that can be recognized or expressed in dialogue management.

An intent definition is a combination of a speech act and a concept reference path.A
concept reference path can be seen as a query that points to one or more concepts from
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the Domain Concept Model. Standard speech acts include a request for information (a
query) and a transfer of information (the result of a query). At run-time, these speech
acts represent internal actions to automatically query or update an agent’s knowledge
base, as will be described in the next section.

A library of the full scope of possible communicative intents can be generated in
a fully offline fashion, based on generated combinations of speech acts and concept
reference paths.

Step 3: Natural Language Generation. After generation of intent definitions, NLG
canbeutilized to create exampleutterances for each intent. Exampleutterances for intents
enable machine learning-based approaches to configure and optimize the accuracy of
ASR and NLU models (step 4).

Creating an example utterance involves two steps. First, an instance of an intent is
generated from its definition. For intents that include knowledge (i.e. informs), this
requires constructing a knowledge instance. Knowledge instances can be randomly
generated from the Domain Concept Model, based on the concept reference path.

Second, for each created instance, natural language utterances are generated. For this
study, a simple template-based approach towards NLG is employed [11]. A template
represents an utterance in which variable-slots can be used to refer to the value of a
knowledge instance. During NLG, slots (denoted with a ‘$’) are resolved and replaced
with the respective values part of the knowledge instance. For instance, knowledge about
an enemy formation associated with the template “$count group $shape” is resolved to
“four groupwall” (four groups of enemies approaching in a side-by-side formation). Slot
values can also refer to other complex knowledge concepts, which are then recursively
resolved to generate the full utterance.

Using the above steps, one can generate as many example utterances as desired for
a single intent definition. When performing this step for all entries in the intent library,
a set of utterances of any configurable size can be built, covering the scope of possible
natural language utterances in the application domain.

Step 4: NLP Data Generation. Thefinal step involves the generation ofNLUandASR
datasets. These datasets refer to data required by NLU and ASR models to configure
them for a particular application domain. The exact form of this data depends on the
underlying technologies used for NLU and ASR.

Data concepts that are shared by many NLU services are intents and entities [24].
Intents represent user intentions that can be recognized. Entities describe general con-
cepts that have constrained values (e.g. locations, names, numbers, etc.). Entities can be
embedded in intents to recognize and extract semantic concepts from utterances, some-
times known as Named Entity Recognition (NER). Finally, intents can be associated
with a set of utterances to allow mapping of different expressions to a single meaning.
Many services nowadays employ machine learning on example utterances to improve
accuracy. In our method, intents from the intent library can be converted to NLU intents
for a specific NLU service, including the intent’s example utterances generated in the
previous step. Entities can be extracted directly from the Domain Concept Model.

Data for ASR can be used in language models to capture probability distributions
over sequences ofwords, or dictionaries to represent a vocabulary ofwords, their spelling
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and pronunciation. In ourmethod, data to facilitate suchmodels can be obtained from the
dataset of example utterances from the previous step. In this study, we have not explored
ASR data further. In the NLU service that was used in the implementation (Sect. 5),
ASR is a built-in capability and domain tuning is handled internally, indirectly based on
data from the NLU Dataset.

4.2 Benefits of the Method

The above method has several benefits. First, human authoring is reduced to modelling
of the Domain Concept Model. Based on this model, the data-driven approach automati-
cally configures ASR andNLUmodels. Second, the user can directly associate modelled
domain concepts with metadata about natural language usage, hereby facilitating NLG.
Finally, the concept of a communicative intent enables automated back-end operations
with an agent’s knowledge base for storing and retrieving knowledge during communi-
cation. This is described in more detail in the next section where we apply the method
to our case study, in the scope of an agent-based simulation system.

5 Case Study

In this section we describe our implementation of a case that applies conversational
agents as synthetic team-members for military training. The domain chosen is team
communication in air-to-air combat training. First we describe an example scenario that
was implemented. Next we describe the system implementation that was used and show
how the design method from the previous section was applied. We conclude with an
evaluation based on a qualitative user experience.

5.1 An Example Scenario

A basic training scenario was considered that applies to the training of human fighter
pilots and fighter controllers. The scenario chosen is a Defensive Counter Air (DCA) in
a 2v2 configuration. The blue team consists of a 2-group (lead and wingman), supported
by a fighter controller (FC). The hostile 2-group represents the red team. The use of
agents for the blue team roles enables simulator-based training in a shared human-agent
environment. I.e. each role can be fulfilled by human or agent.

In order to analyze and gain insight into the scope of blue team interactions, a story
line was developed together with a SME. For illustration purposes, a simplified version
of the resulting transcript is shown in Table 1. It shows spoken team interactions during
a single successful engagement of blue versus red.

The second column shows simplified speech acts: QRY = query, INF = inform,
ORD= order and ACK= confirmation. In the study, the speech act categorization from
[4] was followed. The callsigns used in the utterances areMagic for the fighter controller,
Viper for blue team consisting of Viper1 for the flight lead, and Viper2 for the wingman.

The transcript was analyzed based on the domain knowledge requirements identified
in Sect. 3. All proactive interactions are the result of team-members’ communication
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Table 1. Transcript of blue team communication

Utterance Act Fighter controller Lead Wingman

(U-1) QRY Magic, picture

(U-2) INF Magic, two group wall,
thirty wide

(U-3) INF Magic, 50 miles

(U-4) QRY Magic, declare all
groups

(U-5) INF Magic west group
bullseye three-five-five
at fifteen, Flanker,
hostile. East group
bullseye three-six-zero
at fifteen, Flanker,
hostile

(U-6) INF Viper commit skate

(U-7) ORD Viper2, target east group

(U-8) ACK Viper2

(U-9) INF Viper1 fox 3 west group,
crank right

Viper2 fox 3 east
group

(U-10) INF Viper1 husky, out south Viper2 husky, out
south

(U-11) QRY Viper1 time out west
group

Viper2 time out east
group

(U-12) INF Magic west group
vanished, East group
vanished. Picture clean

rules (U-1, 3, 4, 5, 6, 7, 10 and 11), expressed depending on the evolution of the scenario.
Interaction protocols state that queries andorders require a response (e.g.U-1-U-2 andU-
7-U-8), and informs do not (e.g. U-3, U-9).When regarding callsign usage, for questions,
the receiver’s callsign is used (U-1, U-4), and for responses or informs, the sender’s
callsign is used (e.g. U-2). The flight lead uses its team’s callsign when the interaction
concerns the whole team (U-6). Callsigns are also used as a means of confirmation
upon a given order (U-8). All utterances are subject to rules for phrasings and use of
terminology, part of air-to-air communication standards. See operational Brevity words
in [22].

5.2 System Implementation

The goal of the case study is demonstrate the integration of agents’ communicative
abilities into an existing military training simulation capability for fighter pilots. In
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order to implement the conversational agents, a multi-agent system (MAS) was used. In
the system, each of blue team’s roles can be fulfilled either by a human-in-the-loop or
an agent-based synthetic team-member. The system design is shown Fig. 3.

Fig. 3. System design

The MAS is based on an in-house developed toolkit for the construction of behavior
models for CGFs in military simulations. The system can be connected to a variety of
commercial- or government off-the-shelf simulation environments. Further, it allows
end-users to model the behaviors of military units through a graphical user interface.
Predefined behaviors models are available for blue and red team fighter tactics.

The conversational interface of an agent contains a DialogueManager that can inter-
face with the agent’s core components: the Knowledge Base (KB) and the Behaviour
Policy. The access to the KB is regulated by speech acts and interaction protocols. When
an inform act is received, the KB is automatically updated. When a question act is
received, the KB is queried automatically to construct and formulate an answer, which
in turn is an inform for the receiver. Received informs not directed to the agent but
instead ‘overheard’ are also stored in the KB. The Behaviour Policy can proactively
schedule communicative intents. These are translated by the Dialogue Manager to spo-
ken utterances using NLG. Note that this is the same NLG process that was used offline
to generate example utterances to optimize the NLP models.

Additionally, the Dialogue Manager interfaces with two commercial cloud-based
services to employ state-of-the-art speech recognition and synthesis: GoogleDialogFlow
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and Text-to-Speech respectively. DialogFlow1 handles both ASR and NLU as a single
process.All agents andhumans communicate through speechover a single audio channel.
There is no difference between human-agent or agent-agent communication (i.e. agents
interact with each other through speech and no short-cuts are taken).

5.3 Applying the Design Method

The data-driven design method from Sect. 4 was used to implement the case. All of
the domain concepts (and their natural language representations) from Table 1 were
modelled in the Domain Concept Model, using a graphical user interface (GUI). Below
we revisit the steps from the method by providing some examples.

Step 1: Domain Modelling: In the MAS, the Domain Concept Model is based on a
frame-based ontology approach. Primary modelling primitives are simple data types
(a.k.a. slots) with value constraints (a.k.a. facets) and concept classes with attribute-slots,
which can refer to simple data types or other classes. Each primitive can be associated
with custom meta-data which was used to provide natural language (NL) metadata.
Examples include:

• A heading is based on an integer with value constraints between 0 and 360. NL
metadata states that the value should be pronounced as a three digit sequence (see U-5
in Table 1), conform the domain’s protocol.

• Named entities, such as callsigns (magic, viper1, viper2) or enemy groups (west group,
east group) are based on strings, constrained by sets of possible values. Consequently,
NLmetadata defines their spoken versions and possible synonyms (e.g.western group,
eastern group).

• Concept classes are for instance a picturewith attributes enemy group count, formation
shape and distance (see U-2); or relative location with a heading and distance from a
reference point (a.k.a bullseye in jargon, see U-5). NL metadata encodes the specific
phrasings that should be used for pronunciation (Step 3).

Step 2: Intent Generation: For each concept class, intent definitions are generated in
two-fold: a query and an inform. For instance, intents for utterances U-1 and U-2 can be
defined as query(picture) and inform(picture) respectively.

Step 3: Natural Language Generation: For each inform intent definition, example
utterances are generated by first generating random values, and second resolving these
to NL utterances using the metadata’s NL template. E.g. the template “$count group
$shape, $space wide” is resolved to “two group wall, thirty wide”. In the domain, utter-
ances also include callsigns to denote a sender or receiver. These are also randomly
generated and prefixed to the final utterances.

Step 4: NLP Data Generation: In the system, DialogFlow is used as the NLU service.
DialogFlow provides both a web-based user interface and an application programming

1 DialogFlow was only used for intent classification, as its features for dialogue management are
now handled by the system’s dialogue manager.
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interface (API) tomodel entities and intents. Using theAPI, a converterwas implemented
to translate system intents toDialogFlow entities and intents, including so-called training
phrases as example utterances. Upon updates, DialogFlow automatically retrains its
model.

Any changes to be made for the way concepts are expressed as natural language can
be performed in the Domain Modelling step using the provided GUI. Consecutive steps
are automated. Therefore the conversational interface can be changed without the need
for additional programming. Further, the multi-agent system offers end-users an editor
to develop agent behaviour policies. As these policies are based on decision-making
rules that also refer to modelled domain concepts, end users can create and extend agent
models together with required interaction capabilities without any programming.

5.4 Evaluation

The implemented system was qualitatively evaluated using the 2v2 scenario described
in the beginning of this section. Two experiments were conducted: one where all of
the participants are non-human agents and one human-in-the-loop (HITL) experiment
where a single human takes on the role of the flight lead, supported by two agents
playing the role of fighter controller and wingman. For the former experiment, the focus
was on system performance: are the agents capable of effectively sharing situational
awareness and coordinating activities, purely based on speech interaction? For the latter
experiment, the focus was on user experience and satisfaction, based on user interaction
with the agents. It was conducted with the help of a former F-16 pilot who could provide
valuable feedback in terms of shortcomings and value for training. The experiments
were conducted in a controlled, low noise environment using a laptop’s built-in speaker
and microphone. It should be noted that the evaluation is preliminary with the goal to
identify immediate shortcomings to address for further development.

In the all-agent experiment, no functional errors were found while running the sce-
nario. Agents were able to successfully play out the scenario and each agent’s situa-
tional awareness evolved according to the information being communicated (personally
directed to or overheard). In the HITL experiment, we looked at user satisfaction based
on similar metrics as used by [25]: TTS Performance (quality and understanding of agent
speech), Task Ease (ease of interaction), User expertise (knowing what to say or do),
Expected behavior (does the system work as to be expected) and Future use (viability of
the system for operational use or use in other domains). No shortcomings were reported
about TTS Performance, Task Ease and User expertise. This is most likely due to the
advances in TTS technology in the past years, the task being easy to perform as the
scenario is small and the SME having extensive experience in the domain. However,
the system did not always match the expected behavior because of an occasional intent
misclassification. When this happens, an agent requests for clarification, according to
protocol (‘e.g. Viper1, say again’). Also, when an agent does not recognize the sender or
intended receiver in the utterance, there is the chance that all agents request for clarifica-
tion. When regarding future use, the SME did see great potential for actual operational
use in training if (1) unexpected intent misclassification is reduced to a minimum and
(2) agents can cope with larger scenarios.
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In conclusion, unwanted behaviors originate mainly from occasional intent mis-
classification and the following need for repetition of unrecognized utterance by the
human. We see room for improvements by means of further fine-tuning of aspects that
have not been investigated in detail. For instance (1) the tuning of hyper parameters of
DialogFlow, such as machine learning thresholds for intent matching; (2) the provision
of more phonetic synonyms for words which are difficult to recognize (highly domain-
specific words and jargon which is uncommon in English); (3) the use of scenario-phase
specific contexts to configure NLUwith expected utterances, rather than a global domain
context; and (4) speaker identification from audio, rather than inference from recognized
text. After improvements, a more extensive evaluation of the proposed system is required
to judge its value for operational training. However, properly evaluating conversational
agents is not an easy task as many measures for quality are subjective and good scores
quantitative measures are not necessarily related to system performance or perceived
quality by the user [26]. This is left for future work.

6 Discussion

In this paper, we have not presented particular new ideas for individual interaction
technologies. Rather, we focused more on the analysis and design of the system as a
whole, where off-the-shelf technologies have to be integrated and configured to create
conversational agents that can operate in a desired application domain.

The presented data-driven design method has close ties to research on natural lan-
guage interfaces to databases (NLIDB) [27]. As a concept, NLIDBs can understand and
generate questions that can be answered by a knowledge base. For example, in [28],
natural language questions are translated to formal queries that can be generated by a
knowledge graph. Our approach employs similar ideas where the model definition of
an agent’s knowledge base is used to determine the variety of spoken utterances that
the system is capable of understanding and producing. In addition, we showed how this
top-down, data-driven approach can be taken further towards facilitating speech-based
interaction through configuration of NLU and ASR models.

In our experience during development, many challenges remain to achieve a level
of interaction that is indistinguishable from human interaction. In an integrated system,
there can be shortcomings at any level, whether it is imperfect speech recognition,
unnatural voices or intonations, unnatural timings, expressiveness, or limited cognitive
capability (what can be understood). Many of these can be improved, however small
improvements in fidelity can lead to significant additional development effort. More
insight is required into what level of fidelity is sufficient to achieve user acceptance and
training effectiveness for a particular domain. Also, a strategy that can be followed to
cope with fidelity shortcomings is to align a user’s expectation of system performance,
capabilities and limitations, for instance through instructions prior to the use of the
system. For instance, in [29] a set of design guidelines are proposed to enhance user
experience for human-AI interaction. In futureworkwewill addressfidelity requirements
and the effect of prior human instruction.

In our proposed design method, there is a strong focus on knowledge representations
that closely match their counterparts in natural language. This has not only benefits
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for interaction, but also for effective modelling of situational awareness and decision-
making. As natural language has close ties to human thought, it is beneficial to base
an agent’s cognitive process on matching underlying knowledge representations: SME
knowledge can more efficiently be translated to agents’ belief and reasoning constructs,
and agent models become more transparent and explainable. Interaction requirements
(what can be said and understood) should be an integral part of the agent’s design process,
besides SA requirements (what can be known) and decision-making requirements (what
can be decided). We experienced this first-hand in our attempt to add conversational
interfaces to existing, non-communicative agent models. These models were developed
prior to taking into account interaction requirements, and consequently led tomismatches
in suitable knowledge representations that could have been prevented.

7 Conclusion

In this paper we addressed the challenges of building conversational agents to play the
role of synthetic team-members for military training. These center around the integration
of interaction technologies and how they can be tailored towards specific application
domains in which communication is subject to domain-specific communication rules,
standards, protocols and terminology and phraseology.

First, we analyzed domain-specific communication characteristics for a particular
domain. These capture a domain’s interaction requirements in terms of why, when, what
and how agents should communicate with others. Second, a data-driven design method
was proposed to automate the configuration of ASR, NLU and NLG models, based on
human authoring of a domain concept model. Finally, we applied and demonstrated the
method in a case study of air-to-air combat training simulation.

Although the evaluation was conducted in a very small scenario experiment, the
system did successfully demonstrated team interactions in a shared human-agent envi-
ronment. Agents were able to build a shared situational awareness and coordinate their
activities. According to the SME subject in the human-in-the-loop experiment, the sys-
tem has potential for operational use, provided that the agents’ natural language under-
standing is robust, and agents have the cognitive capabilities to cope with variations
possible in a scenario. For the former, we see room for additional optimizations to
increase robustness. For the latter, this is more a matter of scaling the complexity of
agents’ domain models, rather than a communication limitation.

As for the applicability of the data-driven design method, the method has a strong
reliance on formal knowledge representations. It assumes that such representationsmatch
the natural language concepts used during interaction. This assumption worked well in
the case study, as fighter communication is designed for efficient and effective interac-
tions, based on well documented standards. In this study we have not investigated the
proposedmethod in domains that are less formal and supportmore freedomof expression
of natural language (e.g. more socially-oriented interactions).
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Abstract. In this research, we propose an innovative capsule based optimization
model toward the automated user interface (UI) design of mixed reality devices.
Within the model, functional, spatial, and cognitive seams unique to mixed reality
devices are considered as the constraints of the capsule, the unit cohort of UI ele-
ments. A genetic evolutionary optimization solution approach was used to solve
the optimization problem. The results demonstrate that the number of optimal
UI elements per capsule is linearly proportional to the initial estimate of the UI
elements of the capsule. The total reward of the capsule design is also linearly pro-
portional to the number of optimal UI elements per capsule. The identified linear
relationship model suggests that it is feasible to predicate the optimal number of
UI elements therefore achieving the automated design of the mixed reality inter-
face. Experimental results have validated the proposed optimization framework
suggesting that the optimization reward objective function is able to match app
ratings from the app store. The seam constraints of the optimization function are
also consistent with the time taken to complete the task which shows the validity
of using seam to model the automated mixed reality interface design.

Keywords: Mixed reality · Automated user interface design · Evolutionary
optimization

1 Introduction

The interaction between human and robot shows promises for practical applications [1–
5]. While the benefits are clear, the challenges still exist. The interaction of mixed reality
device interface is spatially distributed [17]. The spatial seamdictates that for completion
of tasksmay take longer to complete [18] lead to inconvenience of the interaction process
[4, 19]. The cognitive seam is associated with the cognitive stress of awkward, limited
visual cues, and non-intuitive gesture control [1]. Functional seam strongly related to
the mixed reality device limitations e.g., voice recognition and environment mapping
accuracy also exists [1].
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For the functional seam, the field of view of the mixed reality devices is relatively
small. The limited field of view determines that the displayed content on the mixed
reality devices need to fit into the narrowed view space [15]. The limited view space
does not impose significant challenges for simpler task of one-to-one interactions for
example one operator interaction with one robot. Yet for one-to-many, e.g., one operator
and multiple robots, the limited view space can cause impractical visualization and
control. The second major functional seam is associated with the limited computational
capacity of the mixed reality devices [16]. The computational capacity of mixed reality
devices has been a limiting factor for computation intensive applications. It decides that
the interaction between operator and robot needs to be lightweight task such as simple
visualization of robot tasks.

In contrast to other types of devices, the spatial seam is special to the mixed reality
device. The interaction of mixed reality device interface is spatially (e.g. 360° in free
space) distributed [17]. The nature of such spatial distribution dictates that for completion
of tasks, the interaction of the interface may take longer time, e.g. one group of UIs is
distributed in one spatial location whereas the other groups of UI is located in the other
locations [18].Yet for completion of the task, all different groups ofUIs need to interacted
thus leading to the inconvenience of the interaction process [4, 19]. Majority of mixed
reality devices utilize hand gesture for interaction, the spatial seam is thus also related to
the hand gesture detection accuracy [20]. The detection of hand gesture in free space is
often not accurate, thus leading to longer task completion time and potential frustrations
of the interaction process.

The cognitive seam is associatedwith the cognitive stress embedded in the interaction
process [1]. The cognitive seam is attributed to the cognitive stress that arises from
following interactions such as the awkward and non-intuitive gesture control process -
the moderate accuracy of mixed reality devices camera able to detect human gestures
correctly, the limited feedbacks associated with the interactions. Most importantly, the
limited visual cues of the interaction process are known associated with significant
cognitive seams [21]. The cognitive seams can be attributed to the function seams, but
not all functional seam contribute to the cognitive seams. Functional seam ismore related
to the mixed reality device, while the cognitive seam involves the user experiences of
the mixed reality device and the interaction process [1].

Functional, spatial, and cognitive seams of mixed reality devices are associated with
the context and resources of the system [1, 6–14]. The limited resource is attributed
to the functional seam. For example, the limited field of view determines that there is
only limited information able to be displayed by the mixed reality device. In the same
vein, the limited camera detection range of the device also determines that there is very
narrowed range where the device can detect gesture precisely so that it leads to spatial
seam. Similarly, the low accuracy of gesture detection and the field of view can cause
cognitive seams.Based on such observation, it is natural thatwe can formulate hypothesis
that an appropriate management of the resources is likely able to reduce the seams thus
increase the user interaction experiences.

Through the research, we propose an innovative capsule approach to address the
spatial, cognitive, and functional seams to achieve an optimal design. Capsule is moti-
vated by divide and conquer approach for solving the resource availability optimization
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problem to reduce functional, spatial, and cognitive seams. More specifically, the inter-
actions between human operator and robot are divided into solvable subspaces termed
capsule to constrain the seams in an acceptable boundary to increase the overall efficacy
and benefits of the design. The experiment has been conducted for the validation of the
theoretical formulation of spatial, cognitive, and functional seams.

2 Methods

The concept of capsule is illustrated showing four capsules of typical task of robot
visualization and control in Fig. 1. The capsule is further divided into more specific
sub-capsules to manage robot visualization and control sub-tasks.

Fig. 1. (A) A representative example of single capsule design for human-robot interaction (B)
hierarchical capsule design for human-robot interaction

The problem of the capsule design resembles a knapsack optimization problem with
the following formulation.

Max
∑n
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i xi

) ≤ Ws

(2)

The objective function denoted by Eq. 1 maximizes the reward from the capsule
design for n UI elements. Each UI is a binary variable (xi ∈ 0 or 1). vi is the UI
reward coefficient for a specific UI i. In Eq. 2, wc

i ,w
s
i , w

f
i are the cognitive, spatial, and

function seam coefficients bounded by Wc,Ws, Wf constants for all the UI elements.
Reward coefficient vi is sampled from a uniform random distribution between 1–10.
Seam coefficient wc

i , w
s
i , w

f
i are sampled from normal distribution with mean 0 and

standard deviation 1. A genetic evolution approach is adopted for solving the constrained
optimization problem. In the genetic model, a population of 30 are generated as the
initial condition. Crossover and mutation are used to enhance the healthiness of the gene
offspring. The evolution of the genes is performed until the converging conditions when
the number of UI elements stop decreasing.
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3 Simulation Results

3.1 Single Capsule Simulation

A strong linear relationship between optimal and initial UIs per capsule is shown in
Fig. 2. The initial and optimal number of UIs per capsule are in the range of [2–10] and
[2–7].

Fig. 2. (A) The initial number of UIs versus the optimal number of UIs (B) The initial number
of UIs versus the total reward per capsule (C) The optimal number of UIs versus the total reward
per capsule.

3.2 Hierarchy Capsule Simulation

The hierarchy capsules consists of multiple layers of capsules. As evident from Fig. 3
and 4, the optimal number of UIs remains similar between 5-6 optimal UIs regardless of
the changes of the number of UIs per capsules. Similarly, the associated total of reward
also remains within a small range between 19 to 22.

Fig. 3. (Left) The hierarchy of optimal number of UIs and initial number of UIs per capsule
(Right) The hierarchy of total of reward and initial number of UIs per capsule (8 initial UIs used
as the representative example)
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Fig. 4. (Left) The hierarchy of optimal number of UIs and initial number of UIs per capsule
(Right) The hierarchy of total of reward and initial number of UIs per capsule (Both left and right
use 6 initial UIs as the representative example)

The optimal number of UIs and the total of reward are summarized in in Fig. 5
Illustrating that one capsulewith 10UIs is further decomposed to two capsules consisting
of 2, 8; 3, 7; 4, 6; 5, 5 UIs. For this condition, the total number of optimal UIs and total
of reward remain similar while the number UIs changes per capsule.

Fig. 5. The optimal number of UIs (left) and total of reward (right)

3.3 Experimental Results

In the experiment, five participants were recruited to asses different Smart Phone based
augmented reality apps. The participants are healthy young adults with moderate use of
Smart Phone for their college studies. Due to COVID-19, it becomes infeasible to access
and share our mixed reality device with participants. As such, personal Smart Phone
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based augmented reality app was used for mocking up the mixed reality device. The
mixed reality apps are divided into the following categories respectively entertainment,
educational, and room furniture Participants were instructed to become familiar with the
experimental setup. Participants were also instructed to become familiar with functional,
spatial, and cognitive seams through illustration of demonstrative augmented reality app.
Following that, participants were required to perform the tasks of environment scanning
using the Smart Phone augmented reality apps. The three apps chosen are AR Vid, Sol
AR, and Augment. The results of the time taken and associated seams for completion
of the environment scanning task are shown below in Table 1.

Table 1. Time (second) taken to complete the task and associated seams for Smart Phone based
augmented reality app

Name of
app

Participant 1 Participant
2

Participant 3 Participant 4 Participant 5

Time AR Vid 29 46 30 85 84

SOL AR 37 71 9 7 14

Augment 32 16 43 44 22

Seams AR Vid 1. Functional
Seam

2. Spatial
Seam

3. Cognitive
Seam

Spatial
Seam

1. Functional
Seam

2. Spatial
Seam

1. Functional
Seam

2. Spatial
Seam

1. Functional
Seam

2. Spatial
Seam

3. Cognitive
Seam

SOL AR Functional
Seam

Functional
Seam

Functional
Seam

Functional
Seam

Functional
Seam

Augment Spatial Seam Spatial
Seam

Spatial Seam Cognitive
Seam

1. Function
Seam

2. Spatial
Seam

3. Cognitive
Seam

Following the preliminary assessment of the augmented reality Smart Phone app,
more extensive apps were adopted for counting the number of UI components for differ-
ent scenes. For each scene, the reward is also computed through the user rating of each
UI. The sum of the reward is equal to the multiplication of user rating with the number
of UI presented in the equation, which is the objective function. Same as the simulation,
the rating is between 1 to 10. In total, three scenes were used for the evaluation. The
three scenes include the app landing interface, the environment scanning interface, as
well as the object selection interface. App store ratings for the apps and total of reward
are shown in Table 2 to show the correlation between the value of reward and app store
rating for the apps.
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Table 2. App store rating and total of reward for evaluation of smart phone based augmented
reality apps

Name of app App store eating Total of reward

Entertainment Roar 3.2 12.6

Dino’s AR 4.4 24.3

AR Vid 4.5 26.6

Eugene’s pet’s store 4.7 22.6

Educational Planetarium 4.0 12.6

Sol AR1 4.4 24.3

Sol AR2 4.6 26.6

Solar walk lite 4.7 22.6

Furniture setup Inferior design 4.3 26.0

Augment 4.5 23.0

Triple 4.6 29.6

4 Conclusion

Our research proposed an innovative method for addressing the functional, spatial, and
cognitive seams embedded in the human-robot interaction process using mixed reality
devices. The method is able to divide complex interactions and associated functional,
spatial, and cognitive seams into a solvable subspace called capsule. An evolutionary
optimization approach is used to solve the optimal design of the capsule given the
constraints of the functional and cognitive seams. Results suggest that the number of
optimal UI elements per capsule is linearly proportional to the initial estimate of the
UI elements of the capsule. The total reward of the capsule design is also linearly
proportional to the number of optimal UI elements per capsule. The number of optional
UIs does not change throughout the hierarchy chain of capsule decomposition process
indicating that the merging or decomposition behavior does not alter the optimal number
of UIs significantly.

The experiment has also validated that the proposed method optimization objective
function is able to match with real world settings. The reward obtained from evaluations
of three scenes of the Smart Phone based augmented reality apps is able tomatchwith the
app store rating of these apps. While for Eugene’s pet’s store app, it does not seem that
the app rating is able tomatchwith the total reward, however, participants do suggest that
the rating from the app store is relatively limited therefore the app store rating of the app
is likely too high. The time taken to complete the environment scanning task does also
match with the overall feedbacks of the seams. The SOLAR app has relatively smaller
number of seams as such the time taken to complete is indeed shorter for participant
3, 4, and 5. Such finding indicates that the seam, which serves as the constrains of the
optimization function, is able to model the general usability of the app.
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There are limitations associated with the work. Due to COVID-19, we have not
been able to utilize mixed reality device in the experimental setup. While the Smart
Phone based augmented reality app is able to approximate the mixed reality app, the
gap between them needs to be considered. Another limitation of the research is that the
optimal number of UIs needs to further examined. Future work involves using different
generations of specific mixed reality apps and compare the number of UIs per scene
should be conducted. The work is in particular useful to address large scale and complex
human computer interaction problems such as massive human-robot interaction and
collaboration applications.
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Abstract. In recent years, online learning plays an essential part in
education due to distance learning technology development and control
of COVID-19. In this context, engagement, a mental state to enhance
the learning process, has been brought into the limelight. However, the
existing engagement datasets are of a small scale and not suitable for
education time-series research. We proposed an estimation method on
time-series face and body features captured by built-in PC cameras
to improve the engagement estimation on small and irregularly wild
datasets. We designed upper body features using the facial and body key
points extracted from OpenPose. To reduce the influence of the extracted
noises from OpenPose, the moving average, the average value of a fixed
period in the videos, is used to process the training data. Then, we
compose a time-series dataset of online tasks with 19 participants. In
the composed dataset, there remained self-reports of participants’ men-
tal state and external observation to confirm the different engagement
levels in the answering process. The combined self-reports and external
observation results were used as the engagement label. Finally, the trans-
fer learning was used to solve the insufficient data issue. We pre-trained
a long short-term memory (LSTM) sequence deep learning model on a
big dataset and transferred the trained model to share learned feature
extraction and retrain our dataset. Our proposed method achieved 63.7%
in experiments and could apply to estimate and detection engagement
in future works.

Keywords: Engagement · Online learning · Transfer learning ·
Time-series data · Long short-term memory

1 Introduction

Online learning sets learners free from space and time constraints. Coursera is
one of the online learning platforms that provide flexible and individual online
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learning opportunities and high-quality courses to the masses [1]. Besides, the
outbreak of the pandemic Covid-19 forces schools to shift to an online mode of
teaching [2]. Those circumstances, therefore, have fostered the development and
popularization of distance education. However, there seem to be some problems
in distance education.

Learners, when joining online learning, seem not be able to concentrate on
learning courses, and therefore, cannot maintain high learning efficiency [1,4].
Furthermore, since learners and instructors do not meet or contact directly in
online learning contexts, the lack of face-to-face communication and interaction
[2] made instructors hard to grasp the student’s engagement and confirm the
lectures’ contents have been absorbed by students or not. Thus, the research on
engagement has been brought to the limelight.

Engagement is a mental state that can helps students feel positive and realize
high-quality learning. Simultaneously, in online learning, self-regulated learning
(SRL) support is another critical topic related to learner engagement [3]. Still,
the studies of SRL in online learning are relatively inadequate comparing to the
studies of traditional classroom settings. Simultaneously, online learning plat-
forms need to be equipped with necessary SRL support to improve and main-
tain learners’ engagement [1] and achieve personal learning goals. Therefore, if
we can estimate learners’ engagement in the online learning process, the teaching
progress and lecture content can be adjusted by the instructors, and students’
self-regulated become available.

This article proposed improving the engagement estimate performance of
small and irregular wild datasets through time-series facial and body information
recorded by a built-in PC camera to restore the traditional scene in real-time
online learning. A vital issue in engagement estimation research is the insufficient
scale dataset [4,5]. However, collecting new time-series dataset with engagement
labels requires lots of expenditure and time, which is not cost-effective. For this
reason, we adopt transfer learning, a machine learning method that has been
recognized can effectively improve the performance of small data, to transfer a
long short-term memory (LSTM) sequence deep learning model to retrain the
model on a small dataset.

The remainder of this article is organized as the followings. In Sect. 2, we
introduce the related work for engagement estimation and detection in online
learning. Then, in Sect. 3, we compare two datasets for the transfer source and
target models. Section 4 will illustrate the experiment settings and discuss the
results. Finally, we present implications and suggest further work in Sect. 5.

2 Related Work

Dewan et al. [7] proposed a deep learning-based approach to online learn-
ers’ engagement detection, in which on the Dataset for Affective States in E-
Environments (DAiSEE) they applied the Local Directional Pattern (LDP) to
person-indepemdemt edage features to extract different facial expressions and
used Kernel Principal Component Analysis (KPCA) method to capture nonlin-
ear correlations among the extracter features [6]. DAiSEE dataset includes 9068



Estimation of Learners’ Engagement Using Face 543

snippets of videos from 112 participants. Each video is approximately 10 s with
1920*1080 pixels and 30fps.

Chang [5] proposed a series of methods for detecting engagement at different
levels in the EmotiW Challenge. The methods include a cluster-based frame-
work for fast engagement level predictions, a neural network using the attention
pooling mechanism, heuristic rules using body posture information, and a model
ensemble for more accurate and robust predictions. OpenFace was used to track
the head pose, gaze directions, and action units (AUs), and OpenPose to directly
track head, body, and hands as the model training features. The record videos
in the EmotiW dataset were 197 videos collected on non-constrained environ-
ments and approximately 5 min in one video. The participants in the dataset
were watching Korean Language videos.

Hasegawa et al. [4] proposed a couple of machine learning and deep learning
models to estimate learners’ mental states such as difficulty, interest, fatigue, and
concentration using the emotion, eye gaze, face orientation, face position features
that change with the time-series between learners and their learning tasks. They
extracted the features using an existing face image recognition library Face++
by each frame of the videos. The dataset was recorded learners’ videos with
facial expressions using a PC built-in camera and retrospective self-report from
19 participants who are doing the online task.

Nomura et al. [9] used a pressure mat and a web camera to record students’
postural data of upper body pressure distribution and upper body pose during e-
learning lectures to grasp the students’ engagement. They extracted 38 features
from upper body pressure distribution and 33 features from upper body pose for
every minute and trained a Support Vector Machine (SVM) classifier model to
estimate engagement levels. The engagement labels are from the reported ques-
tionnaire displayed on the screen every minute during e-learning and answered
by 7 participants aged 20–22.

Monkaresi et al. [10] proposed supervised learning (Updateable Näıve Bayes,
Bayes Net, Logistic Regression, Classification via Clustering, Rotation Forest,
Dagging) for detection of concurrent and retrospective self-reported engagement
through the three sets of features, heart rate, Animation Units, and local binary
patterns in three orthogonal planes (LBP-TOP) that were extracted using com-
puter vision techniques and an ECG signal. The participants were 23 students
(14 male, 9 female) from a public university aged from 20 to 60 who completed a
structured writing activity. An auditory probe was produced every two minutes
during the essay writing activity to collect their engagement level verbally, and a
week after their writing session, they would fill out a questionnaire after viewing
each segment to annotate the engagement labels.

In previous research, the training features in computer vision-based meth-
ods for estimating or detecting engagement usually have three aspects, facial
and body expression, body postures and motions, and eye movement. Other
information is also obtained through external devices like heart rate collected
by the ECG signal and pressure mat. From affective computing research, affect
expression occurs through combinations of verbal and nonverbal communica-
tion channels, and bodily expressions have been recognized as more critical for
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nonverbal communication than was previously thought since the body may bet-
ter communicate some affective expressions than the face [11]. Besides, some
biological features require external devices, which is difficult to collect in real-
time online learning. Facial and body information is no intervention that will not
disturb the learners’ learning process and cost-effective. Therefore, our research
used time-series facial and boy information, including head pose, mouth shape,
eye movement, and body distance from the screen as the training features.

There remain some datasets for engagement estimating and detecting stud-
ies, DAISEE (Dataset for Affective States in E-learning Environments) [6], and
EmotiW2019 (Emotion Recognition in the Wild Challenge) [12]. However, some
limitations exist in these datasets. All these two datasets are single race-based
participants. The female and male rate is imbalanced. DAISEE and EmotiW2019
datasets were labeled by crowdsourcing. Another issue in current datasets is the
bias of data. For instance, the labels in the DAiSEE: very low: 61, low: 459,
high: 4477, very high: 4071 (10 s each video), and for EmotiW2019: very low: 9,
low: 45, high: 100, very high:43 (5 min each video). We can observe the low-level
engagement data is very limited in these datasets. For this research, we collect
videos from 19 participants who take the answer process and get self-reports of
their mental state after recording videos. Moreover, combine the self-report and
external observation to annotate the recorded videos.

3 Dataset

To improve the estimation accuracy on small dataset, we trained a model with
a big dataset that reused the trained model to train a model with an insufficient
dataset. This research uses the DAISEE dataset as the source domain and the
newly created dataset as the transfer target.

3.1 Source Dataset

DAISEE dataset [6], an affective states dataset in the e-environment for engage-
ment recognition, will be used in our experiment as the source domine. This
dataset contains 9086 snippets of 10s videos captured by a full HD web camera
from 112 (80 male, 32 female) participants when they watch learning videos. All
of the participants are 18-to-30-year-old Asian learners. The collected videos are
in dorm rooms, crowded lab spaces, and libraries with different illumination set-
tings to restore the real-world environments. The video labels are crowd-sourced
based on a gold standard created using expert psychologists. Thus, each video
in the dataset is labeled with one affective state of boredom, confusion, engage-
ment, and frustration, and each label has been arranged four levels from low to
high intensity.

Besides, from the observed in the DAiSEE dataset, very low and low label
videos are very similar. In other previous research, they changed the labels into
three levels and proved feasibility. Thus, in our experiment, we rearranged the
dataset provided four engagement levels into three: (0–1) low engaged, (2) nor-
mally engaged, and (3) high engaged.
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Fig. 1. DAiSEE dataset. From left to right the engagement levels are from Level 0 to
level 3

3.2 Target Dataset

Based on the limitation on existing engagement research datasets, we made a
time series dataset of online tasks with 19 participants as the transfer learn-
ing target dataset. The videos are recorded by a built-in PC camera facing
the learners in the test answering process. The online learning content is the
Cognitive Assessment Battery (CAB) test, a test for checking user cognitive
speed/attention, episodic memory, visuospatial functions, language, and execu-
tive functions [13]. The participants take the CAB test maximum of 30 ques-
tions and within 12 min. Based on the different individual speeds, the length of
recorded videos is also different. After completing the CAB test, the participants
write a self-report about their mental state in order to confirm the engagement
levels. To guarantee engagement labels’ accuracy, we combined the self-report
from 19 participants and external observation results from several study mem-
bers as the engagement labels. This dataset contains the engagement change
regularity.

Our collected dataset is of a small scale, which is not appropriate for further
time-series studies. At the same time, collect more data is not cost-effective.
Therefore, we apply transfer learning to improve the created dataset’s per-
formance and find a method for time-series research on small scale datasets
(Tables 1 and 2).
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Fig. 2. New collected dataset

Table 1. Engagement labels.

Dataset Low label Normally label High label Total label

DAiSEE 520 4477 4071 9068

New Dataset 158 195 128 481

3.3 Features

Verbal and nonverbal communication channels are the external manifestation
of emotion [11]. Some studies have shown that engagement is directly related
to emotion [14], so we assume that engagement can be analyzed by observing
nonverbal communication channels such as facial and bodily expressions. Fur-
thermore, in different situations, facial and bodily expressions play a dominant
role, respectively.

OpenPose and OpenFace are the existing popular libraries for computer
vision research. The advantage of these libraries is that they can extract facial,
body, and hand keypoints on images and videos from a built-in PC camera in
real-time [15]. Considering the importance of facial and bodily expressions, we
design up body features such as head pose, eye movement, mouth shape, and
body movement using the facial and body key points extracted from OpenPose.
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Table 2. Comparison table of DAiSEE (source) and new collected (target) dataset.

Heading level DAiSEE New collected dataset

Device A full HDD Built-in PC camera

Videos 9086 19

Length 10sec Within 12min

Participants 112 19

Race Asian Chinese, Japanese

Space Rooms, lab spaces, libraries Dorm rooms, lab spaces

Engagement level 4 levels 5 levels

Labels Crowd-sourced Self-report, external
observation

Fig. 3. Extracted features by openpose

3.4 Data Pre-processing

Calculate Moving Average. In our previous experiment, the existing library
OpenPose generated noise and lost video frames when extracting external infor-
mation harmful to the final estimation result. On the other hand, for the video
format, bandwidth, and low-spec PC, frames per second (fps) may not keep the
same, and each sample video’s length may also be unstable. It is hard to set a
standard for unprocessed wild data. In order to satisfy as many situations as
possible, the moving average method, which calculates the average value of a
fixed period in the videos, is used to process the data and reduce the extracted
noise effect.

Over Sampling. As we mentioned, the number of engaged/unengaged data in
the DAiSEE dataset is imbalanced, which is harmful for estimation. To deal with
such problems, we applied oversampling to the low engaged data. In the DAiSEE
dataset, a one-second video has thirty frames, which is more than our needs.
Engagement is a continuously changing mental state, and it cannot present as



548 X. Zheng et al.

a moment of external expression. Therefore, we set 5 frames as the fixed period
and calculated the fixed period average value in all the settings. Besides, we
got six times sampling data by shifting one by one average value in the low
engagement level data.

4 Experiment

4.1 Development Environment

In this paper, to improve the flexibility and compatibility in the further real-
time online learning process, we used Google Colaboratory service, which allows
us to write and execute Python from a web browser and no need to build an
environment with free access GPU. Under this unrestricted condition, the trained
model would be running on any devices that only need a built-in camera and
connecting internet, like mobile and iPad. Meanwhile, Keras, a deep learning
API written in Python would build sequence models, was used in our experiment.
Keras API runs on top of the machine learning platform TensorFlow.

4.2 LSTM Classification and Transfer Learning

In some research, they applied Convolutional Neural Network (CNN) models to
classify the learners’ engagement. CNN is an image classification deep learning
model that is popular for engagement estimation and detection. The training
input face images are detected from the dataset videos [7,16]. However, engage-
ment is a continuously changing mental state, but face images cannot show the
change and the state of learners in online learning on engagement.

Therefore, our research proposed a long short-term memory (LSTM)
sequence model using Keras API to train models on DAiSEE and a new col-
lected dataset about learners’ engagement estimation in online learning tasks.
LSTM network models are appropriate for classification, processing, and fore-
casting based on time series data, and one LSTM cell includes input, forget,
and output gates that can store information over extended time intervals. Con-
sequently, long short-term memory (LSTM) network models can process images
and audio or video time-series data.

Because our collected dataset is on an insufficient scale, we apply transfer
learning to improve the performance of the new dataset. Transfer learning has
been recognized can effectively improve the performance of deep learning models
for Time Series Classification (TSC) [8]. For the sequence of deep learning, more
time-series data is better. Our dataset is on a small scale. It is insufficient for
sequence deep learning models. We use transfer learning, which pre-trained a
model on big datasets DAISEE then transfer a model on our datasets. To improve
transfer learning’s interpretability and flexibility, we build an inner model with
one or two nature network layers in the pre-training model for transfer.
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4.3 Experiment Setup and Results

In the experiment setting, we first trained a model on the DAiSEE dataset and
built an inner model with one nature network layer in the pre-training model
to improve interpretability and flexibility. Then we take the trained inner model
from the pre-trained model and freeze it to avoid destroying the information
learned before. Next, we add a new trainable LSTM nature network at the
bottom of frozen layers to share pre-trained feature extraction and train the
new model. Finally, fine-tuning the new built LSTM model.

Table 3. Model structure

Model Source model (DAiSEE
Dataset)

Target model (New
collected dataset)

LSTM layer 1 32 transfer layer 32 trained layer

Dropout 0.1 0.1

LSTM layer 2 32 8 new layer

Dense layer 3 3 new layer

Activation softmax softmax

Batch Size 32 32

Epoch 10 early stopping

Table 3 shows the experiment model structure. In data processing, we nor-
malized both pre-processed data of the source and target dataset range from -1
to 1 and divided it into 8:2 for training and validation set. The source model
contained two hidden LSTM layers with 32 cell nodes and a dense output layer
with 3 cell nodes with a SoftMax function. We built an inner model with the
first hidden LSTM layer in the pre-training model for improving transfer earn-
ing’s interpretability and flexibility. After trained the source model, we reused
the frozen inner model to build a new LSTM nature network and add a new
LSTM layer as the target model for training on the new dataset. The previous
experiments found that the fully trained source model will be harmful to the
transfer target model. Thus, to avoid overfitting, the source model was trained
for 10 epochs. On the other hand, the transfer target model sets early stopping
since it trains on the new dataset but easy to overfit.

Table 4. Results

Model Low engaged Normally engaged High engaged Accuracy

Source Model Result (1) 92.6 60.9 47.2 65.1

Target Model Result (2) 64.5 73.7 41.6 62.6

Transfer Learning (3) 68.4 68.9 51.4 63.7
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Table 4 shows the results of our experiments:

(1) Source Model Result: The estimation result of a fully trained long short-term
memory (LSTM) sequence model trained on the DAiSEE dataset containing
one LSTM layer with 64 cell nodes and one dense output layer with three
nodes.

(2) Target Model Result: The structure in this model trained on our collected
new dataset is the same as the source model structure, but the LSTM layer
with 32 cell nodes.

(3) Transfer Learning Result: This is the result of our proposed transfer learning
method (Table 3).

Fig. 4. Confusion matrix

The confusion matrix in our experiments is shown in this figure. The blue
grid is the correct answers, and the incorrect answers no color.

4.4 Discussions

The result of the transfer learning model and confusion matrix proved our
proposed method improved the collected new dataset performance and overall
engagement levels. The ±1 range estimation error is 35.1% in the target model,
and 31.5% in the transferred model, approximately 4% has been reduced. How-
ever, the ±2 range estimation error is improved by around 2%. The learned
information from the pre-trained model improved the transferred model perfor-
mance trained on the new collect dataset. However, the shared information also
brought some partially redundant information, which caused the error rate of ±2
to increase. Thus, how to choose the source dataset is another critical issue that
we need to consider. To avoid negative transfer, the source dataset’s features
need to be similar to the target dataset.

The transferred model accuracy has been improved, but not obvious. The
source dataset is also on a small scale. A more engagement recognition dataset
needs to be collected for increasing the proposed method performance in further
work. Furthermore, we observed eye information is more important than other
features. Japanese and Chinese students are reserved and not many body move-
ments in the learning process. In this situation, eye information like eye gaze, eye
movement, and wink are essential features to distinguish different engagement
levels.
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5 Conclusions and Further Work

5.1 Conclusions

In conclusion, we introduced the transfer learning method to estimate learners’
engagement in online learning. We collected a dataset with 19 participants and
proposed some methods to improve the estimation performance. 1) we used
time-series facial and bodily expressions to estimate engagement. 2) designed
the features use the extracted up-body key points by OpenPose. 3) to relieve
the widespread noise issue generated by OpenPose, and solve the wild data
irregularity, we implied the moving average method. 4) To balance the number
of engaged/unengaged data, we oversampled the unengaged data. 5) To let the
deep learning sequence model work well on our small-scale dataset, we implement
transfer learning and pre-trained an inner model on the DAiSEE dataset. As a
result, we achieved the engagement estimation correct rate of 0.637. The achieved
correct rate is 0.01 higher than the model fully trained on our new dataset.

According to our research experiments, we proposed that transfer learning is
effective for small scale dataset. However, the experiment’s effect is not apparent
but has excellent potential. Thus, we will merge the existing public time-series
datasets to collect a massive dataset for transfer in further work.

5.2 Application in Further Research

As we mentioned in the previous part, learners’ engagement needs to be feed-
back in online education to retain their attention. To solve this problem, we
plan to develop an engagement support system that can feedback the student’s
engagement at an opportune time and saved the valuable history for further
research. The system will use the engagement analyzed result from the recorded
time-series expressions and body features from learners to improve online learn-
ing quality. The support system will feedback the engagement analysis results to
both teachers and learners immediately. At the same time, save the results for
checking leaners’ engagement results history anytime. Also, analyze the collected
engagement records, proposing plans to increase learners’ engagement. Depended
on the feedback, professors can adjust teaching progress and lecture content dif-
ficulty. Also, students can improve their engagement and self-regulation.
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