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Foreword

Human-Computer Interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, and having more impact on people’s everyday life, as an
ever-growing number of human activities are progressively moving from the physical
to the digital world. This process, which has been ongoing for some time now, has been
dramatically accelerated by the COVID-19 pandemic. The HCI International (HCII)
conference series, held yearly, aims to respond to the compelling need to advance the
exchange of knowledge and research and development efforts on the human aspects of
design and use of computing systems.

The 23rd International Conference on Human-Computer Interaction, HCI Interna-
tional 2021 (HCII 2021), was planned to be held at the Washington Hilton Hotel,
Washington DC, USA, during July 24–29, 2021. Due to the COVID-19 pandemic and
with everyone’s health and safety in mind, HCII 2021 was organized and run as a
virtual conference. It incorporated the 21 thematic areas and affiliated conferences
listed on the following page.

A total of 5222 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 81 countries submitted contributions, and 1276 papers and
241 posters were included in the proceedings to appear just before the start of the
conference. The contributions thoroughly cover the entire field of HCI, addressing
major advances in knowledge and effective use of computers in a variety of application
areas. These papers provide academics, researchers, engineers, scientists, practitioners,
and students with state-of-the-art information on the most recent advances in HCI. The
volumes constituting the set of proceedings to appear before the start of the conference
are listed in the following pages.

The HCI International (HCII) conference also offers the option of ‘Late Breaking
Work’ which applies both for papers and posters, and the corresponding volume(s)
of the proceedings will appear after the conference. Full papers will be included in the
‘HCII 2021 - Late Breaking Papers’ volumes of the proceedings to be published in the
Springer LNCS series, while ‘Poster Extended Abstracts’ will be included as short
research papers in the ‘HCII 2021 - Late Breaking Posters’ volumes to be published in
the Springer CCIS series.

The present volume contains papers submitted and presented in the context of the
8th International Conference on HCI in Business, Government and Organizations
(HCIBGO 2021), an affiliated conference to HCII 2021. I would like to thank the
Co-chairs, Fiona Fui-Hoon Nah and Keng Siau, for their invaluable contribution to its
organization and the preparation of the proceedings, as well as the members of the
Program Board for their contributions and support. This year, the HCIBGO affiliated
conference has focused on topics related to electronic, mobile and ubiquitous
commerce, work and business operations, HCI in finance and industry, innovation,
collaboration, and knowledge sharing, as well as artificial intelligence in digital
transformation.



I would also like to thank the Program Board Chairs and the members of the
Program Boards of all thematic areas and affiliated conferences for their contribution
towards the highest scientific quality and overall success of the HCI International 2021
conference.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
appreciation to Abbas Moallem, Communications Chair and Editor of HCI Interna-
tional News.

July 2021 Constantine Stephanidis

vi Foreword
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Consumers’ Acceptance of a Voice Commerce
Application in FMCG in Germany, U.S. and U.K.

Elena Adolphs and Silvia Zaharia(B)

University of Applied Sciences Niederrhein, Krefeld, Germany
silvia.zaharia@hs-niederrhein.de

Abstract. Shopping-related voice assistant applications are on the rise, but their
acceptance differs depending on the country. This paper examines customers’
acceptance of a voice commerce application developed by a global fast mov-
ing consumer goods company based on a survey of online shoppers (n = 824)
conducted in Germany, U.K. and the U.S. The main objective of the study is
to identify which factors influence the acceptance of the voice commerce appli-
cation, and whether there are differences between Germany, the U.S. and U.K.
An integrated explanatory model was developed based on the Unified Theory of
Acceptance and Use of Technology 2 (UTAUT2) with the antecedents: hedonic
motivation, performance expectancy, effort expectancy and social influence. The
original model was expanded to include the construct of perceived risk with the
dimensions privacy and functional risk. Themain result is that there are differences
between the three countries regarding the factors that influence the acceptance of
the voice commerce application.Only two factors have a significant influence in all
three countries: performance expectancy and social influence, with performance
expectancy demonstrating the strongest effect. From the perceived risks, only pri-
vacy risk has a negative influence on the intention to use the voice application
in Germany. This study indicates that researches on the consumers’ acceptance
from one country should not be applied readily to another. It is rather advisable to
consider the unique circumstances of each country.

Keywords: Voice commerce · Voice application · Voice assistant · Hedonic
motivation · Performance expectancy · Effort expectancy · Social influence ·
Privacy risk · Functional risk · Intention to use · Smart speaker

1 Introduction

Many consider voice commerce a revolution in online retailing. It enables new types of
services to emerge and offers companies the opportunity to establish an exclusive and
personal relationship with their customers [19]. Driven by mobile commerce, the usage
of smart speakers, digital assistants and the ongoing implementation of the “Internet
of things”, this topic has become of significant relevance [11]. Voice commerce is a
special form of e-commerce. It describes the interaction between users and commercial
platforms and applications that utilize natural language speech recognition to enable self-
service transactions over connected devices [18]. The devices used are equipped with

© Springer Nature Switzerland AG 2021
F. F.-H. Nah and K. Siau (Eds.): HCII 2021, LNCS 12783, pp. 3–21, 2021.
https://doi.org/10.1007/978-3-030-77750-0_1
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conversational communication interfaces and intelligent software programs and are oper-
ated by the user using natural language [26]. The devices can be so-called smart speakers
(such as Amazon Echo, Google Home or HomePod from Apple), but also computers
or smartphones into which the software application of a voice assistant such as Alexa
(Amazon), GoogleAssistant, Siri (Apple) orAliGenie (Alibaba) is integrated. Compared
to previous voice-controlled human-computer interactions, the communication skills of
artificial intelligence (AI) empowered voice assistants are far more advanced. Natural
language processing enables people to talk to a computer/device like to a person and to
receive contextual answers from them [6]. The two voice assistants covering commerce
the most (in the western world) are Alexa and Google Assistant. Companies looking
to sell their products using either of the voice assistants (VA) must develop a so-called
shopping solution (for Alexa, these are called “skills” and for Google, “actions”).

For the consumer, the main benefits of using voice assistants are: convenience (they
allow personalized, hands and eyes free usage [10] and are easy to use [12]), efficiency
(less mental effort) and usage enjoyment [24]. The interaction and conversation with the
artificial voice while shopping can be fun for the user. Over time, users can develop an
emotional closeness to the devices and build a sense of a social relationship, similar to
when interacting with people [7]. Consumers are also fascinated by the ability of the
voice application to learn (due to the artificial intelligence of the voice assistant software)
[9]. Alongside the benefits of using voice assistance, consumers hold several concerns
regarding a lack of trust in the technology and a fear of losing privacy. The main barriers
include: concerns about personal data (refusing to be actively recorded or personal data
to be used) [10, 16], concerns about the functionality of the voice assistants (e.g. voice-
only voice assistants don’t allow users to visualize information/choices or they do not
understand the user and his/her reactions) [12]. Further concerns relate to the utility of
voice assistants as well as the quality of the information provided [10].

Online retailers and consumer brands manufacturers expect the convenience and
user experience offered by the voice assistants to have great potential in electronic
commerce [19]. Over 60% of consumers in the U.S. who have an intelligent voice
assistant have already used it for purchases. For the year 2022, revenue in the area of
voice commerce for the U.S. market is estimated at over $ 40 billion [18]. Looking at the
relevance of different branches in voice commerce, FMCG is a favorite product range
for voice-assisted purchases [25].

Voice commerce applications can be used for more than simply purchasing prod-
ucts or services. Rather, they are relevant to all phases of the customer journey. Activ-
ities like “making a shopping list”, “researching a product/service”, “searching for
a product/service”, “comparing products/services” and “price comparison for prod-
ucts/services” are themost important reasons for using voice assistance in an e-commerce
context [17]. However, this “marketmediation” functionmay also jeopardize brandman-
ufacturers by changing their relationship to consumers. Voice assistants become “gate
keepers”, whose built-in AI recommends specific brands to consumers based on their
known preferences and purchasing behavior. Consumer brands fear a reduction in brand
visibility via organic search results and in turn the rise of retailers’ private labels [13].

Despite the attention given to voice commerce from practitioners and industry
reports, there is little academic research on the topic. There are some papers on the
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acceptance of voice assistants in general, but few empirical researches that relate to
shopping (voice commerce). Most of these studies were merely carried out in one coun-
try, usually with a sample of students or university employees. The extent to which
the results would differ between countries due to local peculiarities was not examined.
Closing this research gap is the aim of this study.

The research object for this study is a German fast moving consumer goods (FMCG)
manufacturer. The company in question is globally successful, with Germany, U.S. and
the U.K. among its most important markets for beauty care products. The manufacturer
pursues indirect distribution, does not have its own online shop and sells its products
exclusively through offline and online retailers (e.g. Amazon). For this reason, the com-
pany does not aim to sell products via voice commerce. Instead, its goal is to develop
a voice commerce application that calls consumers attention to its products early on in
the customer journey to raise the visibility of the brand. For the purposes of this study, a
prototype of a voice application was developed (use case) that dialogues with the user to
suggest tailored beauty care solutions.With the help of Amazon skills or Google actions,
the products can then be purchased through an associated online retailer. The present
paper aims to answer the following research questions:

(1) Is there an intent to use the voice application?
(2) Which factors influence the intention to use the voice application and towhat extent?
(3) Are there differences between the studied countries Germany, U.S. and U.K.?

2 Conceptual Framework

2.1 Technology Acceptance and Perceived Risk

Studies on the acceptance of voice assistants are based in part on the Technology Accep-
tance Model (TAM) by Davis et al. [4] as well as the Unified Theory of Acceptance and
Use of Technology (UTAUT) and UTAUT2 by Venkatesh et al. [27, 28]. The UTAUT2
is the evolution of the UTAUT. It integrates eight established behavioral models of psy-
chology and technology: The Theory of Reasoned Action, the Technology Acceptance
Model, the Motivational Model, the Theory of Planned Behavior, the Combined TAM
and TPB, the Model of PC Utilization, the Innovation Diffusion Theory and the Social
Cognitive Theory [28]. The UTAUT2 represents an improved version of the UTAUT
used to investigate use intentions (behavioral intention), thus better predicting the adop-
tion (use behavior) of a technology [14]. The four determinants of UTAUT performance
expectancy, effort expectancy, social influence and facilitating conditions were extended
by hedonic motivation, price value and habit. The effect of performance expectancy on
behavioral intention are moderated by the variables of age and gender. The effects of
all other predictors (effort expectancy, social influence, facilitating conditions, hedonic
motivation, price value and habit) on behavioral intention are moderated through the
variables age, gender and experience [28].

When it comes to technology acceptance research, perceived risk has proven to be
an important barrier. Featherman/Pavlou [5] used seven risk dimensions in their model
and integrated the TAM in their study to find out how important perceived risk is for the
decision to introduce e-services. The seven risk dimensions are: performance, financial,
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time, psychological, social, privacy and overall risk.Martins et al. [14] applied themodel
of Featherman/Pavlou [5] to the UTAUT of Venkatesh et al. [28] and developed aUnified
Theory of Acceptance and Use of Technology and Perceived Risk Application.

2.2 Literature Review

Most studies on the acceptance/adoption of voice assistants do not relate explicitly to
voice commerce [3, 7, 8, 10], or are of a qualitative nature [9, 16, 24]. Some current
quantitative studies from the U.S., U.K. and Germany are presented below.

Liao et al. [10] conducted a surveywith 1.178 users and non-users of voice-controlled
intelligent personal assistants (IPAs) in the U.S. to investigate (1) the motivations and
barriers to adopting IPAs and (2) how concerns about data privacy and trust in company
compliance with social contract related to IPA data affect acceptance and use of IPAs.
The adoption (or rejection) decisions are influenced by classical constructs in TAM and
UTAUT: perceived usefulness, performance expectancy and effort expectancy associated
with IPA use. Respondents who refused to consider purchasing a Home IPA (i.e. smart
speaker) had significantly higher concerns about the use of data and a significantly lower
confidence that the data is sufficiently secure.

McLean/Osei-Frimpong [15] take a Uses and Gratification Theory (U&GT) app-
roach to explain the use of in-home voice assistant with a sample of 724 users in the
U.K. The results from a structural equation model illustrate that individuals are moti-
vated by the utilitarian benefits, symbolic benefits and social benefits provided by voice
assistants. The hedonic benefits do not motivate the use of in-home voice assistants.
Additionally, the research establishes a moderating role of perceived privacy risks in
dampening and negatively influencing the use of in-home voice assistants.

Wagner et al. [30] investigated (1) the role of anthropomorphism in the context
of digital voice assistants and (2) the determinants of the UTAUT2 for digital voice
assistants by conducting an online survey with 283 users. The results of the structural
equation modelling show (1) that anthropomorphism in general plays a role concerning
the behavioral intention for voice assistants with a humanlike-fit having the highest
impact on a human driven likeability. (2) The relevant drivers of the intention to use
voice assistants (referring to the UTAUT2 model) are performance expectancy, hedonic
motivation and habit. Facilitating conditions, effort expectancy and social influence had
no significant influence on the intention to use voice assistants.

Two relevant voice commerce studies based on UTAUT2 were conducted at the
University of Applied Sciences Niederrhein in Germany. Puschmann et al. [22] used
multiple regression analysis to study the acceptance of voice assistants in e-commerce
(n= 429). The key findings of the analysis are that performance expectancy and hedonic
motivation have the strongest influence on the intention to use voice assistants for pur-
chases (behavioral intention). Meanwhile, effort expectancy and social influence only
have a low influence on purchasing intentions. Facilitating conditions had no signifi-
cant influence on the intention to use, while perceived risk had a weak negative effect
on it. The influence of the moderators (age, gender and experience) on the relationship
between predictors and behavioral intention proved significant for only two predictors
(performance expectancy and hedonic motivation): The older a person is, the weaker the
influence of performance expectancy on behavioral intention. Meanwhile, the effect of
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performance expectancy and hedonic motivation on behavioral intention is weaker for
women than for men.

By means of a representative online survey of German online shoppers (n = 684),
Zaharia/Würfel [33] studied the factors influencing the acceptance of smart speakers
throughout the customer journey. The explanatory model developed for the study was
based onUTAUT2and expanded to include the construct of perceived risk. The examined
structural equation model revealed performance expectancy and hedonic motivation as
the strongest factors influencing the willingness of online shoppers to use smart speakers
(behavioral intention). Prior experience and the perceived price value of smart speakers
had little effect on the intention to use them in voice commerce. Effort expectancy had
no direct effect on behavioral intention, while perceived risk had a negative effect on
the intention to use. Furthermore, the intention to use smart speakers was shown to be
higher during the information phase than in the purchasing phase.

2.3 Model and Hypotheses

The present study builds on the results of Zaharia/Würfel [33] and Puschmann et al.
[22]. The basic model is the UTAUT2, extended to include the construct perceived risk.
Ideally, the acceptance of voice commerce applications would be measured on the basis
of actual use behavior. However, the application in question exists only as a prototype
shown to respondents for the first time in the context of the study. Instead, the dependent
variable for measuring acceptance is behavioral intention (BI). Users aremeant to utilize
the selected voice commerce application during the pre-sales phase.

In developing the model for this study, three independent variables were eliminated
from the UTAUT2 model (facilitating conditions, price value and habit): According to
Puschmann et al. [22] and Wagner et al. [30], the variable facilitating conditions is a
not significant factor. Price value as an independent variable is not relevant to this study
because the software is free of charge, and a consumer need not buy a smart speaker to use
the voice commerce application. Furthermore, the actual voice application (the use case)
cannot be related to habit, as it was not used by the consumer prior to the study. Themodel
developed can be seen in Fig. 1. Perceived risk (functional and privacy) is assumed to
have a negative effect on the intention to use the presented voice application (behavioral
intention). The factors performance expectancy (PE), effort expectancy (EE), social
influence (SI) and hedonic motivation (HM) have a positive influence on the behavioral
intention (BI). Age and gender moderate the influence of PE, EE, SI and HM on BI.

Perceived risk is defined as the degree to which a user thinks that using a technology
will have negative implications for him or her and has a negative impact on the intention
to use a technology [14]. Consumers have been shown to hold several concerns about
the usage of voice assistants. Liao et al. [10] found that perceptions of whether IPA
providers adhere to privacy and security rules affects users’ likelihood of using IPAs,
even if only 7% of respondents cited privacy concerns as the main reason for not using
IPAs. An exploratory German study names the following negative beliefs toward voice
commerce [24]:

• limited transparency (no visual representation, no comparison function, limited
product information)
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Fig. 1. Explanatory model for the acceptance of a voice commerce application

• low technical maturity (limited interactivity, speech recognition errors)
• limited control (potential misuse by strangers, no manual input modality, risk of
misunderstanding)

• lack of trust (vendor’s competence/benevolence, technology reliability).

The different facets of perceived risk can be summarized by the two dimensions of
functional perceived risk (FPR) and privacy perceived risk (PPR). For the moderators
age and gender, it is found that the major demographic using voice assistants is 33–
45 years old [2] and male [23]. Ipso facto, it is assumed that this group perceives less
functional and privacy risk than older people and women. This leads to the following
hypotheses:

H1: The influence of FPR on BI is negative.
H1a: The influence of FPR on BI is weaker for younger people.
H1b: The influence of FPR on BI is stronger for women.
H2: The influence of PPR on BI is negative.
H2a: The influence of PPR on BI is weaker for younger people.
H2b: The influence of PPR on BI is stronger for women.

Performance expectancy (PE) means the degree to which a consumer expects to
experience a performance advantage (utility) from using a voice commerce application.
Consumers expect an advantage in terms of convenience and time savings by using
voice assistants [33]. Furthermore, the available functions of the voice assistants have a
positive influence on the adoption of the technology [9]. This leads to the assumption that
a positive PE increases the usage intention of the use case. For the moderators age and
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gender, studies demonstrate that women are less task-oriented than men. This suggests
that it is less important for them to implement a task in a targeted way. For age it is
mentioned that younger people tend to attach greater importance to extrinsic rewards
[28]. This leads to the following hypotheses:

H3: The influence of PE on BI is positive.
H3a: The influence of PE on BI is stronger for younger people.
H3b: The influence of PE on BI is weaker for women than men.

Effort Expectancy (EE) refers to the amount of effort expected when using a tech-
nology. In the voice commerce context, it is defined as the degree to which a consumer
considers an application easy to learn and operate [29, 33]. According to UTAUT2 the
assumption is that a high usability of the voice commerce application will have a positive
influence on BI. For the moderator gender it was found that there is a gender difference
and that ease of learning a technology is more important for women than for men [31].
For age it can be detained that younger people have a higher cognitive capacity for
innovation [9]. This leads to the following hypotheses:

H4: The influence of EE on BI is positive.
H4a: The influence of EE on BI is stronger for younger people.
H4b: The influence of EE on BI is stronger for women.

Social influence (SI) means the degree to which a consumer experiences important
people (family and friends) recommending thevoice assistant application [22].Yanget al.
[32] explain that four social influenced indicators affect the individual’s intention to use
a technology: subjective norm, image, visibility and voluntariness. The presented use
case cannot refer to image, visibility or voluntariness effects, but it can refer to subjective
norms. Subjective normsmeans that individuals are influenced by other people and prefer
them as a source for information and guidance [32]. Peoplemention an increased interest
in voice assistants, if a friend has told them about it [9]. This leads to the assumption that
BI towards the use case is increased by SI. This effect is moderated by age and gender
because women and older people tend to attach greater importance to the opinions of
others [27]. This leads to the following hypotheses:

H5: The influence of SI on BI is positive.
H5a: The influence of SI on BI is stronger for older people.
H5b: The influence of SI on BI is stronger for women.

Hedonic motivation (HM) refers to the perceived pleasure an individual experience
from using a technology [9]. In the voice commerce context, HM is defined as the degree
to which a consumer considers using voice commerce applications as fun, entertaining,
exciting and pleasant [33]. According to previous research, it is assumed that a high
degree of fun and satisfaction while using the voice application will lead to a higher
intention to use it (BI). Age and gendermoderate the fun and enjoyment arising from new
technologyuse. It tends to be stronger formen, asmenhave a greater interest in innovative
systems and aremore open-minded to integrating them [1]. This is emphasized by studies
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showing that voice assistants are used by a majority of men [23]. Furthermore, younger
people are more curious about discovering new technologies and older people are more
skeptical of technological innovation [21]. This leads to the following hypotheses:

H6: The influence of HM on BI is positive.
H6a: The influence of HM on BI is stronger for younger people.
H6b: The influence of HM on BI is weaker for women.

3 Research Design

3.1 Presenting the Use Case

In order to develop a voice commerce application for this study, a qualitative survey
was conducted as a first step. Researchers studied voice commerce applications already
on the market (from competitors, retailers or best practices from other industries) and
interviewed experts. This resulted in a mockup voice application (use case) that recom-
mends tailored product solutions by dialoging with users. The voice application is a hair
advisor based on visual content that targets consumers looking for new hair styles and
hair trends. Users will use it in the bathroom or in favorite spaces like the living room
or kitchen on display devices like smartphones, Google Nest Hub and Amazon Echo
Show. The skill was launched for both the voice assistants Alexa and Google Assistant.
The user contacts the skill or action by name and call to action i.e. “Alexa/Google open
the Hair Application”. The skill can also be found by asking “Alexa/Google show me
the newest hairstyle”, “Alexa/Google, I want to color my hair”, “Alexa/Google how can
I braid/curl/straighten my hair?”. The aim is to attract customers by identifying their
preferred looks before they begin searching for products. The products linked to each
look (e.g. hair color) are then suggested to the user. The user can look up product infor-
mation for each product and put items on their shopping list if using the Amazon voice
assistant. In Google’s case the phrase “put it on a shopping list” will advise the user on
where to purchase the product by showing and redirecting the customer to the top three
online retail shops where the product is available.

3.2 Data Collection

The quantitative data of the research was obtained from a sample of 824 participants in
an online survey conducted in September 2019. The studied countries were Germany
(DE; n = 281), United Kingdom (U.K.; n = 286) and the United States (U.S.; n = 257).
The sample represents the FMCG company’s target group: men and women from each
country ages 16–65 years who are open to new technologies (e.g. voice commerce/voice
assistants) and who have a basic interest in hair styling. Quotas were set in order to reach
a sufficient case number within each gender and age group. For age it was equally 33%
through the main age groups 16–29, 30–49 and 50–65 years. For gender the quotas were
90% women and 10% men to cover the target group.

The survey starts with presenting the use case (mockup) to the respondent followed
by questions on the actual use of voice assistance and voice skills. Further questions tar-
get each individual construct. The constructs were measured using multi-item scales
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on a 5-point Likert Scale (1 = “I strongly disagree”/5 = “I strongly agree”). The
operationalization of the constructs can be seen in Appendix A.

4 Results

The descriptive evaluation answered the first research question “Is there an intent to
use the voice application?”. The top-two analysis shows that, in total, 54% of con-
sumers agree with the statement “I intend to use the application in the future”. However,
responses differ at a country level. The highest share of people who state intentions to
use the application are in the U.S. (70%) followed by U.K. (51%). Germans seem to be
the most hesitant with only 41%. To learn more about the general usage, two additional
questions were stated in the survey asking the respondents for the actual use of voice
assistance and voice skills. Most respondents do not yet use voice assistance (36%) nor
voice skills (40%).

To verify the constructs, a confirmatory factor analysis (CFA) was performed on the
total database. A data quality check and testing of univariate exploratory factor analysis
(EFA)was done in advance [34]. The total result can be summarized as very good, having
used basically proven operational questions from existing models. The following test
results are valid (see Table 1):

1. Cronbach’s Alpha refers to the joint consideration of the Item-to-Total-Correlation
(ITC). Depending on the number of items α limits are between ≥0.5–≥0.7 (2 items
α ≥ 0.5; 3 items α ≥ 0.6; more than 4 items α ≥ 0.7.) The limit values are maintained
for all constructs.

2. By using exploratory factor analysis, the constructs are tested for reliability and
validity. The factor loadings should show a correlation between item and factor of
at least 0.7. The indicator reliability should be above the value of 0.5 in the form of
communalities. The test by univariate EFA is positive for all items.

3. By performing CFA (AMOS), the significance of the factor loads and the standard-
ized factor loads are determined. From this the quality criteria of the average variance
extracted (AVE≥ 0.5) and the factor reliability (FR≥ 0.6) are calculated and tested.
All factor loads could be tested as significant.

4. The Fornell-Larcker criterion determines the discriminant validity of the construct to
the other constructs, thus demonstrating the quality of the factor. To substantiate this,
the average variance of a factor must be higher than the factors squared correlation
and other measured factors. This can be supported for all factors used in the model.

The hypotheses were tested using multiple regression analysis. Multiple regression
is linked to a number of assumptions about the nature of the data [34]. These assumptions
were fulfilled for all three countries. Testing the model revealed that the variance of BI
(the probability to use the voice application) can be explained by 67.8% (DE), 74.4%
(U.K.) and 65.8% (US) of the variance of the predictors. At a 0.01% level, the model
contributes to explaining the regressor for all countries (ANOVA).

The results of the regression analysis (see Table 2) answer the second research
question: “Which factors influence the intended use?” Appendix B shows the effect
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model for each country. Germany is the only country showing an effect (negative) from
perceived risk. In all three countries, the effects of the predictors are weak to moderate.

• For Germany, the intention to use the voice application is significantly influenced
by performance expectancy, social influence and hedonic motivation. Meanwhile,
perceived privacy risk has a weak negative effect.

• In the U.K. only performance expectancy, social influence and hedonic motivation
have a significant effect on the intention to use the voice application.

• The results from the U.S. differ.Performance expectancy, effort expectancy and social
influence have a significant effect on the intention to use the voice application.

The analysis shows that all main hypotheses, with the exception of H1, could be
supported for nearly all cases across the three countries (see Table 3).

The effect of the moderators age and gender on respective predictor-criterion rela-
tionships was examined using multiple group regression analysis. For gender, the mod-
erating effect was not assessed by country since, after data cleaning, fewer than 30 men
per country remained (D: n = 24 and U.K.: n = 28). In reviewing the requirements for
the regression analysis, a problem arose in the VIF value for HM (5.571), meaning the
moderator effect of age and gender for the influence of HM on BI could not be assessed.
The hypotheses involving moderating effects could not be supported in most cases (see
Appendix C).

The third research question “Are there differences between the studied countries
Germany, U.S. and U.K.?”, can be answered affirmatively. Differences arise both in
the use intention as well as the triggers and barriers for the intention to use the voice
commerce application.

5 Discussion, Recommendations and Limitations

The present study has shown that there are differences between Germany, the U.S. and
the U.K. when it comes to acceptance of the voice commerce application. The highest
intention to use was seen in the U.S. (70%) followed by the U.K. (51%). In Germany,
only 41% stated an intention to use the voice commerce application. From the UTAUT2
antecedents only two were shown to have an influence in all three countries, namely
performance expectancy and social influence.

• Performance expectancy has the strongest effect in all countries and was shown to be
higher for men.

• The effect of social influence on the intention to use the voice commerce application
is higher in DE and the U.K. than in the U.S. For age differentiation, the influence
of social influence was shown to be stronger for older people in Germany. The social
influence effect is in all three countries higher for women.

• Effort expectancy has an influence only in the U.S. where it demonstrated the second
strongest effect.

• Hedonic motivation only has an influence in Germany and the U.K.
• Privacy risk has a negative influence only in Germany. For all other countries, the risk
predictors are not significant.
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Table 3. Test result of the main hypotheses

Hypothesis Assessment

DE U.S U.K

H1 The influence of FPR on BI is negative x x x

H2 The influence of PPR on BI is negative Supported x x

H3 The influence of PE on BI is positive Supported Supported Supported

H4 The influence of EE on BI is positive x Supported x

H5 The influence of SI on BI is positive Supported Supported Supported

H6 The influence of HM on BI is positive Supported x Supported

x = not supported

This raises the question if, and to what degree, studies from one country can be
applied readily to another. This study shows that it is advisable to consider the specific
circumstances of each countrywhen developing and implementing the application. Since
users’ performance expectancy (i.e. the perceived benefit to him or her from using the
voice commerce application) has the strongest effect on acceptance in all countries,
success hinges on the ability to ensure performance of the voice commerce application.
The user will rate the voice application primarily according to how well it helps him/her
to find the right product. This means that the intelligent software should make the right
product suggestions based on the input from the consumer and provide the desired
information.

Social influence is in all three countries very important for implementing the appli-
cation, especially for women. This key trigger should be pushed in all three countries.
This can be done by using a recommendation function in the app. The intention to use
the application can for example be influenced by sweepstakes on social media where
people are asked to test the application and tell about it.

Due to the differences between the three countries, the following country-specific
measures are recommended: In the U.S., the effortlessness (easy to understand and
operate) of the application should be underlined. For the U.K. and Germany, where
hedonic motivation plays a role in acceptance, communication should focus on the fun
experienced while using the application. In order to guarantee the perceived enjoyment
of use and to avoid frustration, companies should ensure the integration of the voice
channel with internal processes. In Germany in particular, the perceived privacy risk
must be taken into account. Companies should be proactive to build trust and ensure and
communicate the privacy and security of customer data.

There is a number of limitations in our research study that should be addressed in
future research. The first limitation pertains to the research object: the results of the study
are relevant for FMCGmanufacturers in the area of beauty care products and their voice
commerce application. Results for a different voice commerce application in another
industry could turn out quite differently. The second limitation pertains to the countries
included in the study. To generate the most relevant findings, the study focused on the
three selected countries because they are the most important for e-commerce for the
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FMCGmanufacturer. Still, other relevant markets should be considered for future study.
China is an interesting option since it is indicated as open minded for new technologies.

6 Conclusion

Voice commerce applications carry opportunities and risks for consumers, but they are
weighed differently depending on the country. This study examined customers’ accep-
tance of a voice commerce application developed by a global FMCGCompany based on
an online survey of online shoppers (n= 824) conducted in Germany, U.K. and the U.S.
An integrated explanatory model was developed based on the UTAUT2. The original
model was expanded to include the construct of perceived risk with the dimensions pri-
vacy and functional risk. The proposed conceptualization and operationalization of the
constructs was analyzed by means of exploratory and confirmatory factor analysis and
found to be very good (based on generally recognized quality criteria). The hypothesized
relationships were examined with the help of regression analysis. The present study has
shown that there are differences between the three countries regarding the factors that
influence the intention to use the voice commerce application. Performance expectancy
and social influence have a significant influence in all three countries, with performance
expectancy demonstrating the strongest effect in all countries. The influence of perfor-
mance expectancy is higher for men while social influence is higher for women. From
the perceived risks, only privacy risk has a weak but highly significant negative influence
on the intent to use the voice application in Germany. Perceived functional risk has no
significant effect. Effort expectancy has an influence only in the U.S. where it has the
second strongest effect. Hedonic motivation only has an influence in Germany and the
U.K. This study shows that it is advisable to consider the specific circumstances of each
country when developing and implementing voice commerce applications.
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Appendix A: Operationalization of the Constructs

Functional Perceived Risk

FPR_1 I suspect the voice application (VA) could…
…not perform well and create problems with my devices.

FPR_2 …highly probably not provide desired results.
FPR_3 …advise me wrong, because of malfunction.
FPR_4 …advise me wrong, because the assistant will not understand me.

Privacy Perceived Risk

PPR_1 Using the VA with my voice assistant will cause my conversations to be over-
heard.

PPR_2 Signing up for and using the application would lead to a loss of privacy because 
my personal information would be used without my knowledge.

PPR_3 Internet hackers (criminals) might take control of my checking account if I use the 
VA.

Performance Expectancy

PE_1 When I think of the VA, I would assume…
…that I would find it useful in my daily life.

PE_2 ...it to enable me to answer my questions about hair styling and hair products more 
quickly.

PE_3 ...it to increase my productivity because I can do several things at once.
Effort Expectancy

EE_1 The interaction with the application is clear and understandable.
EE_2 It is easy for me to become skillful at using the application.
EE_3 I find the application easy to use.
EE_4 Learning how to use the application would be easy for me.

Social Influence

SI_1 Whether I will use the VA in the future could be influenced by… 
…friends or family members recommending it to me.

SI_2 …Influencers recommending it to me via social media (e.g. Facebook or Insta-
gram).

SI_3 …very important people recommending it to me via advertising.
SI_4 ... colleagues and superiors whose opinion I value recommending it to me.

Hedonic Motivation
HM_1 Using the application is fun.
HM_2 Using the application is entertaining.

HM_3 The VA supports me in the shopping process (e.g. suggest products to me and put 
them in the shopping cart).

Behavioral Intention 
BI_1 I intend to use the application in the future.
BI_2 I will always try to use the application in my daily life.
BI_3 I plan to use the application frequently.
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Appendix B: The Effect Model for Each Country

Germany

U.K.

U.S. 
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Appendix C: Test Result of Hypotheses for Moderating Effects

Hypothesis DE U.S U.K

H1a: The influence of FPR on BI is weaker for younger people x x x

H1b: The influence of FPR on BI is stronger for women x

H2a: The influence of PPR on BI is weaker for younger people x x x

H2b: The influence of PPR on BI is stronger for women x

H3a: The influence from PE on BI is stronger for younger people x x x

H3b: The influence of PE on BI is weaker for women than men Supported

H4a: The influence of EE on BI stronger for younger people x x x

H4b: The influence of EE on BI is stronger for women x

H5a: The influence of SI on BI is stronger for older people Supported x x

H5b: The influence of SI on BI is stronger for women Supported

x = not supported
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Abstract. With the recent worldwide emergence of short video firms, these new
platforms offer a unique opportunity for Businesses and creators to market their
products through short advertisements. The aim of this study is to identify con-
trollable factors that contribute to a successful short video advertisement, i.e.,
increasing the purchase intention of potential customers. The data of the study
is collected through an online survey and user posting analysis. Based on the
previous models [13], a new theoretical consumer purchase intention model was
proposed and fully supported, given the correlation analysis of our survey results.
We found that among all video characteristics, taste and content contributed most
towards consumer purchase intention. The findings of this study would provide
guidance to small business owners in their using short video platforms as well as
researchers in their further study regarding purchase intention on other short video
platforms.

Keywords: Short video advertising ·Marketing · Douyin/TikTok

1 Background and Aim

1.1 History Short Video Apps and Douyin

The emergence of short videos started around 2011, along with the accelerating growth
of internet users and technology development. Short length-wise, these videos quickly
attracted users with their constantly refreshing content and AI mechanisms that recom-
mended videos targeting each user’s preference. Today’s most iconic and representative
short video app today would be Bytedance’s Douyin (also known as Tik Tok as its
international version).

Since its founding in 2016, the short video app Douyin has grown rapidly at an
unimaginable pace. Up to 2019, its daily active users have already surpassed 0.4 billion
in China alone, with 0.8 billion monthly active users worldwide. Thanks to its strategic
and well-refined AI algorithms and by appealing to the younger generation. It took over
market shares and quickly exceeded the influence of Kuaishou, securing its leadership
in the newly emerged short film industry. Today, Douyin (Tik Tok) is available in 155
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countries, 70+ languages, and has gained a large portion of users in many of those coun-
tries around the world, such as the U.S, Egypt, Japan, making it the most representative
sample to study regarding the short video firms [2, 3].

The Douyin app allows users to create short videos, usually around 15 s and less
than 2 min. The short videos are essentially composed of four parts: the video itself,
video description, likes, and comments; most videos featuring music in the background.
In addition, users can edit and share such short videos as well as Livestream [1].

1.2 Decreased Short Visual Attention in Advertisement

For thepast decade, a boomingvariety ofmedia and informationgave thenewgenerations
limitless choices to spend their time on. Such development caused the shortening of
consumer attention span, from 12 s in 2000 to 8 s in 2015 [4]. Such a trend is not only
beneficial to short video platforms that rely on constant refreshing of new information
to keep its users, but also has an implication to advertisers and commercials who need to
grab their audience’s attention within the first few seconds with interesting videos [5].

1.3 Aim of the Study

Given the rapid decrease in visual attention and the growth of short video app users
worldwide, these short video platforms offer a great opportunity for businesses to quickly
and effectively advertise their product to the target audience. The goal of this study is
to identify the factors that contribute to the success of a short video advertisement. Our
study focuses particularly on the community of Douyin (Tik-Tok), as we find it to be the
fastest growing and most representative short video platform in China and worldwide.
In addition, there is a lack of research on the newly emerged short video platforms in
the field of web advertisement effectiveness. The findings of our study will provide
implications to small startup business owners for using short video platforms to enlarge
their market and consumer base.

There are many types of user comments for each Douyin advertisement video. How-
ever, this study only focuses on those regarding video characteristics. It will address the
following three research questions:

RQ1: What video characteristics influence the perception and purchase intention of a
short advertisement video?
RQ2: What types of comments regarding video characteristics correlate to the number
of likes of a short advertisement video?
RQ3: Will types of comments regarding video characteristics be varied by categories of
advertisement videos?

RQ1 will be answered by the survey data, while RQ2 and RQ3 will be answered by
the content analysis of user comments.
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2 Related Work

2.1 Informativeness, Credibility, Entertainment, and Irritation

According to [19], Informativeness is defined as an advertisement’s ability to supply
relevant and truthful information. It is derived from the User Gratification theory, which
considers the informativeness as “one of the need-satisfying functions derived from
media communications.” [19] Informativeness of an advertisement acts as one of the
most prominent factors for consumers to accept the ad in the first place. According to
the research of [13, 19], informativeness enhances the advertisement value and therefore
positively influences the purchase intention of a consumer.

Credibility is defined as the reliability and trustworthiness of the advertisement [13].
It has a direct positive relationship with both advertisement value and attitude.

Entertainment is described as the advertisement’s ability to offer enjoyment and
pleasantness to the target customer. it is a characteristic that consumers look for and
expect of today’s advertisement [13]. As suggested by the work of [19], entertainment
has a positive and direct relationship with Advertising value and brand awareness.

According to [19], irritation is the main cause of a consumer’s dislike for an adver-
tisement. It occurs when an Ad “employs techniques that annoy, offend, insult, or are
overly manipulative.” [19] It is shown in both [13, 20] that irritation has a negative
relationship with the Advertising value.

2.2 Incentives

According to [13], the term incentive is described as something that offers monetary
gains, such as discount, gifts, lotteries, etc. Such financial benefit is said to increase
consumer attention upon the received Advertisement, therefore causing Incentives to
have a positive relationship with advertisement values [13].

2.3 Social Influence

Social influence is described as the degree towhich an individual’s behavior is influenced
by important others. According to [14], “social influence is a direct determinant of
behavioral intention” and that “individuals tend to comply with the social influence.”
Based on [20], this compliance is caused by the “tendency to learn about products through
seeking information from others, conforming to others’ expectations to receive rewards
or avoid punishments, and identifying one’s image with others through the acquisition
of certain products or brands” Therefore, social influence is likely to play an important
role in impacting the perception and purchase intention of an advertised product.
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2.4 Brand Awareness

Brand awareness is defined as the customer’s familiarity of a brand. According to [13],
brand awareness is “reflected by consumers’ ability to recall or recognize the brand
under different conditions.” Today’s social media has made brand awareness easier to
achieve, offering many chances for businesses to interact with their consumers and gain
recognition [12]. Brand awareness plays an important factor in determining purchase
intention, as customers have shown to consider the brand itself when deciding on a
purchase, and the brand with higher brand awareness will more likely be favored by the
consumer [13].

2.5 Ad Value and Attitude

According to [19], Ad value is “a subjective evaluation of the relative worth or utility
of advertising to consumers,” reflecting the degree of satisfaction of the consumers. It
is a subjective factor that has been shown to positively correlate with informativeness,
entertainment, and credibility, negatively correlateswith irritation, andheavily influences
a consumer’s purchase intention.

According to [13, 15], Attitude towards online advertisement is the “aggregation
of weighted evaluations of perceived attributes and consequences of products.” it is a
subjective factor just like Ad value, and it shares the same correlations as Ad value as
well, heavily impacting the purchase intention of a consumer.

3 Theoretical Framework

Credibility Purchase 
Intention

Video 
Characteristics

Informativeness

Irritation

Entertainment

Ad Value

Attitude

Brand 
Awareness

Social 
Influence

Incentives

Fig. 1. Framework for this study
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To answer above research questions, a conceptual framework is developed to predict
factors influencing the purchase intention to Douyin advertisement videos. The frame-
work is based on related work including Ducoffe (1995)’s advertising value model [19],
and Bracket and Carr (2003)’s advertising attitude model [13], along with the works
of Yang [15], Martin [13], Dehghani [12] and some aspects of the Vekentash (2012)’s
UTAUT2 model [14] (Fig. 1).

In the framework above, there are three layers of factors that influence the purchase
intention. The first layer as an input to the framework is video characteristics. The
second layer, directly influenced by the video characteristics, consists of five factors
(informativeness, entertainment, credibility, irritation, and incentives). They influence
the factors in the third layer [12–15, 19], and influence purchase intention indirectly.
The third layer, directly influencing the consumers’ purchase intention, an output of
the framework, includes four factors (social influence, Ad value, brand awareness, and
attitude).

4 Method

This study uses a combination of online survey and social media data analysis method.

4.1 Participants

Upon LIU IRB approval, participants were recruited through Wenjuanxing, the largest
survey platform in china. There are two screening criterias for our survey, the first one
requires the participants to be existing users of Douyin, in order to ensure the validity of
their responses regarding their Douyin experience. The second screening criteria ensures
that the participant must be age 18 or above. A total of 230+ participants participated in
our survey, and due to the effectiveness of the wenjuanxing recruitment system, we were
able to collect a total of 218 valid survey responses. Upon completion, each participant
was offered a payment of ¥5.

4.2 Survey

An online survey is developed based on previous literature [12–15] and the framework
that we derived. The survey collects the information of participants’ online purchase
experiences and the importance of different factors of short video advertisement’s per-
suasiveness on consumer purchase decisions. The survey seeks to find the overall trend
of factors that consumers weigh the most when they are making a purchase decision
through short video platform advertisements, and also studies the user’s perceptions of
advertisements in the Douyin community.



A Survey Study on Successful Marketing Factors for Douyin (Tik-Tok) 27

The survey has 48 questions, including 5 demographic information (age, gender,
education, residence, income), 3 Douyin usage behavior (frequency of Douyin usage,
frequency of Douyin purchase, reading comments or not), 10 video characteristic ques-
tions, and 30 construct questions with three questions for each survey construct. It takes
approximately 10–15 min to complete the survey.

The survey data are collected via WenJuanXing (https://www.wjx.cn). Since found-
ing, Wenjuanxing has had 81.67 million users that completed 6.427 billion surveys on
its website. It offers quick user recruitment, precise criteria scan, and many forms and
templates of questionnaires to choose from. Its large user base and profound service
makes it the best candidate for this study focusing on China’s Dou Yin.

4.3 Social Media Data Analysis

The social media data analysis aims to find the characteristics of successful short video
advertisements through content analysis of video comments. It is predicted that the
Descriptive analysis of metric data and content analysis of user postings reveals the
attention grabbing characteristics of the video. By coding the content of the comments,
we would be able to gather which characteristics of the video contributed to the major-
ity of the discussion, signifying the importance of those characteristics in influencing
the customers. Another benefit of finding such characteristics is that the finding may
be applied to future videos, where creators could possibly add such characteristics to
stimulate comments and discussion. Given the AI filtering mechanism of Douyin, more
comments would lead to AI pushing the video to a greater audience for more views, thus
contributing to the success of a short video advertisement.

We picked four most popular categories for ecommerce merchandise, as listed and
categorized by China’s largest ecommerce app, Taobao’s front page. These categories
include clothing, makeup, food, and digital devices. For each of those categories, we
chose related keywords listed as Douyin’s most popular tag [11], and filtered the top five
most liked videos (with a shopping cart link attached, to ensure that we are analyzing
an advertisement) within the tags for each of the four categories. We then crawled the
basic data for the 20 videos we picked, including 500 comments (user postings) for each,
profile of creator, url of the video, number of likes, video description, and merchandise
that the video was advertising for.

Our analysis is derived from the data collected above, and a table of codes is pasted
below as an explanation of each characteristic that we explored.

Out of the 500 comments, we only coded the ones that are relevant or semi relevant
to the content (i.e. what the creator could manipulate) (Table 1).

Overall, we believe that the triangulation of survey methods with social media data
analysis provides a better understanding of factors influencing user’s purchase intention
on Douyin.

5 Results

In the following, we will present the results from the survey data and coding analyses
of video comments.

https://www.wjx.cn
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Table 1. Coding categories for Douyin advertisement videos

N Category Codes Definition

1 Advertiser Fame Statements regarding the fame of the advertiser in
the video

2 Artistic BGM Statements regarding a fitting background music

3 Artistic General Praise Statements with general praise to the Douyin
video (such as a smiling emoji)

4 Artistic Humor Statements regarding the video’s good sense of
humor

5 Artistic Taste Statements regarding the good aesthetic tastes of a
video

6 Content Content Statements regarding the interesting content/plot
of a video

7 Content Description Statements regarding the video description

8 Content Clarification Statements with questions related to the video

9 Content Criticism Negative comments on the video or the product
that is being advertised

10 Marketing Product Review Any statements containing a positive review of the
product that is being advertised

11 Marketing Price Statements about the price

12 Marketing Purchase intention Statements regarding a direct purchase intention
expressed towards the merchandise that is being
advertised

5.1 Survey Results

Demographic Results
(See Table 2).

Survey Reliability Result. As shown in Table 3, reliability of all survey constructs
reached an acceptable level (>.65).

Survey Construct Results. As shown inFig. 2, in terms of user’s rating of video charac-
teristics, taste(in pink) was rated as highest, followed by content(in blue), marketing(in
orange), and advertiser(in green) (Table 4).

Correlation Analysis
(See Table 5).
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Table 2. Results of demographic information

Gender Male
Female
Prefer not to say

82
150
0 

35%
65%
0%

Education High School
Bachelor  
Master
Ph.D.
None of above

8
198
25
0 
1 

3%
85%
11%
0%
0%

Monthly
Income

under ¥1,000
¥1,001- ¥3,000
¥3,001- ¥6,000
¥6,001- ¥10,000
¥10,000-¥20,000
above ¥20,000

17
22
43
93
47
10

7%
9%

19%
40%
20%
4%

Measure Item # % Graph

Age 18-25
26-35
36-40
above 40

71
118
26
17

31%
51%
11%
7%

(continued)
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Table 2. (continued)

Frequency 
of Douyin 
Usage

Several times a day
About once a day
Several times a week
About once a week
< once a week

194
27
11
0 
0 

84%
12%
5%
0%
0%

Frequency 
of Douyin 
Purchase

Daily
Weekly
Monthly
Annually
Never

6
87
99
15
25

3%
38%
43%
6%

11%

Read Re-
views in 
Douyin

Yes
No

208
24

90%
10%

ANOVA Analysis Results. 1) Age effect: significant on all constructs (p < .01).
Posthoc Tukey showed Group 1 (18–25) was significantly lower than Group 2 (26–35)
(p < .01) on all constructs (Tables 6, 7 and 8).
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Table 3. Reliability results of all survey constructs

Construct Crobach’s Alpha

Video characteristic 0.67

Social influence 0.71

Informativeness 0.61

Entertainment 0.77

Credibility 0.85

Irritation 0.84

Incentives 0.82

Ad value 0.85

Attitude 0.90

Brand awareness 0.70

Purchase intention 0.79

Fig. 2. Result of video characteristics rating (1 = not important at all; 2 = not important; 3 =
neutral; 4 = important; 5 = very important) (Color figure online)

2) Gender Effect
Main effect of gender was only significant on Credibility, which showed that male

(mean = 3.62, std. = .79) was significantly higher than female (mean = 3.33, std. =
.74) (t(230) = 2.82, p < .01).

3) Education Effect
4) Income Effect
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Table 4. Average rating to Douyin advertisement video (1 = not important at all; 2 = not
important; 3 = neutral; 4 = important; 5 = very important)

Douyin advertisement is … Mean Overall mean

Informativeness … is a good source of product information
… supplies relevant product information
… provides timely information

3.76
4.14
3.85

3.92

Entertainment … entertaining
… enjoyable
… pleasing

3.80
3.63
3.88

3.77

Credibility … credible
… trustworthy
… believable

3.47
3.41
3.43

3.43

Irritation … annoying
… irritating
… intrusive

2.52
2.09
2.46

2.36

Incentives I am satisfied to get Douyin advertisements that offer rewards
I take action to get Douyin advertisements that offer rewards
I respond to Douyin advertisement to obtain incentives

3.72
3.71
3.65

3.69

Social Influence People who are important to me think that I should buy the item
People who influence my behavior think that I should buy the item
People whose opinion that I value prefer that I buy the item

3.64
3.69
3.66

3.66

Ad Value I feel that Douyin advertisement are…

… useful
… valuable
… important

3.58
3.61
3.31

3.50

Brand Awareness I have heard of this brand
This brand is what I first thought of
Most people know this brand

4.01
3.46
4.00

3.82

Attitude Overall Impression of Douyin Ad

Bad – Good
Dislike – Like
Unfavorable – Favorable

5.22
5.03
4.84

Purchase Intention I will try the products shown on Douyin
I intend to consider the products shown on Douyin in my future purchase
I will frequently purchase products advertised in Douyin in the future

4.00
3.88
3.23

3.71

5) No effect of Douyin Usage on all survey constructs (p > .05).
6) Main effect of Douyin Purchase Frequency were significant for all constructs.

Overall, there was no difference between Yearly and Never groups on all constructs
except on purchase intention (Table 9).

5.2 Result of Content Analysis of Video Comments

In the following, analyses of codlings to review comments of chosen Douyin videos are
presented.

First, the results of successful video measures (total number of likes and comments)
by video categories is summarized in Table 10.

Overall total number of comments was positively correlated with total number of
likes (Pearson Correlation = .69 **).

ONEWAY ANOVA showed that the main effect of video category was significant
on total number of likes (F(3,46) = 5.84, p < .05), Both Food and Makeup categories
received significantly more Likes than Digital Device category (p < .01).
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Table 5. Confirmation of our framework

Pairs Pearson (*p < .05; **p < .01)

Correlation between Video Characteristic and 2nd layer construct

Video characteristic - Informativeness .35**

Video characteristic - Entertainment .52**

Video characteristic - Credibility .43**

Video characteristic - Irritation −.37**

Video characteristic - Incentives .32**

Correlation between 2nd and 3rd layers

Informativeness - Social Influence .39**

Entertainment - Social Influence .48**

Credibility - Social Influence .47**

Irritation - Social Influence −.41**

Incentives - Social Influence .48**

Informativeness - Ad Value .58**

Entertainment - Ad Value .66**

Credibility - Ad Value .68**

Irritation - Ad Value −.65**

Incentives - Ad Value .59**

Informativeness - Brand Awareness .37**

Entertainment - Brand Awareness .43**

Credibility - Brand Awareness .47**

Irritation - Brand Awareness −.39**

Incentives - Brand Awareness .38**

Informativeness - Attitude .59**

Entertainment - Attitude .70**

Credibility - Attitude .62**

Irritation - Attitude −.69**

Incentives - Attitude .65**

Correlation between 3rd layer and Purchase Intention

Social Influence - Purchase Intention .54**

Ad Value - Purchase Intention .65**

Brand Awareness - Purchase Intention .55**

Attitude - Purchase Intention .64**
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Table 6. ANOVA results of age effect on survey constructs (G1: 18–25; G2: 26–35; G3: 36–40;
G4: 40+)

Construct F p Posthoc Tukey p Means Plot

Informativeness 5.17 .002 18-25 < 26-35 (.001)

Entertainment 6.43 .000 18-25 < 26-35 (.000)

Credibility 6.53 .000 18-25 < 26-35 (.002)
18-25 < 36-40 (.001)

Irritation 6.16 .000 18-25 > 26-35 (.001)
18-25 > 36-40 (.046)
18-25 > 40+    (.049)

Incentives 5.19 .002 18-25 < 26-35 (.001)

Social Influence 3.24 .023 18-25 < 26-35 (.017) 18-25: 4.17 (.62)
26-35: 2.34 (.70)

Ad Value 6.38 .000 18-25 < 26-35 (.000)

(continued)
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Table 6. (continued)

Brand Awareness 5.11 .002 18-25 < 26-35 (.011)
40+ <  26-35 (.046)

Attitude 4.60 .004 18-25 < 26-35 (.003)

Purchase Intention 8.23 .000 18-25 < 26-35 (.000) 
18-25 < 36-40 (.043)
18-25 < 40+  (.039)

The main effect of video category on the number of total comments was not sig-
nificant. All four categories of video received a large number of comments (average =
22,209).

Second, codings to successful advertisement videos by video category are summa-
rized in Table 11.

Among 12 codes, only Content and Taste showed significant differences among four
video categories.

• For Content,Food category was significantly lower than other three categories (Cloth-
ing, Makeup, Digital Device); Makeup category was also significantly higher than
Clothing category.

• For Taste, Clothing category was significantly higher than Food and Digital Device
category.

6 Discussion and Conclusion

6.1 Survey Results

For demographic information, our survey mainly featured people of ages below 35. The
gender of the participants is female-skewed, as 65% of the respondents are female. As
for education, most of the participants earned the highest of a bachelor’s degree, and
the monthly income reveals that they earn mostly medium to high-end salaries. Our
demographic information corresponds to various market research regarding Douyin,
which reveals that Douyin has a larger portion of female users; it also corresponds to
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Table 7. ANOVAresults of education effect on survey constructs (1=HighSchool, 2=Bachelor,
3 =Master)

Construct F p Posthoc Tukey Means Plot

Social Influence 4.35 .014 HS<BS (.041)
HS<MS (.010)

Credibility 3.34 .037 HS-BS (.059)
BS-MS (.086)

Irritation 2.85 .060 HS-BS (.082)
HS-MS (.048)

Ad Value 3.80 .024 HS-BS (.082)
HS-MS (.018)

Purchase Intention 2.62 .075 HS-BS (.093)
HS-MS (.062)

the market impression that Douyin has gained more of the younger generation and the
higher end when it comes to education and income, compared to other short video apps
in China such as Kuaishou.

Regarding the Douyin Usage behavior, most (83%) participants reported using
Douyin several times per day, and the majority will make a purchase weekly or monthly.
The survey also shows that almost all (90%) participants will search for reviews and
relative information on Douyin if they are interested in a specific product. This data
indicates that Douyin platform offers a substantial amount of exposure for advertisers
and businesses to market their products.

Overall, for video characteristics, Taste related characteristics (fitting BGM, Positive
emotions incited, good aesthetic taste, and a good sense of humor) contribute the most
to consumer purchase intention, followed by content-related characteristics (interesting
content/plot and interesting video description), promotional related characteristics (pro-
motional/discount information and positive product review), and lastly advertiser related
characteristics (fame of the advertiser and popularity of the advertiser.
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Table 8. ANOVA results of income effect on survey constructs (G1: ¥1,000; G2: ¥1,001–¥3,000;
G3: ¥3,001–¥6,000; G4: ¥6,001–¥10,000; G5: ¥10,000–¥20,000; G6: ¥20,000+)

Construct F p Posthoc Tukey p Means Plot

Informativeness 5.20 0.000 G1<G3 (.043)
G1<G4 (.001)
G1<G6 (.001)
G2<G6 (.030)

Entertainment 6.75 0.000 G1<G3 (.052)
G1<G4 (.000)
G1<G5 (.009)
G1<G6 (.000)
G2<G4 (.015)
G2<G6 (.002)

Credibility 5.17 0.000 G1<G4 (.049)
G1<G5 (.024)
G1<G6 (.002)
G2<G6 (.021)
G3<G6 (.007)

Irritation 6.27 0.000 G1<G4 (.035)
G2<G4 (.000)
G2<G5 (.023)
G2<G6 (.029)
G3<G4 (.007)

Incentives 4.06 0.001 G1<G4 (.005)
G1<G5 (.008)
G1<G6 (.067)

Ad Value 6.61 0.000 G1<G4 (.012)
G1<G5 (.048) 
G1<G6 (.000)
G2<G6 (.001)
G3<G6 (.001)
G4<G6 (.067)
G5<G6 (.056)

Brand Awareness 3.16 0.009 G1<G4 (.024)
G1<G5 (.042)
G1<G6 (.041)

(continued)
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Table 8. (continued)

Attitude 3.87 0.002 G1<G6 (.024)
G2<G4 (.035)
G2<G6 (.012)

Purchase Intention 8.75 0.000 G1<G3 (.018)
G1<G4 (.000)
G1<G5 (.000)
G1<G6 (.005)
G2<G4 (.001)
G2<G5 (.001)
G2<G6 (.062)

According to the ANOVA analysis (the graphs are shown above), the age effect is
significant on all constructs. The general trend is that the younger generation (ages 18–
25) has a more negative impression of the Douyin advertisements than the older age
group.

The gender effect is only significant towards the perception of credibility. Our
results show that males rate the credibility of Douyin advertisements higher compared
to females.

The education effect is significant for social influence, credibility, irritation, Ad
value, and Purchase intention. Groups with a higher degree tend to be more affected by
social influence, and the general trend is that Groups with higher degrees hold a more
positive view of Douyin advertisements than the group with a lower degree.

The income effect is very similar to the education effect. The general trend indicates
that higher income groups have a more positive view of Douyin advertisements than the
Lower income group.

The purchase frequency effect also yielded a fascinating result. The general trend
indicates that a significantlymore positive impression towardsAds onDouyin is strongly
correlated with a more frequent purchase of goods through Douyin, and vice versa.

6.2 Coding Results

Overall all our chosen successful Douyin advertisement videos received both high num-
ber of likes (average = 841,980) and high number of comments (average = 21,209).
There was a positive correlation between total number of video comments with total
number of video likes.

Different categories of advertisement video demonstrated different characteristics.
First, certain categories of advertisement video (such as food andmakeup) tend to receive
more likes than other (digital device). Second, in terms of video characteristics, food
category was unique. It attracted least content codes and taste codes. Clothing and
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Table 9. ANOVA results of effect of Douyin purchase frequency on survey constructs (D-daily;
W-weekly, M-monthly, Y-yearly, N-never).

Construct F p Posthoc Tukey p Means Plot

Informativeness 5.74 0.000 W>Y (.024)
W>N (.000)
M>N (.018)

Entertainment 4.34 .002 W>N (.002)

Credibility 10.11 0.000 D>N (.004)
W>N (.000)
M>N (.002)
W>M (.017)
W>Y (.019)

Irritation 5.63 0.000 W<N (.000)
M<N (.004)

Incentives 5.84 0.000 D>N (.014)
W>N (.000)
M>N (.034)

Social Influence 6.50 0.000 D>N (.008)
W>N (.000)
M>N (.003)

Ad Value 7.40 0.000 D>N (.020)
W>M (.049)
W>N (.000)
M>N (.015)

Brand Awareness 8.55 0.000 D>N (.028)
W>N (.000)
M>N (.000)

(continued)
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Table 9. (continued)

Attitude 6.17 0.000 D>N (.027)
W>M (.030)
W>N (.000)

Purchase intention 29.23 0.000 D>Y (.006)
D>N (.000)
W>Y (.001)
W>N (.000)
M>Y (.026)
M>N (.000)
Y>N (.004)

Table 10. Total number of likes and comments by video categories

Category Total # of like Total # of comments

Mean Std Mean Std

Clothing 896,300 427,642 22,162 23,743

Food 1,305,100 720,353 28,230 27,429

Makeup 950,133 605,826 22,795 18,179

Digital device 388,867 447,842 17,639 20,437

Average 841,980 633,934 22,209 21,665

makeup categories received relativemore discussion on their video contents and aesthetic
taste aspect.

6.3 Douyin Community Perception Towards Advertising

As stated above, our individual survey question reveals that participants overall lean posi-
tive regarding informativeness, entertainment, credibility, value, and purchase intention,
while having a below-average value for irritation. The data also indicated a positive
overall attitude regarding Douyin Ad. These results indicate that users of the Douyin
community generally have a good impression of the advertisements posted, and again
shows that the platform works in favor of creators looking to use Douyin for advertising.

6.4 Theoretical/Practical Implication

According to the correlation analysis, our model is fully supported. The video charac-
teristics are strongly correlated with the second layer construct (informativeness, enter-
tainment, credibility, irritation, and incentives), all second layer construct is strongly
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Table 11. ANOVAresults of video category on comment codes (Clothing, Food,Makeup,Digital)

Codes F (3,15) p Posthoc Tukey p Means Plot

Content 11.34 .000 Food < Clothing *
Food < Makeup **
Food < Digital *
Clothing < Makeup *

Taste 5.76 .010 Clothing > Food *
Clothing > Digital *

correlated with the third layer construct (social influence, Ad value, Brand awareness,
and attitude), and all third layer construct correlates with our final layer – Purchase
intention. Therefore, all relationships within the theoretical framework are validated
and strongly support our proposed model.

Many previous works have studied consumer attitude and purchase intention, such as
the renownedworks of [19] and [13], or themore recentworks of [12] and [15]. However,
these studies are mainly focused on the earlier social media and internet environments; a
few, if any, have examined the newly emerged short video platforms (especially Tik-Tok
and Douyin). This paper combined old theoretical models and added new elements to
the framework to develop a new consumer purchase intention model. This study hopes
to provide context and possible applicational information to help more businesses and
creators seeking to market on short video platforms, particularly Douyin.

6.5 Limitation and Future Research

This study has a few limitations that could be addressed with future research. The first
limitation is choosing Douyin as our only platform. To gain a more comprehensive
knowledge of consumer purchase intention on short video platforms, future studies
could benefit from selecting different platforms such as Kuaishou or Instagram reels.
The second limitation is data collection. For the Coding analysis, we were only able to
cover five videos and 2500 comments per category. To find a more distinct and reliable
pattern, it would be better to cover 10–15 videos for each category. The third limit
is language. Because the survey and framework derived from previous studies were
English, and our study was conducted within a Chinese environment, some aspects may
be lost through translation.
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Abstract. In China, the user base of Online shopping platforms is huge and
increasing year by year. In order to provide users with a better service experience,
it is increasingly important for online shopping platforms to take the user’s evalu-
ation of service experience as an important standard to evaluate their own service
quality and to provide user centered service design. From the perspective of service
design, taking Taobao, the largest shopping platform in China, as an example, this
article analyzes and summarizes the online shopping service process, touch point,
and the service indicator, and after that, uses Semantic Difference (SD) to analyze
the main stakeholders – consumers’ subjective feeling on service indicators, and
gets the perceptual evaluation on each indicator of online shopping service. At
the same time, Factor analysis is used to construct a service experience evaluation
model of shopping platform with 23 specific indicators. Besides, Analytic hier-
archy process (AHP) is used to analyze the weight of the score of each service
indicator to provide suggestions for future service improvement. At last, it is also
found that there is little difference in the overall perception of service indicators
among consumers with different genders and ages, but the difference is significant
between the users with different between shopping frequencies. In conclusion, this
article constructs an experience evaluation model of online shopping service by
studying the relevant indicators that affect online shopping customer experience,
which would provide some reference for service designers and decision makers
to improve online shopping service experience.

Keywords: Shopping platform service · Service experience · Evaluation model ·
Semantic difference method · Analytic hierarchy process

1 Introduction

With the continuous development and improvement of the smart phone industry and
network technology, the number of Chinese netizens keeps increasing. By June 2019,
the number of mobile internet users in China had reached 847 million, with 99.1% of
them usingmobile phones to surf the Internet. Online shopping has also entered people’s
lives gradually. Data show that the online shopping penetration rate of 2015H1–2019H1
in China is on the rise, and the online shopping penetration rate of 2019H1 is 74.8%.
From the above data, it can be concluded that online shopping is increasingly becoming
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an indispensable part of daily behaviors. Therefore, it is essential to study, evaluate and
improve the quality of online shopping service.

Currently, most scholars study on the visual features of online shopping platform
products [1], the color design of the homepage [2], search function [3], platform interface
design [4], product packaging design [5], logistics service [6], after-sales service [7]
these kinds of single service link. Besides, some scholars, taking SERVQUAL model
[8], cloud model [9], service design concept [10] and other methods as the theoretical
basis, carry out systematic research on related factors of online shopping platforms in
terms of service quality and satisfaction evaluation. However, the researches based on
the concept of service design mainly aim at the process of shopping platform, interaction
and interface. However, not only shopping platform, but the business service, payment
service, logistics service and some other services can affect the user’s use experience.
In this article, the touch points of online shopping service are further completed and
perfected, and a comprehensive evaluation index system of three levels, namely, target
level, criterion level and indicator level, is constructed.

From the perspective of service design, taking Taobao, the largest shopping plat-
form in China, as an example, this article analyzes and summarizes the service process,
touch point, and the service indicator during online shopping process, and discusses the
experience evaluation and improvement of online shopping service.

2 The Preliminary Construction of Experience Evaluation System
of Online Shopping Service by Semantic Differential Method

Semantic Differential (SD), also known as SD method, is a psychological research
method proposed by Osgood (1957). It is easy to operate and can be used for objective
quantitative analysis of the research object. In fact, SD method has been adopted in
many research fields at home and abroad, and it is mostly combined with other statistical
methods [11]. In this article, semantic difference method is used to construct a seven-
level semantic difference scale to get the perceptual evaluation of experience service of
Taobao platform.

2.1 Online Shopping Service Process Analyzing and Touch Point Identification

Service touch point is the direct source of service experience and the core of the whole
service system [12], and the identification of touch points is the first step to improve
the service experience, and it also provides a reference for the collection and selection
of service indicators and perceptual words in the application of semantic difference
method [13]. According to order of action, the shopping process is divided into three
stages, namely “pre-transaction”, “in transaction” and “post-transaction”, to draw a flow
chart of shopping behavior (Fig. 1), and on the basis of the behavioral process, the touch
points are summarized. The details of general process and touch points are as follows
(Table 1).
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Fig. 1. Flow chart of shopping behavior

Table 1. General process and touch points of online shopping service

Item Pre-transaction In transaction Post-transaction

Process Start Search, browse, enter product
details page, add to shopping
bag, confirm the delivery
address, place the order, check
out

Logistics transportation,
receiving, return and refund

Touch-point App icon Homepage, searching box,
search results display page, the
order of search results, filter
function, product customer
satisfaction, store information,
consumer reviews, production
recommendation, customer
service, store page, shopping
bag adding, shopping bag
viewing, address setting, order
placing, payment method
selecting, checking out

Logistics transportation,
products receiving, receiving
confirming, comment making,
return and refund applying,
product posting

2.2 Collection and Selection of Service Indicators and Perceptual Words

100 online shopping service indicators and their corresponding perceptual word pairs
are found by literature searching and selecting. After 4 rounds of group discussion and
selection with 3 graduate students of industrial design engineering, 23 service indicators
and corresponding pairs of perceptual words are finally selected for further investigation
and evaluation. In order to avoid the wrong understanding of service indicators by the
subjects, some indicators are interpreted accordingly.
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2.3 Experience Evaluation of Online Shopping Service System Building

In this article, users of Taobao shopping platform are invited to participate in the survey.
All participants score 23 service indicators using a 7-point Likert scale (−3 means nega-
tive assessment and 3 means positive assessment). The basic information of participants
is as follows (Table 2). A total of 218 questionnaires are sent out and 218 are recov-
ered. The validity of all the returned questionnaires is checked, and the unsatisfactory
questionnaires such as too short time and the same score of the single questionnaire are
eliminated, leaving 215 valid questionnaires.

Table 2. Participant basic information table

Variable Description

N 215

Male/female 75/140

The effective questionnaire results obtained in this study show that males account
for 34.9% and females account for 65.1%. Most of them are aged between 18 and 40.
Since females are the main shopping population, the gender distribution is reasonable.
The number of people who shop online more than 10 times a year via Taobao platform
accounts for 89.3%, among which the number of people who shop online more than 20
times a year via Taobao platform accounts for 68.8%. It means that, they have a high
degree of familiarity with the Taobao platform and its service process, which meets the
requirements of this study.

Data graph of evaluation score of service indicator questionnaire (Fig. 2). In the
figure, the horizontal axis shows 23 service indicators and the vertical axis shows the
average score of each service indicator.

The Reliability Analysis. In this study, participants’ subjective feelings are investi-
gated in the form of questionnaires, so reliability and validity analysis of the question-
naire data are needed [14]. Cronbach’s Alpha is the most commonly used reliability
coefficient at present [15]. In this article, SPSS is used to analyze the data, and the
results are as follows (Table 3).

It can be seen from the above table that the Cronbach’s Alpha is 0.907, greater than
0.6, which indicates that the reliability quality of the research data is high and can be
used for factor analysis.

Validity Analysis. Before the correlation analysis, the validity analysis of the measure-
ment results of the questionnaire is also needed, and the higher the validity, the higher
the accuracy of the data [14]. The test results of KMO and Bartlett’s are as follows (Table
4).

It can be seen from the above table that KMO is 0.888, greater than 0.6, and the data
passed Bartlett sphericity test (P < 0.05), indicating that the research data are suitable
for factor analysis.
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Fig. 2. Evaluation score of service indicator

Table 3. Cronbach reliability analysis table

Reliability statistics

No. of items N Cronbach’s Alpha

23 215 0.907

Table 4. Variable KMO and Bartlett sphere tests

KMO and Bartlett’s Test

KMO measure of sampling adequacy 0.888

Bartlett’s test of sphericity Approx. Chi-Square 1910.333

df 253

p 0.000

Factor Analysis. Principal component analysis is used for factor analysis, and a total
of 5 factors are extracted, and the eigenvalues are all greater than 1. The rotation sums
of squared loadingsof these 5 factors are 15.806%, 13.247%, 12.395%, 9.877% and
5.920%, respectively, and the cumulative rotation sums of squared loadings is 57.245%
(Table 5). The rotated component matrix is shown in Table 6. It can be seen that under
the condition of extracting 5 factors, 23 evaluation indicators can be explained well.
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Table 5. Factor analysis table

Total variance explained

Component Initial eigenvalues Extraction sums of squared loadings Rotation sums of squared loadings

Total % of variance Cumulative % Total % of variance Cumulative % Total % of variance Cumulative %

1 7.852 34.141 34.141 57.245 57.245 57.245 3.635 15.806 15.806

2 1.863 8.102 42.243 57.245 57.245 57.245 3.047 13.247 29.053

3 1.293 5.623 47.866 57.245 57.245 57.245 2.851 12.395 41.449

4 1.121 4.873 52.739 57.245 57.245 57.245 2.272 9.877 51.326

5 1.036 4.506 57.245 57.245 57.245 57.245 1.362 5.920 57.245

6 .965 4.194 61.439

7 .872 3.792 65.231

8 .811 3.528 68.758

9 .773 3.363 72.121

10 .746 3.242 75.363

11 .670 2.915 78.279

12 .634 2.757 81.035

13 .555 2.414 83.450

14 .525 2.284 85.734

15 .506 2.199 87.933

16 .458 1.993 89.926

17 .431 1.874 91.800

18 .413 1.794 93.594

19 .356 1.548 95.142

20 .327 1.424 96.566

21 .299 1.302 97.867

22 .272 1.183 99.051

23 .218 .949 100.000

It can be seen from the above table that the communalities of all the items are higher
than 0.5 or close to 0.5, which means that there is a strong correlation between the
research items and the factors, and the factors can effectively extract information.

Hierarchy Partitioning and Naming. The five extracted factors are interpreted as
“Satisfaction of basic function”, “Satisfaction of psychological need”, “Rational design”,
“Service and Security” and “Sense of convenience” respectively, and taken as the crite-
rion layer, thus establishing the online shopping service experience evaluation system
(Table 7).

Generally, the comprehensive evaluation index system is divided into three levels: the
target layer, the criterion layer and the indicator layer. The analysis results of the semantic
difference method are used as the hierarchical structure model [13]. The hierarchical
model of online shopping service is shown in the following figure (Fig. 3):

Index Layer Item Score Weight Analysis. In this study, the CI is 0.000, and the RI is
1.659, so the CR is 0.000 < 0.1. It means the weight analysis is consistent (Table 8).

The AHP result of the indicator layer are as follows (Table 9).
The AHP results of the weight of the indicator are arranged from the highest to the

lowest in terms of the weight, which means that the higher the indicator is, the higher
the score of the indicator is.
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Table 6. Rotating component matrix

Component

1 2 3 4 5

Commodity reliability 0.718

Sense of immersion 0.667

Readability of product information 0.649

Personalized service 0.636

Commodity package 0.634

Well designed page 0.512

Timely logistics information update 0.467

Simple order-filling process 0.654

Canonical platform services 0.632

Abundant commodity supplies 0.605

Easily identifiable logo 0.601

Secure payment 0.561

Controllable transaction process 0.473

Rational interface layout 0.682

Thorough interface function 0.644

Simple and unambiguous interaction logic 0.597

Sense of being considered 0.499

Accurate search function 0.480

Consulting and after-sales service 0.684

Customer interaction 0.638

Personal information protection 0.543

Intelligent push 0.752

Connectivity with other software 0.461

The scores of “Easily identifiable logo”, “Abundant commodity supplies”, “Secure
payment”, “Accurate search function”, “Simple order-filling process”, “Controllable
transaction process”, “Thorough interface function”, “Canonical platform services”,
“Connectivity with other software”, “Timely logistics information” are relatively high,
indicating that the users aremore satisfiedwith the10kinds of service ofTaobaoplatform.
On the other hand, the scores of “Simple and unambiguous interaction logic”, “Read-
ability of product information”, “Consulting and after-sales service”, “Sense of being
considered”, “Rational interface layout”, “Customer interaction”, “Intelligent push”,
“Well-designed page”, “Sense of immersion”, “Commodity reliability”, “Commodity
package”, “Personalized service”, “Personal information protection” are relatively low,
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Table 7. Hierarchical division and coding of experience evaluation of online shopping service

Criterion layer Indicator layer

Satisfaction of basic function Simple order-filling process

Canonical platform services

Abundant commodity supplies

Easily identifiable logo

Secure payment

Controllable transaction process

Satisfaction of psychological need Commodity reliability

Sense of immersion

Readability of product information

Personalized service

Commodity package

Well-designed page

Timely logistics information update

Rational design Rational interface layout

Thorough interface function

Simple and unambiguous interaction logic

Sense of being considered

Accurate search function

Service and Security Consulting and after-sales service

Customer interaction

Personal information protection

Sense of convenience Intelligent push

Connectivity with other software

indicating that the users are more unsatisfied with the 13 kinds of services of Taobao
platform.

Contrasting the result of AHPwith the experience evaluation of online shopping ser-
vice system, 80% of the high score indicators are from the criterion layer of Satisfaction
of basic function and the criterion layer of Rational design. It’s also worth noting that
90% of the indicators of the criterion layer of Satisfaction of psychological need and
the criterion layer of Service and Security are with the low scores. It means that Taobao
platform has a good performance in basic function and rational design, and it need to
pay more attention to the user’s inner feeling, service feeling and other deeper needs.
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Table 8. Consistency test of weight analysis

Consistency test

Maximum
eigenvalue

CI RI CR Result of test

23.000 0.000 1.646 0.000 Pass

Table 9. AHP analysis

AHP Analyze

Items Eigenvectors Weight Maximum eigenvalue CI

Easily identifiable logo 1.149 4.99% 23.000 0.000

Abundant commodity
supplies

1.121 4.87%

Secure payment 1.091 4.75%

Accurate search function 1.08 4.70%

Simple order-filling process 1.068 4.65%

Controllable transaction
process

1.036 4.50%

Thorough interface function 1.027 4.46%

Canonical platform services 1.023 4.45%

Connectivity with other
software

1.018 4.42%

Timely logistics information
update

1.018 4.42%

Simple and unambiguous
interaction logic

0.996 4.33%

Readability of product
information

0.996 4.33%

Consulting and after-sales
service

0.986 4.29%

Sense of being considered 0.986 4.29%

Rational interface layout 0.985 4.28%

Customer interaction 0.977 4.25%

Intelligent push 0.968 4.21%

Well-designed page 0.943 4.10%

Sense of immersion 0.943 4.10%

Commodity reliability 0.911 3.96%

Commodity package 0.902 3.92%

Personalized service 0.894 3.89%

Personal information
protection

0.884 3.84%

3 Perceived Differences in the Importance of Evaluation Indicators

In order to explore whether users with different genders, ages, education backgrounds,
and shopping frequencies have different perceptions of the experience evaluation of
online shopping service indicators, “male group and female group”, “low-frequency
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shopping Taobao use group and high-frequency Taobao use group”, “old user group and
young user group” are set up respectively, and independent T-test is used to analyze the
data. The results are as follows.

High-frequency Taobao use group (Users with shopping frequency of more than
20 times per year)and low-frequency shopping Taobao use group(Users with shopping
frequency of less than 20 times per year) have significant differences in the evaluation of
many indicators (P < 0.05), such as “Well-designed page”, “Simple and unambiguous
interaction logic”, “Commodity reliability” “Readability of product “information Sense
of immersion”, “Controllable transaction process”, “Simple order-filling process”, “Se-
cure payment”, “Canonical platform services”, “Consulting and after-sales service”,
“Timely logistics information update”, and “Easily identifiable logo”. High-frequency
Taobao users are apparently give more points to these indicators than low-frequency
Taobao users, meaning that they more satisfied with above services, and that’s also the
reason why they use Taobao with such a high frequency. However, in terms of the indi-
cator of “Easily identifiable logo”, the users who shop more think the logo is not easily
identifiable compared with the users who less.

There is no significant difference between different genders (P > 0.05).
For the “old user group and young user group”, In order to reduce the differences

caused by different age classification criteria, the “old user” and the “young user” are
divided in three different ways (Group1 – under 18 years old and over 50 years old,
Group2 – under 25 years old &over 40 years old, Group3 – under30 years old & over
30 years old). From the results of the T-test, we can know get the conclusion that there
is only 1 indicator (Personal information protection) of Group2 and Group3 shows the
significant differences(P< 0.05), There is no significant difference in the other 22 indi-
cators(P> 0.05). Therefore, it can be concluded that gender and age have little influence
on the importance perception of evaluation indicator. Therefore, it is not necessary to
further subdivide the user group, and a general model of experience evaluation of online
shopping platform can be built directly for all users.

4 Summary

Online shopping platforms occupies an important place in our daily life. Users’ experi-
ence evaluation of service is an important standard for evaluating service quality. Based
on the experience evaluation of Taobao platform service, this article constructs a basic
evaluation system of the experience of online shopping service by semantic difference
method and factor analysis. Besides it also gives weight to each evaluation index score
according to the analytic hierarchy process to clarify the service indicators to be improved
in the current online shopping process. In general, this article can help related service
designers and decision makers understand the users’ concerns and subjective feelings in
the process of experience more, thus optimizing online shopping services and improve
user service experience.
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Abstract. When shopping online, it is usually not possible to view products in the
same way as you are used to when shopping offline.With augmented reality (AR),
it is not only possible to view the product in detail, but also to view it at home in the
real environment. Such an AR application sets stimuli that can affect the users and
their purchase decision and Word-of-mouth intention. In this work, we assume
that when viewing a product in AR, not only affective internal states but also
cognitive perception processes have an impact on purchase decision and Word-
of-mouth intention. While positive affective reactions have already been studied
in the context of AR, this paper will also describe inner cognitive perception
processes, using the construct of AR authenticity. To test these assumptions, a
studywas conductedwith 155 participants. The results show that both the purchase
intention and the Word-of-mouth intention are influenced by the constructs of
positive affective reactions and AR authenticity.

Keywords: Augmented reality · Purchase intention · Positive affective reaction ·
S-O-R model · AR authenticity ·Word-of-mouth intention

1 Introduction

A consumer’s buying intention is often influenced by product information found on
search engines and company websites [31]. In addition to existing product information
on the website, some companies offer users the opportunity to use an augmented reality
(AR) application to obtain further product information. Also, Google now shows three
dimensional (3D) models under the search results, which can be accessed using an AR
application. These embedded 3D models allow users to get more detailed information
about the product by using a mobile device such as a smartphone or tablet. For example,
a person is looking for some new furniture for the living room and is searching the
web for further information. On the search results page the user sees the opportunity to
use an AR application. This AR application allows the virtual presentation of the new
furniture in the form of a 3D model on the mobile device, showing it in the physical
environment of the user. The live image of the environment from the device’s camera is
used. The experience provides important and helpful information but is also entertaining
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and unique. AR therefore represents a very innovative and helpful opportunity to present
products [47]. However, in order to successfully use this new technology, it is important
to understand what users are expecting from such a technology and what is important for
them. Since AR represents an opportunity for online retailers to present their products
in a more attractive way and possibly even increase customers’ behavioral decisions, it
is important to know what influences these decisions. In our research we investigate the
role of positive affective reactions and the perceived authenticity of AR experiences and
their influence on purchase intention and Word-of-mouth intention. We assume that an
enjoyable experience and a highly perceived authenticity of theAR experience positively
influence these behavioral intentions.

2 Augmented Reality

2.1 Definition of AR

In previous research, especially in thefields of computer technology andhumancomputer
interaction [8, 27, 28, 41, 47], AR is defined following Azuma et al. [2, p. 34]: “An
AR system supplements the real world with virtual (computer-generated) objects that
appear to coexist in the same space as the real world.” Furthermore, an AR system is
attributed with the following characteristics: 1. combining real and virtual objects in a
real environment, 2. working interactively and in real time, 3. aligning real and virtual
objects with each other [2].

AR is understood as the connection of virtual elements and real content. Virtual
objects are synchronized with reality [28] and integrated into a real environment [41].
Even though very realistic results are achieved with current applications, many of them
still create the impression described by Javornik [28] that the real environment is only
overlaid by the virtual objects. Thus, according to Azuma et al.’s [2] definition, AR aims
to make this overlay invisible to the user and to create the impression that real and virtual
objects coexist in the same space. However, whether all AR applications will meet this
claim depends on further technological developments.

Whether the application is like a mere overlay of the real environment or an actual
embedding of the virtual object into the real environment, in both cases the augmentation
must not be time-delayed. This is another major factor that should be considered here:
the embedding of the virtual objects in the real environment must happen in real time
[2, 25, 28, 32].

The definition proposed by Azuma et al. [2] describes virtual, computer-generated
objects. According to other studies, these virtual objects may include images, videos,
or other virtual elements [41, 47]. Accordingly, the term other virtual elements should
include 3D models, text, etc.

AR is thus the integration of virtual objects (consisting of images, videos, or other
virtual elements) into a real environment in real time.

2.2 AR in E-Commerce

AR received increased attention within computer science in the 1990s [28]. The fact
that this technology was first used in advertising only in 2008 is probably due to its
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lack of accessibility to the general population [47]. Due to the ubiquity of smartphones
and their rapid technological advancement an increased interest in AR applications for
mobile devices is emerging [8, 41].

Research has long been dedicated only to the acceptance of AR technologies [41].
The full potential of AR for marketing purposes is only gradually being recognized
in scientific studies [8, 9, 15, 41]. For example, Dacko [8] describes virtual try-ons
for clothing and make-up as an opportunity to improve conversion and return rates.
Rese et al. [41] investigated the possibility of using AR to present additional product
information and thus support the purchase decision.

Online retailers are also recognizing the great potential of AR and are increasingly
offering the opportunity for users to view products in AR applications. Yet the use of
AR still varies widely. In addition to virtual try-ons of make-up, glasses or clothing,
3D models of furniture or other products are also offered. However, such applications
require the product to be mapped as a 3D model, and also entail increased technical
effort compared to the usual image gallery, which can be an obstacle for online retailers.
With service providers offering complete solutions for the use of AR, the technical effort
required to integrate AR applications on an online retailer’s own website is eased. Thus,
it can be assumed that with more providers for AR applications, the hurdles will also be
removed for more and more online retailers and AR will be offered more frequently in
the future.

It is likely that AR technologies will support consumers in their purchasing activities.
In the context of fashion products, research shows that AR applications can have a
positive influence on purchasing decisions [47]. However, there have been only a few
studies dealing with AR applications and their effects on purchasing behavior [27, 40,
47].

3 Theoretical Framework

To examine the impact of AR on customer behavior, this study uses the Stimulus-
Organism-Response (SOR) model of Mehrabian and Russel [36]. The traditional model
assumes that when individuals are presented with a stimulus (S), they develop internal
states (O), which in turn cause responses (R). Since its application to the retail environ-
ment by Donovan and Rossiter [10], a number of studies have also used the SOR model
to examine consumer behavior in e-commerce [11, 24, 33, 37].

3.1 Stimulus

In e-commerce, the SOR model has already been used in some studies to investigate
relationships between e-commerce characteristics and customers’ internal states or pur-
chase intentions [4, 24, 34, 37, 47]. The stimulus in our study is an AR application with
which users can perceive the 3Dmodel of a product in their real environment. Therefore,
this study aims to investigate the impact of an AR application on consumers’ internal
states and behavior.
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3.2 Organism

Positive Affective Reactions. An important component of the organism, in addition to
cognitive aspects, are affective reaction. In this context, various studies have been able
to prove that innovative e-commerce applications can elicit positive emotional states
in the user [22, 39, 47]. According to Chang et al. [4] positive affective reactions are
understood as emotional states such as excitement, enthusiasm, enjoyment, entertain-
ment, happiness, and inspiration. In the study by Watson et al. [47], a positive effect of
an AR application on positive affective reactions of users was found. This relationship
between positive affective reactions and AR applications is also supported by character-
istics of the AR technology described by Javornik [28]. Studies have shown that such
characteristics have an effect on positive affective reactions [7, 24, 44, 46].

AR Authenticity. Stimuli (e.g. an AR application) are processed in the organism and
transformed into meaningful information that leads to an altered cognitive or emotional
state. (Mehrabian and Russel [36]) Most studies of AR applications in e-commerce have
so far focused on affective reactions [42]. Thus, in addition to affective aspects, the cog-
nitive perception of the stimulus also plays an important role. Cognition, although a very
broad term, can be broadly summarized as an interplay of internal mental processes and
states that include subjective attitude, perception, understanding, and prior knowledge,
among others [11]. How an AR application is perceived and processed thus also depends
on these internal processes.

The perceived augmentation of 3D models in an AR environment has been studied
by Javornik [27]. The results of the study show that AR applications are perceived
differently by users [27]. Two aspects in particular are relevant: the realism of the 3D
model and the realistic placement of the object in real time in the real environment.
Whether users perceive an AR application to be realistic or not depends on an interplay
of the general perception of the components of the AR application, prior knowledge,
and the understanding of a realistic representation. The dimensions ‘realism of the 3D
model’ and ‘realism of the spatial embedding’ proposed by Javornik [27] are used as the
basis for the construct of perceived authenticity of the AR application in our study.

In order to explain the internal states triggered by the perception of a 3D model,
Algharabat and Dennis [1] propose the construct of 3D authenticity in distinction to the
concept of telepresence (or presence). Especially in the context of product presentation,
where the represented 3D model has a real counterpart (i.e. a product), the concept of
authenticity is more appropriate than the concept of presence, since it does not imply
any form of illusion [1]. 3D authenticity is defined as a “psychological state in which
virtual objects presented in 3D in a computer-mediated environment are perceived as
actual objects in a sensory way” [1, p. 76]. In addition to the authentic perception of
the 3D model, however, its realistic placement in the user’s real environment is also
relevant for the authentic perception of the AR application [27]. This spatial dimension
is not addressed in 3D authenticity according to Algharabat and Dennis [1]. However,
it should be considered in the context of an AR application [1, 27]. Therefore, 3D
authenticity should be complemented by spatial presence adapted for AR by Hilken
et al. [20]. Spatial presence describes a mental state in which the used technology is
no longer perceived by the user, resulting in the feeling of being there [35]. If users
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do not perceive the superimposition of their real environment with virtual elements as
such, this also means they have an authentic AR experience, since the virtual elements
seem to coexist with the real elements. In this respect, spatial presence is suitable for
mapping the authenticity of the spatial representation of an AR application. However,
since AR does not simulate a virtual change of location, but adds virtual elements to
the real environment, the construct of spatial presence has to be adapted accordingly.
According to Hilken et al. [20, p. 890], this requires the exchange of “a person’s feeling
of ‘self-location’ with a feeling of ‘object-location’ in the physical reality”. With this
adaptation, the construct can then be applied to AR [20].

Based on the two terms ‘3D authenticity’ and ‘spatial presence’, this study proposes
the construct of AR authenticity. AR authenticity takes into account both the perception
of the 3Dmodel and its integration into the real environment and,within the framework of
thismodel, is intended to describe the internal processes stimulated by theARapplication
as a stimulus. In summary, AR authenticity is understood as: the mental state in which
virtual objects presented in 3D in an AR environment are perceived as real objects.

Studies have shown the effect of AR applications on positive affective reactions [27,
47]. Furthermore, in the context of 3D product presentations, it has also been found that
the authentic perception of 3Dmodels has a positive influence on hedonic internal states
[1]. Similarly, as 3D authenticity has an influence on affective internal stateswhen using a
3Dmodel, it is suggested that by having high AR authenticity, the overall AR experience
will be perceived more positively, and consequently, positive affective reactions will be
stronger. Therefore, the following hypothesis will be proposed:

H1: AR authenticity enhances positive affective reactions.

3.3 Response

Word-of-Mouth Intention. The Word-of-mouth intention generally describes the
intention to make a statement about a product [3]. In accordance with Heller et al.
[17], this statement is specifically defined in this paper as a recommendation of the
product from the AR experience. The construct of the Word-of-mouth intention is thus
intended to measure whether participants would recommend the product perceived in
the AR application. Studies have shown that the positively perceived spatial presence
of a product when using an AR application can increase the willingness to recommend
a product to others [20]. This effect will also be investigated in this study in relation to
the construct of AR authenticity. Since the construct of AR authenticity describes a state
in which virtual objects are perceived authentically in the real environment, we assume
that this state influences the Word-of-mouth intention. Positive affective reactions also
affect behavioral intentions [11, 47, 48].
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Taking into account the findings of these previous studies, we suggest that a positive
affective reaction also has a positive effect on Word-of-mouth intention. Therefore, the
following hypotheses will be proposed:

H2: The positive affective reaction of the users has a positive effect on theWord-of-mouth
intention.
H3: The perceived AR authenticity has a positive effect on the Word-of-mouth intention.

Purchase Intention. The effects of positive affective reactions in e-commerce have
been widely studied [11, 24, 30, 34, 37, 47]. Studies have shown that positive affec-
tive reactions such as enthusiasm, enjoyment, positive emotion, and positive mood can
increase purchase intention. The purchase intention represents the consumers’ interest
and possibility to buy a product and can be used for the estimation of the future pur-
chase behavior of consumers [47]. In addition to positive affective reactions, research
on the concepts of 3D authenticity and spatial presence, on which the construct of AR
authenticity is based, also suggest that AR authenticity has a positive influence on pur-
chase intention [1, 20]. The positive effect of 3D authenticity on purchase intention has
already been observed [1]. Also the perception of spatial presence has an effect on pur-
chase intention [20]. Thus, an authentic perception of the displayed product is proposed
to have an influence on the purchase decision, and we assume that this is also the case
in the context of an AR application. Our assumption is that the customer has a better
understanding of the product thanks to the authentic presentation, and therefore the pur-
chase decision is influenced. Therefore, in summary, the following hypotheses will be
proposed:

H4: The positive affective reaction of the users has a positive effect on the purchase
intention.
H5: The perceived AR authenticity has a positive effect on the purchase intention.

In addition, the effect of Word-of-mouth intention on purchase intention will be
considered. The decisions to recommend a product and to buy a product are probably very
similar and subject to similar criteria. A personwho recommends a product evaluates this
product positively. This positive evaluation of the product is also an important criterion
affecting the purchase decision [49]. For these reasons, the following hypothesis is
proposed:

H6: Word-of-mouth intention influences purchase intention.

Figure 1 summarizes the proposed model and the hypotheses (Fig. 1).

4 Study

4.1 Study Participants

A total of 155 people participated in the study. As the characteristics of the respondents
(Table 1) indicate, 55.5% of the participants were female, 42.6%male, and 1.3% diverse.
At 74.8%, a majority of respondents were between the ages of 20 and 29. Furthermore,
61.3% students participated in the survey. Many participants were already familiar with
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Fig. 1. Conceptual research framework

the term AR before taking part in the study (81.9%). Nearly 60% of all participants had
used an AR application before the study.

4.2 Measurement of Constructs

All constructs of the model were measured using seven-point Likert scales, ranging from
“strongly disagree” (1) to “strongly agree” (7).

Table 1. Characteristics of respondents (n = 155)

Characteristics  Frequency Percentage (%) 

Gender 55.5 

Male 66 42.6 

1.3 

0.6 

Age 

Female 86 

Divers 2 

Not specified 1 

Under 20 9 5.8 

20-29  116 74.8 

30-39 21 13.6 

40+ 6 3.9 

1.9 

Profession 61.3 

25.2 

12.2 

Not specified 3 

Student 95 

Employee 39 

Others 19 

Not specified 2 1.3 

Familiar with term  
“augmented reality”  

Yes 127 81.9 

No 28 18.1 

95 61.3 Augmented reality used Yes 

No 60 38.7 
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Positive affective reactions were measured using six items from the Chang et al. [4]
positive emotion scale. For the operationalization of the construct of AR authenticity,
five itemswere adapted from the scales of the construct of 3D authenticity by Algharabat
and Dennis [1] and Spatial Presence by Hilken et al. [20]. To measure Word-of-mouth
intention, the scale of Hilken et al. [21] was adapted. Based on the scale of Kühn and
Petzer [34], five items were used to measure purchase intention.

Structural equation modeling was used to test the proposed model. The partial least
squares (PLS) approach is particularly appropriate when using new technologies such
as AR [18]. The model estimation was performed using SmartPLS 3.3.2 [43].

4.3 Data Collection and Design of the Study

The participants in the study were invited to take part via e-mail distribution lists of
three German universities. In the e-mail a link to a website created especially for this
study was provided. The website contained a brief explanation of the study procedure,
an embedded AR application, and a direct link to the questionnaire. In the first step,
participants were asked to run the AR application and view a 3D model of a chair in
their surrounding environment. The 3D model of the chair could be viewed in AR after
tapping on the application using a smartphone or tablet. Participants who participated
via a computer were asked to scan a quick response (QR) code with a smartphone
or tablet after opening the AR application. This QR code then also led to the study’s
AR application. The participants were able to decide how long they would use the AR
application. After viewing the AR application, the participants were asked to complete
the online questionnaire. At the beginning of the questionnaire, the participants were
informed about the data use and anonymity of the study. To ensure that the participants
went through the steps of the study in the correct order, the use of the AR application was
queried at the beginning of the questionnaire. If this question was negatively answered,
the participant was directed back to the AR application.

Fig. 2. Example of an AR product presentation
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5 Results

5.1 Assessment of the Measurement Model

In a first step the measurement model was assessed. According to Hair et al. [16] an
analysis of the internal consistency reliability, convergence validity, and discriminant
validity should be made. For the assessment of the internal consistency reliability, Cron-
bach’s alpha coefficient (α) and the composite reliability (ρc) [18] were analyzed. The
minimum requirement for the Cronbach’s alpha coefficient (α) and the composite reli-
ability (ρc) was in both cases 0.7 [38]. This criterion was met by all constructs, so that
the internal consistency reliability could be confirmed (Table 2).

The convergence validity of themeasurementmodelwas evaluated by outer loadings,
indicator reliability, and average variance extracted (AVE). A significant outer loading
above 0.7 was considered as an acceptable value [16]. Therefore, we analyzed whether
the individual indicators had a high outer loading on the assigned construct. As shown in
Table 2 all indicators met this requirement. To assess the indicator reliability, the squared
factor loadings were analyzed. The squared factor loadings should exceed the value 0.5
[16]. All squared factor loadings were above this requirement. Finally, the convergence
validity was verified by determining the AVE, which should also exceed the value of 0.5
[18]. The AVE is the result of the mean value of all squared factor loadings assigned to
a construct. In our study all constructs met the required value for AVE. Therefore, the
convergence validity could be confirmed (Table 2).

The last step in assessing the measurement model is the evaluation of the discrim-
inant validity. To analyze the discriminant validity, the Fornell-Larcker criterion and
the heterotrait-monotrait (HTMT) ratio of correlations were used. The Fornell-Larcker
criterion requires that the AVE of a latent variable must be greater than the squared
correlation with the other latent variable [12]. Regarding the heterotrait-monotrait ratio
of correlations (HTMT), a limit value of 0.85 should not be exceeded [19]. The Fornell-
Larcker criterion was met by all constructs and the limit value of 0.85 of the HTMT ratio
was not exceeded, so that the discriminant validity could also be confirmed (Table 3).

5.2 Assessment of the Structural Model

In a second step the results of the structural model were evaluated. The analysis was
based on the coefficient of determination (R2), the predictive relevance (Q2), the stan-
dardized root mean square residual (SRMR), and the strength and the significance of
the path coefficients. The explained variance of an endogenous variable (R2) is consid-
ered high if the value is above 0.26 [6]. The two endogenous variables Word-of-mouth
intention and purchase intention both have higher values than 0.26. Only the value of the
endogenous variable positive affective reaction is slightly below this limit value (R2 =
0.198). However, the model still has a high quality of explanation (Fig. 3). The SRMR is
“…the square root of the sum of the squared differences between the model-implied and
the empirical correlation matrix” [18, p. 9]. Hu and Bentler [23] recommend a cut-off
value of 0.08. With 0.062 the SRMR was below the recommended limit value, so that a
high quality of adaptation could be ascertained for the overall model.
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Table 2. Validity and reliability of the constructs

Construct and items α ρA ρc AVE Loading
Criteria >0.7 >0.7 >0.7 >0.5 >0.7
AR authenticity (AUTH) 0.857 0.861 0.898 0.639
When using the AR application, I had the impression that the chair was in 
the real environment

0.855

The AR application allowed me to look at the chair as if it was a real object 0.867

The chair made me feel like I could sit in it 0.717

When using the AR application, it felt like I could move the chair with my 
fingers in my real environment

0.789

When using the AR application, I felt like the chair was a part of my real 
environment

0.758

Positive affective reaction (PAR) 0.900 0.902 0.923 0.669
It was exciting to use the AR application 0.850

I felt entertained while using the AR application 0.882
I enjoyed using the AR application 0.841

Using the AR application inspired me 0.760

I was excited while using the AR application 0.796

Using the AR application made me happy 0.770

Word-of-mouth intention (WOM) 0.865 0.876 0.918 0.789
I would recommend the chair I interacted with to my friends 0.927

I would recommend my friends to view the chair in augmented reality 0.828

If a friend of mine were looking for a new chair I would recommend this 
one

0.906

Purchase intention (PI) 0.911 0.915 0.934 0.739
I would consider buying the chair shown in the AR application 0.840

There is a high probability that I will buy the chair 0.900

If I were looking for a chair, I would choose the chair shown in the AR 
application

0.874

I would buy the chair shown in the AR application 0.877
I intend to purchase the chair shown in the AR application in the future 0.805

Furthermore, the predictive relevance of the structural model must be verified. An
appropriate assessment is the cross-validated redundancy approach (Stone-Geisser crite-
rion) [5, 13, 45]. “This technique represents a synthesis of cross-validation and function
fitting with the perspective that ‘the prediction of observables or potential observables
is of much greater relevance than the estimation of what are often artificial construct-
parameters’” [14, p. 320]. In PLS the predictive relevance is calculated on the basis of
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Table 3. Squared-inter-correlations between constructs (AVE shown in bold on diagonal) and
HTMT.85 criterion (gray).

AUTH PAR WOM PI
AUTH 0.639 0.503 0.455 0.521
PAR 0.198 0.669 0.551 0.552
WOM 0.153 0.234 0.789 0.759
PI 0.213 0.255 0.464 0.739

the blind-folding procedure. For all endogenous variables the predictive relevance (Q2

> 0) could be confirmed (Fig. 3). Therefore, the predictive capability of the structural
model was proved.

Table 4. Results of hypothesis testing.

 Relationships Path coef-
ficient 

CI (Bias Cor-
rected) 

t-Value p-Value Supported 

H1 AUTH  PAR 0.445*** [0.289, 0.559] 6.500 0.000 Yes 

H2 PAR  WOM 0.387*** [0.207, 0.540] 4.568 0.000 Yes 

H3 AUTH  WOM 0.219* [0.050, 0.381] 2.519 0.012 Yes

H4 PAR  PI 0.169* [0.032, 0.305] 2.445 0.015 Yes 

H5 AUTH  PI 0.180** [0.051, 0.313] 2.722 0.007 Yes 

H6 WOM  PI 0.529*** [0.372, 0.667] 7.033 0.000 Yes 

Note: *** p < 0.001, ** p < 0.01, * p < 0.05.

To examine the research hypotheses, the path coefficients were analyzed to verify the
research hypotheses.We used a PLS algorithm to determine the strength of the path coef-
ficients and a bootstrapping method (5,000 subsamples) to determine the significance
of the respective paths. The results are presented in Table 4. All six proposed relation-
ships were significant, so all hypotheses were supported. As predicted, the factors AR
authenticity (β = 0.219*) and positive affective reaction (β = 0.387***) both had a
positive influence on the Word-of-mouth intention. Both factors also had an influence
on the purchase intention (β= 0.169*; β = 0.180**). In addition, we found a significant
effect of AR authenticity on the positive affective reaction (β = 0.445***). Finally, the
factor Word-of-mouth intention had a strong positive effect on purchase intention (β =
0.529***).

6 Implications

The study examined how internal states that emerge when using an AR application
influence consumer behavior. Regarding product rotation or virtual make-up try-ons in
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Fig. 3. PLS results of the structural model.

e-commerce, the effect of positive affective reactions on consumer behavior has already
been studied [39, 47]. This work can confirm the impact of positive affective reactions on
Word-of-mouth intention and purchase intention also in the context of an AR application
that displays 3D models in the user’s environment.

Most studies of AR applications in e-commerce have so far focused on affective
responses [42]. Moreover, the cognitive view of AR has mostly been based on the
Perceived Ease of Use and Perceived Usefulness variables, which can be explained by
the use of the Technology Acceptance Model [40, 41]. However, according to Riar et al.
[42] this view is not enough to describe the perception of AR on a cognitive level. Other
studies have also questioned the relevance of cognitive responses in the perception of
AR applications, calling for further research [28, 47]. Our study shows that the cognitive
perception ofARapplications in e-commerce also needs to be addressed.ARauthenticity
describes a mental state in which the user authentically perceives a product from an AR
application. The results of the present study show that this mental state has a direct
influence on purchase intention andWord-of-mouth intention. In addition, it also affects
the positive affective reactions of users. The processing of the AR application and its
visual stimuli in terms of authenticity is a relevant cognitive aspect of the description of
the inner processes taking place.ARauthenticity is therefore recommended as a construct
to study AR product presentations in which a real product is virtually represented.

The results of this work can be used to derive important recommendations for e-
commerce companies. The influenceof positive affective reactions on consumer behavior
shows that eliciting positive affective reactions can also promote sales in the context of
AR. In this context, studies suggest that these affective reactions can be triggered by
active control over the application [24]. Based on these studies, retailers should ensure
that their AR applications elicit these positive affective reactions through a high level of
active control.

In addition to positive affective reactions, AR authenticity is also relevant to e-
commerce, due to its positive influence onWord-of-mouth intention and purchase inten-
tion but also on positive affective reactions. AR authenticity has two dimensions: the
perceived authenticity of the 3D model and the authentic integration of the product into
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the user’s real environment. This leads to two practical recommendations for the design
and development of AR applications for product presentation: 1. The 3D models used
should be of high quality and should represent the product as realistically as possible.
2. The integration of this 3D model using the AR application should be as authentic
as possible and should create the impression that the product is in the user’s real envi-
ronment. For most online retailers the first recommendation should be the main step
toward an authentic AR experience. The implementation of 3D models in AR, however,
is comparatively easy to accomplish with online providers offering corresponding AR
applications.

7 Limitations and Further Research

Most of the respondents were students between the ages of 20 and 29. This population
group is particularly familiar with technology andwas therefore suitable for participation
in this study in which an AR application had to be used independently. Further studies
could investigate the extent to which the present results also apply to other, especially
older, population groups.

The representation of a product as a 3D model in the real environment investigated
here is only one possible application of AR. There are also other forms of AR appli-
cations, such as virtual try-ons, where the product is displayed on the users themselves
rather than in the surrounding environment. Depending on the product, different forms of
application are suitable. For fashion and accessories, it is suggested that the embedding
of the virtual product is done with a virtual try-on application [29]. The product used in
this study, a chair, on the other hand, is an example of a product that should be presented
in the user’s environment. Besides the form of application, the choice of product can also
be varied. In addition to furniture, kitchen appliances could also be interesting viewing
objects. Future studies could therefore examine whether the findings can be transferred
to other application forms and product types.

This study does not make a comparison to other virtual technologies. The effect of
virtual reality (VR) applications on consumer behavior has already been addressed [26].
Additionally, there could be an investigation of whether the perceived authenticity of
the displayed products is important in VR applications.

It was confirmed that the authenticity with which products are perceived in AR appli-
cations has an impact on the user’s purchase andWord-of-mouth intention. Furthermore,
an authentic perception of the product means that the user can easily access information
about the product that is close to reality. As a result, customer satisfaction after purchase
could also be increased. The influence of AR authenticity on customer satisfaction could
thus be the subject of further research efforts.
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Abstract. Due to changes in customers’ shopping habits and increasing
omnichannel behavior (i.e., use of both online and offline channels), a seam-
less customer experience (CX) with a retailer extends beyond the online shop. CX
is a broad construct and researchers have used various measures to capture this
construct. Consequently, it is difficult to compareCXoutcomes. Against this back-
ground, this literature review analyzes CX dimensions, measures, and outcomes in
a human-computer interaction context and beyond. Our results indicate that both
affective and cognitive CX have been studied intensively. While affective CX has
mostly been measured using the PAD (pleasure, arousal, dominance) scale, cogni-
tive CXhas largely been studied based on the flow concept. A few researchers have
studied CX holistically, or as a social and sensorial phenomenon. Major outcomes
studied in the extant literature include engagement, purchase intention, loyalty,
commitment, word-of-mouth, satisfaction, and trust. Based on our findings, we
discuss managerial implications as well as directions for future research.

Keywords: Customer experience · Retail environment · Literature analysis

1 Introduction

How and where customers shop has fundamentally changed in the last decade [1]. Today
customers can make use of an enormous offering of online and offline shopping chan-
nels, resulting in a fragmented customer journey [2]. Hence, it is important for retailers
to provide a unified and integrated customer experience (CX) across different retail
channels, referred to as an omnichannel experience [2, 3].

Beginning with the work of Holbrook and Hirschman [4], a rich body of research
has found that not only logical reasoning and thought processes, but also emotions,
can shape consumer behavior [5–7]. An influential definition by Lemon and Verhoef
[2] described CX as “a multidimensional construct focusing on a customer’s cognitive,
emotional, behavioral, sensorial, and social responses to a firm’s offerings during the
customer’s entire purchase journey” (p. 71). Further, how a customer perceives a channel
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andmakes the decision to buy strongly depends on individual psychological factors such
as emotions and cognition [4, 5, 8–11]. As a result, researchers and practitioners alike
have investigated how customers experience various channels and how these experiences
affect company and marketing outcomes [2, 3]. It follows that while this paper focuses
on human-computer interactions (HCI) on e-commerce websites, as well as mobile
shopping apps, it is nowadays not reasonable to look at those channels in an isolated
fashion (e.g., [12]). Thus, in this paper we review retail CX along with its measurements
and outcomes from a cross-disciplinary view, also including non-HCI-channels.

Despite this large body of research and its growing importance, the literature on retail
CX scales and outcomes of specific CX dimensions is still fragmented [13]. Previous
literature reviews have focused on the determinants and antecedents of experiential
value in general, but have not considered specific CX dimensions such as emotion and
cognition [13]. Some researchers have alsomainly focused on single retail channels such
as online shopping [14] or retail store experiences [15]. Further, De Keyser et al. [11],
Mahr et al. [16], andBecker and Jaakkola [17] conducted literature reviews includingCX
dimensions such as cognitive and sensorial CX. Yet, these papers did neither provide
insights into specific CX scales used nor did these papers examine the relationship
between specific CX dimensions and marketing outcomes.

In the current paper, we go beyond the existing insights in the literature and review
a highly fragmented research field. Specifically, we (i) provide an overview of retail CX
dimensions and scales in an HCI-context and beyond, and (ii) shed light on those dimen-
sions of retail CX that have been found to influence specific marketing goals. Therefore,
this study aims to synthesize CX dimensions and scales and their outcomes to then pro-
videmanagerial implications that can help retailers enhance CX.We purposely reviewed
findings from online aswell as offline CX. In doing sowewant to encourage e-commerce
retailers and researchers to broaden their view on CX, considering the omnichannel per-
spective in which a customer crosses a wide range of company touchpoints, both online
and offline. Finally, we propose future research directions. To achieve these goals, we
conducted a systematic literature review based on the framework by vom Brocke et al.
[18] to search for, identify, and analyze the relevant retail CX literature. This review
included high-quality, peer-reviewed, English-language journal papers, and excluded
papers that did not meet the defined quality criteria as well as conference papers and
books. The guiding research questions for our literature review were as follows:

RQ1: Which dimensions and scales are used to measure CX?
RQ2: What are the outcomes of specific CX dimensions?

2 Literature Review Methodology

We used the literature review guidelines provided by vom Brocke et al. [18]. Figure 1
visualizes the search process. The scope of this literature review included empirical
CX studies. We reviewed the used CX scales and methodologies as well as research
findings. This review is conceptualized as a neutral summary of relevant studies. Fur-
ther, the scope of this research is the customer side of CX and its outcomes (e.g., a
customer’s satisfaction) rather than CX from a firm perspective (e.g., improvement of
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CX management and quality, see also [19]). To search relevant journals, we consulted
the databases EBSCOhost and Web of Science. These databases contain a wide range
of relevant research papers in the fields of business, information science, information
systems, psychology, and marketing, among others. We used the search term (“customer
experience*” AND “retail”) to identify papers. The initial search queries returned a vast
number of indexed articles (EBSCOhost and Web of Science returned a total of 5,160
hits). We then filtered for English-language, peer-reviewed journal articles published in
2007 or later. We chose 2007 due to the introduction of the iPhone, which prompted a
major shift in smartphone technology that allowed for mobile shopping and made the
Internet more accessible as a shopping channel. After removing duplicates, 312 papers
matched our query (last accessed November 2020). In the first step, we reviewed the title
and abstract of eachpaper to identify relevant literature.Weeliminated a total of 56papers
that did not focus on retail shopping environments. For example, we excluded studies
from the financial sector [20] because corresponding findings can hardly be compared
with traditional shopping experiences (due to the high risk and security requirements
involved). Further, 118 papers did not focus on CX in a retail context (e.g., studies
focusing purely on product experiences). The focus of this paper is the customer side
of CX (i.e., customers’ perceptions during the shopping process). As such, we excluded
56 papers that focused on business processes, for example, business quality, customer
relationship management, or innovation management. We included the top 400 jour-
nals in the fields of business, computer science, and psychology (according to the 2019
Scimago Institutions Rankings, sorted by journal rank indicator). A total of 26 articles
did not meet this quality criterion and were thus eliminated.

At this stage, a total of 56 articles remained and were assessed for full-text eligibil-
ity. Since the scope of this study included only empirical studies, we eliminated nine
conceptual papers, four literature reviews, and eight scale development papers. Of the
35 empirical papers, 13 had researched CX as a dependent variable or as a moderator
and, hence, lacked findings on the outcomes of CX. Moreover, Khan et al.’s [21] study
was excluded because they included service providers like travel agencies as well as
restaurants, hence, did not purely focus on retailing. For the final set of 21 papers, we
focused on CX measurements and their outcomes, reviewing the theoretical framework
and findings sections. Six papers were published between 2012 and 2017, and 15 were
published between 2018 and 2020. Seven papers used a mixed-methods approach (a
combination of experiments and surveys), while 14 used surveys. The dominance of
surveys is consistent with the results of previous literature reviews in the CX field (e.g.,
[11]).
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35 excluded
21 non-empirical papers
14 no outcomes of CX

Records identified through search queries 
in databases EBSCO and Web of Science 

n = 5,160 

230 excluded
56 lack retail focus
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56 focus on business processes

Eligible record 
for initial 

review
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journals by 
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peer-reviewed journal articles published 

in 2007, duplicates removed
n = 312
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for quality 
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Final group 
after full-test 

review
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Fig. 1. Search strategy and selection process.

3 Findings

The next chapter gives an overview of CX scales that have been used to measure CX
and CX dimensions and its outcomes. In line with our research questions, we included
only direct relationships between CX and its outcomes (e.g., purchase intentions) in
our analysis. This chapter concludes with the section Summary of Major Results, which
answers RQ1 and RQ2. Figure 2 and Table 1 provide an overview of CX dimensions
and their outcomes.

(e-)Satisfaction (13)

Engagement (5)

Commitment/loyalty (8)

Purchase intention (9)

Quality/value (4)

(e-)Word-of-mouth (7)

Risk (2)

(e-)Trust(worthiness) (8)

Use/Approach behavior (3)

Ease of use (1)

ACX (s = 1), CCX (ns = 1), SoCX (s = 1), SeCX (s = 1), HCX (s = 1)

ACX (s = 2), CCX (s = 2, ps = 1), SoCX (s = 1), SeCX (s = 1), HCX (s = 1, ns = 1)

ACX (s = 2, ns = 1), CCX (s = 1, ns = 1), SoCX (s = 1), SeCX (s = 1), HCX (s = 1)

ACX (s = 2**), CCX (s = 2**), HCX (s = 3*)

ACX (s = 1), SoCX (ns = 1), HCX (s = 1)

ACX (s = 2), CCX (ns = 1), HCX (s = 1)

ACX (s = 7**), CCX ( s = 4**, ps = 1*), HCX (s = 1)

ACX (s = 1*), HCX (ns = 1)

ACX (s = 3, ns = 1), CCX (s = 2, ns = 1), HCX (s = 1)

Retailer reputation (2)

ACX (s = 1), CCX (s = 1)

CCX (ps = 1)

Usefulness (1)

CCX (ps = 1) Brand equity (1)

HCX (ns = 1)

Customer Experience

- Holistic (HXC)
- Affective (ACX)
- Cognitive (CCX
- Social (SoCX)
- Sensorial (SeCX)

Share of wallet (1)

HCX (ns = 1)

Avoidance behavior (2)

ACX (s = 1*), SoCX (s = 1*)

Fig. 2. Empirical findings regarding CX dimensions and their outcomes. S= significant, ns= not
significant, ps=partially significant (study count). *[22, 23], and [24] foundnegative relationships;
**[25] found that negative CX positively influenced dissatisfaction and negative WOM, positive
affective CX positively influenced satisfaction and positive WOM; all other findings identify
positive CX and positive effects with the outcome.
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Holistic CX and Its Outcomes. Eight papers considered CX as a holistic construct
rather than measuring single CX dimensions. Krasonikolakis et al. [22] measured shop-
ping CX through a combination of Mehrabian and Russell’s [26] pleasure, arousal, and
dominance (PAD) scale and Novak et al.’s [27] flow scale (for more information on
PAD, please refer to the Affective CX and Its Outcomes section; the concept of flow
is explained in the Cognitive CX and Its Outcomes section). In their experiment and
survey (n = 59; Southern Europe), the researchers found that CX negatively influenced
word-of-mouth (WOM) intentions in 3D online shops. Moreover, online shopping CX
was not linked with purchase intention. McLean et al. [28] adapted Watson et al.’s [29]
Positive and Negative Affect Schedule (PANAS) scale, which Kuhlthau [30] used to
measure positive emotions, and combined it with a measurement of mobile shopping
app satisfaction used by Song and Zinkhan [31]. They concluded that CX impacted how
frequently customers used a retailer’s mobile apps (survey; n= 1,024; UK). Terblanche
[32] also considered satisfaction in his research of in-store CX and found that the internal
shop environment and in-store emotions drove satisfaction (in-store survey and focus
group; n = 329). Mohd-Ramly and Omar [33] measured CX using the brand experi-
ence scale by Brakus et al. [34] and concluded that CX positively influenced customer
engagement (survey; n= 484; Malaysia). Applying a brand experience scale developed
by Schmitt [35], Srivastava and Kaul [36] found a positive influence of CX on attitudinal
and behavioral loyalty, yet no impact on a customer’s spent (survey; n = 840; India).

Mainardes et al. [37] compared the scores of customers shopping at a single-branded
store (they refer to it as “franchise customers”) and customers who shop at multi-branded
shops (in their reference “non-franchise customers”) on Klaus and Maklan’s [38] cus-
tomer service experience (EXQ) scale (survey; n = 1,097; Brazil). The EXQ breaks
CX down into four subcomponents: product experience; outcome focus (a goal-oriented
experience); moments of truth (coping with service failure, service recovery); and peace
of mind (customer’s emotional benefits during and after the shopping encounter) [38].
For franchise customers, EXQ showed a significantly greater positive influence on the
perceived product and service quality, brand trustworthiness, and purchase intention.
However, no differences were found between the two groups in terms of the relation-
ship between brand equity (i.e., the brand adding value for the customer) and perceived
risk. Siqueira et al. [39] examined in-store CX (survey; n = 390; Colombia) and found
that CX positively influenced online and offline WOM. This link was confirmed in a
later study, where Siqueira et al. [40] found that CX positively influenced offline WOM
behavior (n = 293; survey; Colombia).

Affective CX and Its Outcomes. As highlighted byBleier et al. [41] “[c]ustomer inter-
actions with products online can evoke affective responses andmight be enjoyed for their
own sake” (p. 99). Accordingly, the affective CX dimension focuses less on functional
shopping perspectives, it rather highlights the customer’s affective state or individual
emotions when shopping [42]. A total of 12 papers considered affective CX. The pre-
ceding section presents thefindings ofKrasonikolakis et al. [22] (who combinedPADand
flow), McLean et al. [28] (who combined the PANAS and satisfaction), and Terblanche
[32] (who combined in-store emotions with in-store environments to measure CX holis-
tically). While we are aware of the distinct meanings of the terms “emotion,” “affect,”
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and “feeling” ([43]; see also [44]), most of the reviewed literature used these words inter-
changeably (nine papers considered affective CX, two papers considered emotional CX,
and one paper considered single emotions). Five papers adopted Mehrabian and Rus-
sell’s [26] PAD to measure affective CX. Moreover, two papers applied Voss et al.’s [45]
hedonic dimension scale, and one paper used Watson et al.’s [29] PANAS. Lastly, four
papers implemented additional scales to measure affective CX (see Additional Scales
section in this chapter).

PAD. In our literature review, Rose et al. [42] were the first to use PAD to measure
affective CX. Rose et al. [42] conducted a survey (n = 220; the US and Europe) and
found that affective CX influenced a customer’s online shopping satisfaction but not the
level of trust in online shopping. Re-examining Rose et al.’s [42] research design, Mar-
tin et al. [24] surveyed 555 Australian online shoppers and concluded that affective CX
influenced satisfaction positively, perceived risk negatively, and trust positively. More-
over, Molinillo et al. [46] surveyed 393 participants in Spain and found that a customer’s
affective CX with a retailer’s app had a positive influence on their satisfaction and trust.
Micu et al. [47] conducted an online survey (n = 400; 200 Tunisian, 200 Romanian)
and found an impact of the customer’s affective experiential state on perceived value, e-
satisfaction, and e-trust. Lastly, Anninou and Foxall [23] found that a customer’s level of
pleasure positively determined the approach behavior of grocery and technology retail
experiences. Further, customers’ avoidance behaviors were negatively determined by
high levels of pleasure and arousal (survey, n = 260, UK).

Hedonic Dimensions to Measure Consumer Attitudes. Voss et al. [45] developed a
hedonic and utilitarian scale to measure consumer attitudes. The hedonic scale measures
affective customer involvement (e.g., having fun), while the utilitarian scale measures
aspects such as functionality and helpfulness. Two papers applied the hedonic dimen-
sions of this scale to measure affective CX. Barari et al. [25] investigated the influence
of negative and positive online shopping encounters on affective CX (two experiments
and surveys; study 1 n = 201, study 2 n = 200; USA). They found that customers with
a negative affective experience showed higher engagement in negative WOM and were
more likely to be dissatisfied. In addition, shoppers reported more positive affective
experiences in a successful shopping encounter. Finally, a customer’s affective expe-
riences showed a greater influence on positive WOM in a successful online shopping
encounter. Considering the effects of affective CX in in-store grocery shopping environ-
ments, Roy et al. [51] found that affective CX positively influenced customer commit-
ment and engagement behavior (i.e., compliance, cooperation, helping other customers,
and positive WOM; survey; n = 187; Australia).

PANAS. First developed by Watson et al. [29], the PANAS lists a total of 20 affective
states (e.g., active, distressed) tomeasure positive and negative affect. Högberg et al. [49]
applied Thompson’s [54] version of the PANAS scale to measure only positive emotions
(survey and field experiment; n= 378, Europe). The researchers found that people with
higher positive affect (caused by gamified in-store elements) perceived higher hedonic
value (i.e., more enjoyable interactions with the retailer) and gave higher ratings of the
satisfying effects of rewards (e.g., a coupon).
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Additional Scales. Bleier et al. [41] applied Hausman and Siekpe’s [55] entertainment
scale and found that entertainment (as affective CX) had the greatest influence on pur-
chase intention (experiment and survey; n = 10,470). Affective CX was especially
important if a product was best to be physically experienced (“experience product”) or if
the brandwas perceived to be less trustworthy. Additionally, Foroudi et al. [48]measured
affective CX with a brand experience scale designed by Dennis et al. [56] (survey; n =
606; UK). The findings revealed that affective CX influenced loyalty as well as the cus-
tomer’s perception of the retailer’s reputation. Additionally, Tyrväinen et al. [52] applied
Brakus et al.’s [34] affective brand experience scale to measure affect in omnichannel
CX (survey; n = 4,418; Sweden and Finland). The researchers found a positive effect
on WOM and repeat purchase intentions in online and in-store environments. Pandey
and Chawla [50] found that customers who enjoyed online shopping showed a higher
level of satisfaction (two surveys; study 1 n = 217, study 2 n = 615; India). In addition
to enjoyment, the researchers included other factors to measure CX (e.g., logistic ease);
however, to report all factors would be outside the scope of this review.

Cognitive CX and Its Outcomes. The cognitive CX dimension highlights the website
or in-store capabilities in supporting customers during their pending purchase decisions,
as such, it concerns a customer’smental processing and thought processes [8, 41].Various
papers measured cognitive CX (total of 10), frequently using the flow construct (four
papers) but also through a range of other scales (six papers; for details, see theAdditional
Scales section of this chapter).

Flow. Novak et al. [27] further shaped this field of research, which was first introduced
by Csikszentmihalyi [57], and described flow as the state in which a customer is so
involved in a task that their thoughts and perceptions are irrelevant and/or screened out.
In our review, Rose et al. [42] were the first to measure cognitive CX using the concept
of flow. They found that flow could impact the degree of a customer’s satisfaction but
did not influence trust in online shopping. Molinillo et al. [46] concluded that experi-
encing flow while using a retailer’s app influenced both customer satisfaction and trust
in the app. Additionally, Martin et al. [24] found that flow negatively influenced online
shopping satisfaction for infrequent shoppers. Micu et al. [47], further found that cog-
nitive experiential flow states positively impacted e-satisfaction and e-trust but did not
influence the perceived customer value.

Additional Scales. In a study examining negative CX, Barari et al. [25] applied Voss
et al.’s [45] utilitarian scale tomeasure cognitiveCX. They found that customerswho had
a negative cognitive experience due to retailer failure were more likely to be dissatisfied
and to engage in negative WOM. Moreover, when comparing affective and cognitive
CX, the latter showed a greater impact on the degree of a customer’s dissatisfaction in
an unsuccessful online shopping encounter. Further, cognitive CX (measured using the
informativeness scale developed byLuo [58]) significantly influenced purchase intention
in a study by Bleier et. al [41]. This effect was strongest if a brand was perceived to be
trustworthy as well as for “search products” (i.e., those evaluated based on hard facts,
rather than by physical touch).

Roy et al. [51] applied Bhattacherjee’s [59] confirmation scale to measure cognitive
CX. Their results indicated that neither customer commitment nor customer engagement
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Table 1. Overview of studies, dimensions, and findings. CX = Customer Experience; (e-)
WOM = (electronic-) Word-of-Mouth; EXQ = Customer Service Experience; HED/UT =
Hedonic/Utilitarian scale; PAD=Pleasure, Arousal, Dominance; PANAS=Positive andNegative
Affect Schedule. Findings significant at least at p> 0.05, unless otherwise noted as not significant
(ns), or partially significant (ps). *considers negative CX

[Paper] Context (sorted
alphabetically by author)

CX component Scale Outcome

Holistic Affect Cognition Social Sensorial

[23] General x PAD Approach (+), avoidance
behavior (−)

x PAD Approach (ns), avoidance
behavior (−)

[25] Online* x HED/UT Dissatisfaction (+),
negative WOM (+)

x HED/UT Dissatisfaction (+),
negative WOM (+)

[41] Online x Informativeness Purchase intention (+)

x Entertainment Purchase intention (+)

x Social presence Purchase intention (+)

x Sensory appeal Purchase intention (+)

[48] General x Brand experience Loyalty (+), retailer’s
reputation (+)

x Brand experience Loyalty (+), retailer’s
reputation (+)

[49] Store x PANAS Hedonic value (+),
Satisfaction (+)

[22] Online x PAD, flow Purchase intention (ns),
WOM (−)

[37] Store x EXQ Single-brand store
customers reported
higher perceived quality
(+), brand trustworthiness
(+), purchase intention
(+) (vs. multi-brand store
customers); no difference
found for perceived risk
(ns) and perceived brand
equity (ns)

[24] Online x PAD Risk (−), trust (+),
satisfaction (+)

x Flow Satisfaction (-/ps, only
for infrequent shoppers)

[28] Mobile x PANAS, satisfaction Frequency of use (+)

[47] Online x PAD Value (+), e-satisfaction
(+), e-trust (+)

x Flow Value (ns), e-satisfaction
(+), e-trust (+)

[33] Store x Brand experience Customer engagement (+)

[46] Mobile x PAD Satisfaction (+), trust (+)

x Flow Satisfaction (+), trust (+)

[50] Online x E-enjoyment Satisfaction (+), loyalty
(ns)

[42] Online x PAD Satisfaction (+), trust (ns)

(continued)
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Table 1. (continued)

[Paper] Context (sorted
alphabetically by author)

CX component Scale Outcome

Holistic Affect Cognition Social Sensorial

x Flow Satisfaction (+), trust (ns)

[51] Online x Confirmation Customer commitment
(ns), customer
engagement behavior (ns)

x HED/UT Customer commitment
(+), customer
engagement behavior (+)

x Servicescape Customer commitment
(+), customer
engagement behavior (+)

x Social Customer commitment
(+), customer
engagement behavior (+)

[39] General x CX WOM (+), eWOM (+)

[40] General x CX quality WOM (+)

[36] Store x Brand experience Attitudinal loyalty (+),
behavioral loyalty (+),
share of wallet (ns)

[32] Store x In-store emotions and
environment

Satisfaction (+)

[52] Online and store x Brand experience Repeat purchase intention
(+), WOM (+)

x Brand experience Repeat purchase intention
(+), WOM (+)

[53] Online x Cognitive absorption Purchase intention (+/ps),
usefulness (+/ps), ease of
use (+/ps)

Total 8 12 10 3 2

behavior was influenced by a customer’s cognitive CX. Foroudi et al. [48] found that
intellectual CX (measured via Dennis et al.’s [56] intellectual brand experience scale)
modified loyalty and retailer reputation. Lastly, Visinescu et al. [53] compared 2D and
3D web designs and used Agarwal and Karahanna’s [60] cognitive absorption scale
which includes various factors, namely curiosity, temporal dissociation, focused immer-
sion, and heightened enjoyment (experiment and survey; n= 348; US). The researchers
found several implications, e.g., for customers with previous online shopping experi-
ences, curiosity, temporal dissociation, and focused immersion positively influenced
purchase intention. However, for customers without previous online shopping experi-
ences, heightened enjoyment showed a positive effect on a customer’s purchase intention.
Temporal dissociation influenced perceived usefulness for experienced customers, while
curiosity and heightened enjoyment influenced perceived usefulness for inexperienced
customers. Moreover, temporal dissociation, curiosity, and heightened enjoyment influ-
enced perceived ease of use. Lastly, Tyrväinen et al. [52] applied Brakus et al.’s [34]
cognitive brand experience scale and found a positive direct effect of cognitive CX on
WOM and repeat purchase intentions.
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Social CX and Its Outcomes. Three papers considered social CX and its outcomes.
Social CX refers to a CX element—for example, on a website—that creates a socially
connected and warm feeling which allows customers to connect with retailers on a
human level [41, 61]. A study by Bleier et al. [41] found that social CX significantly
influenced purchase intentions, yet its effectwasweaker than that of affective or cognitive
CX. Applying Reimer and Kuehn’s [62] Servicescape to measure social CX, Roy et al.
[51] found that social CX impacted a customer’s commitment and engagement. Lastly,
Anninou and Foxall [23] used PAD to measure social CX (for thematic reasons, these
findings are presented in section Affective CX and its Outcomes under PAD).

Sensory CX and Its Outcomes. Two papers considered sensory CX and its outcomes.
Sensory CX includes CX elements that can stimulate a customer’s senses, such as smell,
touch, taste, or sight [8, 41]. Bleier et al. [41] found that, although sensory appeal
significantly influenced purchase intention in online shopping, yet other CX dimensions
(e.g., affective, cognitive, and social CX) had a greater influence on purchase intention.
Further, Roy et al. [51] concluded that there was a relationship between customers’
sensory CX and their commitment and engagement behavior.

CX Dimensions in HCI Contexts and Beyond. The majority of the reviewed studies
researched CX in a HCI context (nine papers researched online CX [22, 24, 25, 41,
47, 50, 51, 53, 63] and two studies mobile CX [28, 46]). Moreover, five studies were
conducted in in-store shopping settings [32, 33, 36, 37, 49]. One paper researched online
and in-store omnichannel experiences [52]. Lastly, four papers examined CXwith regard
to shopping or retailers in general without focusing on a particular channel [23, 39, 40,
48]. In summary, we found that PAD was used to measure CX across all channels.
However, brand experience scales and the PANASwere mainly used to measure in-store
experiences or general retailer and brand experiences. In particular, the flow scale was
applied in an HCI context to measure CX with online shops or mobile apps. In addition
to these scales, a wide range of additional scales has been used to measure dimensions
such as cognitive absorption, informativeness, entertainment, or enjoyment. In an online
and mobile context, three studies examined relationships between the CX dimensions
of affective and cognitive CX. Rose et al. [42] found that the affective CX of online
shoppers influenced their cognitive experiential state, and Molinillo et al. [46] found
that affective CX positively influenced cognitive CX. Moreover, Barari et al. [25] found
that when the shopping experience was positive, affective CX showed a greater impact
on positive WOM as well as satisfaction than cognitive CX.

Summary of Major Results. Regarding RQ1 (“Which dimensions and scales are used
tomeasureCX?”)we summarize thefindings as follows:Most of the reviewed studies (12
papers) researched affective CX and its outcomes, followed by cognitive CX (10 papers),
holistic CX (eight papers), social CX (three papers), and sensory CX (two papers). The
dominance of emotion research in the CX community is consistent with the findings
of other researchers (e.g., [11]). Additionally, eight papers combined established scales
such as PAD, flow scales, or the PANAS to measure CX holistically. The 12 papers that
measured affective CX mostly used PAD. Researchers also used the PANAS or hedonic
measurements such as entertainment or enjoyment to measure affective CX.With regard
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to cognitive CX, a total of 10 papers applied the flow concept or scales that measured
utilitarian dimensions such as informativeness or cognitive absorption. Three papers
also measured social CX through, for example, social presence or the Servicescape
scale. Additionally, two papers measured sensory CX (e.g., through measuring sensory
appeal; see Table 1 for an overview of all scales used).

Regarding RQ2 (“What are the outcomes of specific CX dimensions?”) we sum-
marize the findings as follows: Researchers have not only found that holistic CX can
influence marketing outcomes such as (e-)satisfaction and purchase intention. Rather,
especially affective CX is highly researched and has been found to impact outcomes
such as (e-)satisfaction, perceptions of product quality and shopping value, purchase
intention, loyalty/commitment, (e-)trust, and (e-)WOM. Further, cognitive CX influ-
ences customers’ level of (e-)satisfaction, perceived ease of use and usefulness, pur-
chase intentions, commitment/loyalty, (e-)trust, and (e-)WOM. In our review, social CX
and sensorial CX were researched the least. Both social CX and sensorial CX affected
purchase intention, commitment/loyalty, and engagement. Additionally, social CX influ-
enced customers’ shopping approach behavior (see Fig. 2 and Table 1 for an overview
of all CX dimensions and their outcomes). We conclude that some CX dimensions (e.g.,
affective CX), as well as some outcomes (e.g., satisfaction, loyalty/commitment, and
purchase intention) have been heavily researched, but others have hardly been inves-
tigated (e.g., CX and its influences on actual money spent). Finally, some researchers
have concluded that affective CX can influence cognitive CX and that affective CX in
general shows a stronger influence on, for example, satisfaction and purchase intention
[24, 41, 42].

4 Research Agenda and Managerial Implications

This section presents a detailed research agenda to advance the current understanding
of CX. By framing the research agenda to reflect the unanswered research questions
and underrepresented topics (as identified in the literature review), the structure herein
presents three major domains: (1) examination of future moderators in the CX–out-
come relationship; (2) study of additional CX outcomes; and (3) integration of Neuro-
Information-Systems (NeuroIS) methods with traditional CX methods and a compari-
son of the findings. Figure 3 presents an overview of possible future research actions.
Additionally, we provide managerial implications based on the review’s findings.

Examination of Future Moderators in the CX–Outcome Relationship. This paper
highlights the importance of emotions in CX research. However, although affective
CX has already been heavily researched, we still see research opportunities concerning
this dimension of CX. Researchers have argued that there are two types of emotions:
incidental (task-unrelated) and integral (task-related) [64]. While the reviewed papers
considered outcomes of integral emotions (e.g., measurements of enjoyment of a shop-
ping process), we call future researchers to examine how CX is influenced by incidental
emotions. Incidental emotions are affected by a customer’s personality and may influ-
ence consumer decision-making [9]. Hence, we encourage future researchers to consider
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the role that personality may play in influencing affective CX and its outcomes, as mea-
sured by scales like Costa and McCrae’s [65] Big Five, HEXACO (e.g., [66]), or Davis
et al.’s [67] Affective Neuroscience Personality Scale (ANPS). Further, more research is
needed to examine moderating effects from channel-specific factors (e.g., channel type,
store environment). Each shopping channel has certain advantages and potentials; for
example, trust is an important factor in online shopping [68]. Hence, the effects of CX
on its outcomes might vary depending on the channel a customer is using. Additionally,
other personal factors (e.g., goals, mood) might influence the relationship between CX
and its outcomes.

Study of Additional Outcomes of CX. While some factors, such as satisfaction (e.g.,
[24, 32, 42, 47]) and purchase intention (e.g., [22, 37, 41]), have been highly researched
as outcomes of CX, other outcomes were hardly or not at all examined in the extant liter-
ature, including perceived usefulness, perceived ease of use, attention, time spent shop-
ping, brand awareness, and retailer or channel preferences. Examining these outcomes
could thus be a fruitful addition to the current CX literature. In addition, it is valuable to
learn more about the relationship between different CX dimensions and actual money
spent, especially from a company’s point of view. Surprisingly, Srivastava and Kaul [36]
did not find a relationship between holistic CX and customer spending, although other
researchers have found evidence that CX can impact various customer behaviors such
as purchase intention (e.g., [41]) and shopping approach behavior (e.g., [23]). As such,
we call for future research examining CX and its dimensions and their impact on actual
sales data. Further, most of the reviewed studies researched online environments, with
only one comparing the outcomes of CX across multiple channels. Accordingly, we call
for additional research examining more than one channel and comparing CX in different
channels.

Integration of NeuroIS Methods With Traditional CX Methods. Researchers have
claimed that the field lacks a strong and robust scale to measure CX [2]. In a very
recent paper, De Keyser et al. [11] concluded that “[i]t is time to move beyond the
dominant focus on survey research” (p. 447). This is consistent with the finding of this
review that there is no one dominant scale directly measuring CX. It follows that the CX
research community has begun to use established scales such as PAD and the PANAS
or the concept of flow. While PAD has been highly researched in this context, we still
see research opportunities for other scales. The PANAS, for example, has only been
used to measure the impact of positive affective CX on customers’ value perceptions,
satisfaction, and frequency of usage of mobile shopping apps. Future researchers could
use the PANAS to measure both positive and negative affective CX and its influences.
Additionally, Roy et al. [51] did not find a significant effect of cognitive CX on customer
engagement. While they measured cognitive CX using Bhattacherjee’s [59] confirma-
tion scale, future researchers could reexamine this relationship—for example, measuring
cognitive CX using flow. Moreover, HCI researchers might consider scales that seem to
be typically used to measure in-store CX, such as brand-experience scales.

Moreover, all reviewed papers used structured questionnaires to measure CX. How-
ever, there has been a longstanding discussion in research regarding how to accurately
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measure emotions that are felt in the body through cognitive processes such as question-
ing or other self-reportmethods [43]. AsCaruelle et al. [69] have also pointed out, the use
of self-reports to measure consumer emotions can pose various risks, including biased
data due to respondents’ unwillingness or inability to correctly identify, capture, and
communicate their own emotions. Hence, using a self-report methodology to measure
consumer emotions and affective states, in general, can have various pitfalls.

An alternative to self-report methods in consumer research can be found in the field
of NeuroIS research (e.g., [70]). This field of research applies neuroscience theories and
tools to measure neurophysiological responses in the context of information systems
(IS) research [71]. NeuroIS research has been expanded from pure IS research to other
areas, such as customer behaviors in HCI contexts (e.g., [72]; for an overview, see [70]).
Researchers have also specifically called for the expansion of NeuroIS research into
the realm of emotions research [44]. While a handful of studies have used NeuroIS
tools to research customer emotions in general, there is a growing need for additional
insights from future research [69, 73, 74]. Studies applying neurophysiological methods
in the context of CX are still scarce, and researchers havemade an explicit call to advance
research in this realm [2, 11, 75].Hence,we encourage researchers to applyNeuroIS tools
(e.g., measurements of skin conductance, facial expression recognition, eye-tracking) to
identify different dimensions of CX during a shopping encounter [71]. A possible RQ
could involve how affective CX can be measured using tools such as facial expression
recognition and how cognitive CX can be measured with NeuroIS tools that examine
cognitive load (e.g., EEG [76]). Moreover, HCI researchers have called for a comparison
of findings from traditional self-report methods, such as surveys, with findings from
studies employing NeuroIS tools [44]. Since various studies have already examined
CX and its outcomes through self-report methods, researchers could compare findings
from “traditional studies” (e.g., CX effects on purchase intention, or satisfaction) with
findings from studies with NeuroIS methods. Against this background, we call for more
research comparing results from studies applying various methods (including NeuroIS
tools) with those from traditional methods (i.e., surveys).

Figure 3 provides an overview of possible future research areas.

Summary of Future Research Directions. Based on the insights from our review and
the discussion in this chapter, we broadly formulated future research opportunities. The
following research questions were identified (see also Fig. 3):

• Additional CX Moderators: How do incidental (task-unrelated) emotions, as well as
a customer’s personality, influence the relationship between CX and its outcomes?
How do channel-specific, or individual factors (e.g., mood, shopping goals) influence
the relationship between CX and its outcomes?

• Additional CX Outcomes: What is the influence of single CX dimensions on less
researched CX outcomes (e.g., the influence of cognitive CX on risk; the influence
of affective CX on ease of use and perceived usefulness)? What is the influence of
less or not yet examined CX outcomes such as retailer and channel preference, brand
awareness, and actual money or time spent? How can the CX of different channels be
compared (e.g., online vs. mobile vs. in-store)? How does the effect on CX outcomes
depend and differ based on the method used to measure CX?
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Fig. 3. Possible future research areas.

• Measurement of CX: Which self-report scales are best suited to examine the various
dimensions of CX?How can self-report and neurophysiologicalmethods be combined
or compared to measure CX?

Managerial Implications. This paper provided an overview of the various CX dimen-
sions and their measurements and outcomes. These findings are important for a com-
pany’s CX researchers and digital retail professionals. First, we reviewed possible CX
measurements and offered suggestions for future CX research, such as the use of Neu-
roIS tools. This information can be used by CX or marketing professionals to plan,
conduct, and interpret their CX studies. Further, we provided an overview of the possi-
ble outcomes of CX. We documented that affective CX, in particular, has been heavily
researched and has an overarching impact on marketing outcomes such as satisfaction
and purchase intention. Hence, retailers are advised to emphasize differentiating and
managing customer emotions in their retailing environments (see also [77]).

5 Conclusion

This study presented a systematic literature review with a focus on CX scales, as well
as CX dimensions and its outcomes, and made several contributions. First, it added to
the knowledge on dimensions of CX and its measurements. We want to encourage HCI
researchers to consider CX beyond online shopping environments and mobile websites,
and hence we reviewed HCI and in-store CX studies in a cross-disciplinary manner. We
found that affective CX in particular—but also cognitive, social, and sensory CX—has
been considered when measuring CX. Additionally, researchers can consider CX holis-
tically, without identifying specific dimensions. Further, this research revealed that in
our sample only self-report measures have been used to measure CX. Some researchers
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have used established measurements such as PAD, the PANAS, or the flow scale, while
others have used CX-specific scales such as the EXQ or various brand experience scales.
Consistent with previous researchers, such as Lemon and Verhoef [2], we thus conclude
that there is no one CX scale; rather, different researchers have applied different mea-
sures. Understanding the wide range of CX dimensions and scales can help researchers
and retail managers to interpret their CX studies as well as those conducted by other
researchers.

Second, due to the extremely broad measurements of CX, it is difficult to draw
conclusions regarding specific outcomes of CX. Hence, we provided an overview of
outcomes organized by each CX dimension.While some outcomes have been researched
for various dimensions (especially customer engagement, purchase intention, loyalty,
commitment, (e-)WOM, satisfaction, and trust, see Table 1 for an overview), others
have yet to be further explored. This overview can help academic researchers obtain an
overviewof possible research gaps. Practitioners can achieve valuable insights intowhich
CX dimensions (e.g., affect) showed an effect on marketing goals such as satisfaction
or purchase intention. However, generalizations should be drawn with caution. The vast
amount of CX scales that are used to measure each CX dimension might also affect
CX outcomes, hence, it might be useful to also consider the CX scale when interpreting
outcomes of specific CX dimensions.

The limitations of this study are mostly related to the review and categorization pro-
cesses. Although we believe that the findings of this paper are comprehensive, it cannot
be completely ruled out that relevant papers on CX and its outcomes using different
keywords were not identified and hence not considered. To increase validity, we used
particularly broad keywords to secure a large pool of possible papers. Additionally, in
line with the research question, we purposely only searched for papers with a CX cus-
tomer focus (e.g., not a business process perspective). We also focused on the retail
context and eliminated papers from (for example) the finance sector. Despite these lim-
itations, however, this literature review comprises a wide variety of retail CX literature
and highlights its outcomes for academia and marketing professionals alike. It is hoped
that the present review will prompt future studies in this important domain.
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Abstract. Based on eye tracking technology, we study consumers’ overall atten-
tion to recommendations appearing at different time settings (i.e., early, mid,
and late) and their attention to different information contained in each recom-
mendation, such as recommendation signs, product descriptions, and reviews. By
investigating consumers’ eye movement patterns and attention distributions on
recommendations, we open the “black box” of why consumers’ reception to rec-
ommendations appearing at different time settings varies. The product preference
construction literature andmindset theory help to explainwhy the early recommen-
dations receive the most attention. The need for justification helps to explain why
the late recommendations should receive more attention than the mid recommen-
dations. Besides, the fact that not all information appearing in recommendations
will receive every customer’s attention inspires a more efficient recommendation
page design. By exploring the patterns of consumers’ attention to recommenda-
tions, we contribute to the accumulation of recommendation literature and provide
guidance for the practice.

Keywords: Recommendation agents · Eye tracking · Attention distributions

1 Introduction

Recommendation agents have been widely used in various kinds of digital platforms,
especially in e-commerce. During the past decades, recommendation agents act as a
powerful tool to drive profits for companies such as Netflix, Amazon, and so on. During
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the last quarter of 2020, Amazon generated total net sales of approximately 125.56 bil-
lion U.S. dollars, surpassing the 87.44 billion U.S. dollars in the same quarter of 2019.1

Mckinsey estimated that 35 percent of consumer purchases on Amazon come from prod-
uct recommendations.2 Recommendation agents also attract attention from academia
besides practitioners. There are numerous academic research works on recommendation
agents. However, most of these research works focus on the recommendation agents
themselves such as changing recommendation sources or recommendation algorithms
(Ghoshal et al. 2015; Lee and Benbasat 2011; Zhang et al. 2011), leaving consumers’
cognitive processes and psychological activities less investigated. Consumers’ cognitive
processes and psychological activities play a key role in consumer behaviors. Having a
better understanding of consumers’ cognitive processes can help practitioners appreciate
consumers’ behavior better (Just and Carpenter 1976) and such knowledge can assist
practitioners to design better e-commerce systems and recommendation agents.

Consumers’ online shopping typically consists of two stages, i.e., the searching stage
and the evaluation stage (Ho and Tam 2005; Moe 2006). During the searching stage,
consumers search for products and form their consideration sets. During the evaluation
stage, consumers make their final choices from their consideration sets. Ho and Tam
(2005) investigate the effects of different timing on consumers’ choice and they find
that consumers’ acceptance of recommended products diminishes as recommendation
timing is delayed. Furthermore, the interaction effect of recommendation timing and
recommendation type is investigated inHo et al. (2011). They show that there is a tradeoff
between recommendation timing and recommendation accuracy because although the
recommendation accuracy can be improved at later stages, consumers are less willing to
accept recommendations at later stages. However, consumers’ real cognitive processing
of recommendations appearing at different time settings is less investigated. Therefore,
our first research question iswhat leads to the decreasing acceptance of recommendations
at later stages.

Reviews and recommendations are previously treated as separate elements in con-
sumer research and investigated in different research. More and more researchers start
to realize the relating role of reviews and recommendations. Lee and Hosanagar (2020)
find that reviews and recommendations are complementary in the searching stage and
they are replaceable in the final purchase stage. However, consumers’ real information
processing of the reviews and recommendations is seldom investigated. Besides, some
research works treat recommendation signals, such as “Other consumers recommend
this to you” as an important base for generating attention from consumers. Whether
these signals really attract attention is also rarely studied. The cognitive processing is
not necessarily synchronized with the time at which the stimulus appears and not all
the features of the stimulus will attract attention (Léger et al. 2014). Thus, our second

1 Tugba Sabanoglu, “Net revenue of Amazon from 1st quarter 2007 to 4th quarter 2020,” Statista,
February 11, 2021, accessed March 9, 2021 www.statista.com/statistics/273963/quarterly-rev
enue-of-amazoncom/

2 Daniel Faggella, “The ROI of recommendation engines for marketing,” Martech, October 30,
2017, accessed January 19, 2021, https://martechtoday.com/roi-recommendation-engines-mar
keting-205787
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research question is what information is taken into consideration when consumers are
evaluating recommendations.

There is a call in IS area to adopt advanced technology such as eye-tracking to gain
a better knowledge of consumers (Buettner et al. 2018; Dimoka et al. 2012a; Dimoka
et al. 2011). Just and Carpenter (1976) demonstrate that traces and durations of eye
fixations can be closely related to the human’s cognitive processing activities. With
the maturity and advancement of devices, eye-tracking has been used to investigate the
cognitive process in IS given its strength in objectively, accurately, and unobtrusively
measuring the tracks of eye movements. Shi et al. (2013) build a hierarchical hidden
Markov (HMM) model to investigate information acquisition during online shopping
based on eye-tracking data. The HMM model consists of three layers and it shows the
inter-relationship among eye-tracking data, information acquisition type, and strategy
switching. Bera et al. (2019) investigate mental processes involved when readers use
conceptual modeling scripts to handle tasks based on attention data, demonstrating that
eye-tracking can be used to understand the cognitive processes. Pfeiffer et al. (2020)
train and test prediction models to predict consumers’ shopping motives (goal-directed
VS. exploratory) based on eye-tracking measures, demonstrating that eye tracking can
also be used in prediction. Therefore, we take advantage of the eye-tracking technology
to study the research questions mentioned above.

Based on eye-tracking technology, we investigate consumers’ attention to recom-
mendations appearing at different time settings (i.e., early, mid, and late) and their
attention to different recommendation information, i.e., area of interest (AOI) such as
recommendation signs. We look at consumers’ eye movement patterns and the distri-
butions of their attention on recommendation signs, product descriptions, and reviews.
By investigating the patterns of consumers’ attention to recommendations, this research
contributes to the accumulation of recommendation literature and guide the practice.

2 Literature Review and Hypotheses

2.1 Product Preference Construction

Although the goal of recommendations is consumers’ acceptance, studies show that rec-
ommendations can still affect consumer decision-making even if they fail to persuade
consumers to choose the recommended products. For example,Häubl andMurray (2003)
show that the inclusion of an attribute in a recommendation will make consumers feel
that this attribute is more important to their decision-making. Marketing literature has
shown that most consumers’ product preferences are not well-defined at the beginning
of shopping, contrary to most recommendation literature that assumes user preference
is static during the shopping process. The notion that consumers’ product preferences
are often constructed or evolved when decisions are being made rather than retrieved
from memory has gained more acceptance (Carpenter and Nakamoto 1989; Yoon and
Simonson 2008). Adomavicius et al. (2013) show the anchoring effect of recommen-
dations on consumers’ product preference construction by analyzing the music piece
rating data. Köcher et al. (2019) show the attribute-level anchoring effect of recommen-
dations on consumers’ product preferences. From the above literature, we can see that
recommendations can help consumers construct their product preferences.
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Consumers’ mindsets also vary in different shopping stages (Gollwitzer et al. 1990;
Ho and Tam 2005). The recommendation time settings are operationalized as early, mid,
and late recommendations in this study. Early recommendation timing means recom-
mending immediately after a user enters into the website. Mid recommendation timing
means recommending after a user adds one product into the shopping cart. Late recom-
mendation timing means recommending after a user decides which one to purchase but
before making confirmation. At the very beginning of shopping, consumers are going to
inspect available alternatives, thus they are most open-minded. In the searching stage,
consumers are developing a consideration set from the entire available choices. Although
they may have constructed a relatively concrete product preference during the search-
ing process, they are still open to alternative products. However, when they come to the
evaluation stage, consumers are working to make their final decisions, thus they are least
open to alternative products.

Therefore, we propose the following hypotheses:

H1a: Compared with mid recommendations and late recommendations, early recom-
mendations will receive the most attention.
H1b: Compared with early recommendations and mid recommendations, late Recom-
mendations will receive the least attention.

2.2 Product Preference Uncertainty

Consumer product preference uncertainty is mainly due to the following two reasons --
product quality uncertainty and product fit uncertainty (Hong and Pavlou 2014). A rec-
ommendation contains different kinds of information. To process these different kinds
of information, consumers may use different routes. According to the elaboration like-
lihood model, consumers tend to carefully and thoughtfully consider the true merits of
information when using the central route. On the contrary, consumers tend to rely on
positive or negative cues when using the peripheral route.

To reduce the product quality uncertainty, consumers can acquire more product
information. Product recommendation signs can be signals of high product quality and
the product recommendation signs can be especially useful when consumers use the
peripheral route tomake decisions.Also, product descriptions can help consumers reduce
product quality uncertainty because they provides details about product attributes, which
are particularly informative for search product. And it is useful for consumers that are
utilizing the central route. Reviews not only provide additional information about the
product itself but also provide valuable after-use information, which assists in reducing
product fit uncertainty by showing the actual use consequences.

Although recommendation signs can only provide peripheral cues, they can assist a
consumer in decision-making. Given the rich information provided by product descrip-
tions and product reviews, they will also attract attention. Therefore, we expect that the
three kinds of information in each recommendation will attract attention and we propose
our second hypothesis:

H2: Recommendation signs, product descriptions, and reviews in each recommendation
will receive attention.
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Because the recommendation signs are quite standardized and easy to be processed
compared to product descriptions and product reviews, we expect the recommendation
signswill receive a similar amount of attention at different recommendation time settings.
Althoughproduct descriptions and reviews are relatively standardized, they containmuch
richer information. Based on the preference construction theory and mindset theory, we
expect that the attention patterns for the product descriptions and reviews will be similar
to the overall recommendations, thus we propose the following hypotheses:

H3a: The recommendation signs in different recommendation time settings will receive
a similar amount of attention.
H3b: The product descriptions in early recommendations will receive the most attention.
H3c: The product descriptions in late recommendations will receive the least attention.
H3d: The reviews in early recommendations will receive the most attention.
H3e: The reviews in late recommendations will receive the least attention.

3 Data

The data are collected from a lab experiment, and Shi, Zeng et al. (2017) have used
the data in their research to explore the timing effect of recommendation agents and
compare the effects of consumer reviews and expert reviews. We use part of the data in
this research and we will describe the data used in this research in the following section.

The experiment was conducted in the Laboratory for Information Evaluation at an
institution in the Midwest of the US. Self-developed websites were used in a 3*2 exper-
imental design. The first factor is the time settings that recommendations are offered,
i.e., recommend immediately after a user enters into the website, recommend after a user
adds one product into the shopping cart, and recommend after a user decides which one
to purchase but before making confirmation. The second factor refers to product types,
i.e., mobile phone and laptop. The first factor is a between-subject factor whereas the
second factor is a within-subject factor. The design is counter-balanced. Participants’ eye
movements were recorded by Tobii T60 eye-trackers, which were used as the computer
monitor displays for the experiment. We utilized three Tobii eye-trackers, which enabled
us to conduct three concurrent experimental sessions.

Participants were presented with a consent form to sign when they arrived for the
study. The experimenters were given a standardized moderator script to follow to avoid
moderator biases. Participants firstwent through a training session to get familiarwith the
websites designed for the experiment. Then they were asked to carry out two shopping
tasks for two types of products. Undergraduate students from the institution participated
in the experiment. Each participant was given extra credits for their class and provided
with a souvenir after the experiment. Due to technical problems, we failed to record the
eye movements of several participants. Our data set consists of around ten observations
in each recommendation setting. Each observation includes two shopping tasks and the
sequence of these two tasks was counterbalanced as mentioned earlier.

4 Data Analysis

We first analyzed participants’ overall attention to recommendations appearing at differ-
ent time settings. Previous studies show that eye visits and fixations indicate information
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processing (Ahn et al. 2018; Just and Carpenter 1976). Processingmore information will
induce more fixation counts and longer total fixation duration (Ahn et al. 2018; Cheung
et al. 2017; Pfeiffer et al. 2020; Vance et al. 2018) (see Table 1 for the definitions of
the eye-tracking measures used in this study). Visit duration, fixation count, fixation
duration, and total fixation duration on each recommendation page are used to measure
the attention to the overall recommendations.

4.1 Analysis of the Overall Attention to the Recommendations

Toanalyze thefixationdata on the recommendationpages,wefirst labeled the timestamps
of each recommendation, i.e., the starting time of each recommendation and the end
time of each recommendation, in the file exported from Tobii Studio. After labeling
the timestamps, we checked the details of fixation data during each recommendation
appearing period and we found several failure cases.

Table 1. Definition of eye-tracking measures used in this study

Measures Definition

Visit duration The duration of each individual visit within a certain area

Visit count The number of visits within a certain area

Total visit duration The sum of all visit durations

Fixation count The number of times the participant fixates

Fixation duration The duration of each individual fixation

Total fixation duration The sum of all fixation durations

Time to first fixation (TFF) How long it takes before a test participant fixates on a certain
area for the first time

Percentage fixated The number of recordings in which the participant has fixated at
least once within an AOI. This is expressed as a fraction of the
total number of recordings

In the early recommendation group, the eye movements of one participant were
not collected when the participant was shopping for a laptop. In the mid recommenda-
tion group, the eye movements of one participant were not collected in both shopping
tasks. In the late recommendation group, there were two failures in the collection of eye
movements when shopping for mobile phones and two failures in the collection of eye
movements when shopping for laptops. We have a total of 63 observations of shopping
left after excluding the failure cases (see Table 2 for the details of observations in each
treatment group).

After data cleaning, we analyzed the overall attention during each recommenda-
tion appearing period based on eye-tracking measures. Table 2 shows the descriptive
data analysis. We first analyzed the mobile phone recommendation group. Analysis of
variance (ANOVA) reveals that the average total visit duration, average total fixation
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duration, and fixation count of different recommendation time settings differ signif-
icantly in the mobile phone recommendation group at the 0.10 level of significance
(p < 0.0482, p < 0.0320, p < 0.0546, correspondingly), suggesting that there are sig-
nificant attention differences among different recommendation time settings. There is
no significant difference among the average fixation duration (p < 0.3374), suggesting
that each information processing unit is relatively stable.

From the analysis result of the mobile phone recommendation group (see Table
2), we can see that the early recommendation group receives the most attention (i.e.,
longest average visit duration, largest fixation counts, and longest average total fixation
duration), supporting H1a. The mid recommendation group has the least attention (i.e.,
shortest averagevisit duration, smallest fixation counts, and shortest average total fixation
duration), not supportingH1b. The significance testing and attention distribution patterns
of the laptop recommendation group show a similar result.

Then, we conducted Tukey’s test to compare attention differences between paired
recommendation time setting groups. The results show that the visit duration, total fix-
ation duration, fixation count of the mobile phone early recommendation group are
statistically larger than those of the mobile phone mid recommendation group at the
0.10 level of significance (p < 0.065, p < 0.044, p < 0.065, correspondingly). The
total fixation duration of the mobile phone early recommendation is statistically larger
than that in the mobile late recommendation group at the 0.10 level of significance
(p < 0.090). The differences of other paired comparisons of eye tracking measures
are not statistically significant. The Tuckey’s test of the laptop recommendation group
shows a similar result.

It is consistent with prior findings and logical arguments that the early recommenda-
tion group has more attention than the mid and late recommendation groups. However,
it is interesting that the late recommendation group receives more attention (see Table 2:
longer average total visit duration, more fixation counts, and longer average total fixation
duration) than the mid recommendation group, but the differences are not statistically
significant. The non-significant results are different from past literature. Based on prior
studies (Chiou and Ting 2011; Okada 2005; Xu and Schwarz 2009), late recommenda-
tions may receive more attention than mid recommendations because of the need for
justification. Consumers have a higher degree of need for justification in the final deci-
sion stage due to the risk of unwanted decision consequences in the future. To make
a justified decision, consumers need to base their decisions on reasons, which need to
be carefully constructed. The salience effect of recommendations will make consumers
pay special attention to the recommendations, which may facilitate the consumers to
treat the recommendations as anchors. According to the preference construction litera-
ture, consumers make decisions highly contingent on the environment and there is an
attraction effect, i.e., the existence of an inferior alternative will make consumers have
more confidence in their initial choice (Huber et al. 1982). According to the attraction
effect, a recommendation may switch consumer choice to the recommended product if
it is superior to the consumer’s initial choice. Otherwise, the recommended product may
make the consumer feel more confident about the initial choice if it is superior to the
recommended one. In both cases, the need for justification will make consumers treat
the recommendations seriously and spend time processing the recommendations, which
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should result in more attention to the late recommendations than the mid recommenda-
tions. One possible reason for the non-significant results may be the small sample size.
We aim to verify the results in future studies.

Table 2. Visit duration and fixation analyses of the recommendation pages

Recommendation
Timing

Observation Average
total visit
duration

Product
Type

Average
fixation
count

Average
fixation
duration

Average total
fixation
duration

Early 12 70141.4 Mobile
phone

235 209.705 54390.833

11 58621.3 Laptop 206 221.292 47834.182

Mid 10 28888.4 Mobile
phone

97 181.727 18232.502

10 32941.8 Laptop 74 173.915 12794.700

Late 10 34000.7 Mobile
phone

121 198.758 23067.998

10 54667.5 Laptop 168 198.103 35535.000

Notes: Total visit duration (seconds), fixation duration (seconds), total fixation duration (seconds)

4.2 Analysis of Attention to Different AOIs

Tobii studio provides several visualization tools to vividly show the attention sequence
(such as gaze plot) and distribution (such as heat map). In Fig. 1, we depict one
visualization figure as an example.

Fig. 1. Heat map of one recommendation

From Fig. 1, we can see that the product description area and the review information
area attract lots of participants’ attention. To investigate which one matters more when
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consumers evaluate recommendations, we labeled the product description information
area asAOI-product description and product review area asAOI-product review.Because
prior studies also looked at recommendation signs as justification for recommendations
but earlier studies seldom tracked whether consumers pay attention to these signs or
not, we also studied the recommendation sign area in this research and labeled it as
AOI-recommendation sign.

Analysis of the Eye Movement Sequence. We first looked at the time to first fixation
(TFF) for different AOIs (see Table 3). From Table 2, we see that there is no significant
attention difference between mobile phone recommendation group and laptop recom-
mendation group. To increase the sample size, we combined the mobile phone recom-
mendations and laptop recommendations to do the data analysis. From Table 3, we can
see that the TFF for the recommendation sign is much larger than the TFF for product
description and product review. Take the early recommendation group as an example,
16.68 s is much larger than 6.34 s and 9.40 s. It shows that when a recommendation
appears, consumers are more likely to first pay attention to the product description infor-
mation, i.e., the product attributes, indicating that the recommended products themselves
are pre-requisites for further processing of recommendations.

Table 3. Mean times to first fixation (TFF) for different AOIs (seconds)

Recommendation timing Recommendation sign Product Description Product Review

Early 15.68 6.34 9.40

Mid 4.51 2.46 3.97

Late 15.86 10.90 11.54

Although previous research uses recommendation signs to label their recommen-
dations and the recommendation signs acts as the basis of recommendations, a recom-
mendation sign itself does not contain too much meaningful information. Our analysis
results show that consumers allocate their attention first to the meaningful information,
i.e., the product attributes information and the product review information, instead of
the less meaningful recommendation signs. This applies to all recommendation time
settings. However, the ANOVA test is not significant (p < 0.1465). This may be due to
the relatively small differences or relatively small sample size.

Analysis of Fixations. The percentage of fixation shows the ratio of the number of
participants fixating on certain areas to the number of total participants. From Panel
A of Table 4, we can see that 57% (100%, 86%) participants paid attention to recom-
mendation signs (product descriptions, product reviews) in the early recommendations.
80% (100%, 80%) participants paid attention to recommendation signs (product descrip-
tions, product reviews) in the mid recommendations. 50% (90%, 90%) participants paid
attention to recommendation signs (product descriptions, product reviews) in the late
recommendations. The result shows that not all recommendation signs, product descrip-
tions, or product reviews in recommendations will attract every participant’s attention,
not supporting H2.
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Table 4. Fixation statistics of different AOIs

Panel A Percentage of fixation on different AOIs

Recommendation timing Recommendation sign Product description Product review

Early 57% 100% 86%

Mid 80% 100% 80%

Late 50% 90% 90%

Panel B Mean total fixation duration for different AOIs (seconds)

Recommendation timing Recommendation sign Product description Product review

Early 0.600 4.970 25.493

Mid 0.563 2.249 5.781

Late 0.756 3.569 10.999

Panel C Mean fixation count for different AOIs

Recommendation timing Recommendation sign Product description Product review

Early 3.250 21.429 101.667

Mid 3.250 13.100 35.625

Late 4.000 16.000 55.111

Notes: Total fixation duration (seconds)

From Panel B and Panel C of Table 4, we can see that attention to recommendation
signs does not vary too much in different recommendation time settings. The ANOVA
results show that the mean total fixation duration and mean fixation count for recom-
mendation sign do not differ significantly among different recommendation time settings
(p < 0.8116, p < 0.8794), supporting H3a. The product description of the early rec-
ommendation group receives the most attention, while the product descriptions of the
mid and late settings receive a similar amount of attention (i.e., 2.249 s is comparable
to 3.569 s and 13.1 is comparable to 16). However, the ANOVA results show that the
mean total fixation duration andmean fixation count for product description do not differ
significantly among different recommendation time settings (p < 0.2215, p < 0.4025),
not supporting H3b and H3c. The product review of the early recommendation group
receives the most attention and the product review of the mid recommendation group
receives the least attention. However, the ANOVA results show that the mean total fixa-
tion duration and mean fixation count for product description do not differ significantly
among different recommendation time settings (p < 0.2177, p < 0.3599), not support-
ing H3d and H3e. Although there are attention differences on the same AOI in different
recommendation time settings, the ANOVA results show that none of the differences is
statistically significant. Again, this may be due to the relatively small sample size.

Although the descriptive statistics are in line with our earlier discussion, the dif-
ferences are not statistically significant. However, based on prior studies, consumers at
the beginning of searching are most open to new choices because of the exploratory
mindset, which corresponds to why the early recommendation time setting receives the
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most attention. From the habituation literature (Brinton Anderson et al. 2016; Vance
et al. 2018), consumers will become familiar with the same interface as exposure to it
increases. Thus, the product description of the early recommendation group tends to
require more attention than the mid and late recommendations. The results also show
that the main attention difference of product review between the mid setting and late
setting corresponds to our discussion of the need for justification. The higher degree of
need for justification in the final stage results in late recommendations receiving more
attention than mid recommendations, which can be explained by the product preference
uncertainty theory. Although the consumers almost achieve a decision when arriving at
the end of the evaluation stage, they still face product preference uncertainty.

Previous literature suggests that there are two causes of product preference uncer-
tainty, i.e., uncertainty about own evaluation criteria and uncertainty about product qual-
ity (Dimoka et al. 2012b; Hong and Pavlou 2014; Lee and Hosanagar 2020). Although
consumers may have relatively clear evaluation criteria about the products, there is still
uncertainty about product quality when shopping. Both product description information
and reviews can help to alleviate product quality uncertainty. Product description helps
reduce concerns about pre-purchase quality uncertainty. Reviews help reduce both pre-
purchase and post-purchase product quality uncertainty because experience information
is provided in the review. Therefore, even for consumers in the almost purchase stage,
they are still in need of additional information to reduce their post-purchase uncertainty.
Although reviews of other products may not be directly relevant to their initial choices,
it may help them imagine their post-purchase states and thus be more able to evaluate
their choices thoroughly.

Analysis of Visits. From Panel A and Panel B of Table 5, we can see that the attention
to different AOIs in different time settings is similar to that of the analysis of fixation,
validating our above attention distribution patterns. We also notice that the average visit
duration of recommendation signs is much smaller than that of product descriptions,
which is much smaller than that of product review and the ANOVA shows that the
difference is statistically significant (p < 0.0001). The same trend applies to average
total visit duration and average visit count (see Panel B and Panel C of Table 4) and the
ANOVA shows that the difference is statistically significant (p < 0.0019, p < 0.0086,
correspondingly).

The differences among average visit duration and average total visit duration may be
due to the different information contained in different AOIs. As we can see from Fig. 1,
the information contained in a recommendation sign is less and standardized. On the
contrary, the information contained in a product review is much richer and varies a lot.

All the average visit counts of different AOIs are larger than one, showing that
consumers iterate among the information, which is consistent with the eye movement-
based memory literature (Althoff and Cohen 1999). The eye movement-based memory
literature states that consumers’ memory will not fade away immediately after seeing
certain information, i.e., they will remember such information for a short time. However,
they will not be able to remember all the information after one look. Thus, they will need
to go back to the information to recall or strengthen their memory of such information.
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Table 5. Visit statistics of different AOIs

Panel A Average visit duration for different AOIs (seconds)

Recommendation timing Recommendation sign Product Description Product Review

Early 0.295 1.078 4.554

Mid 0.223 0.650 2.026

Late 0.282 0.736 3.289

Panel B Average total visit duration for different AOIs per recommendation (seconds)

Recommendation timing Recommendation sign Product Description Product Review

Early 0.643 7.194 38.378

Mid 0.619 3.360 8.965

Late 0.804 4.240 15.506

Panel C Average visit count for different AOIs per recommendation

Recommendation timing Recommendation sign Product Description Product Review

Early 2.0 6.0 6.2

Mid 2.6 4.2 3.6

Late 3.0 5.3 3.7

Notes: Visit duration (seconds), total visit duration (seconds)

5 Discussions and Limitations

From this research, we have the following observations. First, consumers pay most
attention to the early recommendations. The late recommendations attract more atten-
tion than the mid recommendations. The product preference construction literature and
mindset theory support the fact that the early recommendations attract the most atten-
tion. The higher need for justification in the decision stage supports the fact the late
recommendations receive more attention than the mid recommendations.

Second, although there are several information elements contained in the recom-
mendation page, consumers weigh them differently when processing different pieces of
information. For example, consumers tend to first pay attention to product descriptions
instead of recommendation signs or reviews. Besides, the attention to recommendation
signs does not vary too much in different recommendation time settings, whilst the
attention to product descriptions and reviews varies a lot in different recommendation
time settings but the differences are not statistically significant. There is another inter-
esting finding, that is, not all the information in the recommendation page will attract
every consumers’ attention. And consumers always iterate among different information
to recall or strengthen their memory of these pieces of information.

Our study has the following limitations. First, our sample size is relatively small.
Although most eye-tracking research works are based on small sample sizes due to the
availability of devices, it is still worthy to increase the sample size to achieve higher
generalizability. One possible reason that some of the hypotheses are not supported
is because of the small sample size. Second, our study only uses the utilitarian and
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search products. Although this is applicable for the purpose of replicating findings, using
hedonic and experience products to verify and generalize the findings is also desirable.
Third, although primacy and recency effect do not quite applicable to our research
context because final choice is made from a consideration set and there is little reliance
on memory, additional studies should be conducted to consider these two effects. Future
research can expand our research in the following directions. First, future research can
increase the sample size when resources are available. Second, future research can use
other product categories to test the findings. Third, additional studies can be conducted
to test alternative explanations.

6 Conclusions and Implications

Our study contributes to the accumulation of recommendation literature by opening the
black box of cognitive information processing when consumers encounter recommen-
dations. This research also demonstrate another eye-tracking application in academic
research. The practice can also benefit from this research. For example, contrary to
“the early, the better” belief, our study shows that late recommendations also play a
vital role. Thus, the practice should take the advantage of the late recommendations to
drive consumers’ purchases. The finding that consumers first pay attention to the prod-
uct description information suggests that practitioners should place the most attractive
production description information in the recommendation page to increase the possibil-
ity of deeper recommendation information processing. Consumers reliance on reviews
to make justification can also inspire practitioners to motive other consumers to write
reviews in more detail.
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Abstract. As mobile shopping becomes more popular, mobile app developers
andmarketers are continually looking for innovative options to provide consumers
with unique shopping experiences. One such area popular in recent times is an
augmented reality (AR) virtual try-on feature. This study extends the electronic
service qualitymodel (ES-QUAL)with twoadditional constructs ofHedonicMoti-
vation and Perceived Value and seeks to explain the factors influencing consumer
loyalty intentions in AR beauty apps. Sephora is a popular and leading brand in
the cosmetic industry and has a virtual try-on feature known as Virtual Artist.
An online survey was conducted with 251 university students. PLS-SEM analy-
sis suggests that Hedonic Motivation and Efficiency significantly impact loyalty
intentions, while Perceived value, Perceived Privacy Risks, System Availability
and Fulfilment were not significant. This study contributes to the existing literature
on consumer loyalty and AR shopping apps. Retail practitioners will be able to
use the results to boost consumer loyalty and further predict purchase intention
using the app.

Keywords: Virtual try-on · AR beauty apps · Service quality · Loyalty ·
PLS-SEM

1 Introduction

The Internet has created a global market for exchanging goods and services because
it is available around the clock. E-commerce platforms use this interactive approach
to attract consumers to electronically buy and sell products online. The Internet helps
businesses establish newchannels formarketing and improving the brand image [1].With
the growing penetration of smartphones, other mobile devices and Internet services, e-
commerce has emerged as a powerful shopping platform worldwide [2]. Consumers
have turned to online shopping for its convenience and time saving [3]. Sales of online
retailers in Canada amounted to approximately CAD$615 billion in 2019 [4].

Augmented Reality (AR) aligns real and virtual objects with each other [5] and due
to its potential to capture consumers’ attention and influence their purchasing decision,
some retailers are incorporating AR into their marketing adding smart mirrors in stores
and developing apps for mobile devices [6]. An AR app can add a new dimension to the
shopping experience by creating a more realistic and personalized experience [7].
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Kumar [8] mentioned that the cosmetics and personal care sector depend a lot on
face-to-face consultation, with promotions on the Internet aimed to drive users to beauty
counters for makeovers and samples. Deciding between beauty products can be a daunt-
ing experience as traditionally the process consists of applying and removing different
shades, repeating the process until the desired results are achieved [9]. AR apps enable a
‘try before you buy’ experience and bridge the gap between an online and offline shop-
ping experience [10, 11]. AR apps can show consumers, through their smartphone’s
camera, how the makeup will look on their faces [12].

Researchers have explored AR apps in different ways: applying the experimental
method [13], looking at technology adoption [14] and analyzing the results of qualitative
studies in a domestic setting [15]. There has been limited research in the context of beauty
apps. This study fills this gap by asking the question: how does the use of an AR beauty
app influence consumer loyalty? More specifically, this study looks at the influence of
privacy concerns and perceived value on consumer loyalty.

This study evaluates the use of Sephora’s Virtual Artist app, which is an AR tool
that allows consumers to try on thousands of lipstick shades, eyeshadows, false lashes,
and many other makeup products. It also lets users go through beauty tutorials on their
face digitally to learn how to achieve particular looks [16]. Virtual Artist is available in
the Sephora app and in select retail outlets in the form of smart mirrors. The app was
launched in early 2016 and had 1.6 million visits in the first eight weeks, with 45 million
makeup products being tried by consumers [17].

This paper is structured as follows. We begin with the literature review, which
includes the theoretical foundation, followed by the methodology and results from the
data analysis. The final sections are the discussion and conclusions, including limitations
and suggestions for future research.

2 Literature Review

2.1 Service Quality

Service quality is defined as ‘the difference between expected service and perceived
service’ [18, 19]. Just as service quality is vital to various service locations, such as
retail stores [20] and hotels [21], service quality is critical for e-commerce websites
too [22]. E-service quality is defined as ‘the extent to which a website facilitates effi-
cient and effective shopping, purchasing and delivery of products and services’ [23].
E-commerce consumers often expect equal or higher service quality levels than from
traditional channels [24].

Parasuraman et al. [18] developed SERVQUAL to measure consumers’ perception
of service quality over five dimensions: tangibility, reliability, responsiveness, assurance
and empathy. Parasuraman et al. [25] adapted the dimensions of SERVQUAL towebsites,
naming the new model Electronic Service Quality (ES-QUAL). The ES-QUAL scale
consists of 22 items on four constructs: Efficiency, Fulfilment, System Availability and
Privacy, developed based on the shopping experiences of actual web site users of two
online stores, Amazon and Walmart [25]. We use ES-QUAL as the foundational model
of this study.
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A study done by T. Kuo, Tsai, Lu, & Chang [26] used the ES-QUAL model to
understand mobile apps service quality for social networking sites like Facebook and
Line. Efficiency and Usability indicators are already part of the existing ES-QUAL
model and relatable to a retail shopping AR app. In this empirical study, we extend the
ES-QUAL model with the constructs of Hedonic Motivation and Perceived Value.

2.2 Efficiency

Efficiency is defined as ‘the ease and speed of accessing and using the site’ [25]. Effi-
ciency is always considered essential in e-commerce since convenience and saving
time is generally regarded as the main reasons for shopping online [27]. Studies of
m-commerce apps have found that functional elements like Efficiency and convenience
are the most important motivators for consumer engagement [28]. Researchers have
highlighted Efficiency as a critical motivator for mobile shopping [29].

A user-friendly app interface affords this Efficiency and generally commands uni-
versal acceptance by users, regardless of the type of goods or services offered [30]. Effi-
ciency is desired for mobile shopping, as the restrictive visual interface is considered a
significant barrier [31].

Thus, Efficiency is identified as an essential construct in any retail shopping platform,
whether in-store or through a website or via an AR app like Sephora. Studies have found
that Efficiency is rated highly by respondents [32]. In the ES-QUALmodel developed by
Parasuraman et al. [25], Efficiency has a positive effect on consumer loyalty. Therefore,
the first hypothesis is as follows:

H1: There is a positive and direct impact of Efficiency on consumers’ Loyalty Intentions
in AR beauty apps.

2.3 Fulfilment

Parasuraman et al. [25] define Fulfilment as ‘the extent to which the website’s promises
about order delivery and item availability are fulfilled. Parasuraman et al. [25] mention
that Efficiency and Fulfilment are the most critical facets of web site service quality. It
is argued that order fulfilment is the most critical operation for Internet retailers and that
those online retailers who outperform the competition in this regard have much to gain
[33, 34]. Researchers also mention that, given the virtual nature of mobile commerce,
potential users would be concerned about the quality of product and unjustifiable delay
in product delivery [35].

This is applicable for the Sephora app where consumers use it to choose a particular
product, place an order for the same, and then their loyalty will be dependent upon how
the order is fulfilled. The ES-QUAL model [25] supports Fulfilment’s positive effect on
consumer loyalty intentions. Therefore, the second hypothesis is as follows:

H2:There is a positive and direct impact of Fulfilment on consumers’ Loyalty Intentions
in AR beauty apps.
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2.4 System Availability

System Availability is defined as ‘The correct technical functioning of the site’ [25].
Santos [36] has mentioned that this factor’s importance has proved to be critical in e-
service. Service availability and app stability are the two features that determine the
service quality of an app [37]. Loss of information, app failure or crashing of an app are
concerns [37]. Hence, the third hypothesis is as follows:

H3: There is a positive and direct impact of System Availability on consumers’ Loyalty
Intentions in AR beauty apps.

2.5 Perceived Privacy Risks

Privacy in the ES-QUAL model is defined as the degree to which the site is safe and
protects consumer information [25]. Instead of taking the Privacy construct from the
ES-QUAL study, we have replaced it with Perceived Privacy Risk [38]. Smartphone
apps often request personal private information, resulting in a higher evaluation of the
risks associated with mobile commerce [39, 40]. Perceived privacy risk is significant
in consumer intention to use technology [41]. With the combination of AR and gesture
recognition technology, the consumer can try on different products using the Sephora
app. The apps’ integration with the camera, location, and other personal information
increases risk to privacy. Perceived privacy risk is the uncertainty associated with the
negative consequences of using a particular product or service that involves any potential
losses resulting from disclosing personal information [42]. Hence, perceived privacy
risks negatively impact consumer loyalty and we propose the fourth hypothesis as:

H4: There is a negative impact of Perceived Privacy Risks on consumers’ Loyalty
Intentions in AR beauty apps.

2.6 Perceived Value

In an E-commerce setting, not only the product, website and the Internet channel add
value to consumers but the processes of finding, ordering and receiving product also
contribute value [43]. In this study, perceived value is defined as a consumer’s perception
of the net benefits gained based on the trade-off between relevant benefits and sacrifices
derived from the online shopping process [44]. A consumer may perceive value in a
product or technology based on its social value, emotional value or convenience [45]. In
marketing research, perceived value is an important concept in influencing preferences,
satisfaction and loyalty outcomes [44, 46]. Engagement in mobile technology and its
omnipresent service leads to perceived value and satisfaction, which in turn leads to
consumer loyalty [47]. In a study done on mobile apps, perceived value was found to
have a significant impact on satisfaction and behavioural engagement [48]. Hence, the
fifth hypothesis is as follows:
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H5: There is a positive and direct impact of Perceived Value on consumers’ Loyalty
Intentions in AR beauty apps.

2.7 Hedonic Motivation

Hedonic motivation is defined as the fun or pleasure derived from using technology [49].
Hedonic motivation also plays an essential role in determining technology acceptance,
and, thus, directly influences behavioural intentions [49]. Both hedonic and utilitarian
elements are essential in the retail experience [50, 51]. The pleasurable and fun experi-
ences evoke favourable and positive feelings that will lead to a higher degree of satis-
faction and continued usage intention in social apps [52]. Rauschnabel et al. [53] found
that hedonic benefits and perceived AR quality (i.e., high levels of perceived realism and
integration) increase inspiration for branded AR apps. One of the main features of AR
technology is providing additional information on products and services by stimulating
pleasant experiences [54]. Hedonic motivation is an added construct to this study and
for any technology to be adopted enjoyment, fun and pleasure in using that technology
is important. This will lead to positive consumer loyalty and, hence, the sixth hypothesis
is as follows:

H6: There is a positive and direct impact of Hedonic motivation on consumers’ Loyalty
Intentions in AR beauty apps.

2.8 Consumers’ Loyalty Intentions

In this study, we are using the definition of consumer loyalty as explained by Srinivasan
et al. [55] who define e-loyalty as a consumer’s favourable attitude toward the e-retailer,
resulting in repeat buying behaviour. With the boom of e-commerce, consumer loyalty
has become a metric to judge a company’s performance. With so many options available
with just a click of a mouse or swipe of a thumb, consumer retention is critical. Several
studies have stressed the importance of various operational factors in determining con-
sumer retention and loyalty and, ultimately, a firms’ success [56]. Consumer loyalty is
generally very strongly related to the profitability and long-term growth of a firm [57].
Although it is challenging to gain loyal consumers on the Internet [58], customers are
loyal when there are high switching barriers and lack of real alternatives.

2.9 Research Model

The research model is illustrated in Fig. 1.
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Fig. 1. Proposed research model

3 Methodology

The proposed researchmodelwas evaluated using a quantitative survey researchmethod.
The constructs were measured with indicators from existing literature (see Table 1) and
using a 5-point Likert scale with 1 being strongly disagree and 5 being strongly agree.

Table 1. Source of indicators

Construct Indicators adapted from

Efficiency [25]

Fulfilment

System availability

Perceived privacy risks [59, 60]

Perceived value

Hedonic motivation [49]

Loyalty intentions [25]



Augmented Reality: Does It Encourage Customer Loyalty? 111

A questionnaire was developed and, after a pilot test, was sent to a sample of uni-
versity students. The questionnaire was administered via Qualtrics, a US company spe-
cializing in quantitative surveys. The response rate was 64%, resulting in 160 usable
surveys out of 251 participants. The survey also captured gender and age (see Table 2).
The age groups were 18 to 20, 21 to 23, and 24 and over.

Table 2. Gender and age groups

Male Female Prefer not to answer Skip Total

Age Group 1 (18–20) 31 67 1 99

Age Group 2 (21–23) 10 34 1 45

Age Group 3 (24 +) 7 5 1 3 16

Grand Total 48 106 2 4 160

The statistical tool employed was Partial Least Squares (PLS), which is a variance-
based technique that is capable of testing complex models and non-normal data [49, 61].
PLS is a two-step systematic evaluation process, where the first step is the assessment of
themeasurementmodel and the second step is the assessment of the structuralmodel [62].
Specifically, we used SmartPLS [63]. We computed the goodness of fit and tested each
construct for internal consistency, convergent validity and discriminant validity [62]. For
the structural model, the path coefficients and R2 were calculated. Bootstrapping with
5,000 replacement determined the significance of the paths.

4 Results

4.1 The Measurement Model

The measurement model was based on 33 indicators measuring the six independent con-
structs of Efficiency (EFF), Fulfilment (FUL), SystemAvailability (SYS), Perceived Pri-
vacy Risks (PPR), Perceived value (PEV) andHedonicMotivation (HM). The dependent
variable of Consumer Loyalty (Loyalty Intentions, LI) was measured by five indicators.
To assess internal consistency, Cronbach’s alpha was calculated: the values were greater
than 0.7 indicating internal consistency [62].

To confirm convergent validity, AVE and outer loadings were calculated. AVE values
were greater than 0.5 and the outer loadings were greater than 0.7 [64].

In order to assess discriminant validity, Fornell-Larcker criterion was used [62]. The
square root of each construct’s AVE was greater than its highest correlation with any
other construct [62]. Table 3 shows that the criterion was established.
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Table 3. Fornell-Larcker criterion

SYS EFF FUL HM LI PPR PEV

SYS 0.888

EFF 0.315 0.765

FUL 0.222 0.300 0.827

HM 0.264 0.522 0.320 0.904

LOY 0.064 0.533 0.191 0.515 0.793

PPR −0.230 −0.110 −0.090 −0.108 −0.061 0.899

PEV 0.277 0.303 0.128 0.253 0.237 −0.193 0.831

A second discriminant test is the heterotrait-monotrait ratio (HTMT), which is a
measure of similarity between variables. This test is more sensitive than Fornell-Larcker
[65]. HTMT is the ratio of the between-trait correlations to the within-trait correlations
and discriminant validity is established if all values are less than 0.85 [62]. In this study,
all values were less than 0.85, thereby confirming discriminant validity. See Table 4.

Table 4. HTMT Ratio

SYS EFF FUL HM LI PPR PEV

SYS

EFF 0.413

FUL 0.281 0.381

HM 0.326 0.594 0.369

LI 0.101 0.618 0.217 0.601

PPR 0.266 0.127 0.148 0.117 0.076

PEV 0.377 0.313 0.182 0.287 0.250 0.218

4.2 The Structural Model

The analysis of the structural model included calculation of the path coefficients, fol-
lowed by bootstrapping with 5000 sub-groups to find the significance of the paths. The
coefficient of determination (R2) represents the percent of variance explained from the
independent variables [66]. The R2 was 0.388 and the results (see Table 5) suggest that
Efficiency and Hedonic Motivation constructs had a significant impact on loyalty.
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Table 5. Path coefficients

Whole Population Females

Path coeff T statistic P Values Path coeff T statistic P Values

EFF -> LI 0.386 4.781 0*** 0.385 4.667 0***

FUL -> LI −0.007 0.088 0.929 −0.016 0.165 0.869

AVA -> LI −0.170 1.817 0.062 – 0.095 1.059 0.290

PPR -> LI −0.006 0.081 0.936 – 0.038 0.448 0.654

PEV -> LI 0.081 1.076 0.285 0.145 1.536 0.125

HM -> LI 0.340 4.754 0*** 0.342 4.580 0***

R squared 0.388 0.444

Sample size 160 106

***p < 0.001

4.3 Summary of Results

Table 6 is a summary of results. Efficiency and Hedonic Motivation have a significant
impact on consumers’ loyalty intentions.

Table 6. Summary of results

Hypothesis Path Result

H1 EFF -> LI
√

H2 FUL -> LI Not Supported

H3 AVA -> LI Not Supported

H4 PPR -> LI Not Supported

H5 PEV -> LI Not Supported

H6 HM -> LI
√

5 Discussion

This study provides an understanding of the factors that influence consumer loyalty.
This research was quantitative and used a non-experimental survey approach. From a
survey of 251 participants, the results indicate that the current AR beauty apps are most
influenced by Efficiency (EFF) andHedonicMotivation (HM). Constructs like Perceived
Privacy Risks (PPR), Perceived Value (PEV), Fulfilment (FUL) and System Availability
(SYS) did not have a significant influence on consumers Loyalty Intentions.

Efficiency and Hedonic Motivation are the two factors that have a positive and direct
impact on consumer’s loyalty intentions in AR apps. The results are consistent with the
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findings from prior studies. AR apps unique attributes are likely to enhance the practical
usefulness and enjoyment of the consumer’s shopping experience [67]. Researchers
also believe that using technology quickly has a considerable effect on brand interaction
with its mobile apps through the AR features. The usefulness of the technology, with
the novelty, interactivity and the sharpness of the AR features’, increases consumers’
commitment to the brand [68]. Prior studies have also suggested that utilitarian benefits
in the form of perceived usefulness drive brand satisfaction [69]. Efficiency is explored
as a utilitarian motivator for mobile shopping retail apps [28]. Chen et al. [70] found
that both utilitarian and hedonic benefits, based on perceived usefulness and perceived
enjoyment, positively impacted app loyalty.

Perceived Privacy risks (H4) did not have a significant impact on loyalty intentions.
This may be because consumers’ share their personal details on various social media
platforms and hence they are less concerned about privacy data being misused. Also,
consumers may place their trust in Sephora, which is a well know brand with a clear
privacy policy, stating that information collected is private [71].

Perceived Value (H5) was not significant. In this survey, around 66.88% of partici-
pants were first time Sephora users, which means they had to download the app for this
study. It might be the case that they will not use the app again in the near future and
hence they do not perceive a value in the app.

5.1 Theoretical Contribution

This study contributes to the existing knowledge of consumer loyalty in retail. The ES-
QUALmodel is extended with two constructs, Perceived Value and HedonicMotivation.
The model is robust and can be applied to mobile apps in general and to AR apps in
particular.

5.2 Implication for Practitioners

This study provides an insight for AR-app developers and supports the fact that a retail
shopping app should be fun, efficient and entertaining. Along with that, it should be easy
to use and well organized. Online marketers and app developers should keep up with
advancing technologies to provide consumers with efficient, fast and more convenient
features. A study done byGoogle in 2016 shows that we live in amobile-first world, with
an average of three hours per day spent on smartphones [72]. Online marketers and app
developers should therefore develop an easy and well-organized smartphone interface.
Human beings are social creatures; they need to talk, share, discuss and interact with
each other. AR games such as Pokémon Go have shown emotional, hedonic and social
benefits as factors that impact consumer attitude [15, 73]. Since both utilitarian and
hedonic factors had significant impact on consumer loyalty, practitioners should aim
for higher levels of engagement and enjoyment which will lead to increased consumer
loyalty.
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5.3 Limitations and Future Research

As with any study, this study has several limitations. First and foremost, this study
was limited to one particular AR beauty app, Sephora. Apart from the beauty indus-
try, various other retail sectors like clothing, furniture, and apparel have AR-enabled
technology advancement, but our results may not be transferable. This study followed a
non-experimental design approach and the majority of participants were undergraduate
students. A further limitation was that only opinions about loyalty intentions were col-
lected rather than observation of actual purchases. This study was conducted in Toronto,
Canada and did not include any other regions. There was an unequal distribution of
males and females, with differences between males and females could not be analyzed
due to an insufficient number of males.

Future research could follow a longitudinal approach. Thiswill help in understanding
the actual usage of AR apps in day-to-day life. Taking an inductive study approachmight
identify some constructs that would otherwise be unnoticed in a survey-based study.
Online shoppers have surged in the year 2020 and comparative studies using technology
acceptance models to access significant differences between online and offline channels
usage intentions could be another area to explore. Thismodel can also be further extended
to study Purchase Intention with the general population.

6 Conclusion

The beauty industry started taking advantage of the AR technology to boost sales of
digital platforms and gain an edge over competitors. During the Covid-19 pandemic, the
beauty brands had a huge setback mainly for two reasons: first, the physical stores were
closed with lifestyle changing to work from home; and, second, there is less need to
wear make-up when half the face is covered with masks [74]. This was the unfortunate
timing when most of the beauty brands upgraded their Virtual Try-on experience to give
consumers an online experience of various make-up products.

This study used a widely tested and robust research model developed primarily for
website service quality. The model was extended with Perceived Value and Hedonic
Motivation. This approach is applicable for understanding service quality in the mobile
apps domain. Future research can be extended to various other retail industry sectors.
Efficiency (EFF) and Hedonic Motivation (HM) are the two constructs that significantly
influenced consumers’ Loyalty Intentions. Thus fun, play, enjoyment, ease of navigation,
well organized and pleasing visual appeal are valued aspects of user experience for a
beauty app. Olsson et al. [54] and Scholz & Duffy [15] found similar results: intrinsic
benefits like entertaining and app efficiency were valued more than the extrinsic benefit
of shopping efficiency.
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Abstract. With the rise of online sales platform, e-commerce App has swept the
sales market in the 21st century, and impacted the offline sales of many physical
stores to a great extent. Combined with the current economic factors, the real
economy that New Coronavirus has caused has become increasingly sluggish,
and the online economy may usher in some new development opportunities on
the existing basis. Therefore, in this market background, e-commerce economy
has a good momentum of development, and the competition of e-commerce app
is becoming more and more fierce. More and more enterprises will focus on
considering users’ habits and preferences when using products in the design and
development process, positioning the use logic of their app products based on
users’ needs, designing the visual and interactive framework of product interface
and other important functions of APP products Constituent elements.

This paper aims to explore the position of user needs in the design of e-
commerce app, how to carry out the research of user needs, and how to apply user
research results in the design process of e-commerce app. How to really consider
the user needs in the design of e-commerce app and apply the importance of user
needs in the design. In this paper, the research method of user needs is Kano
model user needs research method, and the specific application of user research
in the process of pinduoduo App Design and development is analyzed. Kano
model, invented byNoriakiKano, a professor of Tokyo PolytechnicUniversity, is a
useful tool for classifying and prioritizing user requirements. Based on the analysis
of the impact of user requirements on user satisfaction, it reflects the nonlinear
relationship between product performance and user satisfaction. It divides the
demand characteristics of products and services into five categories: (1) Basic
Quality, (2) Performance Quality, (3) Attractive Quality, (4) Neutral Quality, (5)
Reverse Quality. This paper uses Kano model to study the nonlinear relationship
between product performance and user satisfaction, takes the importance of user
demand as the iterative basis for the design of e-commerce app, demonstrates
the competitive advantage of user demand research for the design of e-commerce
app, and discusses the role and significance of user research in the design of
e-commerce app from the whole product operation level.
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1 Overview of E-commerce App Design

1.1 E-commerce App

E-commerce, refers to the electronic transaction activities and related service activities
on the Internet, intranet and value-added network, which makes the traditional business
activities Electronic and networked. China’s e-commerce started in the 1990s. In March
1998, China’s first Internet transaction was successful. From 2000 to 2009, e-commerce
gradually took B2B as the main body of traditional industry, marking that e-commerce
has entered a stable period of sustainable development [1].

With the vigorous development of e-commerce, e-commerce app has entered thou-
sands of households with smart phones. As an enterprise product, it directly faces and
serves users. E-commerce app is more used as a consumer platform between users and
enterprises. Through this shopping platform, enterprises can build a user-friendly con-
sumption system, and users can meet their shopping needs through online transactions
through app.

E-commerce app is mainly divided into comprehensive category, vertical domain
category and social group category. Taobao and Jingdong belong to comprehensive e-
commerce mall app. Businesses can enter the app platform and sell a variety of goods,
and users can quickly find the products they want on the app. Vertical field mainly refers
to focusing on a certain vertical field, such as maternal and infant e-commerce app, pet
e-commerce app, new energy automobile mall app, etc. Attracting users by providing
more detailed and professional services in a certain vertical field. Pinduoduo belongs to
the last category of social e-commerce. It mainly encourages users to share and spread
through the functions of distribution, andmakes commission through promotion. In three
years, its market value reaches 100 billion, surpassing that of Jingdong.

1.2 Current Situation of E-commerce App Design

With the development of different operating systems of smart phones, the design of
e-commerce app has derived many design styles. Generally, it needs to comply with
the design specifications of IOS system and Android system, and the design style has
changed from the initial three-dimensional to flat and extremely simplified. In terms of
color matching, it is best to use brand color to match various festivals or promotional
activities to attract users’ attention. The purpose of design.

The advantage of this design trend is that it can attract users’ attention, create a lively
atmosphere for shopping, and stimulate users’ consumption. On the other hand, there
are a series of use problems based on this kind of design status, such as redundant visual
experience caused by toomany design elements, inappropriate interaction and UI design
caused by not deep mining of user needs, increased misuse rate in the process of user
use, and reduced user experience. Therefore, the research on user needs has always been
one of the most important links in the design of e-commerce app. Through user research,
the user needs are sorted according to certain rules, and the requirements are arranged
from high to low frequency. Based on the sorting results, the design framework of app
is summarized in the design, and the function distribution of the first, second and third
level interface of app is sorted out, so as to make the product more meet the needs of
users and the use logic more clear.



122 C. Mu

2 Research and Analysis Methods of User Requirements

2.1 User Demand Research

If e-commerce products want to achieve the expected effect, they must meet the needs
of users as much as possible. In order to design products that meet the needs of users,
it is necessary to integrate the user needs research into the whole design. User needs
research refers to some research methods, such as questionnaire survey, interview, card
classification, focus group interview, etc. to investigate users, so as to get their actual
needs and use feedback for the product [2].

2.2 Analysis of User Demand

User needs analysis refers to the analysis and classification of user needs obtained from
user research. Because the same level of requirements can not be divided into priority or
important levels, these requirements can not be directly applied to the design. In order
to digitize user needs and make them more convenient and intuitive for comparison and
analysis, it is necessary to choose appropriate needs analysis methods, such as Maslow
hierarchy needs theory, Kano model, censydiam user motivation analysis model and
Boston matrix.

The specific contents ofMaslow’s hierarchical needs theory are: physiological needs,
security needs, social needs, respect needs, cognitive needs, aesthetic needs and self
realization needs. This theory helps to grasp the needs of users from a macro level and
the user needs that the product itself maymeet, such as physical needs, such as shopping,
takeaway products, etc. most of the APP providers first meet these needs; security needs
such as financial products, Alipay, and social needs such as social networking products,
WeChat, unfamiliar street, etc. This Maslow’s different levels of requirements are not
suitable for user research scenarios of e-commerce App Design.

Kano model is not a quantitative tool to directly measure user satisfaction, but to
distinguish the different needs of users. According to the principle of Kano model, it
can help us to understand the needs of different levels of users to the greatest extent.
It is a crucial entry point to identify user needs and design product functions. Through
in-depth understanding of users and active control of products, we can comprehensively
improve the user experience of products. In the design of e-commerce app, users’ needs
can be classified by Kano model, so as to optimize the interfaces of different levels of
products and sort out the framework structure of the whole product.

Censydiam user motivation analysis model is mainly used to study the motivation
behind user behavior, attitude or goal. The basic logic of the model is: the needs of users
exist in both social and individual levels. In the face of different levels of needs, users
will have different demand solving strategies. By studying the demand coping strategies
adopted by users, we can see the intrinsic motivation of users. Boston matrix thinks
that there are two basic factors that generally determine the product structure: market
attraction and enterprise strength. Through the interaction of the above two factors, there
will be four different types of products: Star products, thin dog products, problem prod-
ucts and Taurus products, forming different product development prospects. Therefore,
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Bostonmatrix is suitable for analyzing themarket Analysis of market management trend
and enterprise investment direction.

The application scenarios of the above four requirements analysismethods are shown
in Table 1.

Table 1. Applicable scenarios of requirement analysis method

Analysis method Applicable scenarios Select or not

Maslow’s hierarchy demand theory It’s suitable for the demand analysis
of different products

No

Kano Model Multiple requirements analysis for the
same product

Yes

Censydiam user motivation analysis
model

It’s more suitable for the analysis of
user needs in the process of brand
building

No

Boston matrix Market operation trend analysis for
different products

No

Through the discussion of the above four methods and the analysis of Table 1, this
paper will select Kano model for the corresponding experimental user needs analysis.

3 User Demand Analysis of E-commerce App Based on Kano
Model

3.1 Attributes of User Requirement

According to the relationship between user requirements and product quality character-
istics, in order to identify different levels of user requirements, Kano model divides user
requirements attributes into five categories:

(1) Basic quality: the attribute that the user thinks the product must have.Whenmeet-
ing this requirement, it will not significantly improve the user’s satisfaction. However, if
this demand is notmet, user satisfactionwill be greatly reduced. (2) Performance quality:
also known as the itch and pain point of user needs, user satisfaction is positively corre-
lated with the optimization degree of such needs. (3) Attractive quality: it is a demand
that will not be over expected by users. Once such demand is met, it will dramatically
improve user satisfaction and bring surprise to users. If it is missing, it will not reduce
user satisfaction. (4) Neutral quality: no matter whether this requirement is provided
or not, it will not affect the user experience or interfere with the user satisfaction. (5)
Reverse quality: a requirement attribute that can cause users’ strong dissatisfaction will
reduce users’ satisfaction; when it does not have such a requirement attribute, it will
increase users’ satisfaction [3].

The non-linear relationship between user demand and user satisfaction of Kano
model is shown in Fig. 1.
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Fig. 1. Kano model

3.2 Target Population and Demand Extraction

In order to make the survey more targeted, this paper focuses on the target group of
18–55 years old with online shopping needs, uses the user interview method and on-
site observation method to obtain the explicit and implicit needs of users, transforms
the original description of users into clear user needs, and selects and refines 20 main
functional demand points of pinduoduo, Taobao and Jingdong e-commerce app. Finally,
the demand elements are integrated according to the functional types, which are divided
into shopping, social, entertainment and other four categories and numbered, as shown
in Table 2.

Table 2. Users’ functional requirements for e-commerce app

Demand classification Demand

Shopping 1. Popular new products

2. Clothing accessories

3. Food products

4. Cosmetics

5. Electrical products

6. Pharmaceutical products

(continued)
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Table 2. (continued)

Demand classification Demand

7. Household products

Social contact 8. Add friends

9. Recommend friends

10. Share with friends (via app, wechat, etc.)

11. Help pay

12. Bargaining (Pinduoduo bargaining function)

Entertainment 13. Shopping Carnival

14. Cloud pets

Other 15. With search function

16. Personalized recommendation

17. Watch the live broadcast of products with goods

18. Can be added to my shopping cart

19. Can be added to my favorites

20. There are customer service feedback channels

3.3 Making Kano Questionnaire

Firstly, according to the 20user demandpoints inTable 2, theKanoquestionnaire ismade.
100 e-commerce app users aged 18–55 were investigated. Each functional attribute in
Kano questionnaire is set with two positive and negative questions tomeasure the attitude
of users when they have or don’t have a certain functional attribute. The answers are five
level options, namely “like”, “it should be”, “indifferent”, “can stand it” and “dislike”,
as shown in Table 3,

Table 3. Kano questionnaire topic setting mode

Question Like It should be indifferent can 
stand it

Dislike

If it has the 
function
If it doesn't 
have the func-
tion 

100 sample questionnaires were collected and the results were sorted out. The results
corresponding to Kano evaluation results are shown in Table 4.



126 C. Mu

Table 4. Comparison of Kano evaluation results

3.4 Data Analysis

Firstly, the data obtained from the corresponding evaluation table are summarized, and
then the user requirements inTable 1 are classifiedby themethodof “taking themaximum
value”, that is, the highest quality characteristic corresponding to a certain demand
number is regarded as the product function quality characteristic corresponding to the
demand. [4]. For example, 88people think that the search function is a necessary attribute,
and the number accounts for the largest proportion, so the search function is a necessary
requirement (m). Berger, a foreign scholar, proposed that the importance of the demand
can be obtained by calculating the relative satisfaction Si and the relative dissatisfaction
Di: [5]

Si = (Ai + Oi)

(Ai + Oi + Mi + Ii)
(1)

Di = −1 ∗ (Mi + Oi)

(Ai + Oi + Mi + Ii)
(2)

According to this method, the questionnaire data are collected, and the demand
attribute classification and satisfaction coefficient of various functions of e-commerce
app (Table 2) are obtained, as shown in Table 5.

Table 5. Functional requirement attribute classification and satisfaction coefficient of e-
commerce app

Demand Number Classification Si Di

M O A I R Q

Shopping 1 16 32 27 12 13 0 O 0.68 −0.55

2 73 13 8 6 0 0 M 0.21 −0.86

3 78 11 6 5 0 0 M 0.17 −0.89

4 66 8 15 10 1 0 M 0.23 −0.747

5 60 15 17 8 0 0 M 0.32 −0.75

(continued)
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Table 5. (continued)

Demand Number Classification Si Di

M O A I R Q

6 63 14 18 3 2 0 M 0.33 −0.79

7 70 15 12 3 0 0 M 0.27 −0.85

Social contact 8 30 18 38 12 2 0 A 0.57 −0.49

9 14 12 16 51 7 0 I 0.30 −0.28

10 46 19 22 12 1 0 M 0.41 −0.66

11 22 21 41 10 6 0 A 0.659 −0.46

12 13 20 36 22 9 0 A 0.62 −0.36

Entertainment 13 12 14 49 21 4 0 A 0.656 −0.27

14 6 20 14 58 2 0 I 0.35 −0.27

Other 15 88 4 5 3 0 0 M 0.09 −0.92

16 21 18 47 13 1 0 A 0.656 −0.40

17 5 58 10 19 8 0 O 0.74 −0.68

18 72 10 16 2 0 0 M 0.26 −0.82

19 82 8 4 5 1 0 M 0.12 −0.91

20 90 7 2 1 0 0 M 0.09 −0.97

According to the data statistics in Table 5, it can be found that there is no reverse
attribute in the 20 user requirements in Table 1. Among them, the recommended friend
and cloud pet requirements are undifferentiated attributes. That is to say, whether the two
requirements are provided or not, they will not affect the user satisfaction and need to
be eliminated because they are not concerned by users. Among them, the requirements
of essential attributes, expectation attributes and charm attributes should be met in the
design [6].

3.5 Kano Model Requirement Analysis

After eliminating the requirements of reverse attributes and indifference attributes,
according to Si coefficient and Di coefficient, the demand importance of essential
attributes, expectation attributes and charm attributes is ranked.

1. The essential attribute is a characteristic of the product. When the product provides
this requirement, the user satisfaction will not be improved. When the product does
not provide this requirement, the user satisfaction will be greatly reduced. According
to table 5, there are 11 essential attributes in shopping demand, including clothing
accessories, food, cosmetics, electrical appliances, medicine and home furnishings;
sharing function in social demand and search function, shopping cart, favorites and
customer service feedback in other demand. The order of their demand importance
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Table 6. Essential attribute requirements of e-commerce app

Demand Demand classification Relative dissatisfaction(Di)

20. There are customer service feedback
channels

Other −0.97

15. With search function Other −0.92

19. Can be added to my favorites Other −0.91

3. Food products Shopping −0.89

2. Clothing accessories Shopping −0.86

7. Household products Shopping −0.85

18. Can be added to my shopping cart Other −0.82

6. Pharmaceutical products Shopping −0.79

5. Electrical products Shopping −0.75

4. Cosmetics Shopping −0.747

10. Share with friends (via app, wechat,
etc.)

Social contact −0.66

is shown in Table 6, and customer service feedback is the most needed. As these
requirements have been fully met and mature in Taobao app, we should continue to
provide these requirements in the design. Pinduoduo lacks the function of shopping
cart, so we should consider adding this module in the design.

2. Expectation attribute is the quality that users expect the product to have. When the
demand is provided, user satisfaction will be improved. When the demand is not
provided, user satisfaction will be reduced. According to the survey, there are two
demands that belong to the expectation attribute (see Table 7). The highest expec-
tation is that you can watch the live broadcast of the products with goods, followed
by the new popular products. Because these two demands in Taobao app have been
met, and pinduoduo and Jingdong lack the demand of new popular products, the
App Design of new popular products should be given priority.

3. Charm attribute is generally an unexpected demand of users. When the product does
not provide this demand, user satisfaction will not decrease. Once the demand is
provided, user satisfaction will be greatly improved. According to the survey, five
needs belong to the charm attribute (see Table 8), among which the most needed
charm attribute is to help friends pay, so the experience needs should be given
priority in the charm attribute. Most of the charm attributes are innovative needs,
which should be met as much as possible in the design, which can help e-commerce
app highlight the differentiation in the market competition and bring surprise to
users.
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Table 7. Expected attribute requirements of e-commerce app

Demand Demand classification Relative satisfaction (Si)

17. Watch the live broadcast of products
with goods

Other 0.74

1. Popular new products Shopping 0.68

Table 8. Charismatic attribute demand of e-commerce app

Demand Demand classification Relative satisfaction (Si)

11. Help pay Social contact 0.659

16. Personalized recommendation Other 0.656

13. Shopping Carnival Entertainment 0.656

12.Bargaining (Pinduoduo bargaining
function)

Social contact 0.62

8. Add friends Social contact 0.57

4 Application of E-commerce App Design

Based on the ranking of the importance of user needs in the design of e-commerce app
obtained from the analysis of Kano model, it can be concluded that shopping needs and
some types of needs of search and customer service feedback are the essential needs
of e-commerce app. E-commerce app can not give up such basic needs in the process
of innovative design [7]. If it is given up, user satisfaction will decline rapidly, and the
basic needs of users can not be guaranteed.

For some social and entertainment needs, e-commerce app, especially pinduoduo,
has sprung up in recent years. It mainly takes advantage of the advantages ofmulti person
cooperative shopping, such as price bargaining and bill making, to obtain discounts, and
is welcomed by a large number of users. However, its essential demand is temporarily
short of a shopping cart. Although it takes advantage of consumers’ rush to buy and
stimulate consumers’ desire to buy, it is still very popular When consumers shop in bulk
and in the shopping carnival, the shopping cart function can well meet the needs of users.

At the same time, some innovative e-commerce app designs, such as charming
attribute function, personalized recommendation plate based on user’s collection and
purchase records, interactive shopping link similar to pinduoduo bargaining, payment
function for family and friends, can attract users, so that users can obtainmore convenient
and comprehensive experience when using this kind of e-commerce app.
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Abstract. As social media developed rapidly all over the world, online customers
tend to seek advices before making purchase decisions. Yet little known is about
how social media community members would influence each other and in what
ways that lead to social commerce, especially social sharing intention and social
shopping intention. This study argues the more social media participation the
more consumers’ interaction favors of experience sharing, and the better consumer
engagement in social shopping. This study proposes the quantitative models and
collects data through sending email survey to the social media users, reporting
data collected from 286 respondents. Eight of the ten research hypotheses are
supported. The results of the analysis of structured equation modeling show that
indicate that three social factors, social presence, social support, and social com-
merce construct, have significantly and positively affected consumers’ trust and
value co-creation. Furthermore, the results indicate that consumers’ cognition,
trust, value co-creation have positive impacts on two social commerce intentions,
social shopping intention and social sharing intention, referring that cognitive vari-
ables have significant mediation effects between social factors and social intention
variables. Theoretical and practical implications are provided.

Keywords: Social media · Social commerce · Trust · Value co-creation · Social
support

1 Introduction

1.1 Research Background and Motivation

Social commerce was introduced by Yahoo in 2005, and quickly became a means for
adding value to commercial services through the use of customer engagement by major
web companies, such as Amazon, Groupon and eBay [1]. While IBM also defined
social commerce as “the concept of word of mouth marketing applying on e-commerce”
[2]. Nowadays, social commerce is mostly selling goods or services through online
social platforms. At the same time, because of the elements of social platforms (people
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gathering, two-way communication, and information sharing), social e-commerce sales
make users feel like trading with “people”.

We believe social media have created a new communication paradigm in the market-
place because they enable customers to communicate between themselves and allows
business to reach customers [3]. As social media become very easy to access, a tremen-
dous number of customers prefer to use social media as a reliable source for informa-
tion on products, services, and brands [4]. Therefore, by combining social media with
e-commerce, social commerce has emerged as the latest innovation in e-commerce [5].

Social factors, which represent unique characteristics of social commerce, can play
important roles in the facilitation of trust [6]. Accordingly, social presence and social sup-
port are important social factors considered in this proposal because customers can have
a sense of intimacy with each other via supportive interactions [7]. Ellahi and Bokhari
[8] have make a point that thanks to the social networking developed techniques, social
commerce provides user-generated content functions like reviews, ratings, recommenda-
tions, referrals to encourage customers to share personal experiences after use products
or services. This study, therefore, will adopt ratings, reviews, recommendations, and
referrals as social commerce constructs mainly features that the platform provided.

Therefore, the research objectives will be:

1. To recognize how social presence, social support and social commerce constructs
affect consumers trust and value co-creation to a company.

2. To understand how consumers trust and value co-creation to a company will
positively affect social shopping intention and social sharing intention.

3. To examine whether consumers trust and value co-creation to a company have
mediating effect between antecedents and consequences.

2 Literature Review and Hypotheses

2.1 Social Presence and Trust

Social presence is defined as the extent to which a medium allows a customer to experi-
ence other people as being psychologically present [9]. The concept of social presence
is grounded in social presence theory that elaborates the ability of a communication
medium to transmit social cues [10]. Research has shown that increased sense of social
presence can be achieved by stimulating imagined interaction with other humans or by
providing means for actual interaction with other humans [11].

Park and Cameron [12] proposed that levels of social presence increase as interper-
sonal interactions are perceived in an online context. Social commerce is a combination
of commercial and social activities [13]. Social commercemarketplace is not only a trans-
actional space, but also a social presence where social cues, experiences, and previous
actions can be observed [14].

Social presence develops through the observation of cues during communication,
and the media provide differing levels of social presence [15]. During communication,
customers relate to each other and naturally develop trust toward those they communicate
with [16]. Essentially, social presence is derived from media capabilities and increases
trust in e-commerce contexts [12, 17]. When a social commerce platform has social
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presence, customers feel more secure and consequently have more confidence in it [18].
Cyr, Hassanein, Head, and Ivanov [19], Gefen and Straub [20], and Hassanein and Head
[21] all confirmed the significant, positive relationship between social presence and trust.
Thus, it is hypothesized that:

H1: Social presence will have a positive effect on trust.

2.2 Social Presence and Value Co-creation

If there is social presence, participants feel that they are communicating with real people,
even though the communication is mediated by communication technologies [22]. That
of Gunawardena and Zittle [23] expresses the idea clearly and succinctly: the degree to
which a person is perceived as “real” in mediated communication. Tools embedded in
socialmedia, such asmessage boxes, icon boxes, audio or video chats, facial expressions,
gestures, and other non-verbal prompts, enable participants to bridge distances through
instant communication and interaction, evoking people to socialize in social being aware
of media.

Because the value of communication is usually established through continuous inter-
action between the two parties, a high level of social presence may be a prerequisite for
individuals to perceive the value co-creation on social commerce. Past research has also
confirmed this [21], and value co-creation is an important psychological consequence
of social existence. In marketing activities on social media, a higher degree of personal
and intimate interaction between participants helps participants to have a more favorable
impact on the activity, such as perceived value co-creation. When participants were able
to chat, make fun, and play with friends during the event on social commerce, they were
more likely to find the event valued. Thus, it is hypothesized that:

H2: Social presence will have a positive effect on value co-creation.

2.3 Social Support and Trust

Social support is defined as the social resources that persons perceive to be available or
are provided to them in the context of both formal support groups and informal helping
relationships [24]. Yan and Tan [25] highlighted two types of social support, infor-
mational and emotional, which are considered measures of how customers experience
feelings of being cared for, responded to, and facilitated by their social groups.

Yan and Tan [25] defined emotional support from the psychological perspective, the
disbursement of empathy, intimacy, encouragement and care belong to emotional sup-
port. Hajli [26] confirmed informational support is the provision of advice, guidance,
suggestions, or useful information that users could gather from the community member.
Since customers are usually intangible in an online environment, social support is con-
sidered as the exchange of verbal and nonverbal messages to communicate emotional
and informational messages thereby reduce the searcher’s stress [27].

When customers obtain valuable information and advice from their social groups,
they may be willing to increase interaction frequency and maintain a close relationship
with these social groups [25]. They may build trust in these social groups as the infor-
mation and advice that social groups provide demonstrate the ability and integrity to
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offer support [28]. Informational support may also enhance confidence because it may
help improve customers’ understanding of social groups’ ideas and form a shared lan-
guage. Strong social support makes a customer feel connected to friends while building
trust toward them. Liang et al. [24] suggested that better social support leads to better
relationships, which can strengthen customers’ trust. Thus, it is hypothesized that:

H3: Social support will have a positive effect on trust.

2.4 Social Support and Value Co-creation

The concept of social support is derived from the theory of social support [29] which was
introduced to explain how social relationships affect cognition, emotion and communion
behavior [30, 31]. Based on our analysis above, a number of studies have used social
support as an antecedent to examine the customer’s continued use, participation in and
engagement with the social commerce context. Hajli, Shanmugam, Powell, and Love
[32] adopted the planned behavior theory to study continuance participation in social
commerce online communities.

The determination of the value of customer is a subjective, personal, and free-
conscious judgment for the participants. There is a large amount of research has been
used to convert customer value into value co-creation, and to define consumer value as the
overall evaluation of the utility provided by the users based on the perception of giving
and receiving, and the preference experience after interaction [33]. This study believes
that consumers who have value co-creation refers to the feelings obtained after partici-
pating in the experience, and if the process of participating in the activity is supported
by the previous experience or the positive and negative opinions of the outside world
and the support of relatives and friends, will it affect the overall feelings of consumers.
Thus, it is hypothesized that:

H4: Social support will have a positive effect on value co-creation.

2.5 Social Commerce Constructs and Trust

We have acknowledged social commerce constructs provides user-generated content
features, such as comments, reviews, ratings, and recommendation list to encourage
platform users to share personal experiences after using a product or service [8]. These
features enhance user participation and facilitate social interaction [13, 16]. Another
study stated that the social business structure includes the following aspects: suggestions
and recommendations; ratings and reviews [34]. Ratings and reviews are defined as
toolsets provided by social commerce sites that enable customers to exchange product
feedback and inform each other in their choices [35].

In general, ratings, reviews, referrals, and recommendations are user-generated con-
tent conveying positive or negative information related to sellers and products dissemi-
nated and communicated within social commerce [36]. In other words, social commerce
constructs are stimuli that online vendors can use to influence customers’ affective and
cognitive evaluations.

On the other hand, social commerce constructs that produce textual information
tend to affect customers’ attitudes [26]. When customers browse ratings, reviews, and
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recommendation systems, they access valuable information resulting from direct or
indirect friends on social networking sites and information from friends differs from
promotions or persuasive messages from e-commerce. Furthermore, customers regard
information from friends as impartial, and thus, customers can easilymake trust decisions
based on the ratings, reviews, referrals, or recommendations. As a result, customers like
to interact in real-time with businesses to ask questions and share their opinion on social
commerce. This two-way communication is an important driver of customers’ trust [37].
Thus, it is hypothesized that:

H5: Social commerce constructs will have a positive effect on trust.

2.6 Social Commerce Constructs and Value Co-creation

Social commerce emphasizes customers’ active roles in value co-creation [38]. Knowl-
edge sharing consistently emerge as critical for the success of value co-creation, because
they constitute sources of operant resources and enable the integration of operant with
operand resources [39]. Social commerce platforms are no longer the channels that sim-
ply convey information or sell products and services to customers because they have
become the transformed platforms for dialogue and value co-creation between firms and
customers [40].

In essence, solicited and unsolicited feedback of customers to the business is one
feature of social commerce reflecting the active role of customers [26]. Customers can
offer suggestions to businesses to help improve product quality, which is a form of value
co-creation [5, 41]. Accordingly, social commerce constructs are a primary antecedent
of value co-creation [42, 43]. Thus, it is hypothesized that:

H6: Social commerce constructs will have a positive effect on value co-creation.

2.7 Trust and Social Shopping Intention

Trust drives trust-related behaviors in online marketplaces, such as sharing information
ormaking purchases [44].A trusted social commercewebsite can also be expected to take
steps to reduce buyer risk, such as identifying and removing problematic sellers or taking
legal action against fraudulent sellers on behalf of customers [45]. Kim, Ferrin, and Rao
[46] verified empirically the effects of trust on customers’ purchase intention in online
shopping contexts. Therefore, customer trust is considered a predictor of repurchase
intention in social commerce [47, 48]. Furthermore, if people trust the marketplace, they
will more likely disseminate the features and benefits of the marketplace [49]. Users in
s-commerce are generally eager to find out whether or not particular online services are
trustworthy prior to any purchase. Thus, it is hypothesized that:

H7: Trust will have a positive effect on social shopping intention.

2.8 Trust and Social Sharing Intention

Recent studies have empirically demonstrated the central role of trust in social commerce
settings. Trust is an antecedent of purchase intentions and word of mouth intentions over
social media [16], and it should be used to interpret social behavior in social commerce
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research [13]. For example, when a person uses an online forum or social network to find
information about a product or a seller, he or she is more likely to trust the information
and the medium if a reputable member or a friend has provided that information [50].

Institutional based trust here refers to customers’ trust in online shopping in general,
it affects their online behavior, and may influence the use of social media as a shopping
channel as well. Trusting beliefs describe the beliefs that when customers use social
media to purchase, the firms care and are interested about their well-being. These beliefs
are influenced by both dispositions to trust and institutional trust, and in turn influence
behavioral intentions. Online retailers employ different tools to increase customers’
trusting beliefs and sustain a good relationship with them, such as chat plug-ins in their
websites or direct support through social network sites. In other words, trust will make
customers believe that what others share in the social commerce is of good quality, and
therefore they are willing to spread and share information to connected friends. This
implies that trust in social commerce also has an influence on social sharing intention
[28]. Thus, it is hypothesized that:

H8: Trust will have a positive effect on social sharing intention.

2.9 Value Co-creation and Social Shopping Intention

Social commerce businesses should make great efforts to improve the quality of cus-
tomer value co-creation experience and behaviors, as these can largely improve customer
retention and growth in terms of customer commitment, participation, and recommen-
dations in the service [51]. Sawhney, Verona, and Prandelli [52] indicated that purchase
intention may be affected by associated service value creation behaviors.

As a result, value co-creation between customers and companies through collabo-
ration can influence the final purchase decisions made by customers. See-To and Ho
[53] indicated that co-creation experiences during online purchase positively influences
customers’ purchase intention. Specifically, in social commerce, customers with high
value co-creation have more effective ways to make purchasing decision on the social
commerce business [54]. Thus, it is hypothesized that:

H9: Value co-creation will have a positive effect on social shopping intention.

2.10 Value Co-creation and Social Sharing Intention

Values are created when customers shift from a passive audience to an active partner
working with suppliers [55, 56]. Customers become good value co-creators when they
engage in dialogue and interaction with suppliers. The previous study also refers that
value perceiving from social commerce provider have significant effects on sharing
attitude [57]. After getting value co-creation by interact with brands/enterprises, it moti-
vates customers’ willingness to share the information and enlarge the scope that their
information can reach.
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In other words, social commerce underscores the influence of engaged customers in
constructing social context, which promotes iteration and dynamics of service exchanges
manifested in continuing value co-creation with social sharing intention. Thus, it is
hypothesized that:

H10: Value co-creation will have a positive effect on social sharing intention.

3 Research Methodology

3.1 Conceptual Framework

This study develops a framework that links social presence, social support, social com-
merce constructs, trust, value co-creation to social sharing intention and social shopping
intentions (Fig. 1). This framework has two main features. First, it examines the direct
effects of social presence, social support and social commerce constructs on trust and
value co-creation (H1-H6). Second, it examines the direct effects of trust and value co-
creation on social sharing and social shopping intentions (H7-H10). These relationships
can be summarized in the conceptual framework as shown in the diagram below:

Fig. 1. Conceptual framework

3.2 Sample and Data Collection

This study conducted survey of social commerce using experience in Taiwan through
online survey. The questionnaires are collected from 2020/3/9 to 2020/4/7. In total, 248
were returned in the way of online form. All the returned 248 questionnaires were valid.
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4 Data Analysis and Empirical Results

4.1 Hypotheses Testing

This study adopted AMOS 24 to test 248 valid data and estimates the suitability of
theoretical model. To test the construct validity of each scale, a confirmatory factor
analysis (CFA) was conducted. The fit statistics of reputation and intention model (X2

= 1001.897; X2/df = 2.973; goodness-of-fix index [GFI] = 0.754; adjusted goodness
of fit index [AGFI] = 0.704; comparative fix index [CFI] = 0.959; root mean square
error of approximation [RMSEA] = 0.0973) filled the requirements suggested by the
literature.Using Amos 24 to test the p-value of the paths in this study, we found all the
p-value are smaller than 0.05, it means all the effects are significant, as shown in Fig. 2.

Fig. 2. Conceptual framework (after hypotheses testing)

5 Discussion and Suggestions

5.1 Discussion and Conclusions

Themotivation of this studywas targeted on investigating the phenomenon of customer’s
reaction while using social commerce. Thus, this research examined the antecedents
that may influence customer feeling of trust and value co-creation; moreover, discussed
whether trust and value co-creation would cause the effect of customer intention of
shopping as well as sharing. Extant literature has many studies on this field, but only
few have composed them into a whole to probe. Furthermore, previous studies focused
on the western countries for their research background, whereas this study focused
on the emerging market social commerce environment in Taiwan. Future studiers and
practitioners in s-commerce industry could benefit from this study of customer social
interaction to adapt values for use no matter in Asian countries around Taiwan.
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Analyzing the data collected from online questionnaires, this study found out that
social presence, social support and social commerce constructs can positively affect
customer’s trust and value co-creation (except Hypothesis 3) in social commerce service
providers. Moreover, trust and value co-creation influence and strengthen the level of
customer agreement which lead them to make decision towards social commerce such
as shopping and sharing (except Hypothesis 7) among a group of people.

5.2 Managerial Implications

The way of providing service nowadays has changed from the past, the participation
of the customers in the service has become more and more frequent and prevalent.
Customers are invited to participate in social commerce service procedure together,
composing their idea or plan with the service provider, wishing that their astonishing or
crazy pop thought would come up into reality someday and had an exceptional outcome.

According to the research results, social presence and social commerce constructs
increase customers’ trust and value co-creation on social commerce service providers.
Which means if you want to win consumers’ favorable impression, those are the con-
ditions you need to have. To put it differently, the participation of the customer to join
in structuring the business is influenced by the gentle, friendly, and private environment
offered by service providers, the warm and endorsing communication with other mem-
bers from social commerce community, and the self-decorate space consumer could
express freely companies gave. By applying and strengthening these two elements for
the customers may have great potential to increase the sensibility of trust and value
co-creation while employing service process.

Furthermore, as the analysis of this study shows, value co-creation would enhance
the level of social shopping intention and social sharing intention, meaning that it may
lead to customers’ new purchasing and once repurchasing if companies have customers
credence value-added. Companies committed on social commerce could focus on this
phenomenon in order to increase the customer’s contented feelings on the service they
received.

The relationships between the customer and provider of service has always been
an issue widely discussed, with this above information of this study, social commerce
service companies in Taiwan or even around the world can figure out what factors are
relatively vital in the service procedures; moreover, discover how to catch on customers’
eyes tightly as the marketplace is really competitive. By identifying what aspects in the
service might increase customers’ participation throughout the whole circulation, the
service suppliers would finally develop customer favor to the firm and keep them stay
in place.

5.3 Limitations and Suggestions for Future Research

This studyhas some limitations. First of all, the research collected the questionnaires non-
randomly when the respondents were predominantly recruited from particular university
and most of them went to business school. Second, the customers we met mainly reside
in western Taiwan, it represents that there are scarce feedbacks from the eastern regions
in Taiwan. Third, the designed questionnaire was delivered to participants throughout
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the Internet. The respondents who could not understand question item are not able to get
real-time explanationwhile filling out the online survey. Due to the limitations above, the
discoveries of this study may not generalize into a completed interpretation of customer
sense and intention phenomenon.

For further research, the situation of customer participation in different cultures may
be an interesting topic to study on. Distinctive cultures might not be similar to the results
of this study, especially for those western countries that have already step ahead in the
field of social commerce. Besides, factors that may influence and strengthen the degree
of customer sense and intention in service environment among different cultures might
be dissimilar.
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Abstract. Dark patterns utilize interface elements to trick users into
performing unwanted actions. Online shopping websites often employ
these manipulative mechanisms so as to increase their potential cus-
tomer base, to boost their sales, or to optimize their advertising efforts.
Although dark patterns are often successful, they clearly inhibit posi-
tive user experiences. Particularly, with respect to customers’ perceived
annoyance and trust put into a given brand, they may have negative
effects. To investigate respective connections between the use of dark
patterns, users’ perceived level of annoyance and their expressed brand
trust, we conducted an experiment-based survey. We implemented two
versions of a fictitious online shop; i.e. one which used five different types
of dark patterns and a similar one without such manipulative user inter-
face elements. A total of n = 204 participants were then forwarded to one
of the two shops (approx. 2/3 to the shop which used the dark patterns)
and asked to buy a specific product. Subsequently, we measured partic-
ipants’ perceived annoyance level, their expressed brand trust and their
affinity for technology. Results show a higher level of perceived annoy-
ance with those who used the dark pattern version of the online shop.
Also, we found a significant connection between perceived annoyance and
participants’ expressed brand trust. A connection between participants’
affinity for technology and their ability to recognize and consequently
counter dark patterns, however, is not supported by our data.

Keywords: Dark patterns · Online shopping · Perceived annoyance ·
Brand trust scale · Affinity for technology

1 Introduction

Design patterns have the ability to significantly affect the way people interact
with user interfaces and consequently how such interactions are perceived. Hence,
there is a connection between design elements and whether or not they help
users reach desired outcomes [18]. To this end, online shops increasingly utilize
techniques which help trigger subconscious or potentially unintended customer
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behavior to support e-commerce goals (e.g., increase customer reach, boost sales
numbers, optimize advertising efforts, etc.). These so-called dark patterns aim
at tricking users into unintended actions, such as for example the unwilling
subscription to a newsletter or the accidental clicking on an ad1.

A detailed analysis of 680 out of the 10.000 most viewed websites in the
United Kingdom, showed that over 88% of them use at least some sort of dark
patterns [15]. Given, that on average an Internet user (between 16 and 64 years)
spends approx. 6 h and 40 min online per day, the superfluous use of dark patterns
may be considered a common, although somewhat unethical, business practice.
A practice not only to be found on e-commerce websites but also on smartphone
apps (Note: a random selection of 240 apps available in the Google Play Store
showed that 95% of them use dark patterns). While the impact of dark patterns
on brand trust (i.e., how and how much dark patterns potentially harm per-
ceived trust in a brand) has not yet been fully investigated, a negative impact
on app ratings as well as usage has been identified [5]. In order to increase our
understanding within this field, our study aims to explore the use of dark pat-
terns in a simulated e-commerce setting and how these are connected to peoples’
perceived level of annoyance as well as the respective trust they put into brands
when shopping online. Respective analyses were guided by the following research
question:

“What is the connection between dark patterns, perceived level of annoy-
ance and brand trust when shopping online?”

We will begin with a brief discussion describing the emergence of software pat-
terns and the accompanying rise of dark patterns highlighted by Sect. 2. In Sect. 3
we outline our research design and respective methodology. Section 4 presents
our results and Sect. 5 discusses their relevance and limitations. Finally, Sect. 6
concludes and proposes future research directions.

2 The Rise of Dark Patterns

Originally applied in structural engineering and architecture [1], design patterns
were popularized within software development in the early 1990s [9]. Ever since,
their goal has been to improve overall software quality and to offer template solu-
tions to reoccurring architectural problems. However, the proliferation of these
‘good design practices’ was accompanied by a similar strong appearance of anti-
patterns (i.e., bad design practices), as well as dark patterns which are described
as “[...] instances where designers use their knowledge of human behavior (e.g.
psychology) and the desires of end users to implement deceptive functionality that
is not in the user’s best interest” [10, p. 1] [2]. As for the latter, three fields of
application are identified, which have seen a particularly high level of respective
adoption [14]. First, in retail, where customers are being increasingly exposed
to deceptive practices such as psychological pricing or false advertising. Second,

1 Online: https://darkpatterns.org [accessed: November 2nd 2020].

https://darkpatterns.org
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in sales management, where through growth hacking companies have been using
a combination of big data analysis, marketing and deceiving design practices to
increase product adoption. And third, in consumer research and public policy,
where nudging has become the de facto standard for affecting and consequently
changing people’s behaviour. From a user (or customer) perspective those prac-
tices may be deemed unethical, and with respect to the processing of personal
data even unlawful. Ever since the introduction of the General Data Protection
Regulation (GDPR) by the European Union in April 2016, the processing of
personal data has been legally restricted. Outlining that the consent to process
data regards:

“[...] any freely given, specific, informed and unambiguous indication of
the data subject’s wishes by which he or she, by a statement or by a clear
affirmative action, signifies agreement to the processing of personal data
relating to him or her.” [19, Article 4(8)]

the GDPR regulates e.g. the implementation and utilization of so-called cook-
ies on websites, pushing for particularized user consent. Yet, a recent study
in the UK clearly shows that respective compliance is often missing: Out of
680 investigated websites only 11.8% offered (1) explicit consent where (2)
accepting all is as easy as rejecting all, and (3) selection boxes are not
pre-ticked [13]. To this end, the concepts privacy dark patterns and privacy
dark strategies are of particular interest, as they describe strategies which focus
exclusively on the exploitation of personal data, thereby underlining the great
relevance such unethical practices still have in e-commerce [2].

Previous work has outlined various concepts on how to integrate ethical con-
siderations into the design of and consequent interaction with modern user inter-
faces. These practices usually center around value approaches such as Value
Sensitive Design (VSD) [7] or Value Levers [17]. All of them have in common
that they aim for human values to be prioritized in the (technical) design pro-
cesses [8,17]. While the use of dark patterns clearly violates such values, and
thus may be considered unethical, one might argue that it is not only ethical
concerns which are at play here. Although companies might increase their bene-
fits by tricking customers into unwilling behavior, these practices often lead to a
negative user experiences. Additionally, they may affect the trust customers put
into a given brand, which eventually might harm an organization’s reputation.
E-commerce companies may thus be willing to refrain from using dark patterns
if it can be shown that the negative consequences regarding long-term brand
trust outweigh respective gains in short-term sales.

3 Methodology

In order to investigate a potential connection between brand trust and the use
of dark patterns, we used an experiment based on a between-subject design in
which two versions of a fictitious online shop served as stimuli. One shop (i.e.,
dark) used five different dark patterns based on the categorization by Gray and
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colleagues [10], the other (i.e., clean) was free of such manipulative interface
elements (cf. Sect. 3.1).

3.1 Stimuli

As outlined above, we used two different versions of the same online shop to
investigate upon perception differences connected to the appearance of dark
patterns. Following, we describe the patterns implemented by the dark version
of our shop and compare them to the respective interface elements used by the
clean version:

Forced Action: Forced action is one of the first and most commonly dark
patterns users will encounter when visiting a website. According to Gray et al.,
forced action describes a situation where “users are required to perform a specific
action to access (or continue to access) a specific functionality.” [10]. When
encountering such a pattern, users are given little choice but to follow a pre-
set path. An often implemented type of forced action is referred to as Privacy
Zuckering and is found in cookie consent banners. The goal is to make users
share their information in ways they do not mean to. This is achieved by making
mandatory privacy settings intentionally complicated and/or incomprehensible
to use [2,10]. For example, the dark version of our online shop uses a banner to
outline cookie and privacy settings. It appeared in the center of the website and
blocked all further access to the other navigational elements. In order to close it,
users were visually drawn towards the already and only pre-selected “Accept”
button (note: the accept button was the most prominent visual interface element
due to its black background), thereby agreeing to activate all cookies and so
accepting full user tracking (cf. Fig. 1).

Fig. 1. Cookie consent banner using the Forced Action pattern

To adjust these settings and reject all unnecessary tracking, users had to select
the “personalize your settings” option presented as a text-link (note: we used
light blue colored text with intentionally low contrast so that this option would
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be significantly less obvious than the accept button). It should be noted that
this type of cookie banner is not compliant with GDPR rules, yet still found on
many websites. The clean version of our online shop showed a cookie banner
which did not push users towards accepting unwanted settings, and thus may be
considered GDPR compliant (cf. Fig. 2).

Fig. 2. GDPR compliant cookie consent banner }

Nagging: Nagging uses scheduled intrusions such as pop-ups to repeatably dis-
rupt normal interaction workflows [3]. Users may develop militant feeling against
these nagging elements, which may go as far as to trigger a purchase for the sole
purpose of skipping forward [10,12]. Following this approach, the dark ver-
sion of our online shop presented pop-ups on every single product page, inviting
users to visit the sales section. One had to either close the pop up or visit the
sales section in order to proceed. All other navigation elements were blocked (cf.
Fig. 3). Additionally, a similar pop-up was triggered when users reviewed the
shopping cart, inviting them once more to visit the shop’s sales section. On the
other hand, the clean version of our online shop was completely free of such
pop-ups.

Fig. 3. Advertisement Pop-up representing Nagging

Confirmshaming: When users of the dark version of our online shop eventu-
ally proceeded to the checkout, they were asked to enter their name and shipping
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address. Here we implemented the so-called confirmshaming pattern, which in
our case was represented by a pop-up window trying to convince users to “Be
cool” (cf. Fig. 4).

Fig. 4. Pop-up representing Confirmshaming

The respective button opened a new browser tab, showing our school’s Insta-
gram page. According to Gray [10], the goal of the confirmshaming pattern is
to use dedicated interface elements such as specific language, sound, color or
style to convey emotions and consequently incite users to perform an originally
unintended action.

Sneaking: In addition to a confirmshaming pattern, our dark shopping cart
embedded a sneaking pattern; a hidden action which is accompanied by poten-
tially undesired effects or unexpected costs. In other words, if the user would be
aware of the hidden procedure or recognize it, he/she would object [10]. In our
case, the dark version of our online shop automatically added a Vinyl Record
for e 1.00 to a user’s shopping basked (cf. Fig. 5) whereas the clean version did
not.

Fig. 5. Sneak into basket approach

Double Negative: Concluding, our dark online shop also implemented a dou-
ble negative pattern. During the check-out process users had to consent to terms
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and conditions as well as to the shops privacy policy. By doing this, we also asked
for a potential newsletter subscription (cf. Fig. 6). The used double negative for-
mulation, as described by Gray et al.’s [10] as aesthetic manipulation, asked
users to tick the box in order to NOT receive the newsletter. The clean version
of the online shop asked them to tick the box in case he/she wanted to receive
future marketing communication.

Fig. 6. Double Negative checkbox used for the newsletter subscription

3.2 Questionnaires

After completing their interaction with either the clean or the dark version of
the online shop, participants were asked to fill in a questionnaire survey. Survey
items focused on users’ perceived annoyance level and respective brand trust.
The level of perceived annoyance was measured overall (“Please rate your overall
level of annoyance during your visit of the Lowkey Clothing webshop”) and for
each respective dark pattern (“Please rate your level of annoyance regarding
pattern XX”) on a 5-point Likert scale ranging from 1=“not annoyed at all” to
5=“very annoyed”.

As for brand trust, we used the Brand Trust Scale (BTS) by Delgado-
Ballester and colleagues [4], which allows for quantitative measures based on
two dimensions, i.e. fiability and intentionality. Fiability focuses on need satis-
faction and is thus related to a brand’s (company’s) value promise and whether
a customer believes in it; i.e. whether the company sticks to its promises. Inten-
tionality focuses on hypothetical, unexpected problems with a product or brand
and evaluates how a brand (company) deals with consumer interests. In other
words, it represents the customer’s emotional security towards a brand’s (com-
pany’s) problem-solving behaviour. Both dimensions consist of four questions,
each measured on a 5-point Likert scale ranging from 1=“completely disagree”
to 5=“completely agree” (cf. Table 1).

In order to investigate potential experience effects, we used the Affinity
Towards Technological Interaction (ATI) scale [6]. It acts as an indicator for effec-
tive interaction with technology and thus helps characterize user diversity. The
ATI is grounded in the NFC (i.e., Need For Cognition) construct and consists of
nine items, each measured on a 6-point Likert scale ranging from 1=“completely
disagree” to 6=“completely agree” (cf. Table 2).

Finally, we collected basic demographic data (i.e., Gender, Age, Country of
Residence and Level of Education) in order to validate our sample (cf. Sect. 3.3).
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Table 1. Question items on brand trust according to Delgado-Ballester et al.’s BTS
scale [4].

Fiability

BTS-F1 – With Lowkey Clothing I did obtain what I looked for in an online
shop

BTS-F2 – Lowkey Clothing was always at my consumption expectations
level

BTS-F3 – Lowkey Clothing gave me confidence and certainty in the
consumption of clothes

BTS-F4 – Lowkey Clothing never disappointed me so far

Intentionality

BTS-I1 – Lowkey Clothing seemed honest and sincere in its explanations

BTS-I2 – I could rely on Lowkey Clothing

BTS-I3 – Lowkey Clothing would make any effort to make me be satisfied

BTS-I4 – Lowkey Clothing would repay me in some way for a problem with
the hoodie

Table 2. Question items on technology affinity according to Franke et al.’s ATI
scale [6].

ATI1 – I like to occupy myself in greater detail with technical systems

ATI2 – I like testing the functions of new technical systems

ATI3 – I predominantly deal with technical systems because I have to

ATI4 – When I have a new technical system in front of me, I try it out
intensively

ATI5 – I enjoy spending time becoming acquainted with a new technical
system

ATI6 – It is enough for me that a technical system works; I don’t care how
or why

ATI7 – I try to understand how a technical system exactly works

ATI8 – It is enough for me to know the basic functions of a technical system

ATI9 – I try to make full use of the capabilities of a technical system

3.3 Ethics, Sampling and Study Period

The study followed common ethical considerations concerning research with
human participation. Respective approval was obtained from the school’s Ethics
Commission in May 2020. Study sampling focused on representatives from Gen-
eration Y, i.e. so-called digital natives who were born between 1980 and 2000
(note: we are aware that the PEW Research Institute defines different age brack-
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ets for Generation Y2, yet did not consider this slight variation relevant with
respect to our target group). Most of them have been growing up with tech-
nology and are thus accustomed to shopping online [11,16]. We reached out to
potential participants via social media, direct messaging, as well as face-to-face
contact. The two versions of our online shop (i.e., dark and clean) as well
as the above described questionnaires were available from May 20th to July 6th

2020, which amounts to a total study period of 47 days.

3.4 Study Procedure

Participants were first given some background information on the study goals
(i.e., investigation of behaviour in online shopping) and then asked to consent
to data processing (note: they were not told about the potential use of dark
patterns). Next, they were given the task to buy a distinct product (i.e., a hoodie
with a zipper) via the online shop version they were forwarded to (cf. Fig. 7).

Fig. 7. Introduction and task description

As mentioned earlier, approx. 2/3 of respondents were forwarded to the dark
version of the shop and 1/3 to the clean one. Both versions were designed to
2 Online: https://www.pewresearch.org/fact-tank/2019/01/17/where-millennials-end

-and-generation-z-begins/ [accessed: February 12th 2021].

https://www.pewresearch.org/fact-tank/2019/01/17/where-millennials-end-and-generation-z-begins/
https://www.pewresearch.org/fact-tank/2019/01/17/where-millennials-end-and-generation-z-begins/
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appear as realistic as possible, without asking users to provide any payment
details. After participants successfully completed the check-out process (sans
payment), they were forwarded to the questionnaire survey. Its purpose was
scientifically reasoned, yet its connection to our key survey components, i.e.
perceived level of annoyance, expressed brand trust and affinity for technology,
was not further explained so as to inhibit bias. Still, our survey introduced
participants to dark patterns and asked them to rate the level of annoyance
they perceived with each of the patterns they were exposed to, before moving on
to the questions on brand trust and affinity for technology. Note: with respect to
the used Double Negative and Sneaking patterns, participants were first asked
whether they noticed the pattern during their preceding shopping task. Only if
they noticed the pattern, they were then asked to rate their perceived level of
annoyance.

4 Results

A total of n = 204 participants (48.53% female) completed the study, of whom
ndark = 134 used the dark and nclean = 70 the clean version of our online
shop. For the analyses we used a 95% confidence level. Results show significant
differences between the two versions of the online shop regarding both perceived
annoyance and expressed brand trust (cf. Table 3). On the one hand, participants
who used the dark version reported a higher annoyance level than those who
used the clean version. On the other hand, the expressed brand trust was
lower with those participants who used the dark version than those who used
the clean version. Such applied to both the fiability as well as the intentionality
dimension.

Table 3. Differences between the dark and the clean version of the online shop
concerning perceived level of annoyance and expressed brand trust; cf. Sect. 3.2 for
further details on the used BTS scale.

dark clean p

MeanAnnoyance 3.44 2.34 0.000

SDAnnoyance 1.173 1.178

MeanFiability 3.26 3.55 0.011

SDFiability 0.789 0.727

MeanIntentionality 3.07 3.42 0.003

SDIntentionality 0.838 0.679

In addition, only 24% of users from the clean version reported negative expe-
riences, whereas more than 70% of users from the dark version highlighted
unintended or negative effects. When asking participants what triggered these
negative experience, over 75% recalled the returning advertisement pop-ups (i.e.,
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Nagging) as being particularly annoying. The data furthermore shows a connec-
tion between participants’ overall level of annoyance and their brand trust. It
points to a statistically significant correlation between the overall level of annoy-
ance and the fiability dimension (rs = −.457; r2 = .2970; p = .000), as well as
the intentionality dimension (rs = −.545; r2 = .2088; p = .000). A connection
between participants’ affinity for technology use and their ability to detect dark
patterns, however, is not supported by the collected data (recognition of Double
Negative: p = 0.215; recognition of Sneaking : p = 0.232), which may under-
line the often rather subconscious nature of these interface elements. Finally,
regarding the annoyance level of perceived dark patterns our data shows that
participants found Sneaking to be most displeasing, followed by Confirmshaming
and Nagging (cf. Table 4).

Table 4. Perceived level of annoyance regarding each of the experienced dark patterns;
Scale: “1=not annoyed at all” to 15=“very annoyed”

Forced Action Nagging Confirmshaming Sneaking Double Negative

Mean 3.16 4.02 4.28 4.53 3.53

SD 1.268 1.007 1.127 0.822 0.492

5 Discussion and Limitations

Our study results indicate that dark patterns do harm brand trust and that
they are connected to an increased level of annoyance perceived by customers
when shopping online. Yet, the results also show that dark patterns do work.
The aesthetic manipulation via Double Negative used by the dark version of our
online shop increased newsletter subscriptions by 12% compared to the clean
version. Surprisingly, those 60% of participants who did recognize the manip-
ulation, rated its level of annoyance rather low (i.e., Mean = 3.53). Also the
Sneaking pattern worked in 38 out of 134 cases. This means, that over 11% of
our study participant accidentally purchased an additional product; even though
this dark pattern was rated as highly annoying by over 68% of all the participants
who were exposed to the dark version of the shop.

Considering our results, we need to highlight that respective ratings only
apply to those five distinct patterns applied in our study. They may not generalise
to other instances, that potentially use very different forms and appearances. For
example, the annoyance of Forced Action was rated rather low in our study. This
may be caused by the implementation via a cookie banner when first entering
the website. Today, users face cookie banners on nearly every website and may
thus be more forgiving. On the other hand, Sneaking is a less commonly used
pattern, for which it may have triggered higher annoyance ratings in our study.

As for the measured brand trust, our results may also be considered limited,
as our setup used a fictional brand: Lowkey Clothing. The BTS scale aims to
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measure trust in brands that are already known to a consumer [4]. In our study
however, participants rated trust based solely on the experience gained from
this one-off shopping task, which may certainly be too little time to build up a
sufficient trust level.

Finally, our data does not point to a connection between participants’ ATI
scores and their ability to recognize dark patterns. This is unexpected, since
one would assume that through a higher affinity towards technological inter-
action, one would be more aware of malicious design and therefore recognize
dark patterns more often. Furthermore, the data does not support a connection
between participants’ ATI scores and their perceived level of annoyance. One
would assume at least a weak link, since users with a higher affinity towards
technological interaction tend to spend more time online, and may thus be con-
fronted more often with dark pattern. The empirical lack thereof underlines the
importance of our study and shows that more research is necessary in order to
increase our understanding of the effects dark patterns have on users.

6 Conclusion and Future Outlook

We conducted an experiment-based survey to understand a potential connection
between the use of dark patterns in online shopping, users’ level of perceived
annoyances, and their expressed brand trust. While results support connections
to both (i.e., perceived annoyance and expressed brand trust), its impact is not
yet fully understood. Hence, future work should aim to model these connections
so that we may be able to identify a threshold at which the negative effects
with respect to annoyance and brand trust outweigh the gains resulting from
the use of dark patterns. In addition, we see a need for targeted information
and user education. Although the results of our study rejected the assumption
that affinity for technology yields a higher level of dark pattern recognition, we
do believe that more targeted awareness raising programs may still help users
recognize hidden tricks and consequently prevent unintended actions.

To our knowledge, there has been no empirical analysis investigating the
connection between dark patterns and brand trust so far. And although our
results are still preliminary and require further validation, they underline the
negative side effects of dark patterns. Hence, companies may reflect on the use
of dark pattern or at least counterbalance its value against the detrimental effects
it could bring to ones’ perceived brand value.
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Abstract. In an experience economy market competition in software branches is
becoming more and more intense. Technical innovations, global retail practices
and the multidimensional conception of experiences provide both opportunities
and challenges for companies worldwide. Retailers strive for an optimized con-
version rate, but poor UX still abound. Particularly Germany-based companies
are less evolved in an international comparison of industrialized economies. The
value of integrating users in the development process is recognized, but method-
ologies must carefully be incorporated into existing agile workflows. The goal of
this study is to bridge the gaps between internal agency and external client and
user interests. The contribution is four-fold: an overview of the current status of
customer centricity in the E-Commerce branch of trade is provided (I). Based on
this corpus, a methodical framework, aiming to incorporate the experience logic
in UX practices within an agile project team, is presented (II). The framework is
applied by a single case study - the shop relaunch of a motorbike accessory store
(III). Finally, all interest groups (UX, development and project management) are
incorporated in the qualitative content analysis (IV).

Keywords: E commerce · Customer centricity · User experience · Agility

1 Introduction

The ‘World Wide Web’ changed the way people communicate, exchange goods, buy
products and gather information in an unpredictable way. Nowadays approximately 4,39
billion people regularly use the internet worldwide. 94 million of those live in Germany,
Austria and Switzerland,which is 91%of the local populationwith an average usage time
of 4,4 h daily (Germany). Mobile devices enhance the evolution by simplifying product
information search, communication and more. E-Commerce (EC) market revenue is
expected to grow by 11,7% in 2021, currently amounting to approximately 2.3 million
US Dollar [1].
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The experience economy describes an economic era in which businesses operate
as experience creators, staging an event for their customers. EC agencies are bound
to incorporate both client and user interests as consumers seek more than functional
attributes. They claim comprehensive experiences. This results in a demand for higher
productivity and flexibility in user experience (UX) practices [2, 3].

Nevertheless, technology-focused companies often rely on functionality as differen-
tiation tool. Issues trace back to engineering dominated cultures, a lack of UX expertise
and customer understanding. Profitability of human-centered design is underestimated,
the capability of the experience logic not yet taken. A methodological guidance for
systematic inclusion of needs is required [4, 5].

Therefore, the EC agency FLAGBIT GmbH und Co. KG and OFFENBURG
UNIVERSITY conduct a unique research project: Aligning customer-centric business
activities with human-centered design as part of agile IT software development.

A four-phase methodical framework has been developed in order to provide a valu-
able guidance. Key components are to understand, convey, capture and manage experi-
ences. Experience thinking provides an approach for pursuing value-creating activities
regardless of the industry.

The framework is applied by a single case study. As user integration in all project
phases, particularly the realization workflow (Scrum), is of central interest, quantitative
and qualitative research methods are performed. This includes a UX testing.

Results and insights of the expert interviews and interactive case study polls serve
as basis for evaluating strengths and weaknesses of proposed methods and phases. The
overall aim of this study is to answer the following research questions:

1. How is customer centricity adding value to the business activities of an EC agency?
2. How can the experience logic be holistically incorporated into UX practices?
3. How can the UX workflow be optimally united with an agile project workflow?

The first research question reflects the current challenge of meeting customer expec-
tation and is supposed to determine value-adding opportunities in the agency context.
Hence, it is important to bridge the gap between the interest of agency clients that are
paying for the projects and users of the online shop – the client’s customers. For creating
an online shopwith individual solutions based on preferences and needs, user integration
is of central interest.

The second research question aims to find ways of integrating an experience mindset
into interdisciplinaryUXpractices. The experience logic as a holistic approach is realized
by conducting profound research and performing a customer experience (CX) tracking
(5-s and moderated usability test). The framework is based on both the company’s and
the customer’s abilities and needs.

The third process-focused research question reflects the challenge of efficiently align-
ing agile project operations with the UXworkflow that is advocating for user interests as
compatible parts. The framework aims to enhance interdisciplinary exchange, strengthen
creativity, openness to new ideas and an innovative spirit.
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2 Current State of Customer Centricity in E-Commerce

2.1 Specifications of the Agency Perspective in E-Commerce

The evolution of E-Commerce (EC) is affecting all parts of the customer journey in
almost all kinds of businesses. Making purchases online is possible for everyone with
access to the internet able to handle a computer. This, in turn, affects customer loyalty
and competitor differentiation [6]. Consumers are testing new opportunities through
various online traders [7]. The more engaging a purchase process, the more specialized
services and the more flexible network configurations are, the smarter a marketplace is
[8].

Global growth rates of users and increasing average usage time are related to the
importance of EC in our society, proved by rising revenues [9]. Considering shopping
as leisure activity, the competition shifts from products to entertainment, the so-called
‘entertailing’ [10]. Online and traditional shopping differ in the number of presentable
products and the virtual or physical environment [11]. The evolution of the market is
characterized by simultaneous entrance of new players and an ongoing interplay between
concentrations [8].

A key feature of EC is to permit businesses to overcome geographic barriers in the
context of globalization [12]. The capability in terms of sales, customer orientation (data
mining), time and cost savings, efficiency, competitive positioning and realization of new
business models is unlimited [13]. From a customer perspective advantages of EC are
price transparency, location independence, product variety, convenience, lower risk due
to review availability. Drawbacks can be missing product haptic, information overflow,
filesharing, lack of service fulfillment and knowledge to evaluate supplier reliability
[14].

EC agencies as part of the EC service industry subdivision, have arisen by the lack
of expertise and operational competence of traditional manufacturers [15]. They partner
with businesses to solve problems and help them achieving goals. Such agencies perform
in the fields of consultation, conception, UX design, EC improvement, technical imple-
mentation, interfaces, conversion optimization and support [16]. Risks in EC emerge
from cybercrime, data manipulation, lack of frameworks, distorted identities and rising
IT infrastructure costs traced back to online shop integration [14]. Those risks as well
as complex requirements like product and target group specifications and various order
types are handled by the agency.

2.2 Exploiting the Layers of Customer Centricity

The roots of customer centricity trace back to the idea of customers determining business
activities in the 1960s, when direct marketing and the concept of keeping records of
customer habits became popular [17, 18]. Nowadays it is regarded as basic requirement
for online retailingbutmanyfirms strive for a successful realization [19, 20]. The strategic
term encompasses various issues:

• holistic implementation (organizational, inter-department and inter-firm dynamics);
• the important role of organizational commitment and a process-based view;
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• consideration of company-specific aspects e.g. exogenous variables;
• customer value maximization;
• the endless learning scope and the need for continuous improvements[17, 18, 21].

Some companies dress themselves for being customer-oriented and do not make
use of the potential two-way communication between the company and the customer
[22]. Creating positive CX implies inspirational leadership, empathetic people and an
empowering culture- both on a broader agency and a narrow team perspective [23].

Customer orientation is conceptualized as individual emotional cognitive attitude,
whereas user friendliness of software is estimated as one of its most important factors
[24]. Customer participation can be conceptualized as a spectrum starting at passive
observation, ending at customers playing an active role in creating the experience [2].
The interactions within the experience imply customer involvement at different levels,
such as thoughts, acts, values [25]. Involvement basically changes the way a service is
perceived and is determined by the degree of interaction and intensity (felt strengths of
the involvement) [26]. Customer engagement determines the overall experience, can lead
to value creation for companies (positive reviews, users generating ideas and concepts)
and customers (appealed senses, cognition, emotions, performance and context) [27, 28].
Customer satisfaction is a standard performance measure, a variable that determines the
outcome of process quality, the gap between expectation and actual experience [29].

2.3 Creating Value Adding Customer Experiences

The concept of selling valued experiences, originated in the business of selling entertain-
ing theatre performances, is forwarded by emerging technologies. It is not only relevant
in consumer industries, but also applicable in the B2B context [2]. ‘Experience’ as com-
plex, dynamic and empirical phenomenon engage individuals in an inherently personal
way, are anamorphic constructs and consequently are a result of a real offering such
as any service, good, or commodity [30]. Consensus in the experience literature can
be found in the holistic conceptualization and multidimensional structure [31]. Table 1
provides a comparison of experience logic approaches.

CX can be described as a broader perspective of the experience. The term also
considers the internal process, such as employee’s adaption of customer-centric mindset
[33]. It can be described as the subjective response to (in)direct customer-company
contact [34]. It includes search, purchase, consumption, after-sales and multiple retail
channels [31]. Not every customer automatically is a user (multichannel retail) and not
every user automatically turns into a customer (transaction needed).

Value addition does not reside in the object consumption but additionally lies in
the experience consumption, changing over the course of lifetime [35]. It is evidenced
that value is linked to experiential features and the desire for positive experiences [25].
Additional value gives customers confidence in the choices they make by confirming
attributes, aspiration satisfaction, joint vision of associations and social contribution
[36].
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Table 1. Comparison of literary experience logic approaches

Six experiential
components [25]

Strategic Experiential
Modules (SEMs) [28]

Model-based system
[32]

In this study:

‘sensorial’: stimulation
of human senses

‘sense’ = sensory; sight,
sound, touch, taste, smell

Dopaminergic system,
able to reinforce
experience anticipation

Multisensorial

‘emotional’: generation
of moods and feelings

‘feel’ = affective
reaction; feelings and
emotions through stimuli

Emotional evaluation,
before, during and after
the experience

Emotions

‘cognitive’: thinking and
conscious mental process

‘think’ = creative
cognitive; appeals to
intellect, surprise and
provocation

Cognitive evaluation of
the process and the
outcomes

Cognition

‘pragmatic’: practical act
of doing something

‘act’ = physical;
appeals to behaviors

Affective evaluation,
before, during and after
the experience

Performance

‘lifestyle’: approval of
values and beliefs
‘relational’: social
context and relationships

‘relate’ = social identity;
Individual’s desire for
self-improvement
(interaction with
reverence group)

Dopaminergic system,
able to reinforce
experience anticipation

Context

2.4 User Experience: From User- to Human-Centered Design

The base of users is growing and changing, positive experiences are desired and new
interactive design opportunities are available [37]. Consumers are eager to optimize their
own experience [38]. Defined by the ISO-Norm 9241–210 human-centered design for
interactive systems is characterized by a profound understanding of users, tasks and
context [39]. The term ‘human-centered’ replaced ‘user-centered’ due to its limitation
to digital products [4]. End-user are integrated in all project stages. It addresses end-user
integration in all project stages, collaborative and co-design methods [40].

UX can be defined as evaluative, variable and subjective feeling shifting the attention
from product to human senses while interacting [41]. Also, internal state (motivation,
expectation, mood), post-use phase (reflection), design system characteristics (usability,
purpose) and context (environment)are relevant for determining theoverall experience [4,
37]. A fundamental research about the target groups is desperately needed for designing
an experience that matches their needs and wants [42]. Theme and design must fit brand
personality and appeal to the target audience.

Often used for measuring an experience, usability can be described as “appropriate-
ness to a purpose of any particular artefact” [43, 44]. It covers effectiveness, efficiency
and satisfaction. Usability is considered a valid predictor of user’s buying intention and
purchase decision, followed by shop size and trust [45]. Quantitative research as main
type of empirical evaluation in the field of UX is predominant. However, the number
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of qualitative methods is rising [46]. Cause of the imbalance could the simple, neat and
precise characteristics of numerical values be.

The value of UX lies in the comprehensive approach emphasizing all aspects of the
user interactionwith the product or service [47]. Research in the context of agile software
development reveals its value over time and can prevent failure due to unapproved ideas
[48]. Less retroactive development work is required due to customer involvement in the
process [3]. PositiveUXpromotes the creation of an emotional tiewhich in turn enhances
customer loyalty [25]. Positive sales, credibility, exposure and performance impacts can
be observed. Shop design and usability influence conversion rate as important columns
for differentiating and competitive positioning. It can further reduce resource burden and
customer support activities due to error reduction. Studies show the degree of satisfaction
positively affects consumer spending in EC.Nevertheless user involvement, particularly
in large-scale IT projects, is not a common practice [49, 50].

The value of user’s participation is not controversial, but the realization and imple-
mentation are [51]. The degree of involvement and user’s role in development process
is being discussed due to the need of balancing several interests and issues arising in
practice [52]. Also, the topic is a central concern of HCI as the importance of integrating
human factors in software engineering environment is acknowledged broadly [53].

Reasons and prejudices against UX are prioritization of quality, cost and delivery
times, missing innovative spirit, ideas and expertise. UX regarded as worthless or even
obstructive to reach project goals [54]. Communication barriers may arise, and users are
regarded untalented or a disturbing factor [24]. Poor UX performances can be traced
back to a lack of management support or missing recognition of human factor benefits.
UX is often considered as optional component in software development. Apart from that,
some organizational structures are too complex to be fundamentally redesigned [47].

2.5 Agility and Interdisciplinarity in IT Project Management

Agile means to be ready for motion at any time answering to query of the business
community for fast and ‘light’ processes in a rapidly growing internet software industry
[55]. “A core principle of agile development is to satisfy the customer by providing
valuable products on an early and continuous basis.” [56]. Key principles of the agile
manifesto cover collaboration between motivated and self-organized team individuals,
narrow customers integration, face-to-face interactions, sustainable development and
efficiency reflection, transparency, flexibility, etc. [57].

A popular agile development methodology is Scrum – focusing on narrow feedback-
cycles and short iterations (‘sprints’) based on a vision that is built on values, needs and
behavior of the target group in the usage context [39]. Different roles such as Prod-
uct Owner (PO), Scrum Master and (development) team are pre-defined [58]. Sprints
can last from seven to thirty days, phases are pre-planned in a meeting based on the
product backlog (uncompleted tasks) and short daily stand-ups (‘Daily Scrum’) serve as
opportunity for continuous exchange [59].

Organizations often customize roles and internal processes by combining agile com-
ponents with traditional practices [58]. When incorporating agile principles, efficient
project management is of remarkable importance as suitable approaches must be cho-
sen and aligned with daily rhythms. Used methods in agile product development must
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be considered from a vertical (level of detail) and horizontal perspective (coverage of
development phases) for not to be too generalized or too restricted [55].

Mutual awareness is considered as necessary element for cooperative work and
interdisciplinarity is regarded as imperative for agile processes [60].‘Interdisciplinary’
describes disciplines working closely together in order to produce new knowledge and
engage with each other [61]. Collaboration, open mindsets and curiosity are key factors
of success and should be highlighted as common ways of thinking. Interdisciplinary
teams are able to consider issues and solutions from different perspectives.

A barrier to successful interdisciplinary work can be knowledge integration across
different disciplines [62]. This can be traced back to different goals, processes, com-
mercial pressures and skills among team members [60]. In an IT working environment,
engineering culture focusing on the production of bug-free codes on time and budget
can broadly be observed with a lack of tolerance for human factors and creativity [63].
Communication between developers (technical focus) and UX designers (conceptual
and design focus) is affected by independencies and an inherent conflict of interests.

Guo [3] emphasizes that both software engineering and UX Design approaches start
by defining a problem, followed by solution generation. UX often takes the role of
cross-functional facilitator as the input of all team members is important in the context
of generating solutions that solve user difficulties. UX professionals are not supposed
to become change professionals, but to be enabled to spread experience thinking and
design practices among the entire organization [64]. With effective communication and
collaboration project success and a good UX can be reached [47].

“As groups collaborate together over a number of projects, they develop substantial
shared problem models, transactive memory, and skill at working together.” A balance
between proven and new team members is recommended due to the need for diverse
perspectives mental models in order to enhance idea generation [62].

3 Four-Phase Methodical Framework

The purpose of UX research as recently established scientific area is to define the scope,
operationalize experiential qualities, meet or even surpass user expectations and effec-
tively guide users based on their needs [43]. In order to meet those challenges, the
multidimensional structure of experiences serves as basis (multisensorial, emotions,
cognition, performance and context).

The examination of related theory and evolved insights serve as a fundament for the
development of a new methodical framework that is evaluated subsequently. Based on
the theoretical considerations, the following hypotheses in accordance to the research
questions can be formulated:

• EC agencies command online shop related expertise that enables their clients to ensure
against risks and exploit the potential of trading good and services online.

• If customer-centricity is adapted company-specifically, realized holistically and con-
tinuously improved, it serves as differentiator by maximizing customer and company
value.



Methodical Framework and Case Study for Empowering Customer-Centricity 163

• Themultidimensional structure and complex perception of experiences serves as foun-
dation for understanding and incorporating them into UX practice of an agile project
team.

• If online shopping experiences are designed according to human-centered design
principles and therefore co-created by users, they are likely to meet customer needs
and expectations.

• Agile project management enables interdisciplinary teams to collaborate efficiently
and develop sustainable solutions by promoting flexibility, personal interaction and
speed.

• If cross-functional exchange and mutual appreciation become key elements of a
project workflow, all team members can broaden their level of knowledge and benefit
long-term.

The implementation is regarded as a strategic alignment of customer and user inter-
ests. EC agencies can increase user and customer satisfaction by understanding, captur-
ing, displaying and managing their experiences. Companies can create most excellent
experiences, but if they do not match target audience’s dreams and desires, business
goals will not be achieved.

All four phases are regarded iteratively with fluent transition. The methodology and
its tools are supposed to be appropriate for interdisciplinary teams as customer-centric
business activities that provide value. Therefore, the current UX workflow and feedback
of the UX team members is taken into account.All subcategories are displayed with
associated methodologies and experience logic components.

Phase 1. The first phase of the framework aims to basically understand the (current
and/or future) UX. The design opportunities for the relaunch of an old or the launch of a
newonline shop are commonly partly predefined by the client but technological advances
such as new features are proposed. A profound understanding of the experience is based
on an analysis of the current state and the potential (the experience logic aspectswithin the
existing and the desired experience). As starting point serves the given initial situation.
Online Shops differ in the kind of offering (products vs. services) and online business
activity (B2B vs. B2C). Therefore, the expertise of the UX designer is enhanced by
project specific aspects. The goal is to gain a better understanding of the project scope and
requirements, defined in collaboration with the clients. A profoundUX research and user
classification is needed. Competitors (online retailers) are analyzed, and suitable trends
integrated in the considerations. This phase can be described by the keywords: insight(s)
and user classification. The better the team knows the user, which kinds of interactions
take place and what the experience is like for the user and the client, the better it can
develop a product based on customer needs, values and behavior. Therefore, research
data and user classifications should be stored on an easily accessible site, allowing all
team members to refer to it. Key questions are:

• What is the current experience offering and what could it be offering in the future?
• Who is the user and what are his needs?
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Table 2. Phase 1 of the four-phase methodical framework

Subcategory Methodology, approach Experience logic

Understand the
experience

• identify value adding factors
• co-create memorable
experiences

Potentially each aspect

Define the baseline and
project scope

• infrastructure, KPIs, setup, etc
• project ‘Job to be done’
• Sailboat Exercise

Cognition, performance,
context

Conduct research and
ascertain benchmarks

• technical research
• qualitative and quantitative user
research tools

• competitive analysis,
benchmarking

Potentially each aspect

Classify the user by
experiential qualities

• Limbic Map
• Empathy Map

Multisensorial, emotions,
cognition

Phase 2. The second phase of the framework is supposed to convey the (current and/or
future) user experience to the whole team, including stakeholders such as clients. It can
be regarded as extension of the first phase and builds on its insights (experience and
user understanding). Every project team member ought to recognize the capability of
user centric values and principles by producing appropriate products based on customer
needs/expectations besides producing products appropriately [65]. Empathy and tangi-
bility are keywords of this phase as the knowledge gained, is given to project actors.
This process can be reiterated if new insights are gained, the context has changed, or
the experience differs. Conveying who the user is, is regarded essentially in the inter-
disciplinary context and for incorporating stakeholders in the development process. The
task is to impart the experience logic aspects project-specifically. Besides exploiting
existing personas and research results, the goal is to develop an authentic image of the
user in order to create a customer-centric development process. This can be reiterated
accordingly if different or new findings are captured in phase 3. Key questions are:

• How can the information gained in phase 1 be conveyed to all stakeholders?
• What journey(s) is the user going through in which context(s)?

Phase 3. The third phase of the framework aims to capture the (current and/or future)
user experience and expands on the results and insights of the first two phases. The
perceptions of the current experience, defined requirements suitable capabilities (com-
petitor analysis and benchmarking) and evoked user empathy within the whole team and
the client function as fundament for the further process.User involvement and feasibility
can be regarded as keywords of this phase as the experience is firstly prototyped and sec-
ondly testes with customers and users. This is intended to be rapid and iterative process.
The opportunity for gathering targeted feedback on specific shop aspects is regarded
essentially for incorporating the user in the development process. Besides exploiting
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Table 3. Phase 2 of the four-phase methodical framework

Subcategory Methodology, Approach Experience Logic

Convey the experience • logical to emotional
component

• utilize visualization tools

Emotions, cognition

Give your target group a face
and specific attributes

• Persona Emotions, cognition, Context

Map the customer journey
and devise scenarios

• Customer (User) Journey
Map

• (believable) Scenario

Potentially each aspect

Display design ideas visually • Moodboard
• Storyboard

Emotions, performance

Evoke empathy by telling a
Story

• Data-based Storytelling
• evoke empathy

Multisensorial, emotions

existing designs and features, the goal is to develop an authentic individual selling posi-
tion for the shop in order to improve the conversion rate. Therefore, human-centered
design and user responses are indispensable. Use cases and user stories transform the
knowledge gained in phase 1 (conveyed in phase 2) and transfer into technical aspects.
The task is to make the experience tangible, put it in practice and integrate solutions for
identified difficulties and pain points in wireframes and sketches. Tools for prototyping
can be individually chosen by the UX designer and in accordance with the project team
rules. Key questions are:

• How can the design intention be adjusted to technical specification?
• How can the potential of a new (prototyped) experience be exploited, taking user
feedback into account?

Phase 4. The fourth as last phase of the methodical framework can be considered as
complementing part that focuses on holistic approaches. It enhances UX by promoting
the topic as integrated part of the project workflow. Knowledge gained by research and
user classification in phase 1 has been conveyed to the team by visual, emotional and
memorable tools in phase 2 and enriched by tangible elements such as prototypes in
phase 3. Furthermore, user orientation and involvement play a key role in all phases
due to the benefits of iterative processes and early testing. Phase 4 is inspired by that
of Heinemann [20]as it describes the establishment of organizational prerequisites such
as structures and processes.If a holistic concept realization is targeted, the promotors
and challenges should be considered in order to prepare change management process.
Holistic implementation and dynamic long-term process can be regarded as keywords
in this phase. The task is to disseminate the user-centric mindset within the team, while
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Table 4. Phase 3 of the four-phase methodical framework

Subcategory Methodology, Approach Experience Logic

Capture the experience • beware of problematic topics
(cognitive biases, solving the
wrong problem and missed
opportunities)

• innovate by human-centered
design

Potentially each aspect

Formulate user stories and
estimate effort

• Use cases, user stories
• User story map
• Planning poker

Cognition, performance,
context

Prioritize ideas, tasks and
other issues

• Prioritization matrix
• Impact/effort matrix

Emotions, cognition,
performance

Sketch and prototype the
experience

• Wireframing (Mockups)
• (Experience) prototyping

Multisensorial, cognition

Involve users by testing the
experience

• 5-s test
• (Un)moderated usability test
• Usability (cognitive)
walkthrough

• Card sorting, eye tracking, etc

Emotions, cognition,
performance

paying attention to customer (client) needs. Considering the framework from a long-
range perspective, performancemeasurement for investigating strengths andweaknesses
of the approach and the methods is indispensable. Key questions are:

• What is essential for establishing a customer and user-centric mindset?
• How can the approach be holistically implemented considering the environment?

4 Qualitative Methodical User Experience Study

The described framework is applied to a concrete case that is fulfilling predefined require-
ments: Both client and project team are willing to participate, informative customer
research data is available, and the target group is accessible for participating in the
UX testing. As object of investigation a German motorbike accessory shop project is
adducted. The initial online shops, created in 2018/2019 and operating in around 25
countries, are currently relaunched by Flagbit based on the template of a new version of
a popular shop system.

Founded in 2007, the German EC agency Flagbit is now employing fifty people,
mostly divided into interdisciplinary project teams. The company, based in Karlsruhe, is
creating individual EC solutions industry independent (B2C and B2B market). Flagbit
originally started as agency for web development and transformed to a comprehensive
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Table 5. Phase 4 of the four-phase methodical framework

Subcategory Methodology, approach Experience logic

Manage the experience • strategic alignment and
interpretable guidelines

• ensure shop consistency
(Atomic Design System)

Performance, context

Regard all team members as
equal partners

• align methods and tools
• Code of conduct
• Low-tech social network

Multisensorial, emotions,
cognition

Share knowledge
interdisciplinary

• expand individual expertise
• facilitate cooperation
(communication modes/
principles)

Cognition, context

Measure and review project
and product performance

• Sprint reviews
(predefined Scrum values)
• Speed car retrospective

Cognition, performance,
context

Integrate the experience logic
holistically within the
organization

• Service design clues and
customer-experience
management

• degree of UX maturity

Potentially each aspect

EC partner. They are operating in the fields of consulting (technologies, systems and
strategy), conception (UX), development, implementation (e.g. Product-Information-
Management) as well as maintenance and support [16].

The starting point for newprojects is the determination of general conditions, require-
ments and expectations. A detailed plan covering all aspects of the venture is established
in order to overview the scope and estimate timeframes. Workshops help to determine
concrete project goals, status quo, potential obstacle, etc., e.g. by performing the sail-
boat exercise. Flagbit is using Scrum as project management method, teams are therefore
working with agile sprints. The former central (project independent) UX team has been
divided to project teams in 2019 in accordance with agile principles.

4.1 Empirical Single Case Study Design

The investigation encompasses feedback of the interdisciplinary team concerning all
methods and individual expert interviews. Interactive polls, integrated in the case study,
offer valuable clues to the assessment of every single method. They are answered inde-
pendently in preparation of the expert interviews. The five interviewees are regarded as
representatives of their interest groups due to their expertise in a specific research related
field (UX, development and project management) [66]. Interview questions are based
on hypothesis, derived from theoretical considerations.

Guideline-based expert interviews are chosen as they allow in-depth topic compre-
hension by reviewing individual issues and enabling spontaneous interaction. The ques-
tion of what qualifies someone to be an expert is controversially discussed in research
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[67]. In this study experts are employees of the EC agency Flagbit working in an agile
project team and commanding expertise from working experience.

Data collection is followed by data preparation, leaning on a category system
(Tables 2, 3, 4 and 5) [68]. Transliterated data is listed in a table for the explorative
process of analyzing and interpreting. Qualitative research is utilizing exemplary gener-
alization by interpreting a single representative case study. Information is summarized
and paraphrased in order to reduce the data content [66]. Similarities and contrastive
statements are accentuated according to quality criteria of data interpretation (validity
and reliability) [69]. This study can be classified as descriptive analysis.

As user involvement is one of the key components of the framework, a usability
test in cooperation with Offenburg University is conducted as part of phase three of
the framework. Precisely, a 5-s test and a moderated usability testing were carried out.
According to the experience logic, this is using a multi-indicator sensor-system com-
bining mimic analysis, qualitative user interviews and think-aloud [70]. The quality of
answers is essential both in usability testing and study evaluation context [71].

4.2 Results and Findings

This chapter concentrates on summarizing results of introductive named research ques-
tions. Particularly, relations between the different components experience logic, UX,
project workflow and customer centricity in the EC (agency) context are pointed out and
conclusions are drawn.

How is Customer Centricity Adding Value to Business Activities of an EC Agency?
For examining the term ‘customer-centricity’ in the context of the EC agency Flagbit,
two different perspectives have been considered: the ‘macroenvironment’, with regard to
the agency perspective (predominance of client interest) and the ‘micro-environment’,
with regard to the team perspective (gap between client and user interests).

Further, a differentiation between user (shop) and customer experience (agency) is
basically needed. Both are crucial for project success and correlate with each other. On
one hand, unanswered service requests from clients during project realization might
result in unwillingness to effort user research and therefore influence the UX. On the
other hand, a positive UX can boost conversion rate and therefore satisfies clients fairly
long-term. Value adding impacts of a positive UX, stated by the interviewees, are:

• users turn into customer due to ease and joy of use – ‘entertailing’ is realized;
• UX is decisive for (quality) assessment – rising turnover (returning customers);
• users recommend their preferred shops to others – word-of-mouth advertising;
• well-structured shops and consistent experience – competitive positioning;
• intuitive shop navigation – decreases support issues and increases loyalty.

Both client and user require fast loading time, system stability and a simple buying
process. Clients primary for boosting conversion rate. Users enjoy 24/7 availability and
a convenient timesaving busing process. Technical aspect such as fast development and
shop maintenance (backend) are not relevant for users. Instead, they are interested in the
products itself with the goal to look around or buy something specific.
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The interviewees are not in complete agreement concerning the term ‘customer’.
The perception is equal, but the context differs. Some associate it with shop users, others
with agency clients. Neglecting the agency perspective ‘customer-centricity’ refers to
solving user problems and user-centered processes instead of focusing on other project
stakeholder’s interests. The perceived high level of client-centricity is in contrast to
the expandable level of user-centricity at Flagbit. Latter is progressing as UX is now
representing user needs and product owner takes care of client needs.

Interests in the interdisciplinary project team are varying. This is valuable on one
hand, as various viewpoints ensure shop components are considered from all relevant
instances and challenging on the other hand, as the focus during project realization is on
different aspects. Value can be realized by incorporating all perspectives in the project
planning, research, effort estimation and prioritization process.

As unexpected technical challenges often arise and exhaust budget allowance, the
consequences of poor UXmust be conveyed to clients from beginning on. Separate bud-
get approvals and monetary autonomy ensure the end result is in line with user interests.
UX is acting as ‘agent for users’ and mutual translator. This is valuable on one hand
as technical constraints of the shop system are explained to clients and solution con-
cepts/designs are collectively established. On the other hand, interests are transformed
into tangible elements by creating prototypes (basis for development).

By integrating users in the project workflow, the team’s expertise can be enhanced
by insights about the shop software and knowledge regarding general behavior patterns.
Realistic findings are not discussable and further reusable for other template (re)launches
(standardized components). The more insights are gained, the better the shop meets
user needs. If optimization ideas and UX methods such as expert reviews are offered
appositely (customer bonding), UX can be regarded as additional revenue stream. It can
further be realized as project independent activity.

UX should be incorporated in sales as the range of services requires additional
explanation and expert advice. Uncertainties can be clarified from beginning on and
the agency is experienced positively regarding customer support expertise. Individual
Flagbit case studies and figures that prove arguments can be represented to (potential)
clients and exhibit persuasive power.

How can the Experience Logic be Incorporated Holistically into UX Practices?
Experiences are a product of human consolidation with sensory information - the ‘take-
away’ impression of customer’s interaction with a product, service and business. There-
fore, it is essential to analyze the experiential world of the customer.This research ques-
tion is addressing the internal methodology - UX tasks and responsibilities during sales,
consultation, conception, project realization and shop monitoring phases.

UX potential can be exploited by holistically incorporating it in business processes.
Starting at the acquisition phase, the value of approaches can be conveyed, and the
range of methodologies can be examined according to project requirements before the
conception starts and the project workflow is determined. This prevents UX from being
perceived as “nice-to-have” project component.

In consultation and conception phase qualitative and quantitative data is collected.
Demographic characteristics, click behavior, used devices and browsers are enriched by
authentic user statements from integrated surveys. Content like heatmaps, insights from
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recordings, surveys and polls provide user-centered data. Access to suitable tools and
accounts is indispensable. Responsibility for initialization, configuration andmonitoring
of the tools needs to be specified.

The conceptual project scope analysis is enhanced by collective workshops (e.g.
sailboat exercise). Also, this provides an opportunity for project stakeholders to become
acquainted with each other. Research knowledge and workshop results are transformed
into technical aspects by considering user and client perspective in user stories.

User needs, values and behavior must be conveyed to the team and to clients.
Appropriate methods (in line with project and company characteristics) must be iden-
tified: Personas, Limbic Maps, Empathy Maps and Customer Journey Maps as well as
Moodboards, Storyboards and Storytelling should be regarded as experience facilitators.
Instead of simply showing and explaining results, a story makes content memorable and
enjoyable for all project stakeholders. Willingness, budget and time for applying the
methods must therefore be given. The goal is to progress from logical to emotional
engagement by visualizing data and communicating emotions.

UX consultant activity can proceed in excess of project realization as innovation is
continuously needed in the field of human-computer-interaction. Performing additional
usability tests is regarded particularly valuable in an MVP (minimum viable product)
approach, as shop potential is exploited iteratively. Optimization ideas, methods and
concept drafts based on new findings or features should be communicated proactively.

The internal user focus and empathy is progressing since the UX team members
have been divided among project teams. Interviewees state the rising importance of UX
within the last couple of years. The experience topic should actively be promoted within
the organization by sharing knowledge within and among teams. User interests should
play a key role within all project phases due to the positive impacts of UX.

The first part of UX working practice within a team is to identify gaps that can be
filled by suitable tools and to contrast subjective opinions with objective research results.
UX responsibility is to question decisions based on user interests (value/effort). During
project organization and realization UX presence enables the team to keep in mind who
they are creating a shop for. UX specialist as part of an agile project team points out
to experience consequences such as clerical errors in client documentations (CX) and
missing consistency (UX).

How can the UX Workflow be Optimally United with Agile Project Workflows?
Project workflows becomemore efficient by aligning timeline and budget with the exter-
nal perspectives (CX and UX) and the internal team perspective. This research question
is examining how UX practices can be aligned with an agile EC project workflow.

Currently, the main challenge for project management is to find a balance and cope
with external (client) and internal (team) interests. A concrete solution proposal is to
divide the project management instance into regular scrum functions. Responsibilities
and terms can be adjusted to Flagbit specifications.

The product owner should focus on ensuring the end result quality: functionality, in
accordance with requirements, usability (in cooperation with UX instance). Also, pro-
fessional collaboration with clients that requires technical expertise is required. Another
task is to keep track of project budget and timeline (controlling) bymanaging the product
backlog and reviewing progress.
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Scrum Master instance is taking care of an efficient (internal) project workflow and
moderates internal meetings. He or she ensure fast feedback loops by strengthening
direct communication between team members and clients (customer-developer links)
and coordinates tasks within the team.

During consultation and conception phase collaboration is of central interest. UX,
project management and technical expertise are incorporated for defining project scope
and requirements with clients. Target group specific knowledge is gained by per-
forming research methods and benchmarking the experience. Content (qualitative and
quantitative results) must be stored availably for clients and the team.

Conception phase aims to collectively create a ‘product backlog’ by formulating
and prioritizing (Impact/Effort Matrix) user stories. The User story map as artefact
provides an overview about the project baseline. The goal is to create a shared vision
by incorporating all perspectives. The holistic Design System (style guide) serves as
conceptual frontend specification that ensures a consistent shop experience.

Wireframes and Screendesigns make the future UX more tangible for all project
stakeholders. Their creation starts in project organization phase. Periodic problems (e.g.
handing screen designs off) require distinct definition and mutual agreement. Responsi-
bilities and tasks for identifying bugs by testing developed instances (before forwarding
to clients) should be distributed among team members.

Collective effort estimation (Planning Poker) during sprint planning results in a
‘sprint backlog’ (artefact). ‘Versions’ further predefine sprint increments and take care
of the CX. An adjustable template (project specifically) must be developed by ensur-
ing UX components are coordinated with technical aspects. Starting with initialization
(infrastructure, databases) and configuration (shop system adaption), further versions
are user flow based: Home page, category and product site, cart, checkout, account, etc.

By optimizing the internalworkflowand integrating design sprints into scrum sprints,
additional timeslots could be enabled. Project realization and therefore development can
start earlier, which indeed saves time for unexpected (technical) circumstances. Sprints
are realized as iterative process (duration between 2–4 weeks).

‘Dailys’ ensure interdisciplinary collaboration and up-to-date information sharing.
Therefore, states of knowledge and skills of all team members are enriched. Mutual
understanding and sympathy as preconditions should be realized in communication.
Team independent scrum values can be predefined as reference point.

In a ‘sprint review’ project progress and current status (finalized versions) are eval-
uated. Sprints further strengthen motivation by creating tangible increments that help
imagining the end result (for the team and clients). ‘Sprint retrospective’ ensures the
product and performance is reviewed: Documented ‘lessons learned’ serve as arte-
fact. Insights help team members to improve individually. Solution documentation (e.g.
integrating a new feature) should be shared among teams and communicated actively.

4.3 Recommended Course of Action for the E-Commerce Agency Flagbit

The complexity of the term ‘customer’ in the agency context spawns challenges for all
functions, striving to bridge gaps. Defining the baseline as well as conducting research
in Phase 1 is fundamentally needed for the whole project team to understand scope



172 B. Weber et al.

and context. Therefore, e.g. information concerning the sailboat exercise (requirements)
should be given to clients ahead of project start. Time and resources for performing
collective workshops should be calculated in budget and timeframe. In order to exploit
project management potential, clear contact persons and decision makers on client’s side
(in general or topic-specifically) must be defined from beginning on.

If clients are informed and engaged with UX from project beginning on, their user
empathy is likely to be enriched andUXproject components can be sold. Indeed,method-
ologies from phase 2 should be regarded as optional. They seem more relevant for shop
launches than relaunches. When launching a new shop user needs and interests basically
need to be discovered. Data is needed for creating concepts that are built on facts instead
of assumptions. Therefore, particularly qualitative and quantitative research tools should
be predefined components of an EC project.

As the EC agency Flagbit is operating industry and branch independent, bench-
marking the shop experience and creating a knowledge base is considered indispensably
because the end result is forced to be competitive. All information should be referable,
explained to the team and stored on an accessible platform. Appropriate methods should
be applied by project manager and UX specialist reasonably.

Usability test preparation and evaluation should include all team members. This
ensures appropriate test items (shop components, features, etc.) and empathy towards
users is evoked by authentic statements, issues and proposals. The availability of qualita-
tive and quantitative research results further enables the project team to reach decisions
based on non-discussable user needs and behavior.

Collaboration within and among interdisciplinary teams is key drivers of innovation
and building an experience mindset. Communication modes should be evaluated criti-
cally on a continuous basis. Employees can refer to team workspaces and knowledge
base, but responsibilities must be defined for managing and updating information.

It is recommended to introduce “lessons learned” workshops function-specifically
for avoiding repetitivemistakes, sharing innovative solutions and building a network. The
results of sprint reviews and retros can be utilized for that purpose, enriched by individual
insights and findings. Everyone needs to do their part as reviewing experiences and
sharing knowledge is valuable for all participants. This is further a suitable opportunity
for new employees to connect with one’s interest group. Workshops can be performed
remotely, and a moderator as symbolic “head of function” is needed who can further
encourage news sharing within specific communication channels.

5 Conclusion

This academic study covers the methodical part of content-related scientific goals. A
relatively unexplored topic in a comparably young field of research (HCI) is examined.

The value of theoretically proposedmethods (usefulness and value) is acknowledged
by case study participants in practice. Indeed, the impact of individual methods varies
according to the project context (client’s and user’s role, requirements, scope, etc.).

Organizations such as Google and Apple perceive customer-centricity as key factor
for success. The research reveals insights that value adding factors such as increased
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loyalty, competitive positioning and word-of-mouth-advertising can be realized by con-
sidering the (external) agency perspective with predominant client interests and the
(internal) team perspective. As service provider in the field of EC, all employees should
be aware of the gap between client and user interests as equally important aspects.

In the past years, interest in UX has risen and its proven adoption as a strategic advan-
tage turned out to be a driving force. UX is acting as intersection between users, clients
(external) and developers (internal coordination). Tasks and responsibilities encompass
sales, consultation, conception, project realization and shop monitoring phase.

In relation the complexity of meeting rising customer expectations, the ‘extra mile’
must be stressed. The process-focused component of this study reflects the challenge
of efficiently aligning UX practices with agile project operations. Incorporating design
sprints into scrum sprints is one of the suggested solutions.

The goal is to collectively manage methods and processes with UX, project manage-
ment and technical instances. All interest groups should be involved, solutions shared
with the whole team and compliance with agreements supervised. If project starts are
realized collaboratively, goals and expectations can be adapted collectively. The bet-
ter the team is informed about requirements and goals, the lower is the probability for
misunderstandings and faulty implementations.

6 Limitations and Future Perspective

Reflecting on research results and study approach is inevitable as validity is regarded an
important quality criterion.

Limitations concern the fleeting nature of experiences, that UX methods strive to
capture. UX test results must be reviewed critically with clients and the team. Solution
proposals are prioritized according to effort/impact ratio and components should be
monitored after implementation.AdditionalA/B testswith controversial elements ensure
they are in line the target group’s needs and interests.

Internal UX progress (holistic approach) and potential can be identified by the UX
maturity framework. The goal is to overcome (internal agency) barriers and to create a
positive shop experiences as key driver for (external client) success.

Clients must be sensitized about UX to reflect digital touchpoints as part of the whole
CX. The more positive all components are perceived, the higher the likelihood users
return to a shop and tell others about it. This is particularly important in an experience
economy as described introductorily.

A prioritization of methods per phase – indispensable and optional ones – should
further be conducted. Additionally, concrete guidance and specific requirements for each
method would facilitate execution. A classification of which method fits which type of
agency client could be executed in the future.

As the scope of this study is limited, solely the internal perspective (teammembers) is
examined. Client’s experience with the agency would also be of note. Further, the single
case study could prospectively be enlarged by multiple case studies within Flagbit as
all teams represent various experiences and expertise. By reviewing research results in
different contexts, validity and reliability is ensured. Contrasting the results with external
organizations (agile IT project teams that incorporate UX) would exploit the potential
of the topic examined in this study.
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Abstract. Emerging technologies like Blockchain are firms’ important resources,
rendering it significant to clarify their generation mechanisms. One potential way
is knowledge search, which is an essential source of firms’ lacking knowledge.
There are two types of search: local search and boundary-spanning search. They
have a different impact on innovative outcomes. Besides, the innovations of emerg-
ing technologies have two aspects: R&D aspect and application aspect, depending
on the domain to which the target of an innovation belongs. Because of the distinct
features of these two aspects, knowledge search may influence R&D innovations
and application innovations differently. We empirically test our hypotheses on
Blockchain patent data retrieved from PATSTAT. The results show that there exist
different effects that knowledge search has on R&D innovations and applica-
tion innovations. While searching across the boundary may benefit patent novelty
in application innovations, it will improve patent quality in R&D innovations.
Our study has many academic contributions and practical implications, and its
limitations leave room for further research on the topic.

Keywords: Emerging technology · Knowledge search · Blockchain

1 Introduction

Emerging technologies are firms’ important assets [1]. Therefore, the way their innova-
tions are generated deserves further exploration. The literature distinguishes two aspects
of the innovations of emerging technologies: the R&D innovation and the application
innovation [2]. The former aims at addressing technical issues and advancing the per-
formance of technology portfolio, whereas the latter tries to adapt the technology to
other domains and obtain innovative outcomes. Due to the distinct features of R&D and
application technologies, their generation mechanisms might be different as well.

Blockchain, a newmethod for recording transactional information, is a typical case of
emerging technology [3, 4]. On one hand, Blockchain as a new technology has room for
technical improvement, thereby attracting R&D innovations of many developers [2]. On
the other hand, its fundamental technologies are mature to some extent for commercial
use, so people are applying it to solve problems in other domains [5]. Since Blockchain
is thriving on both aspects at the moment, it is possible for us to observe the generation
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of R&D and application of Blockchain technology, which will help us understand the
underlying mechanisms. In such case, Blockchain is a good exemplar for the study of
generation mechanisms of emerging technologies.

One potential road of inventing emerging technology is knowledge search that is
confirmed as an important source of innovations in the literature [6, 7]. From the learning
perspective [8], knowledge search refers to a strategic behavior that firms seek knowledge
they lack, which is significant for finding new ideas through combining new knowledge
with an existing knowledge base [7, 9]. Knowledge search is essentially important in the
context of emerging technology since new knowledge is emerging in the field extremely
rapidly [10], which requires firms to keep doing knowledge search to keep up with the
pace. According to the boundary it takes place, knowledge search can be classified into
local search and boundary-spanning search [11–13]. Local search happens within the
focal technological domain, therefore the retrieved knowledge can be more similar and
easier to absorb. In contrast, boundary-spanning search reaches out for wider fields,
increasing the possibility of encountering novel knowledge. By studying how different
types of search affect the innovations of emerging technologies, we can advance the
theoretical insights of their generation mechanisms. Specifically, as R&D innovations
and application innovations of emerging technologies have distinct features [2], how
search boundary affects the innovative outcomes can be different between them.

The positive effect of boundary-spanning search and local search has attracted much
attention in innovation research. The literature achieves the agreement that the boundary-
spanning search is more likely to generate innovations of satisfactory quality as it over-
comes path dependency in innovation [14] and facilitates the combination of various
knowledge [15]. However, some scholars begin to recognize the unique merits of local
search. Jung and Lee [13] found that when targeted at original knowledge, local search
can produce more high-impact innovations than the boundary-spanning one does due
to the originality firms revitalize. This finding indicates that the relationship between
knowledge search types and innovative outcomes depends on the contextual factors. In
the context of emerging technology, the relationship may be different in R&D innova-
tions and application innovations. To better understand how search boundary influences
the innovations of emerging technologies, it is important to take these two aspects into
account.

In the context of Blockchain innovation, we mainly address two questions: (1) how
does the search boundary affect quality and novelty of innovations of emerging tech-
nologies separately; (2) how does this effect differentiate when the innovation targeted
at R&D innovations or application innovations. We use Blockchain patent data retrieved
from PATSTAT database to empirically provide the answers to these questions. When
constructing measures, we use several advanced methods. For measuring the search
types, we adopt Latent Dirichlet allocation (LDA) and a Deep Learning language model
RoBERTa to represent each patent abstract, which better preserves the semantic infor-
mation. Besides, to measure the R&D and application innovations in patents, we com-
bine the keyword method and the Support Vector Machine (SVM) classifier to obtain
satisfying results.

This study makes several contributions. First, the findings enrich the literature on
innovation theory by examining how search boundary affects innovations of emerging
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technologies and how the effects will be different in R&D innovations and application
innovations. Second, it is also found that searching across the boundary can be useful,
but the type of innovations (R&D or application) and the expected attribute of outcomes
(quality or novelty) should be taken into consideration. Third, this study adopts text
mining approaches and some machine learning algorithms to construct measures, which
can be used in future studies in related fields.

The paper is arranged as follows: the second part reviews the literature related to
this study; the third part carries out theoretical analysis and proposes the hypotheses;
the fourth part describes the methodology including data, the construction of measures
and regression models; the fifth part is the results of empirical research; the sixth part
discusses the findings of the study and summarizes its contributions and limitations, then
provides future research directions.

2 Literature Review

2.1 Search Boundary

A large body of literature distinguishes various types of search based on the boundary
it takes place. Scholars differentiate boundaries that search may cross, like technolog-
ical boundary [13, 16], geographical boundary [17] and organizational boundary [11].
The most concerned is the technological boundary that is regarded as the boundary of
technological domains. ‘Local search’ refers to the one that happens within the techno-
logical domain that the focal innovation belongs to, while ‘boundary-spanning search’
may cover several technological domains besides the focal one. While the search itself
satisfies the definition of exploration [18], local search is thought to be less explorative
as it mainly focuses on knowledge within its local technological domain [19, 20]. There
also exists a mapping relation between the search boundary and the nature of search:
local search corresponds to exploitation and boundary-spanning search corresponds to
exploration [13].

Based on the ambidexterity theory [21], Rosenkopf and Nerkar [11] proposed that
these two types of search will give rise to different kinds of competence. The “first-
order competence”, which refers to the incremental expertise in current domain and
the generation of incremental innovations, can be enhanced by local search [11]. On the
other hand, searching across the boundary will promote the “second-order competence”,
which encourages the recombination of knowledge of different domains and also fosters
the creation of newknowledge, since recombinant knowledge is themajor source of novel
knowledge [13, 22]. The “second-order competence” is more highlighted in innovation
literature since it can create new knowledge through the reconfiguration of knowledge
[11]. Therefore, boundary-spanning search attracts more attention than the local one as it
can overcome path dependency to facilitate knowledge recombination [11, 14], thereby
improving “second-order competence”.

Recently, scholars began to reconsider the influence of local search and found the
necessity to further exploring the relationship between search boundary and the outcomes
of search. Jung and Lee [13] distinguished “search target” as a brand-new dimension of
search and thus refining the existing boundary-based typology. They found that when
firms search targeting at original knowledge, local search will lead to more high-impact
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breakthroughs than the boundary-spanning one. The finding indicates that search bound-
ary may have more complicated effects on innovative outcomes and also demonstrates
the capacity of local search to generate innovations of satisfactory quality. However,
they only studied the effect when the search target is original knowledge and did not
consider the specific innovation context. Therefore, further examination is required to
fill the gap.

2.2 Innovation Novelty and Quality

Jung and Lee [13] distinguished path-breaking novelties and high-impact breakthroughs
as two aspects of innovative outcomes. The first aspect emphasizes the discontinuous
nature of an innovation, which renders the existing technologies obsolete [23]. Mean-
while, it also leaves room for further improvement [24]. The second aspect represents
the usefulness of an innovation. Those highly impactful innovations resolve some of
the existing uncertainty and thus being recognized and built on by abundant following
innovations [25, 26]. It is worth noticing that a patent with path-breaking novelty is not
bound to be a high-impact breakthrough, as a novel idea is not necessarily a successful
one.While different inherently, the two aspects can be combined to give a comprehensive
evaluation of an innovative outcome.

We follow this framework but substitute quality for the high-impact breakthroughs,
which implies that we do not consider whether the community has recognized the inno-
vation until now. This is in accordance with the features of Blockchain as an emerg-
ing technology whose impact is still too weak to be recognized due to the relatively
early stage in technological development [2]. Therefore, we only focus on the potential
usefulness of innovations and regard it as one important indicator for evaluation.

There has long been a consensus on the capability of boundary-spanning search
to produce satisfactory innovative outcomes with no clear distinction between quality
and novelty [11, 27]. However, Jung and Lee [13] presented us with the possibility that
local search can also generate high-impact breakthroughs in a certain condition. To fully
understand the impact of different search on innovation novelty and quality, we will
further study the underlying mechanisms.

2.3 R&D and Application Innovations

Blockchain possesses all of the five features of an emerging technology [1], namely
radical novelty, relatively fast growth, coherence, prominent impact, and uncertainty and
ambiguity. Therefore, the framework of analysis used in assessing emerging technologies
can be applied to Blockchain technology appropriately. Srinivasan [10] pointed out two
dimensions of the development of emerging technologies: the relay race evolution and
the revolution by application. He also mentioned that as the commercial potential of an
innovation grows, the company’s focus tends to shift from technology’s science to its
applications. Pillai and Biswas [2] also distinguished the R&D aspect and the application
aspect in the technological development of emerging innovations. R&D innovations aim
at conquering technical challenges of the technology itself, while application innovations
reflect the adaptation of the emerging technology in other domains, which is consistent
with the evolutionary theory of technological change [1].
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The two aspects are different but correlated. An obvious difference is the target
of innovation. The R&D innovations try to overcome technical challenges and thus
improving the emerging technology itself, while the application innovations apply the
technology to resolve problems in other domains. Srinivasan [10] also found that inno-
vations aimed at tackling technical problems of the technology itself tend to have an
incremental effect on its original domain, but those that are applied to a new domain are
more likely to produce discontinuous “creative destruction”, which have been observed
in several industries [28]. Besides the different effects on technological development,
these two aspects also produce different economic outcomes. The application innova-
tions have markets and benefits that are more conceivable as they are relatively easier to
be transformed into particular products, therefore being more remunerative [10]. How-
ever, only when the major technical issues are addressed, can the applications of an
emerging technology be possible. In that case, the two aspects are closely connected.

Blockchain technology has witnessed a spike in its application innovations in recent
years, thanks to the continuously resolved technical problems [29] and its growing
commercial potential [5]. On one hand, the room for its technical improvement is still
considerable, intriguing more and more researchers to explore better solutions. On the
other hand, the fundamental parts of the Blockchain technology are mature enough to
be adapted to other domains, where people are exploring new approaches based on it
to conquer persistent problems in their field. The recent trend of the development of
Blockchain technology makes the framework of analysis with R&D and application
aspects extremely suitable (Fig. 1).

3 Research Model and Hypotheses

Fig. 1. The research model.



186 J. Huang et al.

3.1 The Impact of Search Boundary

Local search focuses on knowledge within the technological domain and thus gaining
incremental expertise in current domain [11]. By contrast, boundary-spanning search is
more likely to generate novel knowledge by overcoming path dependency [11, 14] and
promoting the recombination of knowledge of different fields [15].

The patent, an important outcome of the innovative activities, can be assessed from
two perspectives. Patent novelty stresses the distinctions between the existing patents
and the focal one. It highlights the discontinuous nature of an innovation [23]. Different
from novelty, patent quality indicates how useful a patent is for future innovations. A
patent of high quality typically resolves technological uncertainty, making it easy for
other inventors to build on it.

Since boundary-spanning search is more explorative than the local one [27, 38], it
is more possible to produce rather novel patents. Besides, by integrating knowledge of
different fields, it is more likely to generate novel knowledge [13, 15]. Therefore, the
more the search boundary is crossed, the more novel the patent will be.

In addition, as searching across the boundary exposes inventors to more unfamiliar
knowledge, it can restrain the negative effect of path dependency and generate more
valuable and useful innovations [15]. Besides, the novel knowledge is also of great
value for future work to build on. Therefore, we propose:

Hypothesis 1: Search boundary is positively related to patent novelty.

Hypothesis 2: Search boundary is positively related to patent quality.

3.2 Blockchain R&D Innovation

Blockchain R&D innovations target at conquering technical challenges of Blockchain
itself. They tend to have an incremental effect within the original domain [10]. This
incremental nature indicates a close relationship between the focal innovation and pre-
vious work within the field. In other words, they can be more similar to previous work
than the application ones. In the meanwhile, R&D innovations will be less likely to have
discontinuous impact on the original field, which is the key feature of patent novelty.
Therefore, searching across the boundary will have limited benefits to patent novelty in
R&D innovations.

In addition, since the major objective of R&D innovations is technical improvement
within the field, their results are more likely to reduce the technical uncertainty and thus
improving patent quality [25]. In the meantime, though the R&D innovations tend to
have incremental effects on its original field, they manage to overcome path dependency
by searching across the boundary and thus becoming much more useful and valuable
for future innovations to build on [14]. Therefore, we propose:

Hypothesis 3a: When targeted at R&D aspect, boundary-spanning search is less likely
to generate innovations of high novelty.

Hypothesis 3b: When targeted atR&Daspect, boundary-spanning search ismore likely
to generate innovations of high quality.
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3.3 Blockchain Application Innovation

On contrary to the R&D innovations, application innovations try to resolve problems in
other domains by adopting Blockchain technology to those fields. The outcome is also
more discontinuous than the R&D ones have, creatively destructing the existing work
and even revolutionizing the industry [10]. Since the application innovations adopt the
Blockchain technology to other fields, they naturally combine knowledge of different
domains and create novel knowledge. As the search boundary becomes larger, the degree
of recombination would only be strengthened. On the other hand, the discontinuous
feature of application innovations makes it nature to lay more stress on patent novelty,
which represents how much the focal one is different from the existing work.

However, the effect of the search boundary on application innovations could bemuch
more complicated. Rosenkopf and Nerkar [11] argued that searching within technologi-
cal boundary has more impact on subsequent improvement within the domain. Jung and
Lee [13] found that when targeted at original knowledge (i.e. knowledge from two dif-
ferent fields is combined for the first time), local search will generate more high-impact
patents. Capaldo et al. [16] had a similar finding, but they further clarified the underlying
mechanisms. They claimed that the more distant two domains are, the more difficult to
generate valuable innovations. This is because the inventor is not familiar with the dis-
tant knowledge, which increases difficulties in searching and absorbing knowledge, thus
limiting the possibility of successful knowledge recombination and reducing the value
of innovations. Besides, from the perspective of technological uncertainty, the introduc-
tion of distant knowledge that the inventor cannot fully understand may increase the
uncertainty instead of resolving it. Therefore, we hypothesize that in application aspect,
the positive effect of searching across the boundary on patent quality is weakened.

Hypothesis 4a: When targeted at application aspect, boundary-spanning search is more
likely to generate innovations of high novelty.

Hypothesis 4b: When targeted at application aspect, boundary-spanning search is less
likely to generate innovations of high quality.

4 Research Methodology

4.1 Data

To examine the theoretical hypotheses, we analyzes the Blockchain patents. This follows
the previous work which regards patents as a measure of knowledge within firms [16,
39]. We retrieve patent data from PATSTAT (Spring 2020 Edition), a patent database
containing raw patent data from more than 80 patent offices across the world [40]. It
is widely used in recent innovation literature [2, 38, 41, 42]. Each patent in PATSTAT
contains extensive information like forward citation, international patent classification
(IPC) codes and abstract.

We initiated our data collection by identifying Blockchain-related patents. Due to
its early stage of development, there is no unique IPC codes assigned to Blockchain
technology [2], which makes it hard to acquire related patents. An intuitive way is to



188 J. Huang et al.

search the keyword ‘Blockchain’ and its modifications (e.g. ‘Block-chain’) in the patent
title and abstract. However, it cannot wipe out unrelated patents containing the keyword
referring to other concepts, such as copolymer block chain in chemistry. Pillai andBiswas
[2] incorporated 21 IPC codes related to Blockchain, verified by domain experts from
the European Patent Office (EPO), to improve the results from keyword search. We
adopted their method and retrieved 15,100 Blockchain patents based on both keywords
and IPC codes. Considering the growing trend of Blockchain patents applications [3,
43], we precluded data before 2014 due to the small total number, which is consistent
with recent research on Blockchain technology [4, 31]. Because we need to know the
patentee’s previous patents to develop knowledge search measurements, patents with
patentee that has no previous application records are excluded, trimming our dataset to
3,614. The Blockchain patents within our final dataset were applied between 2014 and
2019. These patent applications belong to 1,476 different companies. In this paper, the
unit of analysis is at patent level.

4.2 Measures

Dependent Variables
Innovation Novelty
Patent novelty is measured with the similarity between patents [42], and themore similar
two patents are, the less novel the focal patent is [3]. One approach to measuring patent
similarity is textmatching, which reliability has been validated by experts [42]. However,
traditional keyword-based text matching suffers from several shortcomings like difficul-
ties to select meaningful keywords, multicollinearity between keywords (e.g. “happy”
and “delight” may be accounted as two features though they are synonyms) and limita-
tion in representing semantic information. To avoid these disadvantages, new methods
of measuring text similarity are in demand.

Latent Dirichlet allocation (LDA) method is a helpful approach to represent text and
then to better measure novelty. LDA is an unsupervised learning model proposed by Blei
et al. [44] and is widely used in nature language processing tasks nowadays. A fitted
LDA model can extract topics from the corpus automatically as well as the distribution
of each word in each topic. With that information, the probability that one text belongs
to different topics can be generated. LDA requires no keyword list as input, wiping out
the arbitrariness that comes from manual-selected features. Moreover, its superiority in
capturing true innovation has been demonstrated in recent literature [45, 46]. Therefore,
it is an appropriate method to present text in our research.

We use the abstract to represent each patent. We first preprocess abstracts by low-
ercasing the text, removing punctuation and stop words, stemming all words and then
eliminating those with document frequency less than 0.02 as well as words shorter than
3 characters. Then we implement LDA in the preprocessed data and extract 20 topics
from the corpus by trial. Each patent is transformed into a 20-dimension vector (vi),
each unit

(
topici

)
standing for the probability of its degree of belonging to one topic.

For each patent (vi), we compute the cosine similarity between it and the others in the
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rest of the corpus
(
vj

)
, then use 1 to minus this value to get a collection of distance. The

average of it serves as our measurement of innovation novelty.

v = [
topic1, topic2, . . . , topic20

]

Patent Novelty =
∑

j∈N , j �=i

(
1 − vivj√

v2i v
2
j

)

N − 1

Innovation Quality
The literature mostly uses forward citation as the measure of patent quality [46, 47].
However, due to the relatively short time the Blockchain technology has developed, it is
worth noticing that Blockchain patents do not have many forward citations in general,
and most of them have not been cited at all. Therefore, a new measurement that can
represent the potential high quality of patents is necessary in this study.

A patent can only protect the innovation within the country that the patent is granted.
Therefore, a patentee is inclined to apply patents of the same innovation in different
countries respectively. This group of patents is called patent family. Since applying for
patents in each country could be costly, the size of the patent family implicitly indicates
howmuch value the patentee expects from it [47].We search for family members of each
patent by matching patent titles, and those patents are granted by patent offices from 11
countries. The family size of a patent is used to measure innovation quality of patents.

Independent Variables
Search Boundary
To measure the search boundary, we follow Jung and Lee [1] to use the technological
proximity between the focal patent and the patents it cites. To calculate the proximity,
we construct two vectors for each patent: the focal patent vector (Fi) and cited patent
vector (Fj). Each dimension of the vector represents an IPC code. In order to constrain the
dimension of the vector, we truncate the IPC code and keep 3 digits of each technological
class. Since there are 131 unique 3-digit IPC codes among the Blockchain patents, these
vectors are all 131 dimensions. For vector representing the focal patent (Fi), we retrieve
all patent applications that the applicant applied before the filling date of the focal patent.
Then we calculate the average time that each 3-digit IPC code appears

(
ipck

)
. For the

vector representing the cited patent
(
Fj

)
, the frequency of occurrences of IPC codes

in cited patents is used to form the vector. With these two vectors, we can calculate
the Jaffe’s patent class-based proximity measure of two vectors [2] to get the search
proximity ranging from 0 to 1. The search boundary is one minus search proximity as
the wider the boundary is, the less proximate two patents would be.

F = [
ipc1, ipc2, . . . , ipc131

]

Search Boundary = 1 − FiFj√
F2i F

2
j
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R&D Innovation and Application Innovation
Another difficulty in the research is to measure the R&D innovation and application
innovation of patents. Pillai and Biswas [2] implemented a rule-based text classification
based on patent title and abstract to classify them. Thismethod, however, suffers from the
arbitrariness in manual screening as well as the inability to classify patents without those
identified keywords. To make up for these deficiencies, we propose a hybrid approach
that combines the rule-based method and machine learning classification models to get
satisfactory results.

To be specific, we search for keywords of R&D and application innovations in
preprocessed patent abstract according to the keyword list that Pillai andBiswas provided
[2]. 579 patents can be classified in this way, while the others remain unknown. To
conduct the classification task, we adopt the Support Vector Machine (SVM) classifier
and input these 579 labeled patents as the training set, then apply the trained model to
classify the rest of the patents.

In order to transform patent abstract into numeric features so that they can serve
as model input, we apply a pre-trained language model to obtain word embedding for
each patent. The pre-trained language model is a cutting-edge methodology in Natural
Language Processing with deep learning. It is capable of generating word embedding
of satisfactory quality, capturing semantic and syntactic similarity in natural language.
It is increasingly used in recent literature to examine patents [49, 50]. Specifically, we
employ RoBERTa, a robustly optimized BERT pre-trained model [51], to obtain word
embedding for each patent.

Since sometimes the keywords of R&D and application innovations can be found in
the same patent abstract, we train two SVM classifiers separately and use two dummy
variables to indicate the type of patent. This demonstrates that the classification of R&D
innovations and application innovations is not a strict one.The accuracyof theR&DSVM
classifier is 77.7%, while the application SVM classifier is 77.2%. After implementing
models in unlabeled patents, we obtain 1,562 R&D innovations and 2,287 application
innovations as some patents could be regarded as both R&D and application.

Controls
Table 1 summarizes all control variables and their explanation.
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Table 1. Control variables and corresponding explanation.

Control Explanation

Authority (dummy) The country of the patent office that grants the focal patent

Year (dummy) The filing year of the focal patent

Citing total The backward citations of the focal paten

Science knowledge The number of nonpatent citations of the focal patent

Knowledge maturity The average number of years passed when a patent is cited by
the focal patent

Knowledge maturity diversity The standard deviation of intervals between filing years of the
focal patent and the patents it cites

Team size The number of inventors related to the focal patent

Team diversity The number of occurrences of each 3-digit IPC codes in
patents that inventors applied prior to the focal one. Calculate
the entropy to represent a team as a whole

Team experience The average number of patents that inventors applied in the
past 5 years before filing the focal one

Team experience diversity The standard deviation of Team Experience

Team success The average number of patents that inventors of the focal
patent applied in the past 5 years are granted

Team Success diversity The standard deviation of Team Success

4.3 Analyses

Regressions
Since we have innovation novelty and innovation quality with a different distribution,
we choose the estimation models accordingly. As innovation novelty distributes evenly
between 0 and 1, we use an ordinal least square (OLS) regression in estimation. Innova-
tion quality is patent family size counting how many countries the same patent applies
in, so we use the Poisson regression, which is recommended in such situation [55].

Estimation Models
We construct 6 models for each dependent variable. Model 1 serves as a baseline model,
which includes only control variables. Then we incorporate three independent variables
(search boundary, R&D innovation and application innovation) separately in Model 2,
3 and 4. We put an interaction term of search boundary and R&D innovation in Model 5
to study their interaction effect. Model 6 is designed for similar reasons, but it examines
the interaction effect between search boundary and application innovation.

5 Results

For innovation novelty, in both Model 2 and 5, the coefficients of search boundary
are significantly positive (β = 0.019, p < 0.1; β = 0.025, p < 0.05). This indicates that
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searching across the boundarywill produce innovations of higher novelty,which supports
Hypothesis 1. In Model 5, the interaction term between search boundary and R&D
innovation does not have a significant coefficient, which rejects Hypothesis 3a. However,
in Model 6, the interaction term between search boundary and application innovation
has a positive coefficient (β = 0.009, p < 0.01), strongly supporting Hypothesis 4a.

For innovation quality, inModel 2 andModel 5, the significant positive coefficient (β
= 1.323, p< 0.01; β = 0.757, p< 0.01) between search boundary and innovation quality
demonstrates that boundary-spanning search is more likely to generate innovations of
high quality, which supports Hypothesis 2. In Model 5, the interaction term between
search boundary and R&D innovation has a positive coefficient (β = 0.103, p < 0.01),
strongly supporting Hypothesis 3b. However, the interaction term in Model 6 shows that
application innovation does not enhance or weaken the impact of search boundary on
innovation quality, which is against Hypothesis 4b that boundary-crossing search is not
so helpful in improving the quality of application innovation.

6 Discussion and Conclusion

Blockchain technology, an emerging technology, is changing the world. It not only
reshapes the transaction system as the fundamental technology of Bitcoin, but also
catches the attention of people fromdifferent fields to resolve problems in those domains.
Considering the great potential of Blockchain, scholars become interested in how its
innovations are generated within companies. If we are clear about their generationmech-
anism, it would be much easier to promote the effectiveness and efficiency of innovative
activities. This study explores how search boundary influences the innovation quality
and novelty of Blockchain patents. Specifically, we study the impact of search bound-
ary on Blockchain patents, then investigate the patents from two aspects, namely R&D
aspect and application aspect. We find the effects of search boundary will be different
in different kinds of Blockchain innovations.

6.1 Theoretical Contributions

This study has several contributions to theory. First, our findings enrich knowledge search
theory. There exists a trade-off when searching across the technological boundary [11],
so the degree of crossing boundary is worth in-depth study. By testing empirically in
Blockchain patents retrieved from PATSTAT, we reveal the effects of search boundary
on patent quality and novelty in the context of emerging technologies. Specifically, it is
found that boundary-spanning search benefits both innovation novelty and quality.

Second,we furthermeasureBlockchain patents according to two aspects of emerging
technologies, namely R&D innovation and application innovation. We explore how
the effects of search boundary will be different in specified kinds of innovations. Our
empirical results support our hypotheses that its positive effect on patent novelty will
be enhanced in application innovation but not in R&D innovation. On the other hand,
searching across the boundary will be more helpful to improve innovation quality when
it focuses on R&D aspect, but application innovation have no such strengthening effect.
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Another theoretical contribution of this study is the innovations we make when
constructing measures. To preserve the semantic information in numeric representation
of patent abstract, we deploy Latent Dirichlet allocation (LDA) and a deep learning
languagemodelRoBERTa. In addition,we combine the keywordmethod and the Support
Vector Machine (SVM) to measure R&D and application innovation. The introduction
of state-of-the-art machine learningmodels can improve the results of empirical analysis
[56].

6.2 Practical Contributions

This study also has some practical implications. The results of empirical estimation show
that the degree of search boundary depends on the type of focal patent and the feature
of the outcome that the firm cares about. For R&D innovations, it would be useful to
search across the boundary if the objective is to produce patents of high quality. However,
patent novelty does not benefit so much from the boundary-spanning search as the patent
quality does. On the contrary, for application innovations, searching across the boundary
can remarkably promote patent novelty, but it will not be so helpful for improvement in
patent quality. It is important for firms to design proper strategies accordingly.

6.3 Limitations and Future Research Directions

This study has some limitations, leaving room for future work to make improvements.
First, the unit of analysis of most literature about knowledge search theory is firm [23,
57]. We adopt patent unit as we believe the knowledge of a group of inventors will be
more stable and measurable than a firm, making it much easier to recognize whether
the boundary-spanning search happens or not. However, it would be meaningful to
test our hypotheses in firm unit. Second, when it comes to boundary-spanning search,
we only consider the technological boundary. There also exist other boundaries like
organizational [11] and geographical boundary [17], which require further examination.
Besides, several measures of this study have the room for improvement. For patent
novelty, we use the LDA method to represent each patent, but the number of topic we
choose is somewhat arbitrary. For patent quality, we use the size of the patent family
to indicate the potential quality, but it may not be representative and comprehensive
enough. Future research in better measures of patent novelty and quality will be fruitful.
Furthermore, the results of some control variables exhibit interesting points that deserve
further exploration.Wefind that a patentwill have lower novelty and quality if it hasmore
backward citations in total, but it would be helpful to citemore literature that is nonpatent.
It seems that different kinds of citations will have a different impact on patents. Besides,
even though diverse knowledge in a group of inventors will make the patent quality
decrease, searching for different knowledge is helpful for patent quality. Future work can
delve into the differences in these two phenomena. Finally, we only consider Blockchain
to investigate the emerging technologies, which may not be fully generalizable. Future
work can explore different emerging technologies to test the hypotheses in this study.
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Abstract. This paper explores how integrated market power (Fscore) affects
upstream trade credit and cash holding in the US retail sector. We investigate the
above relationship via the COMPUSTAT database and focus on publicly traded
firms in the US from 1984 to 2014. Applying factor analysis, we first retrieve
a common factor (i.e., Fscore) in the retail sector based on three dimensions,
including industry completion, finance, and operations management. Then, we
run the regression analysis by ordinary least squares, Fama-Macbeth regression,
and year fixed effectsmodels. Overall, we also find that Fscore performs a negative
influence on demand uncertainty and upstream trade credit. Instead, the Fscore is
positively associated with the retailer’s internal cash holdings. Lastly, we reexam-
ine the above relationships across industries within the retail sector and provide
several managerial implications for this study.

Keywords: Integrated market power · Retail sector · Trade credit · Cash holding

1 Introduction

Owning market power in a competitive environment is vital for a firm’s operations since
it will lead to the redistribution of resources and affect a company’s survival. Extant
studies have shown that a firm’s market power may drive its operations or financial deci-
sions in the manufacturing sector [1–3]. However, retailers and manufacturers may have
different business models. First, the bullwhip effect exhibits that demand uncertainty in
manufacturers should be more considerable than that in retailers since the manufactur-
ers (retailers) are located at the upstream (downstream) of the supply chain [4]. Second,
there exists more information asymmetry problems and moral hazard for manufacturers
than retailers to use upstream trade credit [5, 6]. Third, the utilization of market power
may be different. For example, [7] show suppliers withmore concentrated customers can
mitigate inventory problems via supply chain practices, such as, Collaborative Planning,
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Forecasting, and Replenishment (CPFR), Vendor-Managed-Inventory (VMI), and Just-
In-Time (JIT) (See also [7–9]). This finding support firms with high bargaining power
tend to cooperate with their supplier to increase inventory efficiency. In contrast, tak-
ing Amazon, a leading e-commerce giant and accounts for more than 50% of US retail
sales, for example. News fromBloomberg.com (2018.3) exhibits that “Amazon.com Inc.,
locked in a margin-crushing price war, is offloading costs onto suppliers and limiting
the number of single, low-priced items shoppers can purchase in an effort to offset rising
shipping costs…”. Recognizing the difference and restrictions in the existing literature
and real world, we investigate the market power in the retail sector and shed light on the
relationship between a companies’ market power and upstream trade credit as well as
cash holdings.

Accurately measuring market power from different dimensions may not be easy.
Most existing literature attempts to gauge the proxy of market power from various
aspects, including sales, market concentration, market shares, firm size, etc. [10–13].
However, these measures are limited since an integrated market power should involve
several dimensions. As such, we follow extant researchc approach [3] and try to construct
a new market power proxy suitable for the retail sector. Specifically, we try to gauge a
new market power based on three aspects, industry competition (gross profit margin and
asset turnover), corporate operations (inventory), and finance (growth opportunities).
We then use this proxy to verify two hypotheses.

Our data is from the COMPUSTAT database. We focus on publicly traded retail
firms in the US from 1984 to 2014 with 5,628 firm-year observations. We first use factor
analysis to retrieve a common factor of integratedmarket power and then performvarious
regression analyses, including ordinary least squares (OLS), Fama-Macbeth regression,
and fixed-effectsmodel [14, 15]. The empirical results show that retailers with high (low)
integrated market power are associated with low (high) demand uncertainty. Also, high
(low) market power retailers tend to have relatively high (low) cash holding and could
utilize relatively low (high) upstream trade credit balances. Even though most industries
in the retail sector embrace the above relationships, the industry of automotive dealers
and gasoline service stations may be an exception. The post hoc analysis also shows
that high market power retailers’ profit margins are more than five times that of low
market power retailers. High market power retailers also get more than twice the growth
opportunity and market evaluations than low market power retailers. Furthermore, we
show that high market power retailers keep a 75% lower inventory than low market
power retailers.

The results of this study will contribute to the field in the following ways. First of
all, this interdisciplinary research provides integration from various interfaces, including
managerial economics, supply chain management, operations management, accounting,
and finance. Second, we provide evidence to support that market power may drive short-
term financing from upstream supliers and cash holdings of companies, broadening the
literature of working capital management. Third, we extend the market power from the
manufacturing sector to the retail sector, which compensates for extant literature. Lastly,
we have developed a multi-faceted market power proxy covering gross margins, assets
turnover, inventory, and growth opportunities. This proxy can help managers verify the
current status of their firms’ market power and offer an early warning signal in case
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their market power statuses change. This proxy can also help managers find potential
approaches to enhance companies’ market power and improve operational and financial
performance.

The structure of this article is as follows. We review the relevant literature and
construct two hypotheses in Sect. 2. We introduce the data and variables in Sect. 3. The
main empirical results are exhibited in Sect. 4. The conclusions will be shown in Sect. 5.

2 Literature Review and Hypotheses Development

2.1 Market Power

The Lerner Index (Lerner, 1934), a traditional measure of the extent of market power,
is widely used in economics, corporate finance, and operations management [1, 16, 17].
However, most of the proxies of market power that we know about are concentrated
in the manufacturing industry, and the selected factors are biased towards finance and
accounting [3, 18–21]. Therefore, how to construct a unique market power in the retail
sector has been overlooked. Here, we try to propose a new proxy to integrate the industry
competition in managerial economics, inventory status in operations management, and
growth opportunity in finance. Following that, we use this proxy to examine the general
decisions, such as cash holding and trade credit in the retail sector.

2.2 Cash Holding

Firms may keep cash for the transaction, precautionary, and operational motive [22, 23].
Specifically, keeping cash on hand can minimize transaction costs of raising additional
funds. Also, firms can use cash to finance operational activities or prey on competitors,
whichmay increase industry competitiveness. Extant studies already examine cash hold-
ing may be driven by a couple of firm-specific variables. For example, [24] finds that the
cash-to-assets ratios vary across industries. Firms with high profitability tend to have
higher cash. [25] proves that companies will holdmore cashwhen they bear higher finan-
cial distress costs, supporting precautionary motive. [26] show that cash can be driven
by firm size, growth opportunity, and risk characteristics. [27] find that the increase of
cash holding can be explained by (1) the fewer accounts receivables, inventory, and cap-
ital expenditure, (2) the increase of R&D expenses and cash flow volatility. [28] found
that diversified companies have higher cash holdings. In sum, existing research focuses
mostly on how firm-specific variables drive the cash holding. Very little literature con-
siders three dimensions simultaneously to examine their relationship in holding cash.
We argue that integrated market power can affect a firm’s cash holding decision.

2.3 Upstream Trade Credit

Extant empirical studies that examine upstream trade credit are usually survey-based
or do not consider the retail sector. For example, [29] argue that firms with growth
opportunities and lower internal resources tend to use more upstream trade credit. Using
data from China, [30] find that non-state-owned firms tend to utilize trade credit than
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state-owned firms based on financial motive. [31] claim that large firms can get more
purchase discounts from suppliers. [32] find a substitution effect between bank loans
and trade credit. [33] find that firms may use trade credit to replace alternative sources
when they are in financial distress. Based on the transaction motive, [3] show that firms
with high market power tend to use less trade credit. [34] find that suppliers’ industry
competition may influence their trade credit decision. [35] document that suppliers’
market share also plays an important role on trade credit. However, few literatures
mention the impact of integrated market power on upstream trade credit, especially for
retailing companies. Our study tends to fill the gap in the literature.

2.4 Integrated Market Power and Demand Uncertainty

In operation management, how to build up inventory to reduce demand uncertainty and
improve company performance is a common topic [36]. The competitive environment
forces companies to transfer shocks to suppliers and customers so as to protect their
production and profits [3, 37]. In other words, we assume that companies with high
integratedmarket power have higher competitive advantages or produce unique products,
so they can reduce demand uncertainty by setting price flexibility.

2.5 Market Power and Cash

We infer that the integrated market may have a positive correlation with the cash holding
for various reasons. To begin with, companies with a highly integrated market power
may take VMI and CPFR practices. In terms of VMI, retailers can lower administrative
costs and ordering costs, minimize the double buffering of inventory, and cut purchase
lead time for order fulfillment. In the same vein, retailers taking CPFR could cooperate
with supply chain partners to create a joint business plan and sales forecast. They can
share information and cooperate with the management process to cope with exceptions.
These practices allow retailers to communicate and collaborate efficiently with supply
chain partners and effectively reduce the negative impact of supply chain [38–40]. Due
to effective integration within the supply chain, retailers may not only save unnecessary
expenses or waste but also create efficient sales plans. This kind of operations model
could attract customers’ attention and purchases, which allows a retailer to accumulate
sufficient cash flow and cash holdings.

Besides, a company with higher integrated market power may hold a large amount of
cash as a strategic tool to enhance competitiveness. Retailers can utilize abundant cash to
engage in mergers and acquisitions activities to maintain or increase market share in the
long run [41]. Based on the previous arguments, we construct the following hypothesis.

Hypothesis 1: Retailers with high (low) Integrated Market power tend to keep high
(low) cash holding.

2.6 Integrated Market Power and Upstream Trade Credit

We argue that retailers’ market power is negatively related to the upstream trade credit
based on the following transactional and financial motives. First of all, retailers with
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low market power tend to have high delivery and demand uncertainty [42]. These kinds
of uncertainty exist not only at retailers’ customers but also at retailers’ suppliers. To
mitigate the fluctuations in operations, low power retailers may adjust trade credit terms
rather than set the prices. Furthermore, due to the bullwhip effect, these firms tend to
utilize relatively high upstream trade credit to mitigate the negative impact of operations
disruptions.

Different from the operationalmotives above, our second argument is related to finan-
cial motives. Specifically, firms with high market power can easily integrate resources
within the supply chain and access the capital market for external financing. Also, these
firms with inventory leanness have relatively high credit ratings and reputation [43, 44].
As such, companies facing stable cash flow in revenue or having creditworthiness (i.e.,
high market power firms) will rely less on alternative financing resources (i.e., AP) pro-
vided by upstream suppliers. Based on the above arguments, our second hypothesis is
as follows:

Hypothesis 2: Retailers with high (low) Integrated Market power tend to utilize low
(high) upstream trade credit (AP).

3 Data, Variables, Research Methods, and Preliminary Evidence

3.1 Data

We use data of publicly retailing firms in the US (SIC code from 5200 to 5999) from the
COMPUSTAT database. Our data covers the period from 1984 to 2014. We require that
the selected sample must be publicly traded for at least five years, and the stock price
of the fiscal year should be greater than 1 USD. Also, we eliminate inefficient firms that
assets turnover is below 25%. The final sample included 5,638 firm-year observations.

3.2 Model Variables

Integrated Market power Proxy
We follow the method discussed in [3] to construct our integrated market power. How-
ever, we do some minor revision to better fit the condition in the retail sector. We replace
Tobin’s Q with cash activity since investment or growth opportunities are better to cap-
ture the retail sector’s financial activities. Retailers with substantial market power should
have high-quality management performance and investment opportunities [45, 46]. Fur-
thermore, Tobin’s Q can measure the return on investment, goodwill, or the value of
intangible assets such as information technology, which is also essential in retail sector
[47, 48]. Overall, our integrated market power proxy in this study considers three per-
spectives, including (1) industry competition, related to profit margin (PM) and asset
turnover (ATO), (2) operations management, related to inventory (INV), and (3) growth
or investment opportunity (Tobin’s Q) in finance.
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Model Variables Measures
Table 9 records the definitions and references of the nine model variables discussed in
this paper, including seven independent variables and two control variables. We scaled
most variables by total assets so that it is easy for us to compare financial information
across firms and mitigate the impact of firm size. To mitigate the impact of outliers on
the regression coefficients, we winsorize the data at 5% and 95% level [3, 49–51].

Research Methods
This study follows extant literature and used a two-step process to capture the market
power proxy [3, 52]. First of all, using factor analysis, we use four variables, including
PM, ATO, INV, and Tobin’s Q, to obtain a common factor, defined as integrated market
power (Fscore). Next, we use the integratedmarket power to identify its relationshipwith
demand uncertainty, upstream trade credit, and cash holding. Following that, we perform
various regression analyses, including ordinary least squares (OLS), Fama-Macbeth
regression, and fixed-effects model [14, 15].

4 Main Empirical Analysis

4.1 Summary Statistics and Correlation Tables

Table 1 lists the descriptive statistics of the full sample. Comparing with related studies
proposed by [3], we find that the PM of retailers (0.08) is slightly lower than that in
the manufacturer (0.116). However, the ATO in retailers (2.226) is higher than that
in the manufacturer (1.278). This finding imply that US retailers face more intensive
completion than US manufacturers. Furthermore, the inventory level in retail (0.275) is
also higher than that in the manufacturing sector (0.182), implying that the US retail

Table 1. Summary statistics

Variable N Mean Std Dev Minimum Q1 Median Q3 Maximum

Model variables

PM 5,638 0.080 0.048 −0.031 0.044 0.074 0.111 0.213

ATO 5,638 2.260 0.914 0.749 1.595 2.060 2.775 6.164

INV 5,638 0.275 0.188 0.008 0.115 0.256 0.414 0.685

Tobin’s Q 5,638 1.602 0.807 0.621 1.032 1.331 1.923 4.871

CASH 5,638 0.092 0.098 0.002 0.019 0.052 0.137 0.447

AP 5,638 0.128 0.077 0.020 0.064 0.114 0.179 0.339

σ(ATO) 5,638 0.249 0.196 0.012 0.116 0.194 0.321 1.841

Control variables

SIZE 5,638 5.687 1.622 2.322 4.557 5.488 6.704 11.354

TANG 5,638 0.397 0.206 0.050 0.237 0.361 0.538 0.853

N = 5,638
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sector encounters some inventory problems. We also exhibit the correlations among
variables in Table 2. We find that clearly shows that PM1 has a significant negative
relationship with ATO and INV and a positive relationship with Tobins’Q. All of which
is consistent with our expectations of market power. The results also exhibit that PM is
positively related to CASH but negatively associated with AP. These findings provide
strong preliminary support for two hypotheses.

Table 2. Pearson correlations among model variables

4.2 Factor Analysis Results

According to the principal component method, a primary factor is extracted from the
data of PM, ATO, INV, and Tobin’s Q. We exhibit the results in Table 3. We denote
the score of the main factor as Fscore, our proxy of market power. Based on the factor
analysis, the eigenvalue is 1.826, which implies that this factor could explain 45.7% of
the common variance of four variables (PM, ATO, INV, and Tobin’s Q).We also find that
Fscore has a significant positive correlation with PM (0.893) and Tobin’s Q (0.567), but
negatively related to ATO (−0.529) and INV (−0.655). Since Fscore follows a normal
distribution with mean equaling zero and standard deviation equaling 1, we generate an
equation (See Eq. (1) for Fscore. The cutoff point for Eq. (1) is zero. If a firm’s Fscore
is above zero, it will be classified as a high market power firm. In contrast, a firm can be
considered as low market power once its Fscore is below zero.

1 PM (i.e., Lerner Index) is used as an indicator of market power (Lerner, 1934).
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Table 3. Results of factor analysis.

Eigenvalue of major factor: 1.826
Percent of common variance explained: 45.7%
Correlations of major factor scores, Fscore, with input variables (Factor pattern):
Input variable Corr. p value
PM 0.893 (<0.0001) ***

ATO -0.529 (<0.0001) ***
INV -0.655 (<0.0001) ***

Tobin's Q 0.567 (<0.0001) ***

Generating equation for Fscore:

Fscore = -0.18705 +10.18089(PM) -0.31688 (ATO) -1.90268 (INV)+ 0.38457 (Tobin's Q)   (1)

Factor analysis method is principal components with varimax rotation, and is applied to the full-sample 
panel data (N=5,638). ***, **, and * indicate significance at the 0.01, 0.05, and 0.1 level, resp.

4.3 The Relationship Between Market Power and Demand Uncertainty

Table 4. Regressions of Fscore.

Wefirst examine the relationship betweenFscore and demand uncertainty and exhibit
the results in Table 4. In the first column, the variance inflation factor (VIF) shows no
multicollinearity among the regression variables since the values of VIF are far less than
10 [53]2. The next two columns show the results of the ordinary least squares (OLS)
method and the year fixed effect regression. We do find that the Fscore is negatively
associated with QUOTE , suggesting that there exists a negative correlation between
integrated market power and demand uncertainty. The negative relationship is also con-
firmed by the Fama-Macbeth approach and the inclusion of the control variables. In
terms of control variables, the coefficients of SIZE and TANG are significantly posi-
tive in all regressions. The findings are consistent with integrated market power usually
increases with the company’s scale.

2 The VIF values do not exceed this threshold at the following tables. Therefore, we will not
further present the VIF values.
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4.4 Regressions of Cash

We examine the regression of cash on market power and show the results in Table 5.
The first column shows the OLS regression of Cash on Fscore alone. The coefficient of
Fscore is significantly positive, indicating a positive relationship between cash and the
integrated market power without considering other control variables.

Table 5. Regressions of cash.

We also include Fscore and all control variables and test it by different econometric
methods. The results of the last three regressions all produced similar results, and the
coefficients of market power were significantly positive. It means that the higher the
integrated market power, the higher the cash holding, which supports Hypothesis 1. The
coefficients of SIZE and TANG are significantly negative. Take SIZE for an example;
the reason might come from that company with small size hold more cash based on
precautionary motive [54, 55].

4.5 Regressions of Trade Credit (AP)

Lastly, we discuss results for regressions of AP in Table 6. The first column of OLS
regression shows that the coefficient of Fscore for AR is −0.045, which is significantly
negative. In addition, the adjusted QUOTE is substantially 0.34. Next, we perform OLS
regression of AP on QUOTE, and the results are displayed in the second column. Evi-
dence supports that AP increases with demand uncertainty because the coefficient of
QUOTE is significantly positive. In the third OLS regression, only control variables
are included as regressors, and the coefficients of SIZE and TANG are reliably positive
and negative, respectively. The results of the next three regressions all create similar
results. In sum, the coefficients of Fscore remain negatively significant and is robust to
the inclusion of control variables and alternative econometric methods. These findings
also provide strong support for our Hypothesis 2, indicating that companies with high
(low) market power will utilize relatively low (high) upstream trade credit.
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Table 6. Regressions of accounts payable (AP).

4.6 Post-hoc Analysis

In Table 7, we sort the company’s annual observations into quintiles by Fscore and
calculate all model variables’ average values. The value of Diff represents the difference
between quintile 1 and quintile 5. As to the four variables of market power, we observe
that PM and Tobin’s Q monotonically increase with the Fscore quintiles; however, ATO
and INV decrease with the Fscore quintiles. For example, PM’s Diff value is −0.118,
which indicates that companies with high integrated market power (Q5) generally have
profit margins around 11.8% higher than companies with low integrated market power
(Q1). Furthermore, the ratio of Q5/Q1 for PM equals 5.12, suggesting the profit margins
are more than five times higher for high market power firms versus low market power
firms. In the same vein, the ratio of Q5/Q1 for INV equals 0.25, suggesting high market

Table 7. Mean values of variables by quintiles of Fscore

Q1 Q2 Q3 Q4 Q5 Q1-Q5:
Variable (MP low) (MP high) Diff t-statistic
Fscore -1.289 -0.638 -0.069 0.548 1.439 -2.728 n/a
Model variables used as factor analysis inputs:
PM 0.029 0.050 0.072 0.100 0.147 -0.118 n/a
ATO 2.979 2.545 2.233 1.884 1.667 1.312 n/a
INV 0.459 0.350 0.271 0.185 0.114 0.345 n/a
Tobin's Q 1.100 1.324 1.584 1.727 2.274 -1.174 n/a
Remaining model variables:
CASH 0.060 0.088 0.106 0.098 0.109 -0.049 *** -12.51
σ(ATO) 0.282 0.280 0.262 0.218 0.206 0.076 *** 10.13
AP 0.188 0.159 0.131 0.096 0.067 0.120 *** 43.69
Control variables:
SIZE 5.076 5.666 5.822 5.963 5.901 -0.824 *** -13.97
TANG 0.289 0.344 0.386 0.453 0.514 -0.226 *** -27.4
N (Firm-years) 1114 1,135 1,131 1,135 1,123
N=5,638. t-statistics are shown in parentheses, and for OLS results are Newey-West adjusted.
***, **, and * indicate significance at the 0.01, 0.05, and 0.1 level, resp.
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power retailers have 75% lower inventory than low market power firms. Besides, high
market power retailers get more than twice market evaluation or investment opportunity
than that of low market power retailers.

Table 8. Regressions across retail industries

We further examine the market power on cash and upstream trade credit across
different retail industries, including SIC-52 (Building Materials, Hardware, Garden
Supply, and Mobile Home Dealers), SIC-53 (General Merchandise Stores), 54 (Food
Stores), 55 (Automotive Dealers and Gasoline Service Stations), 56 (Apparel and Acces-
sory Stores), 57 (Home Furniture, Furnishings, and Equipment Stores), 58 (Eating and
Drinking Places), and 59 (Miscellaneous Retail). Table 8 Panel A and Panel B show
the results of cash and upstream trade credit across retail industries, respectively. Inter-
estingly, we find that market power has various impacts on different retail industries.
For example, firms’ market power essentially drives the cash utilization in the apparel
and accessory industry, but not in the automotive dealers and gasoline service stations
industry. In a similar vein, the impact of market power on upstream trade credit varies
within the retail sector. Even though firms with high market power utilize less upstream
trade credit based on our previous results, firms in automotive dealers and gasoline ser-
vice stations act differently. Future research could reexamine the characteristics of this
industry.
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4.7 Discussions and Implications

Our research evaluates market power through three dimensions of industry competition
(gross profit margin and asset turnover), company operations (inventory), and finance
(growth opportunities), replacing the previous literature that defines market power from
a single perspective. We prove that market forces may impact the management decisions
of retailers. The empirical results show that market power negatively relates to upstream

Table 9. Model variables measures

Variables Measurement Reference

Main
variables

Profit Margin
(PM )

PMi,t =(
SALESi,t − COGSi,t − SGAi,t

)
/SALESi,t

SALESi,t , COGSi,t , and SGAi,t are firm i’s
total sales, cost of goods sold, and selling,
general and administrative expense at year-end
t, respectively

[58, 59]

Asset Turnover
(ATO)

ATOi,t = SALESi,t/ATi,t−1

ATi,t−1 is firm i’s total assets at year-end t − 1

[59]

Inventory
(INV )

INVi,t = INVENTORYi,t/ATi,t
INVENTORYi,t is firm i’s balances of total
inventory at year-end t

[60]

Tobin’s Q
(Tobin’s Q)

Tobin’s
Qi,t = (ATi,t − BEVi,t +MEVi,t)/ATi,t
BEVi,t andMEVi,t are firm i’s book and
market equity values at year-end t, respectively

[55, 61]

Cash (CASH ) CASHi,t = CASHBALi,t/ATi,t
CASHBALi,t is firm i’s balance of cash and
equivalents at year-end t

[27]

Accounts
Payable (AP)

APi,t = ACCTPAYi,t/ATi,t
ACCTPAYi,t are firm i ’s balances of accounts
payable at the end of year t

[3]

Demand
Uncertainty
(σ(ATO))

σ(ATO)i,t ={
t∑

t−4

[
ATOi,t − E

(
ATOi,t

)]2
}1/2

demand uncertainty is the standard deviation
of asset turnover over the past five years

[7, 62]

Control
Variables

Size (SIZE) SIZEi,t = ln
(
ATi,t/GDPdeflatort

)

GDPdeflatort is GDP deflator at year-end t

[31, 63]

Tangibility
(TANG)

TANGi,t = PP&Ei,t/ATi,t
PP&Ei,t is firm i’s net property, plant and
equipment at year-end t

[7, 64, 65]
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trade credit and demand uncertainty. In other words, retail companies with high market
power have more stable operations and less seasonality, leading that firms have less
motivation to utilize upstream trade credit. However, the finding between market power
and cash holding may suggest that firms should keep high market power to enrich the
cash holdings. As such, to increase the company’s market power, managers may design
business models based on the factors developed from this paper. These actions include
the increase of gross profit margin, the enhancement of investment opportunity, and
reduction of inventory level as well as asset turnover.

First of all, retailers may introduce high-profit products, rather than the creation of
new sales, to hance market power. Besides, to increase gross profit margin, managers
can lower the cost of goods sold and sales/administrative expenses related to operations.
For example, Wal-Mart requires poultry suppliers to provide standard weights on the
packaging of chicken pallets. This action can lower administrative costs and improve
pricing efficiency or profitmargins [56].Also, Tesco, amajor retailer in theUK, is good at
building connections with consumers through loyalty programs. This action may attract
potential investors or financial analysts and increase the investment opportunity of firms.
Third, since retailers need to copewith various products, firmsmay adopt effective supply
chain practices, such as JIT, CPFR, or VMI, to maintain low inventories and enhance
the market power. Furthermore, retailers may increase the operational efficiency by
reducing the inventory ordering costs, tracking costs, and allocation costs. Like Costco,
a US wholesaler, this company controls the number of its stock keeping unit (SKU) at
a relatively low level, approximately 3,800 pieces [57]. Overall, the above actions may
help retailers for operational decisions and enhance their market power status.

5 Conclusions

This paper explores how integrated market power affects trade credit and cash holding
in retailing firms. We apply the COMPUSTAT database and focus on publicly traded
retailing firms in the US (SIC code from 5200 to 5999) from 1984 to 2014. Using
factor analysis and regression analysis, including ordinary least squares, Fama-Macbeth
regression, and fixed effectsmodel, we generalize the empirical results: First, we find that
a decisive integration factor (Fscore) exists from three dimensions, including industry
competition, operations management, and finance. Second, US retailers’ market power
negatively influences demand uncertainty and trade credit. It suggests that retailers with
low market power tend to utilize relatively high upstream trade credit to mitigate the
negative impact of operations disruptions or havemore needs onfinancing resources from
suppliers. Lastly, US retailers’ market power has a positive impact on cash holdings. In
addition to the strategic purpose for holding cash, we can find that high market power
firms taking effectively supply chain practices, such as CPFR or VMI, could attract
customers’ attention and create sufficient cash flow.
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Abstract. In the mobile banking context, the decision to discontinue using a cer-
tain service has received sparse attention. Previous research has identified this
behavior as one potential coping strategy to avoid stressful situations related to
the use of technology. Considering that forms of stress aremultidimensional, com-
plex, and situational, this research proposal investigates the determining factors
influencing users’ responses and coping behaviors through the perspective of a
potential interaction between technostress and financial stress in the mobile bank-
ing context. Our literature review on mobile banking, technostress, and financial
stress research, shows that prior research on technostress 1) has not explored the
context of mobile banking; 2) does not investigate simultaneously users’ psy-
chophysiological and behavioral responses and; 3) that the interaction between
technostress and non-technological stress has not been explored. It also shows
that 4) even though factors of technostress and financial stress differ, their out-
comes seem generally similar. Based on these findings and in order to disentangle
financial stress and technostress impacts on users’ responses and behaviors, an
experimental design based on an adapted version of the Trust Game is proposed.

Keywords: Technostress · Financial stress ·Mobile banking · Discontinuance
behavior

1 Introduction

Mobile-banking transactions increase banks’ overall efficiency by offering transactions
that are up to ten times cheaper than Automated Teller Machine (ATM) transactions,
not only increasing efficiency but also lowering operating costs. In fact, the cost of
mobile banking transactions is, on average, 50 times lower than branch transactions,
10 times lower than transactions via ATMs and 5 times lower than transactions via
online platforms [1]. Moreover, by increasing mobile banking adoption rates, average
banking institutions can generate millions in additional revenue and reduce attrition
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by up to 15% [2]. As such, compared to branch-only customers, mobile banking users
hold more products from their financial institutions, stay longer with them and complete
transactions more frequently. Thus, to maintain profitability, banking institutions must
retain existing mobile banking users and facilitate their continuance usage.

However, despite increased adoption rates, mobile banking continuance usage rates
are still low [3]. Studies report individuals’ intention to stop using and eventually
deleting their mobile banking applications when facing privacy concerns and account
management issues [4]. Whereas information system (IS) research covers extensively
mobile banking adoption and usage phases [5], only one study explores its termination
phase [6], where users develop discontinuance usage behaviors and potentially switch
to alternatives.

General IS research identified these discontinuance behaviors as one of the coping
strategies to avoid IS-caused threatening situations [7]. In the context of technology
voluntary usage, technostress was established as one the factors of IS discontinuance
[8]. For instance, studies showed that discontinuance usage behaviors were prevalent
among Social Network Services users who felt that their personal information might
be threatened (techno-privacy) or forced to meet technological expectations (techno-
overload) as an effort to cope with these technostressors [9]. However, these dimensions
have not been explored in regard to mobile banking.

Technostress has been approached as a phenomenon dissociated from other forms
of stress [10], while it is indeed part of a spectrum of interactions with other types
of stress [11]. It is thus crucial to explore the nature and extent of the relationship
between technostress and non-technological forms of stress. One form of the latter is
financial stress that is due, among others, to perceived potential financial loss [12]. As
no study has focused on the relationship between financial stress and mobile banking
usage discontinuance, this research aims to disentangle financial stress and technostress
impacts on users’ responses and coping behaviors in that context.

To reach this objective and to reproduce a mobile banking usage context, we will
develop an adapted version of the Trust Game (TG) [13]. This paradigm, widely used
in neuroeconomics to study cognitive mechanisms underlying decision-making in eco-
nomic situations [14], will allow us to assess users’ responses and behaviors in situa-
tions of exposition vs. non-exposition to financial stress and technostress. As studies
found that technostressors and sources of financial stress produce significant physiolog-
ical changes, we will record electrodermal activity [15] and heart rate [16] measures
to assess stress levels. Perceptual stress will be assessed through questionnaires and
interviews and discontinuance behaviors as the decision not to invest. This experiment
will provide preliminary results on how users perceive, react to and cope with poten-
tial non-technological stress and technostress-related situations in the mobile-banking
usage context, thus suggesting design guidelines to prevent discontinuance and switching
behaviors.

This research proposal is organized as follows. First, mobile banking, general stress,
technostress, and financial stress research are presented. Subsequently, the proposed
methodology, including the experimental design and measurements, is introduced.

At this stage of the research, the contribution of this article is twofold. First, it
characterizes mobile banking, general stress, technostress, and financial stress research,



Disentangling Technostress and Financial Stress Impacts 215

highlighting the elements that still need to be addressed to understand users’ discontin-
uance behaviors. Second, it provides a proposed experimental design to investigate the
nature and outcomes of potential interactions between specific factors of technostress
and financial stress on users’ psychophysiological responses and coping behaviors in
the context of mobile banking.

2 Literature Review

2.1 Mobile Banking

Mobile banking is generally defined as mobile commerce application, supported by
mobile technology and products that allow users to make financial transactions using
portable technologies, such as mobile phones and tablets [5]. While individuals tend to
use their mobile devices for everyday financial account management, simple banking
transactions or transferring funds [5], the services offered by mobile banking vary from
simple financial services such as balance inquiries, fund transfers, bill payment to more
complex services such as stock exchange transactions.

At the introduction of mobile web services, mobile banking was mainly done via
text or Short Message Service (SMS) and was known as SMS banking. In 1999, after the
introduction of smartphones with Wireless application protocol support, which allowed
the use of themobile web, the first banks began offeringmobile banking via this platform
[17]. Until 2010, SMS banking and internet banking were the most popular mobile
banking services offered [17]. However, the development of smartphones operating with
iOS and Android systems contributed to the evolution of mobile banking applications.
Users were now able to download mobile banking applications on their smartphones
with more sophisticated interfaces and improved transactional abilities.

This transition to mobile banking services was not without impediments. Whereas
banking institutions adopted mobile services at a fairly rapid pace, users were skeptical
and hesitant to adopt them despite their potential benefits [18]. Banking institutions had
thus to evaluate their readiness to adopt and their willingness to use these services to
offer suitable experiences for users. Since the early 2000s [18], the focus of scholars
has therefore primarily been on understanding the adoption, intention to use and usage
continuance of these systems.

An abundance of IS studies, mainly relying on the Technology Acceptance Model
[19, 20] and the Continuance Model [21, 22], have investigated users’ mobile banking
adoption and continuous usage intention. For example, numerous studies have shown that
usersmay adoptmobile banking because of its perceived usefulness, credibility [e.g., 23]
and compatibility [e.g., 24]. Users may also decide not to adopt mobile banking because
of specific sociodemographic and cultural factors [e.g., 25] greater uncertainty or risk
perception [e.g., 26]. Users may also use mobile banking because of their perceived ease
of use [e.g., 27] or task self-efficiency [e.g., 28].

Nevertheless, mobile banking continuance usage rates are still low [3]. Studies report
that, when confronted with privacy concerns and account management issues, people
express their intention to cease using these applications, and potentially delete them [4].
Indeed, mobile banking evolves in an impersonal environment that enables increased
opportunities for fraud, and privacy risks are multiplying exponentially as users’ lives
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are increasingly digitized. Over the past several years, instances of identity theft and
application fraud combinedwith high-profile data breaches have placed privacy concerns
at the top of the mind of users [29]. Moreover, [30] reports that users feel that account
management issues, such as having to delve several layers beyond the home screen to be
able to deal or to comply with an excessive number of features to perform basic tasks,
such as viewing balances and recent transactions, are common concerns when making
regular mobile banking usage.

Despite these growing concerns, reports on mobile banking users’ discontinuance
usage intentions and low continuance rates, the termination phase and the correspond-
ing discontinuance and switching usage behaviors have been largely overlooked by IS
research. To the best of our knowledge, only one study has addressed discontinuance
usage intention in the mobile banking context in relation to users’ personality traits [6].

Nevertheless, general IS research indicates that continuance and discontinuance
usage are not opposite extremities of the same continuum. As such, [31] showed that
continuous and discontinuance usage intentions are motivated by different factors and
[32] that individuals’ perceptions differ while continuing to use IS or when discontinu-
ing its usage. Users may decide to discard using IS because of low perceived usefulness
[32], reliability or compatibility [33]. On the other hand, they may choose to continue
using IS because of habit [31] or social support [32]. Finally, users may also adopt dis-
continuance behaviors as one potential coping strategy to avoid IS-caused threatening
situations, such as technology-related stress [7].

To better understand technology-related stress and the extent of its potential influence
on users’ responses and coping strategies, the next section will underline the basic
foundations of human stress.

2.2 What is Stress?

Stress is a familiar and omnipresent part of life and can be a motivator or a burden. It is
generally understood as a combination of events, or demands, consisting of a stimulus
(stressor), that activates fight-or-flight physiological systems, and triggers psychological
and behavioral responses [34].

As such, the experience of a stressful event will first prompt a distress signal from the
amygdala, an area of the brain that contributes to emotions processing, to the hypotha-
lamus. The latter will then trigger the sympathetic division of the autonomic nervous
systemby sending signals to the adrenal glandswhichwill respond by sending adrenaline
hormones into the bloodstream. As adrenaline circulates through the body, it will bring
several physiological changes including pupil dilation, electrodermal conductance ele-
vation, airway relaxation, heart rate acceleration, strong glucose release, muscle tension
to blood pressure elevation [35]. The hypothalamus will also release the corticotropin-
releasing hormone, which will trigger the pituitary gland to release the adrenocorti-
cotropic hormone, which will travel to the adrenal glands, prompting them to release
cortisol, noradrenaline, and dopamine hormones [35]. Once the levels of cortisol fall,
the parasympathetic division of the autonomic nervous system will dampen the stress
response, and the physiological system will return to its normal state. These physiolog-
ical responses are often unconscious. In fact, they often happen so fast that individuals
are not always aware of them.
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Psychological and behavioral responses to stress will usually appear quickly after the
stressful event. Even though feelings such as anger, irritability and aggressive or reckless
behaviors [36] normally settle rapidly, they can sometimes last several days. In the long
run, when the sources of stress persist, it may also create a long-term stimulation of the
fight-or-flight response which can have a profound effect on one’s ability to function.
Feelings of increased mental load, overwhelm or depression may lead to socially unac-
ceptable behaviors, such as absenteeism and tardiness, or that interfere with one’s ability
to function such as addiction, eating and sleeping disorders, social withdrawing, or pro-
crastination. Nevertheless, stress can also generate positive reactions such as enhancing
memory [36] or increasing motivation to reach specific goals and enhance performance
to reach specific goals requiring a high level of arousal [37].

In fact, one’s ability to cope with stress will have an impact on their success or
failure in controlling potential stressful situations. These psychophysiological reactions
to sources of stress differ, in part, on one’s cognitive appraisal: a stressor may have a
stronger negative impact when perceived as a threat versus as a challenge [37]. As such,
somemay try to mitigate stressful situations by adopting problem-focused coping strate-
gies aiming to alter or eliminate the source of stress by directly focusing on the problem.
Others will cope by adopting emotion-focused strategies as, for instance, avoiding or
distracting themselves from the source of stress, venting to others about it, seeking social
support, or denying it [38, 39].

Sources of stress can also take many forms. They can be situational, environmental,
personal, professional, financial, or technology-related, to name a few. As a matter of
fact, each form of stress occurrence is part of a full range of complex interactions with
other forms of stress that one might feel at a given time and in a specific context [11]. An
individual may very well be confronted with work, financial or personal-related stress
at the same time, but to varying degrees, and with different outcomes.

To summarize, stress is a multidimensional situation, complex and situational,
hence requiring investigating, and understanding factors influencing the intensity of
the stressful event, their psychophysiological and behavioral outcomes, and coping
strategies.

In light of the general stress process and the importance of its outcomes, it is necessary
to understand the extent to which research has addressed technostress as a specific form
of stress, within which usage context. To this end, we will provide in the following a
conceptualization of technostress as well as an overview of technostress research, before
introducing different technology-related stressors relevant to mobile banking.

2.3 Technostress

Technostress research investigates how and why the use of IS causes various demands
on individuals. The concept was first introduced by psychologist Craig Brod [40], in
the early 80s, at a time when the technological revolution was starting to change work
environments. He described technostress as a modern adaptation disease caused by
the inability to deal healthily with new computer technology [40]. In the late 90s, [41]
extended this definition to any negative effect caused directly or indirectly by technology
on beliefs, emotions, behaviors, or body psychology. In the early 2000s, [42] defined
technostress as stress created by usage, explaining that it is one of the consequences
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of the attempts and difficulties of users to cope with continuously evolving IS and the
changing cognitive and social demands associated with their use. The latest definition
generally accepted by scholars is that technostress is a form of stress that individuals
experience due to their use of information systems [43].

Technostress is understood as the result of an interaction between individuals and
their environment [44] and is conceptualized as a process activated by the use of is where
the latter acts as an interfering variable [45].As such, this process includes the presence of
individual, task, technology and/or organizational environmental characteristics. These
characteristics, referred to as antecedents are appraised by users as demands, namely
technostressors, that are taxing and require a change [43]. These technostressors, then
activate coping strategies that lead to psychophysiological and behavioral outcomes
[46], referred to as strains. The users’ evaluation of the extent of this demand, namely
primary appraisal, influences the intensity of the relationship between the antecedents
and technostressors. The users’ assessment of their available alternatives and resources
[43] referred to as secondary appraisal, impacts the relationship between technostressors
and coping responses.

As shown in a recent systematic review of the literature [10], technostress research
has mainly focused on work-related technostress in mandatory technology usage con-
text. An extensive body of research has explored the relation between organizational
characteristics, technostressors and its psychological consequences [10] wherein a few
have investigated its coping strategies and physiological and behavioral outcomes or
addressed psychological outcomes in relation to task characteristics and context stres-
sors [10]. More recently, research has started to take interest in Social Network Services
(SNS) related context usage, making it the most non-mandatory-work-related technol-
ogy context [e.g., 9]. These studies considered individual and situational factors, coping
strategies and psychobehavioral outcomes related to SNS technostress. While SNS-
related technostress is an emerging trend in non-work-related technostress studies, other
non-work-related usage contexts are still under-explored by IS research. To date, the lat-
ter contexts investigated include (a) individual factors and technology characteristics as
antecedents of online-shopping-related technostress and their neuropsychological con-
sequences [15, 47, 48]; (b) individual and technology characteristics in the intensity
of the technostress effect, coping strategies and behavioral consequences of mobile-
application usage context and (c) the effect of technostress among users over 60 years
old in the daily usage context [49].

Overall, only three studies [50–52] have simultaneously investigated psychophysio-
logical and behavioral outcomes of technostress. However, as mentioned, physiological
responses to general stress are often unconscious. Research has shown that users do
not necessarily perceive stress consciously while interacting with an IS [53]. Under-
standing physiological outcomes are an essential complement to the comprehension of
psychological and behavioral responses [54]. These results add to the fact that tech-
nostress impacts beliefs, emotions, behaviors, or physiology [55], leading us to empha-
size on the importance of exploring simultaneously all three consequential outcomes of
technostress.

This systematic overview of the technostress literature not only shows that, afore-
said, technostress has not yet been explored in the context of mobile banking, but also
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demonstrates that prior research has mostly focused on investigating separately physio-
logical, psychological, and behavioral outcomes of technostress as well as users coping
strategies.

It now allows us to look at specific sources of technostress, namely techostressors,
their consequences and introduce the ones relevant to the context of mobile banking.

Under the technostress framework, technostressors are technology-related stimuli
assessed by users as harmful and-or threatening [56]. Several technostressors have been
identified by IS research, among which techno-overload [e.g., 57, 58], techno-invasion
[e.g., 59, 60], techno-insecurity [e.g., 61, 62], techno-unreliability [e.g., 44, 56], techno-
uncertainty [e.g., 59, 63], techno-complexity [e.g., 42, 64] and techno-privacy [49].
Techno-overload and techno-privacy correspond to a serious reality of mobile banking.
The present research proposal focuses on these two specific technostressors which are
presented in the following.

Techno-Overload. Techno-overload refers to the general perception of overload felt by
users from the use of IS [42]. In mandatory technology work-related usage contexts,
techno-overload is understood as users’ perception of being forced to do more to use the
technology [42], resulting in lower job satisfaction [e.g., 61], organizational commit-
ment [e.g., 65] and productivity [42]. Furthermore, in non-mandatory technology-usage
contexts, techno-overload embodies SNS users’ feeling of being obliged to meet expec-
tations of others [9], deal with redundant and excessive features [66], manage mobile
shopping applications’ push notifications [8] and, in the daily usage context, cope with
more problems than necessary, hence executing tasks slower [49]. In the SNS-related
usage context, techno-overload has been shown to lower users’ satisfaction, increase
exhaustion leading to discontinuance usage intention [58] and avoidance coping strate-
gies [67]. SNS-related techno-overload has also been linked to distraction coping strate-
gies [68] where users either engage in another activity within the same application or
in another activity outside the application. In the mobile shopping application context,
techno-overload from push notifications have proven to exert a significant influence on
users’ coping strategies [8]. Users will in fact develop negative emotions such as avoid-
ance intention or self-deception towards the usefulness of these notifications which will
consequently develop into discontinued usage. Considering the particular context of
mobile banking, we, therefore identify techno-overload as having to deal or to comply
with an excessive number of technological features to perform basic tasks, as a critical
technostressor for mobile banking users.

Techno-Privacy. Another significant technostressor is techno-privacy which represents
the perception of disclosure that users experience when using IS [43]. It embodies users’
feelings that too much personal information is disclosed on an SNS by them or by
their friends [9]. In the daily usage context, techno-privacy refers to users’ perception
of having their personal information threatened because their use of technology can be
tracked, recorded, and exploited by third parties [49], resulting in a decrease in subjective
well-being and a compulsion to undergo a cognitive and social adaptation process to
technology as a coping strategy. In the specific context of mobile banking, we identify
techno-privacy, as users’ perception of having their personal information threatened, as
a significant technostressor for mobile banking users.



220 M. Korosec-Serfaty et al.

In sum, previous research has shown that the perception of techno-overload and
techno-privacy lead to psychobehavioral strains, as well as to avoidance or adaptive cop-
ing strategies. Given the human specific experience of stress, besides these technology-
related factors which trigger these responses, other non-technological sources of stress
might also have an impact on users’ responses in general technological-related con-
text and in the specific case of mobile banking. However, our systematic research [10]
revealed only one article aiming to identify the effect of the interaction between tech-
nostress and non-technological stress. As such, [69], in a tentative model development,
demonstrated the importance of examining the interaction between technostress and
work-related stress such as management expectations for productivity, as both forms
of stress may impact satisfaction and organizational commitment. This model does not
seem to have been pursued in an experimental study as no published article from the
same author on this subject has been found. The potential effect of an eventual interaction
between technostress and non-technological stress is thus still currently unknown. We
choose to contribute to the filling of this gap by exploring one form of non-technological
stress underlying the economic decision-making context ofmobile banking, i.e., financial
stress, which we present next.

2.4 Financial Stress

Financial stress is defined as the psychophysiological and behavioral responses resulting
from financial and or/economic events in the sphere of financial resource management
and decision making [70]. It is conceptualized and operationalized through financial
strain, the perception of an economic pressure which creates a possibly harmful, threat-
ening, or challenging situation [71] and aligns with the definition of a stressor to individ-
uals. The psychophysiological and behavioral responses to financial strain are defined
as financial stress [72].

Studied by scholars since the 19th century, financial stress has covered a wide range
of heterogeneous contexts from financial stress experienced by university students [73],
U.S. farmers [74], public sector employees [75], families and societies [76] to cancer
patients [77]. As already underlined here, no study on financial stress has focused on the
mobile banking context.

Financial stress has been identified as coming from three distinct sources: (1) personal
stressors such as investment losses, accidents, wage reductions and perceived potential
financial loss; (2) family stressors such as major life-cycle events requiring substantial
amounts of money to resolve and; (3) financial stressors including personal consumer
choice situations [12]. In the specific context of mobile banking, we therefore identify
perceived potential financial loss due to online daily banking or investment transactions
as the financial stressor.

Consistent findings on financial stress have shown a significant positive relationship
between financial stress, psychological outcomes such as lowered self-esteem and an
increase in depression [76], behavioral consequences such as lower work productivity
[77] academic performance [73] increase in absenteeism [78], physiological outcomes
such as higher blood pressure and heart rate [75] and a general declining of physical and
mental health [76].
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3 Proposed Experiment

In this part, we outline our proposed experimental design to disentangle technostress and
financial stress on users’ responses and coping behaviors, as well as the measurements
used.

3.1 Experimental Design

Wepropose to use a 3-factorwithin-subject experimental design andmanipulate financial
stress, techno-overload, and techno-privacy. The experiment will have two subsequent
stages: earning and investing.

Earning Stage. To increase user behaviors’ ecology [79], the earning stage will legit-
imize “wealth with effort” [80] by having subjects take a 10 simple questions quiz,
earning $10 when answering correctly to 5 of them.

Investing State. In the investing stage, and to reproduce amobile bankingusage context,
participants will play 20 rounds of an adapted version of the TG, divided into four
randomized blocks (5 rounds each), a widely used paradigm in neuroeconomics to study
cognitive mechanisms underlying economic decision-making [14].

In the classic version of the TG, a player (the trustor) chooses whether to trust a
second player (the trustee) by deciding to send or not, and how much, money from an
initial endowment to this anonymous second player. This amount is then tripled by the
experimenter and passed to the trustee who can then decide whether to return or defect
the trust. In some cases, the roles of trustor and trustee are taken in alternation by each
of the players until one of them refuses to return the money. Furthermore, the number
of stages is either limited or not [81].

In our case, the experimental task will see participants acting as trustors and decide
how much previously won money ($0 to $10) to invest into a fictional bank’s financial
product (the trustee) [13] given the actual return rate on a mobile-banking platform.
Participants will be informed that the accrued total amount of the obtained returns deter-
mines a bonus at the end of the experiment based on a conversion chart [82]. Across
blocks, the central independent variable will be the amount invested [83] under each
condition.

Return on investment will constitute the financial stressor. Techno-overload will be
induced as a text-based CAPTCHA before completing the investment transaction, and
techno-privacy as a phishing attack message simulating an information breach [84],
momentarily preventing participants from carrying on their investment decision.

Block A will be conducted on a non-technological platform to eliminate possible
stress sources from using the TG software and induces financial stress over two condi-
tions: High (potential gain/loss of 50% of the investment) vs. low (potential gain/loss of
5%) (Fig. 1).

Blocks B, C andDwill use a TG software. BlockBwill randomly expose participants
to financial stress and techno-overload, over four conditions: (high vs. low) and (captcha
vs. no captcha). BlockCwill randomly expose participants to financial stress and techno-
privacy, over four conditions (high vs. low) and (message vs. no message). Block D will
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Fig. 1. Proposed experimental design.

manipulate all inductions and randomly assesses participants’ reactions in a 2 (financial
stress: high vs. low)× 2 (techno-overload: captcha vs. no captcha)× 2 (techno-privacy:
message vs. no message) design.

3.2 Measurements

Psychophysiological and behavioral data will be captured pre- and post- and during the
experiment.

Physiological Responses Measurements. Throughout the experiment, physiological
responses to financial stress and technostress will be measured by recording electro-
dermal activity and heart rate as evidence of physiological arousal. After each round, a
fixation cross will be displayed to allow recovery of physiological responses [82].

Psychometric Responses Measurements. Psychobehavioral responses will be mea-
sured using pre- and post-experiment questionnaires. The first questionnaire, which will
be conducted in the pre-experiment stage, will collect sociodemographic data, including
age, gender, and education status. The second questionnaire, which will be conducted
in the post-experiment stage, will assess perceptions of techno-overload [65], techno-
privacy [49], financial stress [70], discontinuance behaviors [8, 9], switching behaviors
[85] and privacy security-efficiency [86]. All constructs will be measured on a 5-point
Likert scale.

4 Conclusion and Next Phase

In conclusion, while the factors of technostress and financial stress differ, their outcomes
seemgenerally similar. Thequestionnow is, ononehand, to determine the extent towhich
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the effects of technostress and financial stress, and more specifically techno-overload,
techno-privacy, and potential financial loss, affect users’ reactions and perceptions and,
on the other hand, whether they have different impacts in the specific context of mobile
banking. To address this gap in the literature, we propose to conduct a pilot study to help
disentangle these constructs and to ascertain the experiment’s feasibility and ecological
validity. The experimental design is presented to obtain feedback and help prepare the
experiment.
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Abstract. The core theme of systems engineering is a modeling language with
model consistency of static systems structure and dynamic systems behavior. In
this research,we developedChannel-BasedMulti-Queue Structure-Behavior Coa-
lescence Process Algebra (C-M-SBC-PA) as the formal language for the model
singularity of the mobile payment FinTech service systems design. In C-M-SBC-
PA, a sole diagram is adopted to describe the syntax and semantics of the design of
the service system. Overall, the model consistency will be fully guaranteed in the
mobile payment FinTech service systems design when the C-M-SBC-PA method
is used.

Keywords: Mobile payment FinTech service systems design ·
Structure-behavior coalescence · Formal language · Model singularity · Model
consistency

1 Introduction

As a general application of modeling to support systems planning, specification, design,
verification, and testing tasks beginning in the conceptual planning phase and contin-
uing throughout development and later life cycle phases, systems engineering aims to
promote systems engineering activities that have traditionally been performed using the
document-based approach and result in the enhanced specification and design quality,
reuse of system specification and design artifacts, as well as communication between
development teams [1–5].

Thekernel themeof systems engineering is a consistentmodel, i.e., systemsmodeling
language (SysML), of the static systems structure and dynamic systems behavior, with an
emphasis on using model-based methods and tools to enhance and ameliorate the model.
However, because SysML is a multiple diagram method based on UML 2.0, there are
always remarkable inconsistencies between varied diagrams in the SysML design of a
system [6–10].
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In this research, we developed channel-basedmulti-queue structure-behavior coales-
cence process algebra (C-M-SBC-PA) [11, 12] as the modeling language for the model
singularity of the mobile payment FinTech service systems design. Using C-M-SBC-
PA, only a single diagram is used to specify the semantics of the system. Therefore, the
model consistency will be completely ensured in the mobile payment FinTech service
systems design.

The rest of this paper is organized as follows. Section 2 deals with the related systems
engineering modeling studies. C-M-SBC-PA, as a single diagram for service systems
design, is detailed in Sect. 3. After describing the structure-behavior coalescencemethod
adopted in this paper, we will apply it to the mobile payment FinTech service systems
design in Sect. 4. The conclusions of this paper are in Sect. 5.

2 Background

In the systems engineering user group, people often use the SystemsModeling Language
(SysML) to specify the static systems structure and dynamic systems behavior of the
system. The SysML concepts include (1) an abstract syntax that defines the language
concepts and is described by a meta-model, and (2) a concrete syntax, or notation, that
defines how the language concepts are represented and are described by a user model [4,
5]. Because SysML is a multiple diagram method based on UML 2.0, there are always
some inconsistencies between various diagrams in the user model [6–10].

There are two ways to resolve inconsistencies in the SysML design of a system. The
first method is to use a meta model. To ensure and check consistency, the meta-model
defining the abstract syntax of the modeling language needs to provide a unified seman-
tic framework for specifying consistency rules to press constraints on the structure or
behavior constructs of the SysML systems specification. TheObjectManagement Group
(OMG) specifies a language that represents meta-models, called Meta Object Facility
(MOF) that is used to define UML, SysML, and other meta-models. Various mecha-
nisms are used in MOF, such as Object Constraint Language (OCL) [13], Foundational
UML (fUML) [14], The Action Language for Foundational UML (Alf) [15], Process
Specification Language (PSL) [16], and so on. However, all the mechanisms used in
MOF do not provide a unified semantic framework from which each diagram in the user
model will be projected as a view of the SysML meta-model.

The second method to ensure and check model consistency is to provide a single
diagram for the SysML user model specification. The Object Process Methodology
(OPM) [17] which is able to consider processes that are parallel to the object, depicting
an excellent single diagram framework that avoids model inconsistencies by unifying
all the information into the unified model and limiting the complexity through a scaling
mechanism.

In this paper, we developed channel-based multi-queue structure-behavior coales-
cence process algebra (C-M-SBC-PA) as the modeling language for mobile payment
FinTech service systems design. In C-M-SBC-PA, only a single diagram is used to
design the syntax and semantics of the system. Therefore, by using the C-M-SBC-PA
method, the model consistency can be completely guaranteed in the mobile payment
FinTech service systems design.
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3 Method of Structure-behavior Coalescence

3.1 Channel-Based Mechanism

The block is the fundamental modular unit for specifying the systems structure in SysML
[4, 5]. It candefine a typeof virtual or real entity; a software, hardware, or object; a person;
a facility. A channel is a mechanism for agent communication via message passing [11,
12]. A message may send over a channel, and another agent can receive messages sent
by a channel it has a reference. Each channel defines a set of parameters that describes
the arguments passed in with the request or passed back out once a K ⊆ Λ xΘ request
has been handled. The signature for a channel is a combination of its name along with
parameters as follows:

<channel name>(<parameter list>)

The parameters in the parameter list represent the inputs or outputs of the channel.
Each parameter in the list displayed with the following format:

<direction> <parameter name> : <parameter type>

Parameter direction may be in, out, or inout. We formally describe the “channel
signature” as a relation whereΛ is a set of “channel names”, andΘ is a set of “parameter
lists”.

An interaction [11, 12] describes an integrated communication between the caller
agent (actor or block) and the callee block. In the channel-based value-passing app-
roach, as shown in Fig. 1, the caller agent interacts with the callee block through the
“calculateSum(in a: Real; in b: Real; out c: Real)” channel signature.

calculateSum(in a: Real; in b: Real;
out c: Real) callee

block

caller

Fig. 1. Channel-based value-passing interaction

The outside environment uses a “type 1 interaction” to interact with a block.We spec-
ify the channel-based value-passing “type 1 interaction” as a relation G ⊆ BXK XΓ

whereB is a set of “external environment’s actors”, andK is a set of “channel signatures”,
and Γ is a set of “blocks”.

Two blocks use a “type 2 interaction” to interact with each other. We specify the
channel-based value-passing “type 2 interaction” as a relation V ⊆ Γ XK XΓ where
Γ is a set of “blocks” and K is a set of “channel signatures”.

We can also specify the channel-based value-passing “type 1 or 2 interaction” as a
relation � ⊆ Ξ XK XΓ where Ξ is a set of “external environment’s actors or blocks”
and K is a set of “channel signatures”, and Γ is a set of “blocks”.



Structure-Behavior Coalescence Method 231

3.2 Entities of C-M-SBC-PA

As shown in Table 1, we define K be the relation of channel signatures then utilize k1,
k2… to scope over K. We further define Λ be the set of channel names then utilize ch1,
ch2… to scope over Λ. Further, we define Θ be the finite set of parameters then utilize
p1, p2… to scope over Θ. We define G be the relation of interactions of type 1 then
utilize g1, g2… to scope over G. We define V be the relation of interactions of type 2
then utilize v1, v2… to scope over V. Further, we define Δ be the relation of interactions
of type 1 or 2 then utilize a1, a2… to scope over Δ. We defineΨ be the finite set of state
expressions then utilize s1, s2… to scope over Ψ . Further, we define X be the finite set
of state variables then utilize X1, X2…to scope over X. We define B be the finite set of
actors then utilize β1, β2… to scope over B. We further define Γ be the finite set of
blocks then utilize b1, b2… to scope over Γ . Finally, we define Ξ be the finite set of
actors or blocks then utilize ρ1, ρ2… to scope over Ξ.

Table 1. Entities of C-M-SBC-PA

Entity Set Entity name Type of entity

K k1, k2… Channel signatures

Λ ch1, ch2 Channel names

Θ p1, p2… Parameter lists

G g1, g2… Interaction of type 1

V v1, v2… Interaction of type 2

Δ a1, a2… Interaction of type 1 or 2

I, J,… Indexing sets

Ψ s1, s2… State expressions

X X1, X2… State variables

B β1, β2… Actors

Γ b1, b2… Blocks

Ξ ρ1,ρ2… Actors or blocks

3.3 Syntax of C-M-SBC-PA

Figure 2 shows the syntax of C-M-SBC-PA, which is specified by the grammar of
Backus-Naur Form.
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Fig. 2. Syntax of C-M-SBC-PA

3.4 State Expression of the System in C-M-SBC-PA

In C-M-SBC-PA, the state expression of a mobile payment FinTech service sys-

tems design is defined as FixIFDii =1,m and the expression of FixIFDi is defined as

aijfix(Xi=  Xi )j =1,n where ai1 = gi1 for all i ∈ 1,m.
To combine them together, we summarize that in C-M-SBC-PA, the

mobile payment FinTech service systems design is then formally defined as

“ fix(X1=g11●a12●a13●…●a1n●X1) fix(X2=g21●a22●a23●…●a2n●X2) …
fix(Xm=gm1●am2●am3●…●amn●Xm)

”.

3.5 Transitional Semantics of C-M-SBC-PA

In givingmeaning to C-M-SBC-PA, we use the transition graph (TG) as a single diagram
to specify the semantics of a system. The C-M-SBC-PA transition graph is a labeled
transition system (LTS) [18].

DEFINITION (TRANSITION GRAPH) A C-M-SBC-PA transition graph TG =
(Ψ , s0, Δ, TGR) consists of

• a finite set Ψ of states,
• an initial state s0 ∈ Ψ ,
• a finite set Δ of “type 1 or 2 interactions”,
• a transition relation TGR ⊆ Ψ 1XΔXΨ 2, where

(
sj, a, sk

) ∈ TGR is denoted by

sj
a−→ sk.

We can draw a diagram to represent the transition graph. Figure 3 shows the diagram
of the transition graph TG01. In the diagrammed transition graph, the state is represented
by a circle containing its name; the transition from the source state to the target state is
denoted by an arrow and labelled with an interaction; the initial state (e.g., “s1”) is the
target state of the arrow which has no source state.
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s1a1

s2

s3

s4

a2

a3

a4

Fig. 3. Diagram of the transition graph TG01

We can also list the relationships that represent the transition graph. Table 2 shows
the transition relation “TGR01” of the transition graph “TG01”.

Table 2. Relation TGR01 of the transition graph TG01.

Ψ 1 Δ Ψ 2

s1 a1 s2

s2 a2 s3

s1 a3 s3

s3 a4 s4

3.6 Transition Graph of FixIFD in C-M-SBC-PA

In C-M-SBC-PA, the state expression of FixIFDi is formally specified as
“fix(Xi = gi1 • ai2 • ai3 • . . . • ain • Xi)”. As shown in Fig. 4, we use the C-M-SBC-PA
transition graph TGi to specify the execution of the “FixIFDi” state expression.

TGi

si2

gi1

ai2

si1

si3

si4

ai3

ain

Fig. 4. Transition graph for FixIFDi.
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We can also list the relationships that represent the transition graph of the FixIFDi
state expression. Table 3 shows the transition relation “TGRi” of the transition graph
“TGi”.

Table 3. Relation TGRi for the state expression “FixIFDi”.

Ψ 1 Δ Ψ 2

si1 gi1 si2

si2 ai2 si3

si3 ai3 si4

• • •

sin ain si1

In C-M-SBC-PA, the state expression of the mobile payment FinTech service

systems design is formally defined as “fix(X1=g11●a12●a13●…●a1n●X1)

fix(X2=g21●a22●a23●…●a2n●X2) … fix(Xm=gm1●am2●am3●…●amn●Xm)”.
We use the C-M-SBC-PA transition graph TGsystem to specify the execution of the

mobile payment FinTech service systems design, as shown in Fig. 5.

s13

g11

a12

s12

s14

a13

a1n

s22

g21

a22

s23

s24

a2n

sm2

gm1

am2

sm3

sm4

amn

s11 s21

sm1

am3

a23

Fig. 5. Transition graph TGsystem.
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We can also list the relationships that represent the transition graph of a system.
Table 4 shows the transition relation TGRsystem of the transition graph TGsystem.

Table 4. Relation TGRsystem.

Ψ1 Ψ2

s11 g11 s12

s12 a12 s13

s13 a13 s14

• • •
s1n a1n s11

Ψ1 Ψ2

s21 g21 s22

s22 a22 s23

s23 a23 s24

• • •
s2n a2n s21

• • • • • • • 

Ψ1 Ψ2

sm1 gm1 sm2

sm2 am2 sm3

sm3 am3 sm4

• • •
smn amn sm1

4 Application of Mobile Payment Fintech Service System

4.1 Mobile Payment FinTech Service System

Financial technology, also named FinTech, is the new mechanization that aims to com-
pete with traditional financial approaches in the delivery of financial solutions [19].
The use of smart phones for mobile banking, financial services, and cryptocurrency are
examples of mechanizations aiming to make financial solutions more accessible to the
public. Financial technology companies consist of both startups and established financial
companies trying to improve or ameliorate the usage of financial solutions provided by
existing financial companies.

Mobile Payment FinTech service system (MPFSS), shown in Fig. 6, links cus-
tomers to stores that offer cell phone QR code scanning payments. Mobile payment
is a significant financial technology application.

Behaviors of MPFSS consist of a) behavior of Registering_Member_Account, b)
behavior of Depositing_Money_into_the_Account, c) behavior
of Setting_QR_Code_to_Collect_Money, d) behavior of Scanning_QR_Code_to_Pay,
and e) behavior of Withdrawing_Money_from_the_Account.

In the behavior of Registering_Member_Account, a future member shall use the
Register_Member_Account_UI component to input the corresponding data for this
account registration. After that, the account registration data will be saved to the
MPFSS_Database block. In the behavior ofDepositing_Money_into_the_Account, each
member can useMPFSS to transfer money from his bank to his mobile payment account.
After confirming the transfer, all relevant data will be saved to the MPFSS_Database
block. In the behavior of Setting_QR_Code_to_Collect_Money, a store can use MPFSS
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Customers Stores

Fig. 6. MPFSS operates autonomously within networks.

to set the QR code for payment. After confirming the settings, all relevant data will be
saved to the MPFSS_Database block. In the behavior of Scanning_QR_Code_to_Pay,
customers can use MPFSS for scanning and payment. After confirming the payment, all
relevant data will be saved to the MPFSS_Database block. In the behavior of Withdraw-
ing_Money_from_the_Account, each member can use MPFSS to transfer money from
his mobile payment account to his bank. After confirming the transfer, all relevant data
will be saved to the MPFSS_Database block.

4.2 C-M-SBC-PA State Expression of the Mobile Payment FinTech Service
System

We first use the C-M-SBC-PA to design the Mobile Payment FinTech service
system. The C-M-SBC-PA state expression of the Mobile Payment FinTech ser-

vice system, sMPFSS, is defined as “fix(X1=g11●v12●X1) fix(X2=g21●v22●v23●g24●X2)

fix(X3=g31●v32●g33●X3) fix(X4=g41●v42●g43●v44●g45●X4)
fix(X5=g51●v52●v53●g54●X5)”.

We use the C-M-SBC-PA transition graph

TGMPFSS defined as “TG1 TG2 TG3 TG4 TG5” to represent the state expression of
the Mobile Payment FinTech service systems design, as shown in Fig. 7.

We use a TG relation TGRMPFSS ⊆ Ψ 1XXΛXΘXΓXΨ 2 defined as
“TGR1 TGR2 TGR3 TGR4 TGR5” to represent the C-M-SBC-PA transition graph
TGMPFSS of the state expression of theMobile Payment FinTech service systems design,
as shown in Table 5.
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Fig. 7. Transition graph TGMPFSS
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Table 5. Relation TGRMPFSS.

1 Ψ2Λ Θ Γ

s11

g11

s12
Member

Register_
Member_
Account

in Register_
Member_
Account_Form

Register_
Member_
Account_UI

s12

v12

s11
Register_
Member_
Account_
UI

SQL_Insert_
Register_
Member_
Account

in Register_
Member_
Account_
Query

MPFSS_
Database

Ψ1 Ψ2Λ Θ Γ

s21

g21

s22
Member

Deposit_
Money_into_the_Ac
count_CALL

in 
Bank_Account;
in Amount

Deposit_
Money_
into_the_
Account_UI

s22

v22

s23

Deposit_
Money_
into_the_
Account_
UI

Withdraw_Money_
from_the_
Bank

in Bank_Account;
in Amount;
out Authorization_
Response

Bank_Service

s23

v23

s24Bank_
Service

SQL_Insert_
Deposit_Money_
into_the_Account

in Deposit_
Money_into_the_
Account_Query

MPFSS_
Database

s24

g24

s25

Member

Deposit_
Money_into_the_
Account_
RETURN

out Deposit_
Money_
into_the_
Account_Report

Deposit_
Money_
into_the_
Account_UI

1 Ψ2Λ Θ Γ

s31

g31

s32
Store

Set_
QR_Code_
CALL

in Set_
QR_Code_
Form

Set_
QR_Code_
UI

s32

v32

s33Set_
QR_Code_
UI

SQL_
Insert_
Set_
QR_Code

in Set_
QR_Code_
Query

MPFSS_
Database

s33

g33

s31
Store

Set_
QR_Code_
RETURN

out QR_Code
Set_
QR_Code_
UI

(continued)
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Table 5. (continued)

Ψ1 Ψ2Λ Θ Γ

s41

g41

s42
Customer Scan_to_Pay Scan_QR_Code_

to_Pay_UI

s42

v42

s43Scan_
QR_Code_
to_Pay_UI

Scan_QR_
Code

out QR_
Code_
Content

Store's_
QR_Code

s43

g43

s44
Customer

Agree_to_Pay_C
ALL

in Agree_
to_Pay_Form

Scan_QR_Code_
to_Pay_UI

s44

g44

s45Scan_
QR_Code_
to_Pay_UI

SQL_Insert_
Agree_
to_Pay

in Agree_
to_Pay_
Query

MPFSS_
Database

s45

g45

s41
Customer

Agree_to_Pay_R
ETURN out Agree_
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5 Conclusion

This paper proposed C-M-SBC-PA as the modeling language for the model singular-
ity of the mobile payment FinTech service systems design. In C-M-SBC-PA, only a
single diagram is used to specify the semantics of the design of the mobile payment
FinTech service system. In general, when the C-M-SBC-PA method is adopted, the
model consistency in the mobile payment FinTech service system design will be fully
guaranteed.
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Abstract. Industry 4.0 or also called the digital paradigm brings with it an envi-
ronment where information sharing, and agile flows can improve the results of
organizations but also create great challenges for operators. The digital paradigm
promotes the globalization of human capital, with an impact onworker turnover, as
well as on the potential increase in the loss of organizational knowledge, as work-
ers leave companies. Thus, this work, through the combination of the concepts
of digital transformation and information management, joint with the techniques
of BPM and Lean, clarifies a methodology (using BPMN) for the creation of a
repository of organizational knowledge (enhancing instruction modelling work
routines), while promoting the introduction of digital tools in daily tasks, placing
the operator in the foreground. This digital introduction promotes the elimination
of waste connectedwith Lean InformationManagement, creatingmore fluid infor-
mation flows in the company. The human factor is then valued and new points of
connection between the human workforce and digital tools are established, while
organizational knowledge is updated, created, and retained.

Keywords: Human factors · Digitalization · Industry 4.0 · Organizational
knowledge · BPMN · Shop floor

1 Introduction

The Fourth Industrial Revolution (4thIR) adds a new state (digital) in the organizations,
by moving them into a newwork cycle that combines the digital with the physical world.
Particularly in the digital world, new challenges arise due to the power of technologies
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such as internet of things (IoT) devices, big data and analytics systems, additive manu-
facturing, advanced and autonomous robotics tools, augmented and virtual reality, cloud
computing, artificial intelligence and cognitive systems. All these technological drivers
are related to the most sophisticated and innovative developments where the internet
serve as a pillar to integrate computer agents, humans, processes, materials and prod-
ucts, and the information serves as a binding element to create a new kind of intelligence
within an organization [1]. In fact, the emerging technologies behind Industry 4.0 can
change the organizational value chain, creating new ways of working and of looking
at business. However, despite the benefits arising from digitalization, this phenomenon
leads to drastic changes in organizationswith impacts on physical processes, information
flows and on the way people work (human capital).

Another phenomenon that is strongly rooted in organizations today, and that should
not be ignored in this new industrial revolution context, is Lean Thinking (LT). Although
this concept has emerged in the manufacturing industry, it is already spreading to other
areas, namely services, including data and information flows [2]. Considering some stud-
ies in the literature, LT can contribute to information management by eliminating waste,
i.e., activities that do not add value on the information processes [3, 4]. These authors
believe that wastes associated with information management, besides not adding value
to the information chain, contribute negatively to the decision-making process. Among
the various waste types [5] identify excess information, information over-processing and
poor data quality, as the main wastes that occur in most organizations. Lean Information
Management is defined by [6] as an approach for improving organizational systems,
to reduce waste and to increase the value of information, eliminating activities with-
out added value. It focuses on exposing and solving problems of information waste,
variability and inflexibility.

To introduce changes concerning I4.0 and implement Lean Thinking among shop
floor resources, companies must attend to their processes (core in any organization) and
manage them it is vital to know how they are used at the organization and how they are
linked to each other. Thus the modelling and documentation of processes are a matter of
concern related to theirmaturitywithin the organization [7]. In fact, some researchers [8–
10] have been already emphasizing that there is a need to extend the concepts of Business
Process Management (BPM) to support knowledge flow in organizations. In the context
of an organization operative business processes and even from a knowledgemanagement
perspective, process orientation is critical to providing task relevant knowledge In line
with this thought, Business Process Management can be seen not only as important
for process engineering, but also as a methodology that allows the transformation of
informal into formal knowledge.

According to [11], lean manufacturing integrated with I4.0 represents an important
research field that should be extensively explored. The human element should be in the
centre of the shift, and companies are challenged to develop a group of competencies (a
whole new curricula), in an effort to handle the increasing technological and organiza-
tional complexity of operations [12, 13]. Skills gain will not only be achieved through
said “normal” education, but also through lifelong learning [14]. In this way and since the
knowledge flow will be preponderant in the I4.0 paradigm, it is essential that companies
are able to retain all the skills of their employees (tacit knowledge), in order to make the



244 J. Salvadorinho et al.

workforce rotation easier, so that the process on-site learning be also easier and more
effective. In this sense, the purpose of this paper is to examine the relationship between
I4.0, lean and information management on the perspective of the human factors and
organizational knowledge. For this, a case study was carried out in a chemical industry
company, where the collaborators’ work instructions were modeled on the shop floor
and activities of added value, non-added value, and inappropriate information flowswere
detected. This analysis allowed to specify an application to support decision making in
a group of manufacturing cells. A remodeling of the instructions previously executed
was conceived in order to consider the software functionalities and with the purpose
of establishing a new role for collaborators (with the team leader example). The result
is a starting point for an Organizational Knowledge Lean Repository (establishing new
connection points between information and communication technologies and human
resources on the shop floor) and a Lean Information System (only retaining information
relevant to the company core processes).

2 Theoretical Background

2.1 Human Factor in Industry 4.0 and Operator 4.0

Cyberphysical systems will transform functions into manufacturing systems, which
despite the increase the role of the computerization and automation, reveal that human
work will be very important for the future [15]. Thus, in the Industry 4.0 environments,
work is expected to be less repetitive and more challenging, but more qualified with a
view to the use of cyberphysical systems [15], with the new concept of Operator 4.0
emerging. Operator 4.0 is understood as an intelligent and skillful operator who performs
cooperative work with robots, presents assistance by machines, being used for that very
reason, human cyberphysical systems, advanced technologies of human-machine inter-
action and adaptive automation to reach automation symbiosis work systems human
[16]. It is expected that following Operator 4.0 principles, the factories of the future will
be suitable for workers with different preferences, capacities and skills and driven by
solutions that empower employees and involve the work community. There is, however,
the argument that operators of the future will transition from operators to manufacturers,
taking advantage of collaboration with digitized and automated production systems and
using creativity to solve unexpected and unforeseen challenges [17].

Operator 4.0 converges on the intelligent and skilled operators of the future who will
be assisted by automated systems (which will relieve physical and mental stress), foster-
ing the growth of creative, innovative and improvisational skills, without compromising
production objectives [18].

Companies now realize that new people being recruited are ill-equipped in terms of
skills to face the reality of modern engineering. Technical knowledge is not enough and
the strong and rapid advances in technology are showing that, increasingly, engineers face
challenges that involve large-scale complex systems, requiring interdisciplinary inter-
action. Competencies for commerciality, customer management skills, relationship and
communication skills, collaboration, systemic thinking and a stronger external market
focus will be fundamental in the new paradigm [19].
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Flores et al. [20] classify human capital 4.0 as having five major dimensions of
competencies, categorizing them as soft, hard, cognitive, emotional and digital work-
force. The soft workforce is considered flexible and social and includes communication,
teamwork and cooperation, leadership, willingness to learn, self-development, negotiat-
ing power, flexibility and/or adaptability. The hard workforce, which is professional and
skillful, encompasses technical knowledge that, in the paradigm of the future, is based on
competencies at the level of industrial organization, industrial processes, understanding
of patterns, problem solving techniques, software design, man interactions -machine,
digital network settings, digital security and coding or programming. The cognitive
workforce converges into intelligence and analytical skills, which in turn are divided into
verbal aptitude, numerical aptitude and spatial aptitude (coordination, memory, decision
making, abstract and analytical thinking). The emotional competence of the workforce
is revealed in the breadth of self-awareness and empathy. Characteristics of this dimen-
sion are revealed as being self-control, empathy, orientation towards achievement and
motivation. The competence of the digital workforce encompasses digitally literate and
digital interactive. And it incorporates in itself programming skills, cybersecurity, digital
networks, cloud computing, database architecture and web development.

As mentioned in [18] and [21], Operator 4.0 can be differentiated in Super-strength
Operator (due to the use of exoskeletons), in Augmented Operator (due to the application
of the augmented reality tool), in Virtual Operator (from the use of a virtual factory), the
Healthy Operator (using wearable devices to track employee well-being), the Smarter
Operator (applying agents or artificial intelligence to planning activities), the Collabora-
tive Operator (through interaction with CoBots), the Social Operator (due to knowledge
sharing using a social network) and the Analytical Operator (through the application of
Big Data analysis).

Li et al. [21], in their research, despite mentioning the previous Operator 4.0 models,
they funnel their characteristics in four dimensions, being the Augmented Operator (able
to enjoy remote orientation and specialized capture, where they register their work and
place it in a place where other operators can search), the Virtual Operator (creating ease
of learning and training, such as showing availability for meetings to plan new factory
layouts), the Smart Operator (supported by artificial intelligence systems, where it is
possible to create shop-floor memory, digital checklists and digital immediate transfer
of information for follow-up of operators) and, finally, the Social Operator (where social
networks operate that provide knowledge sharing, advice and function as knowledge
repositories).

Human resources are considered essential in smart manufacturing. In the past, it was
the operator who had to adapt to processes and systems, with efficiency, productivity
and cost savings being the main drivers of adaptation. With the emergence of technolo-
gies, machines and processes are so automated that these performance measures are
already guaranteed. However, exploiting the flexibility and creativity of human work-
ers is becoming more important to gain a competitive advantage in today’s business.
Thereafter, the paradigm is changing, as systems must be adapted to the human operator
and satisfaction in the workplace will be a key issue. The adaptation according to the
human operator was developed under four dimensions, adaptation to human physics with
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ergonomics at work, adaptation to human skills, adaptation to interaction and adaptation
to the Level of Automation (LoA) [18].

2.2 Lean Information Management

Information management (IM) consists of sharing information to support the decision-
making process, learning and coordination of activities, thus being transversal to any
organization [1, 22]. Here, the information (product) follows a flow in order to satisfy
a specific user (customer), ensuring that valuable and quality information is available at
the right time to the right people, in order to help people, access and use the information.
information efficiently and effectively [1].

Lean thinking is a philosophy that has the potential to be applied to any system or
process, to identify critical areas of improvement. The principles of lean involve the
elimination of waste and the guarantee of value flows, therefore it is necessary to ensure
the identification of value, understanding of the flow and characterization of waste [23].

In the context of philosophy, all activities can be classified into three categories:
activities with added value, activities with no added value, mandatory / necessary and
activities with no added value. Activities with no added value are those for which cus-
tomers are not willing to pay, and it is in this type of task that Lean principles must be
applied (as they are activities that are understood as waste). However, there are the nec-
essary activities without added value, which should not be eliminated blindly, because
although they do not add value from the customer’s perspective, they are necessary for
production, however, there is a need to explore another way of reduce or eliminate them
in the long run [24].

Lean Information Management is a theory that combines two well-established con-
cepts in the literature: lean and information management [1]. It is therefore an approach
that tries to improve the flowof information, applying its focus on reducingwaste (arising
from activities with no added value), thus incorporating more value in the information
[1, 24]. It concentrates, as a whole, practices, functions and responsibilities that aim to
manage the public value of information and knowledge [25].

When thinking about manufacturing and production, the underlying cause of waste
is generally well understood and visible. However, in the context of information man-
agement, visualizing waste is less clear, so, before applying the Lean philosophy at the
level of processes associated with information management, it is necessary to develop
an understanding of waste within the context itself and characterize the types of waste
present in the system and infrastructure [23].

According to [1, 26] and [25], seven wastes (inspiring in the Lean Manufacturing’
seven wastes) of lean from the perspective of information management were established
and are summarized at Table 1.

The principles inherent in the theme of Lean Information Management, can be sum-
marized as follows [1, 24]: (i) the information should only be created if it is valuable for
decision makers, being therefore useful to simplify each process to minimize the need
for information management; (ii) the information must be directed only to those who
need it, programming each flow of value from just one point; (iii) the information must
be handled quickly (preferably in real time), avoiding waiting by users, being crucial
that all stages of the processes are capable and available; and (iv) the information must
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be delivered by sources deprived of replication of data, which must be sent in small
batches.

Table 1. The seven lean wastes on information processes [1, 25, 26]

Waste category Implications

Overproduction Too many systems and multiple data sources with no added value
information that the process client will not use immediately

Waiting Time and resources used to identify information that is not readily
available (which usually results in people waiting for the right information
or in collaborators waiting for a program to run)

Extra Work Activities that are carried out to overcome the lack of information (delays
in changing information, for example), which may consist of creating new
information or even taking corrective actions

Defects Errors in data entry, reprocessing of electronic transactions, information
systems with problems in converting information, information formats
with incompatible standards, inappropriate actions based on inaccurate
information (can result in poor decision making)

Conveyance It consists of moving information that does not add value to the user (an
example of this is the approval of documents that require more than one
signature - which means that the documents have to be moved between
folders)

Inventory Excessive information (with consequent loss of essential information, due
to unnecessary details) from legacy databases and files

Motion Unnecessary movement to acquire information due to the organization and
inadequate representation of it that was previously performed. Manual
intervention due to the lack of integration between systems and
information transferred to the wrong destination are considered
unnecessary movements (and therefore waste)

3 Remodeling the Routine Work Instruction in a Shop Floor:
A Practical Case

3.1 Context Goals and Methods

This article focuses on a practical problem related to a company whose production is
concentrated in flush toilets, which belongs to the chemical industry. The production
area is the main task, with around 80% of the employees working (a total of around 400
employees) in two different areas: injection and assembly. In the assembly area, there
are numerous manufacturing cells where automation can effectively make a difference
and the currently most automated, with data capture through IoT mechanisms, is the tap
cell. The data acquired in this cell is meaningless to the decision maker; still, they can
produce potentially relevant information.
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The proposed objective for this practical case is the analysis and reformulation,
through Business Process Model and Notation (BPMN 2.0) and the concept of Lean
Information Management, of the assembly operator’s work instruction, due to the intro-
duction of a digital tool to support management and cell decision making. In [27] the
authors established the BPMN tool as a facilitator to create and increase the organiza-
tional knowledge, transmuting the tacit knowledge to explicit one, producing working
instructions in the company’s shop floor. This work focuses on placing the human factor
among the new digital paradigm, demonstrating the impact on working instructions,
considering new digital tools to support production management.

The modeling of the initial work instruction was achieved through informal inter-
views and direct observation at the workstation. When the analysis related to the current
function of the assembly operator was carried out, it was realized that the incorporation
of a digital tool would facilitate the flow of information at the task level, as well as the
greater visualization of the processes themselves. In addition, and as of now, the mod-
eling of work instructions is deterministic in establishing a repository of organizational
knowledge, with a view to facilitating turnover (since new employees are more easily
able to adapt to work) and, still, with a view to maintaining competitive advantage (in
which the tacit knowledge of operators is retained). A technological tool was idealized
and designed using UML notation on parity with the new work instruction, in order to
establish the human factor at the center of the process.

3.2 Results and Discussion

AS-ISMapofWork InstructionBefore theDigital Tool Implementation. As already
discussed, in the scope of industry 4.0, where we easily reach the globalization of the
human workforce, it is essential to retain the tacit knowledge of employees, constituting
repositories of organizational knowledge. In thismatter, themappingofwork instructions
(which represent the employees’work routine) is essential. Thus, the assembly operator’s
work instruction was mapped, with a view to understanding the routine associated, as
well as a source of analysis for potential waste in the tasks performed.

Figure 1 show the AS-IS map of routine work instruction (which includes the assem-
bly operator daily tasks), before the introduction of the digital tool. Very briefly, here,
the operator must, on arrival at the workstation (immediately after the Kaizen Daily
meeting) perform autonomous maintenance, as well as checking the conditions of the
workstation. Then, the operator must start the assembly of the products, and there may
be the occurrence of several events, they are: stops (in this case it is necessary to fill in
the OEE paper sheet); breakdowns (the operator must contact the team leader to report
the problem); production order finalization (the number of non-conformities must be
recorded on the OEE sheet). In case the finished production is pallet, the issuing of the
label for tracking is necessary. Hence, the operator, either continues production, or in
the event of the end of the shift, he must record on the production sheet (if he was in the
middle of a manufacturing order) the quantity produced of parts. To be able to leave the
site, new autonomous maintenance must be performed.

To assist in the performance of the tasks of the operators of the future (Operator
4.0), it is essential that the dissemination of information and knowledge becomes the
focus of the action, which must be verified between operators and managers [28, 29].
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Ensuring that this information reaches its destination in a way that is perceived by the
end user, assisting him in the execution of his operations and in making decisions is
extremely important [29, 30]. Information and communication technologies accelerate
the collection, storage and retrieval of knowledge, but the retention of tacit knowledge for
them still goes a long way. The application of the Business Process Management subject
to the elaboration of work instructions, which was executed with this diagram, allows the
beginning to the creation of a knowledge repository, essential to standardize the flow of
information in the company and thus respond to the challenges of the digital paradigm.
It should also be noted that this I4.0 paradigm brings with it the promotion of the
globalization of human resources, which emphasizes the need to retain tacit knowledge,
knowledge that is allocated to the minds of employees. It is therefore necessary to retain
as much organizational knowledge as possible, highlighting the competitive advantage
of organizations.

Digital Tool Creation for the Tap Cell Station. The Taps Cell Station display sensors,
PLC’s and other equipment with IoT capability (recordingmachines and testers) that can
record the following data: Stops/micro stops; Number of non-compliant parts; Number
of conforming parts; Manufacturing orders to be produced; Binaries. These data were
already stored in a database; however, they presented no context. Thus, with a view to
enhancing information regarding the performance of the workstation, the conceptual-
ization of a digital tool that was capable of processing and presenting indicators that
enabled the demonstration of the station’s level of efficiency was carried out. Figure 3
shows the class diagram, representing the database scheme.

The specified software of the tap cell presents itself as a homemade solution created
for the automatic counting of parts, also following the cadence of the stations. The
presented classes aggregate the data presented and calculate the production rate, while
calculating the number of parts, as well as signaling equipment stops.

The report table was created as being the fact table, where some calculations were
done in order to have numbers related to efficiency level, such as the global overall
equipment effectiveness (OEE), that results from the multiplication of the availability
OEE, the performance OEE and the quality OEE.

TO-BE Map of Work Instruction and Main Improvements. The modeling of the
work instruction (as-is diagram) allowed the perception of some problems with a focus
on: (i) performance of redundant tasks; (ii) manual records (high paper traffic); (iv)
outdated information in the computer system and (v) low level of real-time machine
state interpretation. The introduction of the digital tool makes possible a new way of
working, which potentially will reduce the waste listed. Considering this thought and
after the design of the digital tool, a newwork instructionwasmapped, aiming to recreate
the operator’s workplace, so that it was placed as a central part of the process.

With the introduction of the digital tool, the operator, when starting a new manu-
facturing order, must enter the production order number (using a bar code device) and,
immediately afterwards, the programwill ask for your operator number. While the prod-
ucts are being assembled, the system saves the data (referring to the number of parts
assembled and stops), it should be noted that when a stop is made, the system issues a
warning for the operator to justify the stop. The performance level (OEE) is automatically
calculated, and, in this case, there is no need to fill in tracing paper sheets.
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The digital tool made it possible, within the scope of the allocated tasks, to reduce
the existing manual records (due to the existing high paper traffic, specifically in terms
of filling out the OEE file and the production plan) and the provision of information
in real time with superior interpretation of the status of the job. The changes indicated
make it possible to reduce waste, considered by Lean Information Management to be
friction in the flow of information. Defects at the level of data entry in the system (later,
for the calculation of OEE) are reduced since the data are collected automatically by
sensors. Extra work to obtain necessary information is also dispensed, making operators
more focused on their tasks. In addition to this, the waste associated with Motion is also
reduced, since unnecessary movement to acquire information ends up being eliminated,
and even the information takes an appropriate representation. In the sense of knowledge
management, and within the scope of the digital paradigm, the modeling of the new
routine work instruction promotes the facilitation of the turnover regime, since when
introducing new elements of the workforce, the internalization of which tasks that make
up the job is made easier. It should also be noted that even with the introduction of
digital tools, their acceptance is promoted, since the operator knows exactly where his
interaction is taking place (Fig. 2).

Fig. 3. Database scheme (UML class diagram)
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4 Final Remarks and Future Work

This practical work promotes the view that articulating the digital transformation con-
cepts of Business Process Management and Lean Manufacturing is essential in the con-
stitution of work instructions that will facilitate the turnover regime in the new digital
and competitive environment that organizations face.

This union of efforts makes it possible not only to enable new employees to learn
faster (due to the phenomenon of globalization of human resources), but also to create
uniform flows by the organization (with the capture of tacit organizational knowledge),
which will be essential in determining the success of the digital paradigm.

The modelling of work instructions and their subsequent analysis within the scope
of the digital paradigm, promotes the full perspective of the existing waste associated
with Lean Information Management, as well as the re-adaptation of the workstation to
receive digital tools (as presented in this case), placing the operator as a central part of
the process.

The integration of the digital tool in the daily tasks of the assembly operator presented
in this practical case, promoted the reduction of waste with a focus on defects, motion
and extra work. In fact, it is known from the literature that ICTs are a key element
of information management, as they can integrate fragmented information, eliminating
communication barriers in organizations. Thus, the tool applied within this organization
allowed the creation of more fluid flows, where the employee is the focus of the process
and, therefore, is integrated into the flow. But even if the integration of digitalization in
a paradigm of rapid change in knowledge, such as that which characterizes Industry 4.0,
it is essential to ensure the mapping of work instructions, as well as the management
of these processes. This is because, new connection points between human operators
and digital systems must be created, as well as learning by new operators must be
facilitated as much as possible. The application of BPM, with the notation on which it
is based, BPMN, was the focus of study of this work, where it was possible to originate
organizational knowledge.

Hence, the approach presented in this paper promotes a newmethodology to create a
culture where a repository of knowledge is endorsed in organization’s environment and
also reveals to be a means to backing the establishment of digitization in organizations.

It is believed that the operator’s productivity will be stimulated by the increased
flexibility of the work environment and the ability to learn more easily, points in which
this work was applied.

As a future work, the integration of the digital tool in a more collaborative manage-
ment system oriented towards decision making close to the manufacturing floor will be
a hypothesis, with subsequent validation by users.
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9. Bosilj-Vukšić, V.: Business process modelling: a foundation for knowledge management. J.
Inf. Organ. Sci. 30(2), 185–198 (2006)
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Abstract. As one result of the digital transformation in the automotive industry,
newdigital businessmodels comprising software-based solutions are demandedby
OEMs. To adequately meet these new requirements, automotive suppliers imple-
ment interdisciplinary roles – called Customer Solution Designers. However, due
to the novelty, the Customer Solution Design research field is not yet well devel-
oped, neither in theory nor in practice. Besides giving an overview of the current
state of the Customer Solution Design research field, the core of this paper is
two-fold: Based on the conduction of 14 guided expert interviews with selected
experts of a large German automotive supplier, we establish a uniform understand-
ing of the Customer Solution Design role by using the Role Model Canvas (I). In
addition, a case study strategy comprising two software-based projects, which are
executed by a large German automotive supplier, is used to derive a common app-
roach for Customer Solution Design in the context of an agile business framework
(II).

Keywords: Customer solution design · Digital transformation · Automotive
industry · Automotive supplier industry · Agile business · Agile role · Digital
business models · Software-based solutions · Role Model Canvas

1 Introduction

It is undeniable that the digitalization has already fundamentally transformed various
industry sectors around the globe in recent years and will continue to change them
further in the future. Even established branches such as the automotive industry could
thus not escape this far-reaching process of change and became aware of the disruptive
and dynamic character of the digital transformation. These fundamental changes of the
automotive industry were clearly visible with the emergence of new customer needs and
competitors from completely different industries, accompanied by new technologies
that came onto the market in ever shorter intervals. However, the digital transformation
brought also enormous business opportunities for the automotive industry, as there is
potential for many new digital business models around the physical product of the car.
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Against the background of the changing end customer needs for digital solutions, the
requirements of the original equipment manufacturers (OEMs) on the automotive sup-
pliers have also evolved. In order to protect their market position, automotive suppliers
are therefore challenged to complement their existing physical product range with dig-
ital products. This product expansion requires the creation of new structures within the
company that are designed to generate digital solutions. In this context, special attention
is paid to the establishment of an agile business framework that is able to react flexibly
and target-oriented to the continuously changing customer requirements and needs and
the emergence of new technologies. Linked to that, automotive suppliers have to identify
and implement new suitable digital business models. Faced with these major challenges,
companies in the automotive supplier industry must therefore reinvent themselves.

Building on the requirements already mentioned, it is thus necessary for automotive
suppliers to integrate new roles and approaches within the company to deal with the
complexity, uncertainty and dynamics that come with the generation of new digital
solutions. To counter these specifics of digital solutions, interdisciplinary teams and
roles are of central importance.

One of these new roles and approaches, which comprises various disciplines, is
Customer Solution Design. This approach and the associated role are designed to cope
with the increased complexity of new digital customer solutions and ensure the success-
ful implementation of complex customer requirements for a digital solution within an
interdisciplinary project team.

Akey challenge that goes hand in handwith the creation and effective implementation
of such a new type of role is that it requires a clear understanding of the role itself as
well as the associated scope of tasks, in order to avoid parallels with existing roles and
equally to create transparency and a general understanding of Customer Solution Design
within the company and for the customer.

To evaluate the Customer Solution Design research field, it is important to first con-
sider both the digital transforming automotive industry as well as fundamental changes
that go along with it and the current state of this research field by analyzing related work.
Against the background of the novelty of this research field, the focus of the paper at
hand is on the analyzation of the Customer Solution Design role (I) and on the derivation
of a common approach for this role in an agile business framework (II). For establishing
a uniform understanding of the Customer Solution Design role, guided expert interviews
with in total 14 selected experts of a large German automotive supplier were conducted.
The interviews were evaluated based on the qualitative content analysis method and
the results were additionally visualized via the Role Model Canvas. With regard to the
derivation of a common approach for Customer Solution Design, the case study method
comprising two software-based projects executed by a large German automotive sup-
plier was chosen as the research method. One project was evaluated retrospectively by
a Lessons Learned Workshop, whereas the second project was analyzed based on an
active project participation.
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2 Current State of Customer Solution Design

2.1 Background

The automotive industry has established itself as one of theworld’smost important indus-
try sectors [1]. With regard to the entrepreneurial actors within the automotive branch,
these are generally differentiated into the actual automakers – the Original Equipment
Manufacturers (OEMs) – and the upstream automotive suppliers [2]. It is of vital impor-
tance that the largest share of automotive value added – with on average 70% – is
generated by the automotive supplier industry, whereby the automotive suppliers make
a decisive contribution to the success of the OEMs [3]. Against the background of this
economic dependence between the central automotive players – the OEMs and the sup-
pliers – the automotive industry is currently facing several challenges: Ranging from a
fast-changing environment characterized as volatile, uncertain, complex and ambiguous
– short defined as VUCA – to global megatrends such as digitalization [4].

The resulting digital transformation in the automotive supplier industry entails vari-
ous impacts that change this branch fundamentally. In the context of the rapidly changing
automotive environment, the automotive suppliers have to operate agile as well as flexi-
ble and their innovation cycles regarding developing and running the business have to be
speeded up [1]. Both the organizational and operational structure of the automotive sup-
plier companies is thus transformed by the digitalization. In addition, new players push
into the automotive market including start-ups as well as companies from completely
different industries like Apple and Google as IT enterprises [5]. These new competitors
enter the automotive ecosystem by providing innovative digital concepts [6]. The focus
of creating automotive value is thus shifted from physical aspects to IT, which means
that digitalization generally opens up innovative, technical-based business opportunities
based on digital data for the automotive suppliers [7]. In the course of the ever-changing
digital-based customer needs, highly flexible, scalable as well as customized software-
based solutions are demanded from automotive suppliers [8]. Traditional, linear business
models of the automotive industry are therefore disrupted due to the digitalization [8].

As a result, automotive suppliers have to generate new digital offerings focusing on
connectivity functionalities as well as on information technologies for the automotive
sector in order to survive in the digital automotive era and thus to turn the disruptive forces
of the digital transformation into business benefits [9]. So-called new digital business
models are the nowadays basis for creating automotive value [9]. To remain competitive
and successful, automotive suppliers therefore generate digitally focused business con-
cepts mainly based on customer-centric needs [5]. These innovative business models are
based on various digital offerings [5]. In this context, mobility services and connected
services represent two central pillars for the automotive business of the future: Mobility
services aim at enablingmobility users to switch between different means of transport by
generating intermodal and flexible solutions [10]. The importance of such mobility busi-
ness models is based on environmental issues, increasing traffic density and customer
trends regarding sustainability and mentality of sharing [6]. In order to generate new
mobility usership concepts, the automotive industry thus focuses on the provision of shar-
ing services such as car sharing, e-scooter sharing and ride sharing, carpooling as well
as mobility platforms [11]. In the context of connected services as new digital business
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models of the automotive supplier industry, automobiles are equipped with connectivity
functionalities based on automotive and IT know-how [9]. Connected vehicles act both
as transmitters and as receivers of data. Data exchange with the automotive ecosystem is
thus enabled via defined application programming interfaces (APIs). There are various
vehicle management services resulting from the integration of connectivity functional-
ities into automobiles: Over-the-air firmware and software updates – called FOTA and
SOTA – providing updates for vehicle control units, predictive diagnostics functions
offering information regarding the status of maintenance-relevant vehicle components
and systems, and road condition services delivering real-time information regarding
traffic, weather or topography are among such connected concepts [10]. Based on these
exemplary digital business models, added values such as safety, navigation, information
and convenience are generated for customers.

The basis for successfully addressing the digital transformation in the automotive
supplier industry is thus created by both digital concepts – mobility services as well
as connected services. Nevertheless, the prerequisite to generate such digital business
models is specific expertise comprising automotive, business and mainly IT knowledge.
For this reason, automotive suppliers are implementing interdisciplinary teams including
roles – called Customer Solution Designers – which are aimed at designing software-
based solutions.

3 Related Work

For giving an overview of the current state of the Customer Solution Design research
field, relatedwork comprising a literature review aswell as a related designmethodology
was analyzed.

The approach established by the scientists Webster and Watson was chosen as the
methodology for the literature review. According to these guidelines, an exhaustive
review of literature related to the research field of Customer Solution Design was per-
formed. The focus was on research results related to the search term “Customer Solution
Design”; this ensures that a structured overview of the current research status with regard
to the defined research field – the Customer Solution Design field – is given. Based on
this, the aim of the literature review was on the one hand, to examine whether the term
Customer SolutionDesign is already anchoredwithin the literature and on the other hand,
to check which related terms and concepts have already been established in relation to
the Customer Solution Design research field.

Against the backdrop of the novelty of the Customer Solution Design research field
and thus for ensuring the relevance and the quality of the reviewed publications, there
was no focus on a specific number of articles. Therefore, all articles found were initially
considered. For identifying relevant literature, a modified approach based on Webster
and Watson, which is illustrated in Fig. 1, was used.
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Scientific databases were initially selected. In this regard, the focus was on the
literature database Google Scholar as well as on the database of the Association for
Information System (AIS) the so-called AIS Electronic Library (AISeL), which is a
specific database for information system literature. With regard to the selected databases
– Google Scholar and AISeL – the author searched for titles, keywords, abstracts and
full texts by using the search term “Customer Solution Design”. September and October
2019were set as the period for the database queries. For considering the interdisciplinary
of the information system field, an extension of the search process to adjacent research
fields such as economics, especially marketing and finance as well as computer science
was done. Publications that were not labelled as research papers, for example news,
research commentaries, keynotes or book reviews, were not considered.

Fig. 1. Steps of the literature review.

Second, based on the database queries, a primary set of relevant articles was selected.
For identifying a primary set of relevant research literature, each article was reviewed in
detail. As a result, studies that neither contain the specific keyword “Customer Solution
Design” nor have a focus on respectively a relation to the research field of Customer
Solution Design or an adjacent research field, were not considered within the further
research process.

In the third step, a backward search as well as a forward search were done for the
remaining literature. The backward search was conducted in the followingway: Articles,
which were listed within the lists of references of the remaining literature resulting out
of the second step, were considered for further evaluation if their titles were related
to the research field of Customer Solution Design. In addition, articles cited within the
relevant Customer SolutionDesign-related text passages of the remaining literature were
reviewed in detail. Articles, whichwere related to theCustomer SolutionDesign research
field, were through this also included within the further process. Regarding the forward
search, this was performed by using the function cited by offered by the database Google
Scholar. Articles found via this function were taken into account if there was a relation
to the Customer Solution Design field. In short, publications that were identified either
by the backward search or by the forward search were added to the selection of relevant
literature. The procedure out of step 3 was repeated until the literature search did not
yield any new results.
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As a result, a list of publications with a relation to the research field of Customer
Solution Design was created as a foundation for the further evaluation; this list contains
all publications, which were identified as relevant within the structured literature review
but does not claim to be a complete overview of existing Customer Solution Design-
related research.

With regard to the database Google Scholar in total 18 publications for the search
term “Customer Solution Design” were listed. Based on the database AISeL just one
article referring to the Customer Solution Design field was found. This means that the
search process yielded initially 19 publications. The analysis showed that just one article
was relevant for the further evaluation. Based on the defined selection criteria, the other
publications either had no relation to the Customer Solution Design field or were not
scientific in nature. Due to the backward and forward searches, which were performed
on the basis of the one remaining article, in total 30 relevant publications referring to the
defined research fieldwere finally identified for the further evaluation. In the course of the
further classification process, the key aspects were extracted out of the relevant articles.
Based on the key aspects, central terminologies were identified and thus the following
concepts regarding the Customer Solution Design research field were derived:Customer
solution, customer solution provider, customer solution process, design of the solution
and customer solution performance. Through these concepts a theoretical foundation
was created as well as the importance of Customer Solution Design was demonstrated.

In order to create a theoretical understanding regarding Customer Solution Design
for this paper, the establishment of a literature-based definition for this concept is needed.
Based on the combination of the two identified Customer Solution Design-related ter-
minologies – customer solution and solution design – a common literature-based under-
standing for Customer Solution Design is derived by using extant views of different
authors in the following. In the tables below (Table 1 and Table 2), the selected views
for both terms are listed.

Table 1. Extant view of the understand of a customer solution
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Table 2. Extant views of the understand of solution design

Due to the shown extant views, for both concepts – customer solution and solution
design – certain characteristics could be identified. In the context of the previous literature
review and based on the identified characteristics, the following common literature-
based understanding for Customer Solution Design was derived: Customer Solution
Design comprises an interdisciplinary information system concept, which is used to
solve a complex customer problem by designing suitable software-based services and
thus is aimed at remaining competitive in an agile business environment by meeting the
ever-changing needs of the customer.

Due to the grounding of Customer Solution Design in an agile ecosystem, in addition
to the literature review, the so-called Scaled Agile Framework, which was first intro-
duced by Dean Leffingwell and his collaborators in 2011, was considered [17]. This
framework designed to deliver software-based services and solutions in the shortest sus-
tainable lead-time consists of four different levels: Starting from Team Level to Program
Level, Large Solution Level to Portfolio Level [18]. Due to the relation to the Customer
Solution Design research field, the Large Solution Level was considered. The focus of
the Large Solution Level is on the development of large-scale, multidisciplinary soft-
ware systems [19]. Against this background, this level comprises specific components
including roles, artifacts and processes, which are needed for developing such large
and complex solutions [19]. In this regard, the Large Solution Level consists of a trio
of roles: Solution Management, Solution Train Engineer (STE) and Solution Architect
resp. Solution Engineering; this trio is required for coordinating the Large Solution Level
and thus for advancing the development as well as the delivering of complex software
and IT systems [19]. The detailed analyzation of these roles is waived in this paper. By
the consideration should only show that solution-oriented concepts are needed to design
customer-oriented digital business models and to successfully competing in the digitally
transforming industries. A relation to focus on the design of software-based solutions
and the Customer Solution Design research field was additionally stated.
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Based on the relatedwork comprising a literature review and a related designmethod-
ology a theoretical foundation for the Customer Solution Design research field was
created.

4 Research Approach

In cooperation with the Offenburg University and the Robert Bosch GmbH as a leading
global supplier of technology and services, the study at hand has been initiated. There
are two central research aims: The evaluation of the role understanding of Customer
Solution Design as well as the derivation of a common approach for this new agile
role. In addition, the results have been prepared accordingly in order to make a decisive
contribution to the Customer Solution Design research field.

4.1 Investigation of the Customer Solution Design Role

For evaluating the Customer Solution Design role, guided expert interviews are selected
as researchmethod. This researchmethod focuses on entering special knowledge regard-
ing a specific object of investigation by interviewing selected experts [12]. By using this
variant, the expert interview is additionally controlled and structured by the guide, which
ensures that all relevant aspects regarding the object of investigation are covered. The
guide consists of a list of questions to be asked: Neither the order nor the formulation of
the questions are binding, whereby further inquiries as well as additions are also possible
[13].

The guide, on which the expert interviews are conducted, was created based on a
comprehensive analysis of the Customer Solution Design research field. To achieve the
establishment of a uniform role understanding, the focus of the questions formulated in
the guide is on various characteristics needed for defining a role: Ranging from tasks,
aims, stakeholders to temporal and process-related aspects. The selection of the interview
partners was intended to ensure that the Customer Solution Design role is covered
from different perspectives. Besides Customer Solution Designers themselves, central
stakeholders of this role were thus selected as experts for the interviews. In this context,
an expert is someone having extensive Customer Solution Design-related experience
through intensive cooperation with Customer Solution Design based on software-based
customer projects. Derived from this, in total fourteen interview partners comprising
both technical and commercial disciplines were identified.

The guided expert interviews lasted between 20 and 60 min. The results gathered out
of the interviews have been evaluated by using the qualitative content analysis method
of Mayring and additionally visualized via the Role Model Canvas – a template, which
aims at the definition of both project and organizational roles. Based on this research
approach, a common understanding of the Customer Solution Design role is generated.
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4.2 Derivation of a Customer Solution Design Approach

In order to derive a common approach for the Customer Solution Design role, the
case study method is chosen. The exploration and understanding of emerging, com-
plex research fields is allowed by this qualitative research method [14]. Probably the
best-known definition originates from Yin: “A case study is an empirical inquiry that
investigates a contemporary phenomenon in depth and within its real-life context, espe-
cially when the boundaries between phenomenon and context are not clearly evident.”
[15] Within this definition, the concept of a case is broad: Case in this context refers to
the exploration of a current phenomenon [15] The case study method is thus an open
research approach with regard to the use of different methods and the evaluation of data
from different sources [14].

With regard to the case selection, two software-based projects referring to two inter-
national truck manufacturers as customers are defined as cases and thus a multiple-case
design is chosen for this study. For collecting data out of the projects, one project was
evaluated retrospectively by conducting a Lessons Learned Workshop and the second
project was analyzed based on an active project participation. Based on these two defined
data collection methods – the Lessons Learned Workshop and the active project partici-
pation, the case study method offers the possibility of combining different data sources
to evaluate a case comprehensively [16].

There is no general approach for the case study analysis, whereby the analysis is
conducted individually on the basis of the specific case. Starting point of the analysis
phase is nonetheless the structuring and sorting of the gathered data material. For the
case study design of this study – the multiple-case design – a cross-case analysis is
intended. This means that each individual case of the study is first evaluated separately
and then, the key results of all case studies are compared and discussed.

5 Analysis and Findings

5.1 Role of Customer Solution Design

Against the background of the literature-based foundation regarding the Customer Solu-
tion Design research field and based on the results of the guided expert interviews, the
analysis of the role of Customer Solution Design is done in the following based on
established questions.

Why is the role of Customer Solution Design in an agile business framework of an
automotive supplier needed?

The need of the Customer Solution Design role in the agile context of an automotive
supplier is based on various reasons. These reasons illustrating the existence of Customer
Solution Design are thus varied in nature. Customer Solution Design is needed to gener-
ate software-based customer solutions, which are required by the OEMs in the context
of the digitally transformed automotive industry. These solutions are characterized as
extremely complex. In order to adequately address this complexity and thus to design
the most suitable solution for the OEMs, appropriate competencies are essential. Cus-
tomer Solution Design ties in with this: The Customer Solution Design role comprises
technical, commercial, automotive as well as customer-oriented disciplines. Derived
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from this, Customer Solution Design combines the competencies, which are necessary
for generating the required digital solutions within an agile business framework. Based
on the various fields of competence, the Customer Solution Designer holistically under-
stands the complex acquisition process, which results out of the required digital services.
Customer Solution Design is therefore essential to manage the acquisition phase in a
target-oriented manner by consolidating various information and thus to successfully
complete the acquisition project, which refers to the creation of a software-based cus-
tomer solution. In this context, the Customer Solution Design role is furthermore needed
to advise the OEM as the customer comprehensively regarding digital business models
in the course of the acquisition phase. This advice process is necessary to capture all
customer requirements and thus to provide a solution, which fulfills specific customer
needs. Based on this solution created by the Customer Solution Design role, a high
customer satisfaction is realized and thus a corresponding future-oriented establishment
with the customer is reached. This also clearly shows the need of Customer Solution
Design. In addition, Customer Solution Design deals intensively with the latest require-
ments of the digitally transformed automotive market. For this reason, the Customer
Solution Design role is essential to realize software-based innovations that both address
future customer problems and meet the ever-changing needs of the customer. To sum up,
the Customer Solution Design role is a central foundation for creating digital automotive
value by designing the most appropriate software-based solutions in an agile business
framework. Customer Solution Design is therefore crucial for remaining competitive
in an agile business framework. The next question refers to the procedure of Customer
Solution Design:

How does Customer Solution Design proceed in an agile business framework of an
automotive supplier?

In order to realize the various added values of Customer Solution Design and thus
in particular to create the most appropriate software-based customer solution, a certain
working procedure is needed. For successfully managing the acquisition project in an
agile business framework, the Customer Solution Design role refers to the establish-
ment of a cross-functional project team. This means that the project team consists of
stakeholders, which cover various disciplines, mainly technical, commercial and legal
aspects. Derived from this, the intense cooperationwith the project-relevant stakeholders
is essential. In this context, Customer Solution Designers define an individual cooper-
ation model with each stakeholder in order to gather the relevant information, which
is needed for designing software-based solutions. This required information thus com-
prises commercial, technical, legal, project-related or costumer-oriented project data
depending on the respective stakeholder. Moreover, the Customer Solution Design role
implements setting up and leading workshops and, regular as well as ad hoc meetings
in the course of the acquisition project. Based on these project events, Customer Solu-
tion Designers ensure that the requirements of the project are holistically covered by
considering each project-related perspective. In this context, the regular organization
of customer workshops is essential to actively involve the customer in the acquisition
project. This customer involvement is needed to cover all customer requirements and
therefore to successfully design the required digital service. The Customer Solution
Design role thus refers to the connection between internal project stakeholders and the
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customer as the central external interface of such projects. With regard to the realization
of software-based innovations, the Customer Solution Design role additionally focuses
on expert conferences, trade fairs and future-oriented research on automotive connec-
tivity issues. In brief, the Customer Solution Design role consolidates project-relevant
information provided by both the interdisciplinary project team and the customer in order
to design the required innovative software-based customer solutions and thus to proceed
in an agile business framework. A further question analyzed regarding the Customer
Solution Design role is refers to their value proposition:

What does Customer Solution Design deliver in an agile business framework of an
automotive supplier?

The overall result of the Customer Solution Design role is the generation of the most
appropriate software-based customer solution that comprehensively fulfills the specific
customer requirements in the context of an agile business framework. These delivered
solutions, which are based on solutions out of the existing portfolio and customer-
specific adaptions, are characterized as flexible, scalable and customized. Based on the
detailed solution concept created for the OEM as the customer, the Customer Solution
Design role delivers further valuable results arising out of the acquisition project. With
regard to the customer, the Customer Solution Designer provides – in addition to the
requested software-based solution – comprehensive advisory services, particularly with
regard to innovative digital business models in the connected automotive context. As a
result out of the successful management of software-based acquisition projects, the Cus-
tomer Solution Design role additionally delivers a detailed project preparation including
comprehensive project documentations to the official project manager. Regarding the
innovation process, which is another central component of Customer Solution Design,
innovative software-based solution concepts are provided by the Customer Solution
Design role. Derived from this, the delivered results of the Customer Solution Design
role are both stakeholder- and project-dependent. As an overall result, the focus is –
besides the design of digital offerings addressing customer needs – on the provision of
customer and market requirements, specific expertise and further relevant information
for the project-related stakeholders.

Based on the evaluation of the guided expert interviews, a comprehensive foundation
for the understanding of the Customer Solution Design role was established. Building
on this, a common understanding is established in the following based on this question:
What is the understanding of the Customer Solution Design role in an agile business
framework of an automotive supplier?

In the context of the digital transformation of the automotive industry, new digital
business models comprising software-based solutions are required by the OEMs. To
provide such solutions, which are characterized as extremely complex, automotive sup-
pliers implement interdisciplinary roles – called Customer Solution Designers – in the
course of the acquisition phase.
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Customer Solution Design is thus an interdisciplinary role covering various compe-
tencies. These competencies, mainly referring to technical, commercial and automotive
disciplines, are essential in order to generate the required software-based customer solu-
tion in an agile business framework. Derived from this, the overall aim of the Customer
Solution Design role is the design of the most appropriate software-based solution,
which fulfills specific customer needs. Within the acquisition phase, the Customer Solu-
tion Design role additionally advises the OEMs regarding new digital business models
and thus manages the acquisition project, which refers to the creation of the required
solution based on existing solutions out of the portfolio and customer-specific adaptions.
In this context, Customer Solution Design establishes a cross-functional project team
consisting of both internal and external stakeholders from various disciplines. Based
on such cross-functional project teams, the Customer Solution Design role consolidates
project-relevant information to successfully manage the acquisition project, which rep-
resents the overall task of this role. Besides the acquisition phase, the innovation process
is another central component of the Customer Solution Design role in an agile busi-
ness framework. In this context, the Customer Solution Design role creates innovative
software-based solutions referring to the latest market and customer requirements as a
basis for remaining competitive in the digitally transformed automotive ecosystem.

In summary, Customer Solution Design is the central interface between the company
and the OEM as the customer in the context of the generation of innovative, software-
based solutions. In order to create the required solution, the Customer Solution Design
role successfully manages the acquisition project by coordinating the cross-functional
project team and consolidating project-related information.With regard to the innovation
process and acquisition phase, Customer Solution Design as interdisciplinary role is thus
a central foundation for generating software-based, future-oriented automotive value
added for the customer in an agile business framework. To provide an overview of the
Customer Solution Design role, the central results were additionally visualized by using
a role model canvas (Fig. 2).
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5.2 Approach for Customer Solution Design

The derivation of a common Customer Solution Design approach focusing on work
packages is done in the following. TheCustomer SolutionDesign-relatedwork packages,
which were identified based on the conducted case study comprising two software-
based projects, were categorized and thus systematically classified into customer-related,
project-related, technical, commercial, legal and innovation-based categories. For each
category, a table was created as seen below (Tables 3, 4, 5, 6, 7 and 8).

Table 3. Customer-related work package of Customer Solution Design

Table 4. Project-related work package of Customer Solution Design
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Table 5. Technical work package of Customer Solution Design

Table 6. Commercial work package of Customer Solution Design

Table 7. Legal work package of Customer Solution Design

Table 8. Customer-related work package of Customer Solution Design
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As shown in the tables, the work packages of Customer Solution Design in an agile
business framework within the automotive branch are varied in nature. The derived
common Customer Solution Design approach consisting of five specific steps and the
identified work packages including related subtasks is visualized in the figure below
(Fig. 3).

As depicted in the figure (Fig. 3), each step of the derived commonCustomer Solution
Design approach consists of specific work packages including various subtasks. The
implementation of these work packages is essential in order to fulfill the central aim
of each phase and, consequently, to reach the overall aim of Customer Solution Design
– the creation of the most appropriate software-based customer solution.

The derived common Customer Solution Design approach starts with the approval of
the acquisition project, which refers to the creation of a specific software-based customer
solution. Based on this, the central aim of the first step – the acquisition kick off – is to
establish a comprehensive basis to ensure a successful execution of the respective acqui-
sition project. Besides the identification of the customer requirements and the advice of
the customer based on the analyzed customer problems and needs, project organizational
work packages are thus also essential for this step. These project organizational work
packages mainly refer to the set-up of an agile, cross-functional project-team, the estab-
lishment of an internal cooperationmodel with the identified project stakeholders and the
organization of project-related meetings and workshops throughout the entire common
Customer Solution Design approach. Building on this, the central aim of the second step
– the project execution – refers to the creation of the required software-based solution
concept. The work packages within this step are therefore interdisciplinary comprising
customer-related, project-related, technical, commercial and legal tasks. Nevertheless,
the focus of Customer Solution Design is on the target-oriented coordination of the
acquisition project in this regard. As in the execution step, the quotation phase also
comprises interdisciplinary work packages. These tasks are needed in order to create the
final quotation document, which is the central aim of this third step. In this context, the
overall work package of the quotation phase thus refers to the preparation of the bind-
ing proposal by consolidating project-related information. As the name of the next step
– the project completion – implies, the focus within this phase is on the final, successful
completion of the respective acquisition project. This successful completion includes
the final project documentation on the related data base as well as project organiza-
tional work packages. In this context, a concluding Lessons Learned Workshop forms
the central project organizational task within this step of the common Customer Solution
Design approach. Based on this workshop, project-related experiences are identified and
documented for future acquisition projects. With regard to the last step – the transition
phase – the aim is on the successful handover of the project. The main focus thereby
is on the preparation of the handover documents and the execution of the final project
handover to the official project manager. In addition, the official project manager is sup-
ported by Customer Solution Design within the transition phase to ensure the successful
continuation of the respective acquisition project. It should also be emphasized that the
innovation management – as the central innovation-based work package of Customer
Solution Design – is an essential component throughout the entire common Customer
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Solution Design approach. In this context, the focus is on the identification and evalua-
tion of the latest market and customer trends in order to ensure the continuous creation
of innovative software-based customer solutions.

In summary, the derived common Customer Solution Design approach comprising
specific work packages is a possible basis to successfully manage software-based cus-
tomer projects within the digitally transformed automotive industry. In order to establish
a commonapproachwithin this paper, both the approach aswell as the includedCustomer
Solution Design-related work packages were generalized. For this reason, the derived
common Customer Solution Design approach has to be adapted to the respective acqui-
sition project. Particularly against the background of the agile business framework, a
constant adaption of the derived approachwill additionally be needed so that a successful
Customer Solution Design can also be ensured in the future.

6 Final Evaluation and Recommendations

The paper makes two central theoretical contributions for the Customer Solution Design
research field. By the establishment of a detailed role description of Customer Solution
Design, on the one hand, the paper at hand supports the addressing of the research gap
that exists with regard to the lack of understanding of the Customer Solution Design
role. On the other hand, a generalized common Customer Solution Design approach
was developed in the course of this paper. This approach comprises specific Customer
Solution Design-related steps and related work packages. Based on the established app-
roach, a theoretical framework for the research field of Customer Solution Design was
created. The results obtained in this paper extend the Customer Solution Design research
field mentioned in previous related literature and thus generated a theoretical founda-
tion, which is essential for further constructive research regarding the Customer Solution
Design role and approach.

The tasks and competencies of Customer Solution Design are an essential basis for
successfullymanaging customer-oriented software-based projects within the automotive
supplier industry. For this reason, it is recommended to implement the role of Customer
Solution Design as a uniform standard for such projects. Against this background of
the importance of Customer Solution Design for customer projects, the role should not
only be introduced within the acquisition phase, but over the entire life cycle. In order
to exploit the full potential of the Customer Solution Design role, it is recommended to
define an internal cooperation model with both each project stakeholder and the entire
project team based on an internal project contract at the beginning of future projects.
This internal cooperation model clearly determines the responsibilities of each project-
related role and is thus especially needed when the Customer Solution Design role is
newly introduced. It is furthermore recommended: To successfully execute the Customer
Solution Design role in an agile business framework, the Customer Solution Design
approach derived within this paper represents an important foundation. This approach
focusing on work packages is therefore an essential component for Customer Solution
Design. Nevertheless, the recommendation is that each Customer Solution Designer has
to adapt this derived approach individually according to the project and its characteristics.

There are limitations to mention for the paper at hand. These limitations simul-
taneously imply valuable starting points for future Customer Solution Design-related
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research, as shown below. The theoretical background was focused on the Scaled Agile
Framework to identify similar solution-oriented roles within a related field. This implies
that further design methods – such as Design Thinking or User Experience – should
be evaluated to extend the theoretical consideration of Customer Solution Design. With
regard to the evaluation of the Customer Solution Design role, one limitation is that
this was just analyzed based on guided expert interviews with internal stakeholders. For
further evaluating the role of Customer Solution Design, it is thus essential to extend the
questions as well as to recruit more interview partners including external stakeholders
such as customers. A further limitation is that the derivation of the common Customer
Solution Design approach was based on two selected projects only. In order to elaborate
and extend this approach more detailed, on the one hand additional projects have to be
considered and on the other hand, projects have to be evaluated for a longer period.
Furthermore, the use of qualitative methods for the evaluation left a large scope for
interpretation, which is why the results are to be checked in follow-up studies. Derived
from this, the use of further research methods – both qualitative and quantitative – is
additionally required to gain additional findings regarding the role and the approach of
Customer Solution Design. Similarly, a further limitation can be seen in the focus on
the automotive supplier industry as well as on a single company, in this case the Robert
BoschGmbH. This implies for future research to analyze if Customer SolutionDesign or
similar concepts are already established in other digitally transformed branches,whereby
cross-industry research is needed. Based on the emphasis of this paper – the evaluation of
the Customer Solution Design role and the derivation of a common approach – it should
be noted that further aspects of Customer Solution Design such as success criteria have
also to be analyzed in future research to expand the understanding of this research field
in general.

7 Conclusion

To sum up, the paper emphasizes that Customer Solution Design is a central interface
between the company and the OEM in the context of acquisition projects comprising
the generation of new digital business models. In this context the Customer Solution
Design as interdisciplinary roles refers to a cross-functional team.Regarding the common
approach, themanagement of software-based acquisition projects and thus the successful
creation of software-based customer solutions are seen as the overall work packages.

For providing an outlook, it should be stated that – according to the authors– the need
for Customer Solution Design will continue to grow in the future. This is especially due
to the increasing importance of new digital business models in the digitally transformed
automotive supplier industry. In this context, Customer SolutionDesignwill thus become
an integral part for the generation of software-based solutionswithin automotive supplier
companies. Against the background of continuous generating digital-based automotive
added value for the customer, the demand for Customer Solution Design will in future
additionally go beyond the acquisition process and establish itself throughout the entire
project life cycle.

Finally, it should be noted that Customer Solution Design is important for generating
the most appropriate software-based customer solutions required by the OEMs in the
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context of an agile business framework and thus makes an essential contribution to the
successful addressing of the digital transformation in the automotive supplier industry.
Referring to the overall question of this paper – Customer Solution Design - A new
agile role needed in the automotive industry to support digital transformation? – it
can definitely be stated: The Customer Solution Design role is an important basis for
supporting the digital transformation within the automotive industry.
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Abstract. Smartphones have become versatile in their functionality, includ-
ing providing an alternate method of contactless payment. Mobile wallets have
become popular, and this popularity is expected to continue to grow. Enticements
such as convenience and efficiency have led some to adopt mobile wallets. How-
ever, challenges and apprehensions of adoption still exist.Our research investigates
potential factors influencing adoption of mobile wallets in USA and Canada and
explores the differences between the two countries. We utilize Diffusion of Inno-
vation Theory and extend it to include ubiquity to understand important factors
of mobile wallet adoption. Our survey findings suggest that relative advantage,
results demonstrability, and ubiquity are influential factors for mobile wallet adop-
tion, except for females in the USA. Complexity, however, was not significant.
Trialability was only marginally significant for the USA and compatibility had
mixed effects. Our results provide guidance to practitioners regarding factors to
consider in their endeavors to understand and expand mobile wallet adoption, as
well as suggesting avenues for future research.

Keywords: Mobile wallet · Diffusion of innovations · Ubiquity · PLS-SEM

1 Introduction

In today’smobile world, smartphones have become an essential part of daily life, playing
a crucial role in the way various services have become accessible [1]. When connected
to the Internet, consumers can pay for merchandise by waving their smartphone over the
payment terminal [2]. The origin of this contactless means of payment can be attributed
to the steps taken by credit card companies to make transactions less prone to fraud.

Payment via credit has been used widely in physical stores since the introduction of
the Diners Club card in 1950 [3]. A payment card is presented, the credit worthiness is
checked, the customer signs to authenticate identity and, if all criteria have been met, the
payee’s account is debited and themerchant’s account credited.Unfortunately, fraudulent
activities can and have occurredwith this process. Guarding against fraud is a continuous
endeavor of credit card companies. In 1998, the three major credit card companies (i.e.,
Europay, Mastercard, and Visa) introduced the EMV standard which required a chip to
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be inserted into the credit card [4]. With an encrypted personal identification number
(PIN) stored in the chip, this added an extra level of security, making the transaction
more secure than one with just a signature. The adoption of EMV standards required that
consumers receive a new credit card with an embedded chip, and that retailers upgraded
their payment terminal to accept this ‘chip and pin’ card.

Consumers were issued these chip and pin cards at no cost to them [4]. However,
to be effective, retailers needed to upgrade their terminal for a fee in order for the
embedded chips to beusable.Retailerswhodidnot upgradewouldbe liable for fraudulent
transactions if a chip and pin card was not used. To give retailers time to upgrade their
payment terminals, the EMV consortium gave deadlines by geographical region, after
which the liability moved from the credit card company to the retailer [5]. For Europe,
where the EMV standard was first introduced, the deadline was 1 January 2005. For
Canada, the date was 11 March 2011 and for the USA, the date was 1 October 2015.
The later date for the USA market was due to the US payment market having multiple,
smaller card issuers in comparison to the other geographic regions [6].

In addition to storing encrypted payment data, the chip can communicate with Near
Field Communication (NFC) [7] when close to an NFC-enabled payment terminal. If
the transaction is less than a specified amount, tap and pay transactions are accepted by
these NFC-enabled payment terminals. In addition, a smartphone with NFC capability
can, in effect, mimic the cards. In 2010, Android phones were NFC enabled thereby
allowing mobile wallet apps to perform contactless payments. When Apple added NFC
to their iPhones in late 2014, NFC became the de facto standard for mobile wallets [8,
9].

Mobile payment solutions have been growing in many countries [10]. It is estimated
that there will be approximately 1.3 billion mobile payment transactions worldwide by
2023 [11]. In 2020, there has been a further increase in adoption due to the COVID-19
pandemic. When consumers shop in physical stores, they may prefer not to use cash
or touch a payment terminal [12]. Major credit card companies have recognized and
responded to this demand by increasing their tap limit for smaller transactions. COVID-
19 has accelerated the adoption of contactless payments with an ‘expected stickiness
factor’ for the long term [13].

Although mobile wallet usage has been increasing, there are still barriers to adop-
tion. For instance, individuals may be hesitant on using an alternate form of payment
if an existing form has been reliable. Also, individuals may have concerns regarding
experiencing more technical issues if using their smartphones to pay. In addition, the
availability of merchants capable of processing contactless payments will be influential
in mobile wallet adoption – tap and pay cards and mobile wallets cannot be used if the
payment terminal is not NFC enabled. If not fully understood, these barriers could limit
future adoption and usage.
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Therefore, the research questions posed in this study are: What factors influence
the adoption of mobile wallets? Do these factors differ between countries (i.e., Canada
and the USA)? Rogers studied the adoption of agricultural innovations and found that
there were five factors that impacted adoption [14]. He proposed the Diffusion of Inno-
vation (DOI) Theory which posits that relative advantage, complexity, compatibility,
observability and trialability influence adoption. In the context of mobile wallet adop-
tion, another potential factor could be ubiquity considering the inability to utilize mobile
wallets if payment terminals are not properly enabled. To answer our research question,
we explore the factors proposed in the DOI model extended with the construct of ubiq-
uity. Contributions from this study will include a deeper understanding of the relevant
factors influencing mobile wallet adoption and potential differences between the US and
Canadian markets. The findings can provide valuable insights to those in industry, such
as credit card companies, as well as researchers interested in mobile wallet adoption.

The paper is structured as follows. We begin with the theoretical foundation, dis-
cussions of the constructs of the research model, and our proposed hypotheses. The
research model, methodology, and data analysis follow. Results, discussions, con-
tributions, implications and the scope of future research are addressed in the latter
sections.

2 Theoretical Foundation and Hypotheses

2.1 Technology Adoption

Innovation is the creation and application of new ideas, which in turn may lead to new
services and products [15, 16]. Some innovations are more widely adopted than others
and various theories of adoption have sought to understand individuals’ motivations to
start using a new technology. One well-researched theory is the Technology Acceptance
Model (TAM) [17], which posits that an innovation is adopted when it is useful and
easy to use. However, this model has been criticized as being too parsimonious [18] and
consequently it has been extended with other constructs [19]. Another well-researched
theory is theDiffusion of Innovations (DOI) [14]. Rogers studied the diffusion of agricul-
tural innovations and concluded that five conditions had to be satisfied for an innovation
to be successfully adopted. These conditions or factors for adoption include users per-
ceiving a relative advantage, the innovation is not too complex and is perceived as being
compatible, the results of usage are observable, and users are able to try it before full
scale use.

Because relative advantage is similar to perceived usefulness and simplicity (the
opposite of complexity) is similar to perceived ease of use, TAM has been expanded
with the constructs of DOI [20, 21]. For instance, Lee et al. [22] integrated TAM with
DOI in a study of employees’ adoption of an e-learning system. In a study of the adoption
of the Uber app, Min et al. [23] combined TAM with DOI. This combination increased
the explanatory power of TAM alone.
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The Diffusion of Innovations Theory has been used by researchers to understand
the consumer adoption behavior in various fields like mobile banking [24], Uber mobile
application adoption [23], and innovative technological solutions in the field of medicine
[25]. A few recent studies that have tested DOI in the context of mobile wallets include
Johnson et al. [26] and Sivathanu [27]. Information Systems (IS) scholars have argued
that DOI is a suitable framework for understanding innovation diffusion across different
types of users irrespective of their background [26, 28]. DOI has been cited as a well-
known theoretical framework to gain an in depth understanding of technology adoption
in social settings [29].

However, external conditions must also be considered [30]. When a technology,
such as the mobile wallet, depends upon the network of payment providers, terminals,
and connectivity, adoption will also depend upon the availability and reliability of these
necessary components [31]. Extending DOI-TAM further with the construct of ubiquity
will provide insights into the significant factors that are influencing the adoption of the
mobile wallet across two distinct countries, USA and Canada.

Hence, in this study, we utilized the Diffusion of Innovations Theory and extended
it with ubiquity. The hypotheses are proposed below.

2.2 Relative Advantage

Relative advantage ‘is the degree to which an innovation is perceived as better than the
idea it supersedes’ [32]. Similarly, perceived usefulness from TAM is defined as ‘the
degree to which a person believes that using a particular system would enhance his or
her job performance’ [17]. Various studies of TAM have found that relative advantage is
the most consistent variable that significantly influences adoption [33]. For instance, in
Singapore, the post office implemented a self-collection service to improve the delivery
of home packages that could not be delivered if the recipient was not home [34].With the
lens of DOI, the relative advantage of self-managing the collection lead to the adoption
of the service.

Paying with a mobile wallet has advantages over the alternatives. For example,
cash can be more unhygienic, which has become an even greater concern during the
COVID-19 pandemic. It can also be more efficient and convenient than having to obtain
and/or calculate the correct currency or retrieve a payment card. The mobile wallet also
has additional functions readily available, such as transferring money to a friend. We
therefore hypothesize:

• H1: Relative advantage positively influences the intention to use a mobile wallet.

2.3 Complexity or Perceived Ease of Use

Rogers [32] defined complexity as the ‘degree to which an innovation is perceived as
difficult to understand and use’. TAM’s construct, perceived ease of use (PEOU), is the
opposite and defined as ‘the degree to which a person believes that using a particular
system would be free of effort’ [17]. In this study, we use PEOU as the opposite of com-
plexity. In a meta-analysis of extant studies of TAM, PEOU was found to be significant
but less influential than relative advantage [33].
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Waving amobile wallet over a payment terminal is similar to waving a payment card.
It is simple to learn and doesn’t require significant amounts of training or additional
knowledge to operate. Studies of mobile wallet acceptance have shown that PEOU is
significant [10, 35]. We therefore hypothesize:

• H2: Perceived ease of use positively influences the intention to use a mobile wallet.

2.4 Compatibility

Compatibility is defined as ‘the degree to which a service is perceived as consistent
with the consumer’s existing values and experiences’ [32]. Zhang et al. [36] found that
managers were more likely to adopt an email system if its use was compatible with their
prior experience. When implementing a new hospital information system, users looked
for compatibility [25]. Customers who use mobile banking are more likely to adopt it if
they perceive that it is compatible with their needs [37].

Mobile wallets and payment terminals with tap and pay capabilities provide similar
experiences and the same value to consumers who have previously used payment cards.
Also, when paying with the mobile wallet, the transaction needs to be approved in the
same manner as if it originated from a payment card. This compatibility will encour-
age consumers to have their mobile wallets enabled and ready to pay considering the
consistency with their existing values and experiences with payment cards. Hence:

• H3: Compatibility positively influences the intention to use a mobile wallet.

2.5 Observability or Results Demonstrability

Observability is ‘the extent to which an innovation is visible to the members of a social
system and the benefits can be easily observed’ [32]. In a study of mobile banking in
SaudiArabia, observabilitywas significant [38].When employeeswere being introduced
to an e-learning system, they were encouraged when they saw others using the system
successfully [22].On reviewing the literature,Moore andBenbasat [20]were not satisfied
with the measures of observability. Therefore, they revised the construct as “results
demonstrability” and developed a new instrument for it. We adopt this as the construct
in our model.

Smartphone owners may become aware that a mobile wallet app exists when they see
someone paying with their smartphone. When they observe the results that the merchant
receives credit and the payment is successfully completed, they may be persuaded to
start using their smartphone to pay. We therefore add our fourth hypothesis:

• H4: Results demonstrability positively influences the intention to use a mobile wallet.

2.6 Trialability

From Rogers’ research [39], individuals were more likely to adopt an innovation if
they were able to try it before making a full commitment. This ‘risk free exploration’
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encourages experimentation, builds confidence, and allows the user to gauge the relative
advantage [34]. On-line gaming players were significantly influenced by the trialability
of a game: they were more likely to adopt the game if they were able to play it first [40].
Tan&Teo [41] found that trialabilitywas a necessary pre-cursor prior to the full adoption
of Internet banking. This was explained by the associated risks where a mistake could
be costly. Similarly, users of the mobile wallet may be concerned about loss of funds
and they would therefore wish to try the innovation first. Therefore, we hypothesize:

• H5: Trialability positively influences the intention to use a mobile wallet.

2.7 Ubiquity

Smartphones connected to the Internet permit access to the worldwide web via the Inter-
net. The small size of the phone makes it portable with connectivity to high Internet
availability. Also, communication via a network is feasible anytime and anyplace [31].
Access to information is unconstrained by time and place [42]. Mobile commerce ben-
efits from uninterrupted connectivity [43]. From a meta-analysis of the literature, the
dimensions of ubiquity included portability, immediacy, and continuity [44]. Users of
the mobile wallet want to be able to pay with their smartphone wherever they shop. Their
device is portable and always connected, which allows payments to occur wherever an
NFC-enabled payment terminal is available. Therefore, we hypothesize:

• H6: Ubiquity positively influences the intention to use a mobile wallet.

2.8 Intention to Use

Intention to use is a measure of the likelihood that a person would adopt an innovation
[45]. In comparison to actual usage, it has the advantage that it includes those individuals
that have heard of the innovation but have not yet adopted it. Although no actual usage
is currently occurring, they may be very likely to use the innovation in the future [46].
Because actual use is strongly correlated with intention [47] and we are most interested
in individuals intending to use mobile wallet, intention to use is the dependent variable
in our research model.

2.9 Research Model

The research model is illustrated in Fig. 1.
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Fig. 1. Research model

3 Methodology

The proposed research model was assessed using a survey research method. The con-
structs were measured with items adapted from existing literature (see Table 1) and mea-
sured using a 5-point Likert scale with 1 being strongly disagree and 5 being strongly
agree.

Table 1. Source of indicators

Construct Indicators adapted from

Relative advantage Chandra, Srivastava & Theng, 2010 [48]
Jaradat, Moustafa & Al-Mashaqba 2018 [49]

Perceived ease of use (opposite of Complexity) Venkatesh, Morris, Davis & Davis, 2003 [50]

Compatibility Jaradat, Moustafa & Al-Mashaqba 2018 [49]

Observability OR Results demonstrability Kapoor, Dwivedi & Williams, 2014 [51]
Moore & Benbasat, 1991 [20]
Venkatesh & Bala, 2009 [52]

Trialability Kapoor, Dwivedi & Williams, 2014 [51]
Moore & Benbasat, 1991 [20]

Ubiquity Kranz, 2012 [53]
Okazaki & Mendez,2013 [44]
D-H Shin, 2007 [54]

Intention to use Chandra, Srivastava & Theng, 2010 [48]
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A pilot questionnaire was prepared and trialed to refine the measurement items. Data
was collected from US residents using MTurk and from Canadian residents through a
panel sourced from Qualtrics, a US company specializing in quantitative surveys. The
data collected was cleansed by eliminating those responses that had significant amounts
of same-value answers (straight-lining) as well as those that significantly deviated from
the average response time. The US response rate was 87%, resulting in 398 usable
surveys out of 460 participants. The Canadian response rate was 90%, resulting in 447
usable surveys out of 498. The survey also captured gender and age (see Table 2). The
age groups were 18 to 24, 25 to 38, as well as 39 and over.

Table 2. Gender and age groups

Age
group

Canada USA

Male Female Total Male Female Total

18 to
24

74 70 144 42 52 94

25 to
38

69 74 143 123 60 183

39
plus

80 80 160 62 59 121

Totals 223 224 447 227 171 398

Using SmartPLS software, PLS-SEM was used for the data analysis [55]. PLS-
SEM is an accepted exploratory statistical tool [56, 57]. It does not require a normal
distribution and is also robust to smaller sample sizes. In this study, the number of
responses is considered relatively large, but the data by country-gender-age group is
smaller. PLS-SEM allows comparisons between these smaller groups.

We followed a two-step analysis, starting with the measurement model followed by
the structural model. The measurement model tests for reliability as well as discrimi-
nant validity. For the structural model assessment, the path analysis calculates the path
coefficients and with a bootstrap procedure with 5,000 subsamples, the significance of
each path is estimated. Also, data can be assigned to groups within SmartPLS software
enabling multigroup analysis.

4 Results

4.1 The Measurement Model

The PLS-SEM algorithm calculates the loadings for each of the indicators. To assess the
reliability of the indicators, the loadings must be greater than 0.7 [58]. In the first round,
some of the indicators were less than 0.7 and were dropped. Subsequently, all indicators
loaded on their respective construct and with loadings above 0.7.
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In order to assess discriminant validity, the Fornell-Larcker criterion was used [59]
in which the square root of the average variance extracted (AVE) for each latent variable
should be more than the other correlation values among the latent variables. Table 3
shows that the criterion has been satisfied.

Table 3. Fornell-Larcker criterion

COMP ITU PEOU RA RD TRI UB

COMP 0.878

ITU 0.601 0.894

PEOU 0.681 0.525 0.778

RA 0.718 0.615 0.745 0.72

RD 0.638 0.69 0.644 0.634 0.76

TRI 0.583 0.398 0.72 0.672 0.53 0.804

UB 0.456 0.591 0.375 0.428 0.592 0.278 0.784

A second discriminant test is the heterotrait-monotrait ratio (HTMT), which is a
measure of similarity between variables, and has been found to be more sensitive than
Fornell-Larcker [55]. All ratios were less than 0.85, confirming the discriminant validity
of the variables [60] (see Table 4 for results).

Table 4. HTMT ratio

COMP ITU PEOU RA RD

COMP

ITU 0.823

PEOU 0.849 0.684

RA 0.846 0.808 0.848

RD 0.84 0.847 0.795 0.817

TRI 0.792 0.639 0.848 0.822 0.79

4.2 The Structural Model

The PLS-SEM algorithm calculated the path coefficients, followed by bootstrapping to
find the significance of the paths. The coefficient of determination (R2) represents the
percent of variance explained from the independent variables [61]. The populations of
the two countries were analyzed separately, with Canada R2 = 0.609 and USA R2 =
0.587. The results (see Table 5) suggest that all factors are significant except perceived
ease of use (i.e., complexity), compatibility being marginally significant for the USA,
and trialability being marginally significant for the USA and not significant for Canada.
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Table 5. Path coefficients for USA and Canada

Canada USA

Path coeff T statistic P Values Path coeff T statistic P Values

RA -> ITU 0.243 5.353 0*** 0.265 4.011 0***

PEOU -> ITU −0.062 1.315 0.189 −0.012 0.153 0.878

COMP -> ITU 0.251 5.124 0*** 0.154 2.329 0.02**

RD -> ITU 0.252 5.581 0*** 0.349 6.4 0***

TRI -> ITU −0.006 0.117 0.907 −0.113 2.188 0.029**

UB -> ITU 0.237 5.129 0*** 0.242 4.983 0***

R squared 0.609 0.587

Sample size 447 398
*** p < 0.001, ** p < 0.05

4.3 Analysis by Data Group

Data groups were further defined by gender/country. The samples sizes for each group
are shown in Table 2 above and for each group, the sample size was sufficient for
statistical significance, i.e., the sample size was greater than ten times the maximum
number of paths [62]. Table 6 shows the path coefficients for each group: Canada/male,
Canada/female, USA/male, USA/female.

Table 6. Path coefficients for gender/country

Row labels Canada USA

Male Female Male Female

Path
coeff

T Path
coeff

T Path
coeff

T Path
coeff

T

RA -> ITU 0.22 3.238*** 0.303 4.58*** 0.304 3.561*** 0.181 1.65

PEOU -> ITU −0.034 0.426 −0.078 1.239 0.069 0.753 −0.075 0.869

COMP -> ITU 0.246 3.488 0.235 3.637*** 0.058 0.725 0.29 3.358***

RD -> ITU 0.214 3.193*** 0.255 4.815*** 0.387 5.201*** 0.308 3.744***

TRI -> ITU −0.006 0.145 −0.014 0.288 −0.155 1.952 −0.082 1.154

UB -> ITU 0.237 2.988** 0.256 4.297*** 0.201 3.065** 0.287 4.072***

R squared 0.532 0.682 0.564 0.644

Sample size 223 224 227 171

*** p < 0.001; ** p < 0.01

The findings suggest that there are differences between the path coefficients when
comparing males and females for each country. There are also differences between the
path coefficients when comparing Canadian males to USA males and Canadian females
to USA females. We ran multigroup analysis for each of these comparisons. There
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were no significant differences. We also evaluated age groups and found no significant
differences.

4.4 Summary of Results

To summarize our findings (see Table 7), results demonstrability and ubiquity are sig-
nificant factors influencing the adoption of mobile wallets. Relative advantage is as well
except for females in the USA. Perceived ease of use (i.e., complexity) is not a signifi-
cant factor and trialability is only significant for the USA. Compatibility is significant
for Canada and females, and marginally significant for the USA.

Table 7. Summary of results

H Path Canada USA Can-M Can-F USA-M USA-F

H1 RA → ITU ✓ ✓ ✓ ✓ ✓

H2 PEOU → ITU

H3 Comp → ITU ✓ ✓* ✓ ✓

H4 RD → ITU ✓ ✓ ✓ ✓ ✓ ✓

H5 TRI → ITU ✓*

H6 UB → ITU ✓ ✓ ✓ ✓ ✓ ✓

*Marginally significant

5 Discussion

Consistent with extant research [42], relative advantage is significant for both popu-
lations. This further confirms the importance of this construct, which is equivalent to
perceived usefulness [50, 63]. Not surprisingly, individuals would not adopt the mobile
wallet if they did not perceive an advantage over current means of paying with cash or
a payment card and they considered this to be useful [64]. For all subgroups, except
USA females, relative advantage was significant. This is surprising and could be the
subject of future research to determine if another study would produce the same results.
Alternatively, other constructs could be added to enrich the model and determine if USA
females are influenced by, for example, social factors.

Results demonstrability (or observability) was significant for all groups. In a study of
Brazilian Internet banking, Hernandez andMazzon [65] found that userswere influenced
by results demonstrability. As much as perceived usefulness is significant, consumers
need to be convinced that the benefits are realizable and this can occur when they observe
the results from others. For example, shoppers in physical stores may be waiting in line
to check out and can easily observe other customers waving their smartphone over the
payment terminal. They can observe the speed of the transaction and its convenience as
there is no need to search in their pocket or handbag to find their physical wallet and
produce a payment card or cash.
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Ubiquity was significant for all groups. Johnson et al. [26] found that ubiquity was
an important factor for the adoption of m-payment services. To use the mobile wallet,
retailersmust provide an up-to-date payment terminal capable of acceptingNFC. If these
terminals have not achieved a critical penetration of themarket, users of themobilewallet
will be forced to have another payment option available when tap and pay is not. This
study expected a significant difference between Canada and the USA as NFC-enabled
payment terminals are more widely installed in Canada, which can be partially attributed
to Canada’s earlier adoption of EMV standards and the more fragmented card issuer
market in the USA [6]. However, a multigroup analysis found no difference.

Compatibility was significant for females from both countries, compared to non-
significant for males. Compatibility means that it is consistent with existing values and
experiences: consumers can pay with the smartphone using a similar process to when
they pay with cash or payment card. This can be congruent to existing values of making
the payment decision at the last moment. From our results, males attach less importance
to compatibility than females. Future research could investigate this further, adding
additional constructs to the model or specifying dimensions of compatibility.

5.1 Theoretical Contribution

Diffusion of Innovation Theory has been applied to understand users of smartphones [66]
and extendedwith variables such as perceived risk [38]. Studies have also recognized that
smartphones operate best in a ubiquitous environment [67].We offer a novel contribution
by adding the construct of ubiquity to DOI in the domain of mobile wallet adoption. In
our study, this model has been applied to mobile wallets and can be equally applied in
any ubiquitous environment. For example, the model may be applied in the context of
mobile device adoption to monitor health or motivate exercising. Also, the model may
be applied to the adoption of event ticketing applications.

5.2 Implication for Practitioners

Practitioners will want to ensure that factors that influence mobile wallet adoption are
taken into consideration in their endeavors. For instance, users need to understand
the advantage of the mobile wallet. Also, users want to see results and be convinced
that adoption is worthwhile. Practitioners should concentrate on early adopters, who
will be influencers, demonstrating results as others observe the advantages. Ubiquity
must be addressed by investment in infrastructure, to ensure that payment terminals are
installed and ready to use, thereby demonstrating to adopters that the mobile wallet is
advantageous and can be used anytime and anyplace.

5.3 Limitations and Future Research

Canadiandatawas collected frompanels that havebeen recruited byQualtrics [68]. These
individuals receive a reward for participation which may have influenced their responses
(i.e., being more focused on completing the survey to receive a reward). Similarly, USA
participants were recruited via MTurk, which also offers a reward for participation. The
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survey was limited to owners of smartphones who are assumed to have a knowledge
of mobile payments, but some of these owners may have limited understanding of the
functionality which would impact their answers. Sampling took place in Canada and
USA only, and the results may not be generalizable to other countries.

Future research could extend the model further. For example, privacy and security
are potential concerns and these constructs could be added. As mentioned, Canadian
and US culture and attitudes are potentially different from other countries so collecting
data from other areas would highlight differences between regions.

6 Conclusion

Smartphones are in the hands of most of the population [69] and, with the help of the
Internet, consumers have the choice of thousands of apps [70]. Some apps, such as
Facebook, are adopted by millions of people, whilst others have only a few adopters,
ending their digital life soon after launch. Practitioners are interested in what motivates
individuals to adopt technology so that their app becomes widely adopted. Hence, it
will be important to identify factors influential in adoption. Leveraging and extended
the Diffusion of Innovation Theory, our research identifies factors that are important for
mobile wallet adoption. These factors can provide guidance to practitioners looking to
expand the usage of this alternate payment method and provides the potential for future
research.
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Abstract. Cashless society is becoming popular due to the advanced development
of technology. The ubiquity of mobile payment is astounding. Consumers have
shifting from physical to mobile payment, making payment process more con-
venient and seamlessness. This paper is exploring the possibility of transferring
customers trust and loyalty on offline banks to online payment platforms. Cus-
tomers can extend their positive evaluations of the online channel to the offline
channel by the halo effect. Particularly, based on the synergistic combination, the
offline bank and the online payment platforms may collaborate to enhance cus-
tomer’s payment stickiness and create a more integrated ecosystem. To address
these research questions, we analyze 353 users. A LISERSL for Structural Equa-
tion Modeling was used to test the research hypotheses, indicating a good fit
of measurement model. Eight of the ten research hypotheses are supported. The
results show significant transferring customers trust on offline banks to online
payment platforms, but perceived quality has no significant effect on transferring
customers trust on offline banks to online payment platforms. Offline bank loyalty
has significantly positively affected online payment platforms loyalty, proving the
halo effect. Theoretical and practical implications are provided.

Keywords: Mobile payment · Trust · Corporate reputation · Perceived risk ·
Perceived quality · Structural assurance

1 Introduction

Mobile payment is defined as a combination between mobile device and payment sys-
tem that enables users making payment process through mobile devices [1]. Despite
the concept of non-monetary system has a long history, it is only the advancement of
technology and support such system that make mobile payments prevalent.

Although mobile payment is still way behind traditional payment methods in terms
of usage frequency on the basis of PricewaterhouseCoopers market survey. From the
global perspective, the mobile payment market had grown from $450 billion to $1800
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billion in 2015 to 2019. Based on the report by Mordor Intelligence has predicted that
mobile payments are becoming the second most common payment method after debit
cards by 2022.

From the domestic perspective, the cognition of the mobile payment has reached up
to 96.6% in Taiwan. The government has declared that the penetration rate of mobile
payment will reach up to 60% by 2020 and 90% by 2025. To strengthen industrial
cooperation and integration, different industry including payment operators, financial
operators and so on have dedicated to participate the development of such technologies.

The popularity ofmobile devices has spawned the development of thefintech industry
and industry cross-border integration have let customer behaviors turn into a virtual way
on payments. The popularity of mobile devices has gradually become a development
trend. In order to keep up with the trend, many traditional bankers are also proactively
giving consumers more convenient services, and allied with mobile payment platforms
in order to attract more users and provide users with better services to enhance customer
stickiness so as to gain more customer size to react to a volatile market.

For the research purpose, as we havementioned that there are rarely studies about the
relationship between partners who collaborate in themobile payment industry, therefore,
we want to explore the correlations between issuing banks and payment platforms to
see whether there are any psychological impact while using physical and virtual credit
cards as the medium. As for the contribution of this study, the issuing bank and the
payment platformprovider could have a concept forwhat they should focus on to enhance
consumers’ or users’ confidence toward the offline side and the online side. Not merely
does the payment providers should focus on consumers experience, but likewise the
internal improvement of itself is also a significant part.

2 Literature Review and Hypotheses

2.1 Trust

Trust is defined as the willingness of a party to be susceptible to the actions of another
party based on the expectation that the other will perform a particular action important
to the trustor (Hong and Cho, 2011). From a psychological perspective, some scholars
believe that trust is a state comprising the intention to accept vulnerability based upon
positive expectations of the intentions or behavior of another (Rousseau, Sitkin, Burt
and Camerer, 1998). In addition, trust can be build-up by one party’s positive response
and generate the other’s expectation.

This study distinguishes trust into offline and online trust. Offline trust represents the
attitude toward the issuing bank services of the physical credit card while the online trust
represents the attitude toward the payment platform system of the virtual credit card.
Trust in issuing banks and other financial institutions is crucial for the functioning of
the banking system and for society as a whole [2]. Offline trust can build by customers’
perception of a belief to the physical card that could provide reliable services to meet
their needs based on the financial procedures and its issuing bank’s reputation and so
on.

On the other hand, in a mobile commerce environment, prior studies have also
identified trust as of most important antecedents that facilitate customers’ acceptance
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and succeeding usage ofm-payment in various situations [2]. Online trust involves user’s
perception of the faith to the virtual card on the platform that could provide a stable and
secure transaction for users.

2.2 Trust Transfer

Contemporary Internet-oriented world has made trust transfer further significant for
marketers to study the interaction between offline and online channels when analyzing
customer behavior [3]. Trust transfer is a process that a cognitive one in which the trust
in one domain has an influence on attitudes and perceptions in another domain [4]. The
trust transfer process is related to how one’s trust in a familiar target can be transferred
to another target because there exist certain associations [5]. Apply to this study, we will
explore the trust transfer due to the different context of the physical card of the issuing
bank and the virtual credit card on the platform. However, there is little research on trust
transfer from the offline to the online mobile domain as the latter is relatively new. So far,
this study has focused on the transfer between offline and online mobile domain. Thus,
we consider that credit cards are an intermediary between the offline and the online.
Therefore, the trust in the entity services of the card will affect positive perception of
the virtual services of the card. Therefore, we have:

H1: Trust towards the issuing bank will positively affect trust towards the payment
platform.

2.3 Loyalty

It is defined that customer loyalty as a mentality of having a good attitude towards the
company, promising to repurchase the company’s products or services and recommend-
ing to others (Pearson, 1996). Loyalty is also defined as the repeated purchase behavior
presented over a period of time due to a favorable attitude toward the subject from both
attitude and behavioral aspects [6].

In this study, we distinguished loyalty into offline loyalty toward the bank which
provides physical credit card and online loyalty toward the platform which provide
virtual credit card. The offline loyalty is the service or the product loyalty [7], thus, we
accounted offline loyalty indicates the customer will tend to use the service of the bank
they are assured. With respect to the service loyalty, it is considered to repurchase or
reuse only this provider when the certain services or products are needed [8]. In the
offline environment, high level of trust allows parties to focus on the long-term benefits
of the relationship [9]. Customers may feel the reliance of the services which issuing
bank provides and tend to use it in the long-term. Therefore, we have:

H2-1: Trust towards the bank will positively affect loyalty towards the bank.
Online loyalty is regarded as the users will prefer using virtual credit card that the

payment platform they are assured and further provides multi-services for the users.
Loyalty towards online side is defined as a user’s intention to do more transaction and
recommend it to other people [10]. Thus, their intention may drive them to use the vir-
tual credit card on the platform in the long-term. Numerous studies found that trust has
positive effect on customer loyalty and also emphasized it is fundamental determinant of



296 B. Su et al.

customer loyalty in online environment [11]. On the online platform, customer may pre-
fer to transact on the online environment which they are accustomed to and trustworthy
for them due to the high level of risk perception. Therefore, we have:

H2-2: Trust towards the payment platform will positively affect loyalty towards the
payment platform.

2.4 Loyalty Transfer

Many transactions that start in the online environment are performed in the offline
environment [12] and the results obtained in the offline environment have an impact
on the online environment [13]. According to halo effect proposed by Thorndike [14]
the entire assessment affects one’s response to other attributes, or the impression of
one attribute affects the impression of other independent attributes [15]. In other words,
customers can extend their positive evaluations of the online channel to the offline
channel by the halo effect. By means of offering a multi-channel of services to meet
customer needs will leads to increased customer loyalty [16]. Based on the synergistic
combination, the issuing bank and the payment platform may collaborate on launching
programs to enhance customers stickiness on both sides of the system. As a result,
customers transfer existing attitudes and beliefs built from offline side to online side.
Therefore, we have:

H3: Loyalty towards the bank will positively affect loyalty towards the payment
platform.

2.5 Corporate Reputation

Reputation is considered to be one of the main standards to assess the trustworthiness
of a potential trustee. The company’s reputation is considered as a means to win the
trust of stakeholders, and therefore to obtain their continuous support and commitment
to help ensure the long-term sustainability of the organization [17]. Furthermore, the
second-hand information orword ofmouth can influence a person’s perception of service
when they do not have first-hand knowledge of the company. As confidence is a crucial
factor in the creation of relational trust [18], while the company possess a favorable
reputation, it can strengthen customers’ confidence and lower risk perceptions when
they make judgment on organizational performance and quality of products or services
[19], and even result in a munificent revenue and greater value in the market [20]. Good
corporate reputation can bring advantages for the issuing bank. In order to establish good
reputation, therefore,we considered that customerswill contact physically and processed
banking directly to the issuing bank which is well-known or with high reputation in the
market, and at the psychological level customers trust will increase when the bank has
a high reputable impression toward customers. Therefore, we have:

H4: Corporate reputation will positively affect trust on the bank.

2.6 Perceived Risk

The concept of perceived risk is defined as an attribute of a decision alternative that
reflects the variance of its possible outcomes. An attribute of the conceptualization
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of perceived risk within consumer psychology is mainly from the potentially negative
outcomes [21].

The level of perceived risk is mainly supported by the purchase situation [22] when
the transaction process is related to finance problems, therefore, good caring of the
physical credit card service improves the usage situation of customers toward the issuing
bank. Brand trust can reduce risk perception in an offline context, and the cognitive
dimension plays a vital role in this environment [14]. As discussed above, perceived risk
is concerned with the unfavorable result on physical card services, the reason is likely
caused by the experience and might affect the customer’s impression of the issuing
bank. They might feel anxious if they have a hardly ideal experience, thus, customers
will diminish their trust on the issuing bank. Therefore, we have:

H5-1: Perceived risk will negatively affect trust on the bank.
Risk about the technology being used becomes integral to customer decisions while

engaged in mobile payments. Concerns over privacy risks have negative influence on
perceptions of security [23]. Customers may pay more attention to their rights and
interests; therefore, they form a higher risk perception of internet commerce [24]. While
they are not familiar with themobile payment, customersmight have a resistivementality
on psychological aspect if virtual credit card embed on the platform have no stable and
secure protection. They might diminish their trust on the payment platform. In addition,
the financial loss is also one of the major concerns on an impediment to the adoption
of mobile payment [2]. Overall, hesitation on using virtual credit card on the payment
platform might have a negative impact on customers’ degree of trust. Therefore, we
have:

H5-2: Perceived risk will negatively affect trust on the payment platform.

2.7 Perceived Quality

Perceived quality is determined as the customer’s perception of the overall quality or
superiority of a product or service relative to alternatives regarding its intended purpose
(Zeithaml, 1988). Perceived quality is also defined as the consumers’ judgments about
physical services including integrated excellence or superiority [25]. Different from the
objective quality, which used to describe technical advantages of a product, perceived
quality may not exist and invaluable because all qualities are comprehend in distinct
perception by someone [26].

In this research, we distinguished the perceived quality between the service quality
of the issuing bank and the system quality of the payment platform. Service quality is
derived from the comparison between what is provided and what the customer feels
should be offered [27]. And the perception of service quality is derived by comparing
expectations with perceptions of performance [28]. In the research, we will apply to the
performance of physical card services of the issuing bank. Those invisible soft power
may affect customers’ trustworthiness and enhance their willingness of usage of the
services. Therefore, we have:

H6-1: Perceived quality will positively affect trust on the bank services.
So as to increase the perceived quality level of a website requires convincing users

that thewebsite is promptly and precise, andwill provide helpful information [29].While
people using the virtual credit card on the payment platform, they not merely attracted
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by the convenience but likewise the system’s feature will also affect their attitude to the
usage of the mobile payment. The convenience of using the platform interface is also
an important factor which affects customers’ perception of the system quality. System
quality including navigational structure and visual appeal on the platform will affects
users’ trust in mobile commerce technologies. With a stable and reliable system of the
transaction and the friendly layout of the payment platform comes the reduction of users’
potential risk and strengthen their sense of trust. Therefore, we have:

H6-2: Perceived quality will positively affect trust on the payment platform system.

2.8 Structure Assurance

Structural assurance means the belief in the web having a protective legal or technical
structure [30] to ensure thatwebbusiness canbe carried out safely and reliably. In termsof
security and privacy, the online environment exist high risk and additional uncertainties
compared to an offline environment; therefore, consumers would respond well to such
structural assurances [31]. Due to the lack of direct experience and knowledge about
online system ofmobile payments, usersmay dependmuch on the structural assurance to
build their trust from mobile payments. Previous studies also demonstrate that structure
assurance of the online environment positively affects users’ trust. For the Internet has a
high standard of structural assurance, it will produce a sense of structurally guaranteed
security, so people aremore likely to rely upon specific Internet providers [32]. It could be
demonstrated that structural assurance of the virtual card on the payment platform should
affect willingness to depend on the platform provider since high structural assurance
indicates consumers have been capable of prevailing over fears of the online side such
that they are comfortable dealing with it. Therefore, we have:

H7: Structure assurance will positively affect trust on the payment platform.

3 Research Methodology

3.1 Conceptual Framework

These relationships can be summarized in the conceptual framework as the following
Fig. 1:

Fig. 1. Conceptual framework
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3.2 Sample and Data Collection

This research collected data throughout paper-based questionnaires andweb-based ques-
tionnaires through Google. The questionnaires were survey for those people who have
experience in using the banking services and in using mobile payment platform when
processing payment for goods or services. The duration of data collection lasted from
February 4, 2020 to April 10, 2020. In total, 445 were delivered as the online question-
naire and 74 were delivered as the paper questionnaire, all entries were returned by both
ways, with a returning rate of 100%. 353 out of 519 questionnaires were valid (68%
valid rate).

The respondent demographic characteristics show as follows: gender (male, 44%;
female, 56%), age (less than or equal to 20 years of age, 7.4%; 21–30 years of age, 37%;
31–40 years of age, 15%; 41–50 years of age, 16%; greater than or equal to 51 years of
age, 25%), education (high school graduate, 3.4%; high school diploma or equivalent,
4.2%; bachelor degree, 34.8%; master degree or above, 57.5%).

3.3 Analysis Method

Validation of Measures. The Cronbach’s alphas of all constructs were all greater than
0.70, supporting the reliability of themeasurement. In addition, all composite reliabilities
were greater than 0.60 and most of the average variance extracted (AVE) estimates were
greater than 0.50 [33] except for perceived risk, which means the perceived risk has no
convergence validity. Discriminant validity was tested between all constructs according
to Fornell and Larcker [34] recommendations and confirmed for all pairs of constructs.
Specifically, AVE estimate for each construct was greater than the squared correlation
of all construct pairs. Table 1 shows the means, standard deviations, and correlations
matrix for the constructs.

Table 1. Means, standard deviations, and correlation matrix

Mean S. D CR PR PQ SA OFFT ONT OFFL ONL

CR 4.259 0.594 0.814

PR 2.513 0.896 − .124** 0.675

PQ 4.131 0.577 .503** − .273** 0.736

SA 4.077 0.678 .452** − .241** .763** 0.863

OFFT 4.136 0.616 .587** − .225** .716** .648** 0.785

ONT 4.113 0.642 .494** − .283** .744** .760** .726** 0.835

OFFL 4.132 0.737 .523** − .184** .602** .506** .707** .578** 0.847

ONL 4.044 0.805 .385** − .249** .670** .628** .558** .703** .570** 0.894
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4 Data Analysis and Empirical Results

4.1 Structural Equation Modeling

The hypothesized relationships in the model were tested simultaneously through SEM.
The standardized path coefficients of the structural model as estimated by LISREL are
given in Table 2. The fit of the model was as following (NFI = 0.952, RFI = 0.948, IFI
= 0.965, CFI= 0.965, PNFI= 0.883, PGFI= 0.625, RMR= 0.051, RMSEA= 0.093).
In the above model, NFI, RFI, CFI were greater than the suggested 0.9. These three fit
indices indicate a good fit of measurement model.

4.2 Hypotheses Test

According to the results, H1 is supported as offline trust will have a positive effect on
online trust (β = 0.355, t = 4.838). Furthermore, in terms of variables of trust toward
loyalty, H2-1 and H2-2 which affirmed that offline trust is positively related to offline
loyalty and online trust is positively related to online loyalty (β = 0.885, t = 15.003) (β
= 0.763, t = 10.731), thus H2-1 and H2-2 are supported. Additionally, H3 is supported
since offline loyalty will have positive effect on online loyalty (β = 0.290, t = 4.102).
The positive relationship between corporate reputation and offline trust in H4 is also
supported (γ = 0.289, t= 6.818). H5-1 and H5-2 are indicate the same direction, which
means that perceived risk will have negative effect on offline trust and online trust,
however, the result has shown that H5-1 is not supported (γ = 0.019, t = 0.550), on
the other hand, H5-2 is supported as the path is significant (γ = 0.289, t = 6.818).
Subsequently, H6-1 and H6-2 are affirmed perceived quality have positive effect on both
offline trust and online trust, yet the evidences have the opposite result since H6–1 is
supported (γ = 0.662, t = 10.929) but H6-2 is not supported (γ = 0.166, t = 1.526).
Structure assurance have a positive influence on online trust (γ = 0.459, t = 6.637),
therefore, H7 is supported.

Table 2. Path analysis

Path β/γ t-value P-value Results

H1 Offline Trust Online Trust β = 0.355 4.838 *** Supported

H2-1 Offline Trust Offline Loyalty β = 0.885 15.003 *** Supported

H2-2 Online Trust Online Loyalty β = 0.763 10.731 *** Supported

H3 Offline Loyalty Online Loyalty β = 0.290 4.102 *** Supported

H4 Corporate Reputation Offline Trust γ = 0.289 6.818 *** Supported

H5-1 Perceived Risk Offline Trust γ = 0.019 0.550 P > .05 Not Supported

H5-2 Perceived Risk Online Trust γ = 0.289 −2.626 *** Supported

H6-1 Perceived Quality Offline Trust γ = 0.662 10.929 *** Supported

H6–2 Perceived Quality Online Trust γ = 0.166 1.526 P > .05 Not Supported

H7 Structural Assurance Online Trust γ = 0.459 6.637 *** Supported
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5 Discussion and Suggestions

5.1 Discussion and Conclusions

Offline Trust, Online Trust, Offline Loyalty and Online Loyalty. According to the
statistical analysis results, offline trust has a significant effect on online trust in terms
of the different environment of the physical card issued by the bank and the virtual
card embed in the payment platform. Such outcome is slightly similar to the previous
researches whereas the trust is mostly based on the same brand in an offline firm to an
online business [3]. In this study, users have faith toward the issuing bank which will
do the right and moral things, thus, regarding the credit card as an intermediary of the
offline and online side, customers reliance will also transfer to the online environment
and believing the trading contract process on the payment platform.

In addition, trust has positively influence loyalty fromboth offline and online context.
As numerous preceding studies had affirmatory results of effects on trust toward loyalty
in the certain services or products [7], customers are tending to have a positive attitude
toward the service or the product, further, recommend their own positive views to others.
From the offline bank, since customers have confidence attitude toward the services,
including services of employees or accounting services of the issuing bank which will
be the profound expression of the bank. Therefore, perfect and sound accounting services
will also attract users and further recommend to people around them through word of
mouth and turn their faithful into loyal attitude.

From the online mobile payment platform, due to the complete and immediate ser-
vice of the virtual credit card, further trust the system provides by the payment platform,
it will enhance reliance toward the payment platform. The online trust for the system
refers to this study indicates such as its stability and immediacy regarding to the trans-
action process. With respect to the user, while possessing truthfulness toward the virtual
card which will provide immediate transaction on the payment platform, they will have
tendency on using the payment system repeatedly and it is not easy for them to switch to
another payment platform. Therefore, when users are accustomed using the mobile pay-
ment platform, the online trust will influence positively on the online loyalty of payment
system. Furthermore, also increases users’ stickiness on the platform.

Based on the analysis outcomes, offline loyalty has positively affected online loyalty.
It had mentioned that the halo effect will play a part in two different attributes and
enhance customers’ loyalty. In this study, while customers have held the loyalty from the
offline issuing bank of its services, they will prone to use the physical credit card which
bank provides. Simultaneously, owing to the virtual credit cards embed in the payment
platform, the effect will thence transfer to the online payment platform. Furthermore,
as the description we have addressed in the previous section as regards the offline trust
will have a significant and a positively influence toward the offline loyalty and the online
trust, therefore, it has a forceful evidence to prove that there is a transformation from
offline loyalty to online loyalty.

Corporate Reputation, Perceived Risk, Perceived Quality, Structure Assurance,
Offline Trust and Online Trust. Corporate reputation is a criterion that evaluate the
level of trustworthiness of a potential trustee, since customers will tend to use the issuing
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bank of the physical credit card, which has a high recognition from them due to the status
in the market, and the corporate reputation will deeply rooted in their heart. Believing
the bank which they have used will be responsible on the financial services and establish
the moral standard, customers will trust the value of the bank. As the high attention or
influence of the bank among the financial market, it will affect the economic pulse of
the entire financial industry, further customers will prone to entrust their confidence on
the offline bank as a result of status and further believe services of the physical credit
card.

The experimental evidence on effect on perceived risk toward offline trust. It shows
that perceived risk does not have significant influence on offline trust. Since physical
credit cards of issuing banks have been in the market for a long history, customers
have ingrained knowledge of physical credit cards and do not have concerns about its
services or even mode of operation. Customers feel more relieved by means of using the
actual cards while its services are more familiar with to them. On the other hand, the
consequence of the analysis examination of perceived risk to the online trust is similar
to the earlier paragraph, which had mentioned that customers will have concerns about
the reliability or the resistance mentality toward unfamiliar objects. Since perceived
risk affect the level of online trust, users are not willing to use the virtual credit card
on the mobile payment due to certain apprehensions. Consequently, anxiety caused by
perceived risk will lead to diminished customers truthfulness and reliance on the online
payment platform.

It is demonstrated by survey results that the perceived quality providing positive
outcomes toward the offline trust is in accordance with the previous study which had
elaborated the service quality is derived from customers expectation of certain perfor-
mances [28]. Consumers will take notice of its completeness and immediacy on the
service system construction. Further, their perception on the service quality will have an
impact on the reliance of the physical credit card and further toward the issuing bank.
Moreover, the result of the analysis of perceived quality has no positive effect on the
online trust. The insignificant result may cause from the following two reasons. From
platform providers’ view, they prone to offer comprehensive services to gain stickiness
from users and lead to messy platform interfaces, yet consumers are easily accepted
streamlined information, therefore, they may be confused when browsing the platform
interface. The other is that the users may not familiar with the mobile payment system
may lead to some doubts about its professional ability of system on mobile payment.
Therefore, perceived quality did not positively affect online trust on payment platforms.

At last, the factor of structure assurance has a directly effect on online trust in the line
with the extent literaturewhich haddiscovered the structural assurances have a significant
influence when parties involved in the financial transactions via online channels [35].
Employing the theories to examine the influence of the structural assurance on the
online trust, it can show that the mobile payment platform users will perceive security
and privacy when the virtual card provides sound protection mechanism to users. Thus,
it will further cause them to build their confidence upon the payment platform. While
they are accustomed to deal with the financial transaction with the virtual card on the
payment platform, it will enhance their online trust toward system of the virtual card
and the platform.
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5.2 Managerial Implications

We have several practical suggestions to both offline and online side of the payment
providers. To start with, offline issuing banks should put more effort on enhancing cus-
tomers trust of its credit cards services, involving benefits from purchasing, experience
using counter services by the staff or even the problem of credit card fraud could cause
their reliance of the issuing bank. Once customers have the confidence of bank services,
it is important for retaining the customer by aiming their target customers and providing
suitable services for the purpose of strengthening their loyalty. Likewise, from the online
perspective, payment platform should pay more attention on customer trust of its pay-
ment system service, including secured transactions, virtualization of various services
and feedbacks. For the purpose of attracting more users, it should collaborate with more
issuing banks and service providers in order to create a more integrated ecosystem.

In addition, favorable reputation of the issuing bank will induce customers to take
further steps to banking services and increase the customers trust of the issuing bank. For
instance, it should protect the rights and interests of consumers, which is indispensable
duty and an objective requirement for improving its business development level. In terms
of the perceived quality, the bank could strengthen service awareness by cultivating
good service attitude and improve customers experience by providing multiple service
contents. In this case, due to good reputation and perfect perceived quality, the issuing
bank will gain more users and increase reliance from them rapidly.

For online payment platform providers, it should take an eye on customers perception
of platform risk and the structure assurance of the transaction system. While the virtual
credit card embeds on the platform, users will be affected by the risk of the platform
system. When consumers have lack knowledge of online system, they will refuse to
accept the new payment method. Thus, the platform provider could put more effort
on simplifying payment operation mode further reduce users’ doubts and make ease
of use about the payment platform. Our finding revealed that the structure assurance
plays an essential role on payment platform. Users may have certain concerns including
the procedure of transaction and their personal information. Platform provides should
establish a secure and private environment for users. For instance, they could establish a
more complete security verification mechanism on the platform and update it regularly.
Wherefore, as a result of the protecting users’ transaction, they can lower their anxiety
on the online environment.

For the purpose of achieving the goal of cashless society, the issue of people’s trust
has received considerable critical attention to be discussed. Entity and virtual payment
providers could figure out what factors are relatively considerable in their service proce-
dures and come up with suitable solutions for their target customers and further increase
their trust and loyalty. Moreover, payment providers could collaborate with multi mer-
chants launching more convenient and preferential services to draw consumers and
assimilate mobile payment into their daily lives for increasing trust and decrease risk
from using the payment service.

5.3 Limitations and Future Research

The empirical results reported herein should be considered in the light of several lim-
itations. The first is the collected questionnaires are non-randomly on account of the
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respondents are mostly students and young people, therefore, there may be differences
with regard to the pre-factors that they valued. The second limitation concerns the ques-
tionnaire was delivered to participants mainly throughout the Internet. It may neglect the
results of those respondents who might not accustomed to use the mobile payment and
resulting in the response of trust and loyalty, and it may let slip the potential customers
who are not willing to fill in the survey. Third, regional restrictions should also be pon-
dered due to customers who have used the mobile payment are mostly in urban areas,
thus, it may lead to incomplete consequences. The fourth limitation factor is considered
that there are little researches about transfer between the offline and online mobile side
in the past, For the reason that theremay not be adequate literatures on the research struc-
ture. The last is that the promotion may be essential to customers attitude and behavior
on mobile payment. When there are new preferential schemes, some customers may
shift to other payment platform, there may be no loyalty to them at all as a consequence.

For future research, Internet-only banking have launched out in the recent year.
Although it still provides physical credit cards and other services for users, however,
the business model is different from physical banks. Therefore, researchers may figure
out some not similar influences on the issues. Furthermore, different cultures of people
may have different level of trust toward the payment platform based on the habits of
usage. For instance, the penetration rate of mobile payment of Britain and China is
much greater than that of Taiwan, thence, people may have less risk or other attitude
on payment platforms. Last, subsequent researchers may add different variables on the
relationship for the level of customers trust for more outcome of the research.
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Abstract. Due to globalization, food supply chains are scattered around the globe.
As a result, they becomemore complex and anonymous, potentially confusing cus-
tomers of the food’s origin and production conditions. In addition, due to higher
living standards, consumers are demanding greater transparency in the food pro-
duction process in terms of safety, quality, and sustainability. Simultaneously,
technological developments have made various technologies available to track
and provide information about food production to consumers at the physical Point
of Sale (POS). However, current literature does not provide a comprehensive
overview of technologies presenting transparent product information and guide-
lines about additional information consumerswant to know. Therefore, the authors
present a literature review of transparent product information and an outline of
technologies to provide such information at the POS. Additionally, the authors
present the results of an online survey highlighting the importance of individual
transparent product information from a consumer point of view. Combining this
information, the authors deduct guidelines on how to use technology to present
transparent information to the consumer at the POS.

Keywords: Food supply chain · Transparency · Transparent product information

1 Introduction

Globalization permanently changed our economy, our lives, and consumer needs. Food
travel distances have increased significantly while delivery times have shortened, result-
ing in a year-round season-independent food supply [1]. Meanwhile, consumers benefit
from lower prices, higher quality, and a greater variety of food [2]. However, globaliza-
tion has also increased the complexity and anonymity of food supply and value chains
[3]. This unsettles consumers as it becomes difficult to understand the complex dynam-
ics of today’s food supply chains [1]. In addition, past food and livestock production
related affairs, such as mad cow disease (BSE), swine fever, avian flu, and influenza, or
the horsemeat scandal, have raised consumer awareness of food safety and drawn more
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attention to the production, processing, and distribution of our nutrition [4, 5]. Com-
municating the advantages of ecologically better food choices can positively influence
consumers’ purchase decisions [6]. Hence, global food supply chains are under increased
pressure due to growing consumer demands [7] as their superior living standards imply
that consumers are not only concerned about the taste but also about quality and authen-
ticity [8]. Consumers have become more critical in recent years, demanding greater
transparency in the food production process, wanting to be informed about the origins,
processes of food procurement, the safety level, production methods, the use of pesti-
cides, and the effects on environmental aspects [9]. Therefore, the traceability of food in
global supply chains is of great importance [10]. However, current food supply chains
show an information asymmetry towards the consumers, as the aspects of food safety
and food quality are insufficiently transparent [11]. Though, for producers, traceability
is also essential as it guarantees the quality of raw materials in the food chain, enables
certification and approval of their products, and allows monitoring systems to be intro-
duced [12]. Furthermore, with regard to corporate social responsibility, it is crucial to
implement transparency in order to differentiate producers from other competitors [13].
Additionally, the sustainability of food supply chains is linked to social, ecological, and
economic factors, which implies that increasing transparency and traceability of food
supply chains has the potential to improve the social and environmental sustainability
of food supplying companies’ business practices [14].

Agrawal & Pal [15] emphasize that little is known about consumers’ preferences
regarding the provision of traceability information. New traceability technologies are
available, and organizations are driven to use these technologies in order to offer addi-
tional information to their customers. However, the provision of large amounts of infor-
mation is controversially discussed in literature as it can lead to information overload.
Thus, Agrawal & Pal point out the necessity to separate between essential and non-
essential information in order to enable an optimal exchange of information. In addition,
the complexity of modern retail stores and personal time constraints force consumers
to act economically and selective in their information intake [16]. However, this is
countered by the fact that technological developments have made various technologies
available that allow consumers to trace the path of food along the supply chain. Thus,
making it easier for them to access product information providing transparency along the
food supply chain (in the following: “transparent product information”) and therefore
supporting their decision-making process at the POS.

Previously published literature on transparent product information mainly focuses
on the region of Asia (e.g. [16–19]). Additionally, a literature review done by Siddh et al.
[20] illustrates that the majority of existing literature on food supply chain quality (from
1994–2016) concerns information, sustainability, and logistics management. However,
only a minority of literature covers the management of food quality and safety [20].
With reference to this research gap, this study aims to find out more about consumers’
preferences in German-speaking countries with regard to the use of technology at the
POS and the most desired transparent product information.

Resulting from these problem fields, the authors derived the following research
questions on food supply chain-related transparent product information.
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RQ1: Which transparent product information can be provided according to previous
research?

RQ2: Which transparent product information is most valuable for consumers?
RQ3: Which technology presenting transparent product information do consumers

prefer?
The paper is structured in the followingway: Following this introduction, themethod

section summarizes our literature review as well as the conducted survey. Subsequently,
the results of the literature reviews and the survey are presented and discussed. The paper
concludes with a summary of the results and provides implications for the field of HCI
and opportunities for future work.

2 Method

This paper consists of a theoretical and an empirical part. The first research question is
answered with a systematic literature review. Following the review, the paper presents
an empirical investigation conducted in the form of an online survey. The results of the
empirical part answer the second and third research questions. Combining the answers
of all research questions, the authors deduct implications for companies and academics.

2.1 Literature Review

Various types of enabling technologies are available for the transparent presentation of
supply chain information. For example, technologies for recording, storing, and transfer-
ring information (e.g., blockchains [21, 22]), linking between products and information
(e.g., barcodes [23]), and enabling transparent product information to be displayed at the
POS (e.g., smartphones [24]). However, due to the emerging trend of smart retail [25],
a retail scenario that uses innovative technologies to enhance the shopping experience,
we consider the POS a key element when providing transparent product information.
This is because consumers often make unplanned purchases at the POS and thus can
be influenced directly when making their purchase decision [25]. Therefore, this study
focuses on technologies, which enable consumers to display information about the sup-
ply chain and the product directly in the store. From a typology of digital technology in
stores, we considered the categories (i) information/ product display technologies and
(ii) information search technologies and only included technologies that are used already
to a certain extend (excluding technologies like augmented reality that few consumers
have experience with) [26]:

• Smartphones: Smartphones are the most widely used personal mobile devices [27].
They are characterized by the fact that they are always at hand so that information can
be received, recorded, or sent at any time. In retail stores, smartphones can be used to
scan products and display associated information [24].

• Smart Displays: Smart displays are digital screens that display various content types
among animated or interactive elements. In retail stores, smart displays can be placed
above shelves to display additional information about products on the shelf [28].
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• Interactive In-Store Kiosks/Terminals: In-store kiosk systems, also known as ter-
minals, are free-standing, physical information and service units with touch-screen
monitors. In-store kiosks provide an interface that allows users to interactively call up
specific information, such as in-store navigation, purchase suggestions, or additional
product characteristics [26].

• Smart Shopping Carts: Intelligent shopping carts, also known as smart trolleys or
smart shopping carts, are equipped with scanners (e.g., hand scanners) and a screen
(e.g., tablet). This provides additional services like scanning products to access further
information or self-service payment [29].

The literature review to identify transparent product information elements, to be
displayed via the above-listed technologies, was carried out from March to April 2020
in various online databases. It comprised the four steps shown in Fig. 1.

Step 1: In the first step, we used a predefined set of keywords on a predefined set of
databases to identify relevant scientific papers and industry case studies. The following
keywords were used to identify relevant papers and industry case studies: transparency
OR traceability AND food AND “supply chain” AND “consumer preferences” AND
sustainability OR quality. These keywords were used as search strings in the following
databases: AIS, EBSCO Business Source Premier, Emerald Insight, Google Scholar,
IEEE Xplore, Science Direct, Taylor and Francis, Web of Science, Wiley, WISO. This
led to 15 articles and 7 industry case studies.

1. Identifying Papers

183 identified transparent product information elements

7 Industry Case Studies [35–41]15 Research Articles [4, 15, 22–34]

2. Analysis of Papers
Identification of information elements on food along the entire value chain

Used Keywords: transparency OR traceability AND food AND "supply chain" AND "consumer 
preferences" AND sustainability OR quality
Used Databases: Emerald Insight, Google Scholar, IEEE Explore, Science Direct, Taylor & Francis, 
Web of Science, Wiley

3. Generalization, Reduction & Categorization
Renaming of elements, elimination of duplicates and categorization in groups

List of transparent product information elements in 6 categories

4. Identification of items for the online survey
Identification of questionnaire items for every transparency element

39 operationalized elements, providing transparency along the food supply chain, in 5 categories

Fig. 1. Four steps of the literature review
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Step 2: In the second step, we deducted relevant transparent product information ele-
ments from the papers and industry case studies. The identified papers also included
studies that conducted literature reviews to identify characteristics that customers con-
sider essential for assessing products and their supply chain (e.g. [15, 30, 31]). Thus, by
analyzing these papers, 183 transparent product information elements could be identi-
fied. This included duplicate entries because numerous elements have been mentioned
in multiple papers.

Step 3: Since transparent product information elements are named differently in the
identified scientific papers and industry case studies, in a third step, we conducted a
summarizing qualitative content analysis to consolidate them [32]. The elements were
consolidated by renaming elements that were named differently but had the same mean-
ing (generalization) and eliminating duplicate elements that resulted from this gener-
alization process (reduction). This procedure resulted in a list of transparent product
information elements that were further categorized (categorization) into the following
groups (i) origin, (ii) freshness, (iii) cultivation & production methods, (iv) transport,
(v) sustainability, and (vi) product properties. These categories facilitated the survey and
analysis.

Step 4: In a final step, the identified transparent product information elements were
operationalized for the online survey by generating items based on other questionnaires
in the literature. Since the elements in the category (vi) product properties (e.g., price,
packaging, brand, etc.) did not describe the characteristics of the food supply chain,
this category was omitted. Consequently, this process led to 39 transparent product
information items in five categories that were operationalized via survey items.

2.2 Online Survey

An empirical investigation was conducted using an online survey in Germany, Austria,
and Switzerland between June 2, 2020, and June 20, 2020. To ensure comprehensiveness
and understandability of the survey, and that no misunderstandings arise, a pretest with
15 persons was conducted. The survey aims to determine which transparent product
information elements are most valuable for consumers and which technology present-
ing transparent product information consumers prefer. The elements identified in the
literature review were used in the questionnaire to determine the elements of interest
regarding product information transparency.

As a result of the survey, the elements are ranked based on the respondents’ ranking,
which elements they perceive as most valuable when shopping for groceries at the POS.
Further, the survey provides results on the preference among four different technologies
presenting transparent product information. The survey consists of 37 questions and is
divided into six sections containing 32 closed or hybrid questions and 5 open questions.
The outline of the survey is displayed in Table 1.

As suggested by Rugel et al. [18], nominally scaled questions, where there is con-
cern that the order in which the answers are given will influence voting behavior, answer
optionswere randomized. For questionswith ordinally scaled answer options, the natural
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Table 1. Survey outline

Question Source

Shopping Behavior

Who is the person responsible for grocery shopping in your household? [36]

For how many persons do you go grocery shopping?

How would you describe your household?

How often do you go grocery shopping? [37]

In which shopping location do you do grocery shopping? [38]

Product Information

How important are these product characteristics for you when shopping for
groceries?

SD

How important are these criteria when shopping for groceries?

Please rank the importance of these product information when doing grocery
shopping

Are you satisfied with the product information currently available on the
packaging/shelf?

[37]

Which product information are missing regarding origin, ingredients, production,
transport, or sustainability?

Food Security

Which topics concern you the most when thinking about groceries? [39]

What is your opinion regarding food safety?

Interest in transparency information

Which of the following information regarding the origin of food is interesting for
you?

SDI
[37]

Which of the following information regarding the freshness of food is interesting for
you?

Which of the following information regarding cultivation and production methods of
food is interesting for you?

Which of the following information regarding the transport of food is interesting for
you?

Which of the following information regarding sustainability when buying food is
interesting for you?

Transparency Usage

Have you used the following transparency applications? SD

How satisfied are you with used transparency applications?

Why are you dissatisfied with the used transparency application?

(continued)
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Table 1. (continued)

Question Source

Where would you like to see these information regarding food to be displayed?

How would you prefer food information to be displayed on a smartphone?

What would be the preferred design of a smartphone food transparency application
for you?

In which buying phase would you like to receive transparent product information?

For which food product groups would you like to receive transparent product
information?

SDI [40]

In general, I am interested in the transparent product information for food SD

In general, I interest in a technological application providing traceability information

Why are you not interested in a technological application providing traceability
information

I would use a technological application providing traceability information

Why would you not use a technological application providing traceability
information?

Would you prefer buying a product that could be traced back to where it was
produced?

Demographics

Gender SDI [41]

Age

In which country do you live? SD

Choose the answer which describes your occupation situation best SDI [41]

Please choose your highest educational level

What is your net household income? [38]

SD (Self-developed, based on the literature review), SDI (Self-developed but inspired by
[Source])
All questions were translated from German

ordering of the response options remained. However, for ordinally scaled questions, the
individual items’ order was sorted randomly to avoid adverse effects on voting behavior
[33]. The online survey was distributed by the platform Surveycircle, which currently
represents the largest community for online research on whose website one’s own sur-
vey can be published in order to attract survey participants [34]. Pictures accompanied
questions on technology preference to give respondents a visual impression of the four
selected technologies, as depicted in Fig. 2.
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The complete survey can be accessed at https://doi.org/10.5281/zenodo.4438820
[35]. The survey data are analyzed with the help of MS Excel and the statistical program
SPSS.

Fig. 2. Visualization of technologies in the online questionnaire

2.3 Survey Sample

After the survey collection phase was completed, 578 entries could be recorded. Before
the results were evaluated, data cleaning and error checking was carried out. In total,
174 entries were not completed in full or were aborted, and three entries were excluded
because of their participation from countries not beingGermany,Austria, or Switzerland,
resulting in 401 complete data records used for the evaluation.

Looking at the descriptive statistics, Table 2 shows the demographics of the sample,
and Table 3 provides insights into the sample’s shopping behavior. On average, the
respondents prefer to go to 2.8 shopping places to do their grocery shopping. As the
separate analysis of Austria, Germany, and Switzerland only yieldedminimal deviations,
a separate evaluation for each countrywas not carried out, and all countrieswere included
in a single analysis.

https://doi.org/10.5281/zenodo.4438820
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Table 2. Demographics

N % N %

Age (Mage= 31.93 years, σ = 12.927) Education

Less than 25 years 172 42.9% University Degree 163 40.6%

25–35 years 131 32.7% Baccalaureate 144 35.9%

36–50 years 39 9.7% High School 46 11.5%

Above 50 59 14.7% Apprenticeship 36 9.0%

Other 7 1.7%

Gender

Male 141 35.2% Occupation

Female 260 64.8% Employed 204 50.9%

Student 154 38.4%

Nationality Unemployed 18 4.5%

Austria 297 74.1% In retirement 12 3.0%

Germany 97 24.2% “Other” 6 1.5%

Switzerland 7 1.7% Pupils 5 1.2%

In apprenticeship 2 0.5%

Household

Couple without children 134 33.4% Net household income (per month in EUR)

Single living with parents 77 19.2% <2,400 176 43.9%

Single household 67 16.7% > 2,400 and <3,799 135 33.7%

Couple with children 62 15.5% >4,800 49 12.2%

Other 47 11.7% No Answer 41 10.2%

Single with children 14 3.5%

Total 401 100% 401 100%

Table 3. Shopping behavior

N % N %

Grocery shopping for Grocery Shopping Responsibility

1 person 75 18.7% With household members 230 57.4%

2 persons 171 42.6% Alone 119 29.7%

3–4 persons 126 31.4% Household members 49 12.2%

5 persons 25 6.2% Other person 3 0.7%

>5 persons 4 1.0%

Preferred Location to shop groceries

Frequency of grocery shopping per week Supermarket 134 33.5%

1 128 31.9% Discount Store 86 21.5%

2–3 238 59.4% Specialty Store 52 13.1%

4–5 26 6.5% Drugstore 46 11.5%

6–7 9 2.2% Farmer / Producer 34 8.5%

Farmers Market 26 6.5%

Organic Food Store 22 5.7%

Other 1 0.3%

Total 401 100% 401 100%
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3 Results

The following section presents the results of the conducted survey and its underlying
literature review.

3.1 Literature Review

The result of the literature analysis process is shown in Table 4. It provides a list of trans-
parent product information items that can be used for decision-making when selecting

Table 4. Ranking of transparency elements by importance

Category Transparency element L Mean Median ER

Sustainability
(M = 5.34)

Species appropriate animal
husbandry

6,10 7 3

Recycling (recyclability of the
packaging)

x 5,57 6 8

Workers’ rights & working
conditions, child labor, etc

5,55 6 9

Environmentally-friendly
production impact

5,41 6 10

Labels (e.g. fair trade, organic) x 5,27 6 12

Amount of packaging,
generated waste

4,97 5 16

CO2 footprint of the food
(production + transport)

4,97 5 17

Resources used (e.g., water
consumption)

4,85 5 23

Cultivation
and
Production methods
(M = 5.26)

Type of animal husbandry
(free-range/stable/etc.)

x 6,17 7 2

Pesticide use (sprayed) on
fruits and vegetables

5,82 6 6

Organic/conventional farming x 5,65 6 7

Type of farming method for
fish

x 5,20 6 13

Farming method
(greenhouse/field/etc.)

4,86 5 22

Type of fishing method
(trawl/fishing/etc.)

x 4,63 5 29

Processing steps of the food 4,52 5 31

Freshness
(M = 5.06)

Best before date x 5,91 7 5

(continued)
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Table 4. (continued)

Category Transparency element L Mean Median ER

Slaughter date for meat 4,98 5 15

Packing date of food 4,95 5 18

Harvest/picking date for fruit
& vegetables

4,89 5 19

Catch date for fish 4,87 5 21

Laying date for eggs 4,76 5 26

Transport
(M = 4.54)

Distance from farm field to the
shelf in km

4,79 5 25

Duration from farm field to
shelf

4,68 5 27

Tracking of compliance with
the cold chain

4,65 5 28

CO2 consumption due to
transport

4,56 5 30

All means of transport used
(plane/ship, truck/rail/etc.)

4,29 4 32

Primary means of transport
used

4,25 4 33

Origin
(M = 4.40)

Country of origin for fruit &
vegetables

x 6,24 7 1

Country of origin for meat x 6,06 7 4

Country of aquaculture/fishing
area for fish

x 5,33 6 11

Food inspection protocol 5,01 5 14

Exact place of origin for fruits
& vegetables

4,87 5 20

Exact place of origin for fish x 4,79 5 24

Additional information on
species/fish

3,97 4 34

Name of the producer(s) x 3,84 4 35

Address of the producer(s) x 3,54 4 36

Name of the supplier(s) 3,24 3 37

Address of the supplier(s) 3,01 3 38

Additional information about
the company

2,94 3 39

*ER = Element Rank
*L =Mostly labelled on Packaging
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food (used research articles: [4, 15, 17, 30, 31, 37, 39, 42–49]; used industry case studies:
[50–56]).

3.2 Transparent Product Information Survey

Resulting from the survey responses, Table 4 also provides the ranking of the impor-
tance of the individual transparent product information items and their corresponding
categories (sorted by the mean ranking per category).

It becomes apparent that the fivemost important transparency elements (see Element
Rank (ER) 1–5 inTable 4) are “Country of origin for fruit and vegetables” followed by the
“Type of animal husbandry”, the “Species-appropriate animal husbandry”, and “Country
of origin for meat”. In addition, essential for respondents is the “Best-before date” and
the “Pesticide use in fruits and vegetables”. It has to be noted that grocery products in the
European Union already require several of these transparency elements to be displayed
on the product packaging (e.g., free-range husbandry of eggs) or signs at the product
shelf (e.g., Bananas from Brasil) [57].

When focusing on additional product information that is typically not (yet) available
at the POSbut could be provided by an additional information source, such as technology,
the five most important transparency elements are the following (highlighted with bold
letters in Table 4):

1. Species appropriate animal husbandry
2. Pesticide use (sprayed) on fruits and vegetables
3. Workers’ rights & working conditions, child labor, etc.
4. Environmentally-friendly production impact
5. Food inspection protocol

Additionally, we surveyed the participants to determine which technological appli-
cation is preferred for providing transparent product information. The “Smart Display”
was selected by 32% of respondents, followed by the “Smart Shopping Cart” (30.6%),
the user’s self-owned smartphone (29.3%), and the Terminal (8%). Multiple answers
were possible for this question. On average, one person selected 1.6 answer options for
this question.

4 Discussion

The online ranking results on the participants’ preferred technology choice show that
customers may value smartphones, smart displays, and smart shopping carts higher to
retrieve the product information of interest than a stationary terminal. One possible
reason for this low ranking might be that specific product information should be avail-
able at the moment of decision-making. Therefore, it might be advisable for retailers
to consider that grocery shoppers prefer technology, which allows retrieving additional
product information and does not force a specific movement through the store. The dif-
ference between the three most preferred technology options is less than 3%. Therefore,
it could be beneficial for retailers to design a type of cross-device application providing
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additional transparent product information to consumers, which is not yet provided on
product labels or signs at the POS. Among the three preferred options, smartphones
represent the most cost-efficient and scalable option. As of its customer-owned nature,
retailers would not need to invest in additional technological infrastructure among the
entire store landscape.

Based on the conducted literature review, we identified 38 transparency elements
that potentially lead to improved transparency of the food supply chain, of which 13
are already commonly available on the products packaging, labels, or signs at the POS.
From the quantitative survey results, four of the five most essential transparency ele-
ments are already provided at the POS in German-speaking countries, which refer to the
country of origin of fruits, vegetables, and meat, as well as the type of animal husbandry,
and the expiration date. Looking at the most important transparency elements which are
not (yet) available at the POS, consumers request more information on the appropri-
ateness of animal husbandry (ER 3), if pesticides have been used on organic food (ER
6), the workers’ rights and working conditions (ER 9), whether the production had an
environmentally-friendly production impact (ER 10), and would like to see a proof in
the form of a food inspection protocol (ER 14). These five highly preferred transparency
elements mainly refer to the category of sustainability (ER 3, 9, 10), as well as to culti-
vation and production methods (ER 6) and origin (ER 14). These results support current
research on consumers’ increasing awareness of sustainable and “green” consumption
choices [58]. In contrast to the ongoing discussion in research and industry [e.g., 59],
the ranking of product information preferences in this study revealed that information
transparency of the category “Transport”, for example, the distance and the related cause
of CO2 emissions, are less important to consumers.

The study has some research limitations that can be venues for future research. The
sample consists of young adults perceiving higher education and includes more female
participants than the average population, limiting this study’s generalizability.Moreover,
a person’s fundamental principles and values are strongly related to product information
seeking, which were not enquired in the present work. For instance, customers who
value tradition, security, and conformity are less susceptible to consider sustainability
aspects in their purchase decision [58]. Moreover, the study was carried out in German-
speaking countries only. Future research could investigate product transparency in other
countries, where more/less additional product information is available at the POS and
where value orientations differ on a societal level [58]. An additional approach is to
investigate the differences in product information of low and high involvement products
and the customer’s trust in the displayed information [6].

Building on this study results, researchers could focus on one specific information
type (e.g., environmentally-friendly production impact) and investigate the consumer’s
technology preference. Therefore, researchers could address how certain product infor-
mation is linked to technology preferences and vice versa. Moreover, the study design
could be enriched by presenting the respective technology with various media types
(e.g., a video of various technologies in use). Finally, the study could also be conducted
in a lab environment or in the field where users can directly interact with the technology.



320 R. Zimmermann et al.

As the presented results focus on comparing general preferences for different
customer-facing in-store technologies, it calls for a more in-depth view of User Expe-
rience (UX) abilities and the technologies’ actual usage. Forthcoming studies could
investigate the influence of an application providing transparent product information
on consumer adoption and behavior. Additionally, various design and UX factors of
a cross-device application might play a crucial role in the fast-paced food shopping
environment to ensure a strong and positive impact on consumer behavior. New and
innovative in-store technologies could also play a crucial role at the POS. For instance, a
head-mounted mixed-reality shopping device (e.g., Microsoft HoloLens) that can merge
pervasive, computer-generated transparency product information (virtual objects) into
the real world could play a crucial role in future shopping scenarios [60].

5 Conclusion

Customers demand greater transparency and traceability about the food products they
are purchasing and consuming [4, 5]. Industry follows this upward trend by increasingly
providing more transparent information on product packing, labels, and signs at the
physical POS.

In this paper, we examined this topic by (RQ1) identifying transparent product infor-
mation from the literature and conducting a survey to investigate (RQ2)which transparent
product information are most valuable for consumers and (RQ3) which technology to
present this information consumers prefer. In the systematic literature review we found
15 scientific papers and seven industry case studies and identified 39 transparent prod-
uct information elements in the categories (i) origin, (ii) freshness, (iii) cultivation &
production methods, (iv) transport, and (v) sustainability. We used these 39 transparent
product information elements to design a survey to answer research questions RQ2 and
RQ3.

Results show that the most important transparent product information are already
present on the packaging of most products or shelves in the region of the survey
(Germany, Austria, Switzerland). Further important but currently not available trans-
parent product information should be provided via additional technology: (i) species-
appropriate animal husbandry, (ii) pesticide use (sprayed) on fruits and vegetables, (iii)
workers’ rights & working conditions, child labor, etc., (iv) environmentally-friendly
production impact, and (v) food inspection protocol.

The survey also revealed that consumers do not have a preferred technology to
display this information. Smart displays (32.0%), smart shopping carts (30.6%), and
smartphones (29.3%) had similar results. Only terminals (8%) can be considered as an
inept technology.

Acknowledgment. This studyhas been conductedwithin the training network project PERFORM
funded by the European Union’s Horizon 2020 research and innovation program under the Marie
Skłodowska-Curie grant agreement No. 765395. Note: This research reflects only the authors’
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Abstract. Telework or telecommuting – a concept of flexible work
arrangements predominantly driven by the Human-Computer Interac-
tion (HCI) community – has vastly increased in recent months due to
lockdowns and other measures in response to the COVID-19 pandemic.
In this paper, we explicitly exclude outside forces (such as a pandemic)
as grounds for adopting telework, but rather ask: What are the rea-
sons for organizations and/or individuals to voluntarily decide for or
against telework? In this effort to identify the most relevant antecedents
of the adoption of telework at both the organizational and the individ-
ual level, we present the results of a comprehensive literature review of
72 papers conducted in Q4/2020. The discovered characteristics influ-
encing the decision for or against telework were then structured in a 6
(rationales) by 2 (organization vs individual) matrix, each of which was
further analyzed in detail. The multifaceted results fall into three broad
categories that impact telework adoption: (i) the type of work, (ii) the
way this work is organized and (iii) its organizational environment.

Keywords: Telework · Telecommuting · Literature review

1 Introduction

The COVID-19 pandemic has created an unparalleled demand for more flex-
ible work arrangements that allow employees to work outside of their typical
work environment (e.g., from home). For example, at the time of writing, in
the European Union (EU) almost half of the employed population has worked
from home for at least some time in the course of the COVID-19 pandemic [3].
Such arrangements are commonly referred to as “telework”, a concept formu-
lated as early as in the 1970s, but which has spread only slowly since then [15]. In
recent years, however, information and communication technologies (ICT) have
increased the potential for work outside the normal office environment, which
was then exploited in response to the pandemic. Numerous studies (not only)
in the field of Human-Computer Interaction (HCI) have been conducted and
examined various facets of telework (e.g., [33,90]).
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However, telework should not be viewed just as part of a contingency plan
(e.g., during a health crisis), but its benefit as a complement to existing work
arrangements that place the employee mostly within an office environment pro-
vided by the employer should also be considered. It is important that the blend
be decided on a case-by-case basis [16], though it is not clear what should be
considered when reaching this conclusion in an organizational context.

To support this decision-making process, we reviewed the literature to iden-
tify aspects that are considered (i) by employers when they decide to provide
telework arrangements, and (ii) by employees when they decide to make use of
such arrangements. In particular, we focused on the factors that drive or hin-
der organizations when they consider offering telework arrangements and what
motivations and deterrents then influence an employee’s decision to work away
from the employer’s premises.

We present the methodology of our systematic literature review (SLR) in
the next section, which includes the literature search, the selection process and
the categories used for classification. In Sect. 3, we then summarize our find-
ings regarding factors that influence employer and employee decisions, before we
discuss results and conclude the paper in Sect. 4.

2 Methodology

We conducted an SLR based on the recommendations by Webster and Wat-
son [89]. This involved an initial phase of a keyword-based search of a publica-
tion database followed by backward and forward searches. Peer-reviewed articles
(journal articles or conference proceedings) were selected based on a set of inclu-
sion and exclusion criteria, and the remaining articles were then analyzed based
on an existing set of categories developed by Belzunegui-Eraso and Erro-Garcés
[12].

2.1 Literature Search and Selection

For the initial literature search, we used the Web of Science (WoS) database and
a set of keywords drawn from landmark publications on telework (e.g., [15,24,26,
52]). The keywords for this search were supposed to reflect two types of concept:
(i) forms of telework and related terms (e.g., telecommuting or home office) and
(ii) the adoption or acceptance of such arrangements (e.g., adoption or use).
We used the advanced search in the WoS and combined both types of terms in
the following string: TS=(Telework OR telecommuting OR “home office” OR
“mobile office” OR “virtual office”) AND TS=(acceptance OR adoption OR
application OR agreement OR use OR implementation).

We also limited our results to articles published in 2006 or later, for two
main reasons: First, since then policies have been implemented to support and
telework in major economies such as the EU (e.g., the “Framework agreement on
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telework”1) or the USA (e.g., the “Telework Enhancement Act of 2010”2). Sec-
ond, while working outside a normal office environment is not new, developments
in ICT have certainly made it more common [26].

This initial database search yielded 953 hits on November 26, 2020. Based
on title and abstract, 79 of these articles were selected for further investigation.
The following inclusion and exclusion criteria were then applied to select papers
for further analyses:

Inclusion: Papers had to focus on telework, which we specified based on the
description by Taskin [81] as “work at a distance” (i.e., work outside the main
office) enabled through the use of ICT. We did not exclude papers based on
type of research (e.g., empirical papers, conceptual papers, or reviews), data
collection method (e.g., surveys or interviews), or context of investigation (e.g.,
private or public companies).

Exclusion 1 : We excluded papers if they focused on telework arrangements that
were implemented in response to outside forces (e.g., a pandemic) and not based
on the employer’s or employee’s own volition (examples of papers excluded based
on this criterion: [12,39]).

Exclusion 2 : We also excluded papers if they did not focus on the antecedents
of the decision to adopt telework, but rather on the variables that influence the
negotation process or the success of telework (examples of papers excluded based
on this criterion: [33,72,82]).

Exclusion 3 : Further, we excluded papers which focused on a set of flexible work
practices (e.g., flexible work hours, or social benefits such as parental leave)
that included work away from the office, but did not provide analyses that were
specific to telework (examples of papers excluded based on this criterion: [77,78]).

After the application of these inclusion and exclusion criteria, 40 papers
remained for further analysis. These papers were also used as input for a round
of backward search, which yielded 15 additional papers. The resulting 55 papers
were then used as input for forward search using Google Scholar from December
4 to 13, 2020. This led to a total of 2,670 hits, from which 22 additional papers
were selected, yielding a total of 77 papers for our review.

2.2 Literature Classification

Of the 77 papers in our review, 72 were used for further analysis. Five review
papers (i.e., [21,37,63,67,74]) were excluded, as their classification according to
our criteria would have led to conceptual overlap, which we sought to avoid.
We used the categories presented by Belzunegui-Eraso and Erro-Garcés [12] as
a basis for classifying the antecedents investigated by the papers in our review.
Their classification scheme includes five categories that could affect telework:
Individual, Home and Family, Organization, Job, and Environment. Due to our

1 https://www.etuc.org/en/framework-agreement-telework.
2 https://www.congress.gov/bill/111th-congress/house-bill/1722/text.

https://www.etuc.org/en/framework-agreement-telework
https://www.congress.gov/bill/111th-congress/house-bill/1722/text
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specific focus on ICT-enabled work, we decided to treat Technology as a separate
category and not as part of the Job category.

In the category Individual, we included variables that relate to personal char-
acteristics (e.g., skills and abilities) and circumstances (e.g., family situation).
In the category Home and Family, we included variables that relate to bound-
aries between work and personal life, such as considerations related to work-life
balance. In the category Organization, we included variables that relate to the
characteristics of the employer (e.g., supervisor’s attitude towards telework or
organizational culture) and the circumstances at work (e.g., social environment
or level of disruptions). In the category Job, we included variables that relate
to the nature of work (e.g., knowledge-based tasks, need for communication)
and how it is managed and organized (e.g., interdependence with the work of
others, output-based performance assessment). In the category Technology, we
included variables that relate to the technological resources of an organization
(e.g., existing ICT infrastructure) and the technological consequences of tele-
work (e.g., potential for malfunction). Finally, in the category Miscellaneous,
we included variables that have so far received little attention (e.g., related to
environmental considerations of telework, its technical safety implications, legal
influences, and external influences such as industry standards or national cul-
ture), which is also in line with Belzunegui-Eraso and Erro-Garcés [12] as most of
these variables have only been considered in more recent research into telework.

Table 1. Findings

Organizational adoption Individual adoption

Individual [2,11,20,25,32,35,40,41,53,
59–61,68,76,86,88]

[1,2,6–9,13,14,17,19,20,22,23,27–
32,34,40,42,43,48,56–
58,65,66,69–
71,79,80,83,85,87,88,91,92]

Home & Family [32,49,60,61,68,73,76] [1,2,5,6,8,9,13,14,18–20,27–
29,31,32,34,43,48,57,58,66,70,79,
80,83,92]

Organization [2,6,11,17,20,25,32,35,36,38,
40,41,46,47,49,51,53–55,59–
61,68,73,75,76,86,88]

[2,5,6,8–10,13,16,20,23,25,27–
29,31,32,34,40,43,48,50,57,62,64,
66,70,71,79,83,86,87,91]

Job [2,6,11,20,32,35,36,40,41,44–
47,53,60,61,68,73,76,86,88]

[2,5,6,8,9,13,14,16,18–
20,22,23,25,27,29–32,34,43–
45,48,50,58,66,80,83–88,92]

Technology [2,6,17,25,32,40,41,51,54,55,
60,61,68,76,86,88]

[2,5,6,9,13,16,18,22,25,29,31,32,
40,57,66,79,85,92]

Miscellaneous [20,38,46,47,54,55,60,61,68,
75,76,86]

[4,6,9,31,42,57,58,62,65,70]

For the classification process it has to be noted though that these categories
are not fully disjunctive, as the included variables are often closely related to
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each other (e.g., Individual and Home and Family or Organization, Job, and
Technology). Nevertheless, we assigned the investigated variables to only one
category, which was done by authors 1, 2, and 4 independently. The independent
classifications were then reviewed by authors 1 and 4 to create a more coherent
classification of all papers. The result of this classification into the six categories
listed is shown in Table 1. A more detailed discussion of the main findings for
organizational and individual adoption of telework within each of these categories
is presented in the next section.

3 Results

In this section, we highlight the main findings for each of our six categories both
at the employer and the employee level. As summarized in Table 1, 30 and 53
studies focused on criteria that influence organizational and individual telework
adoption respectively. Only 11 studies in our sample concentrated on both sides
(i.e., [2,6,17,20,25,32,40,44,45,86,88]).

3.1 Organizational Adoption

On the organizational side, the main categories investigated included character-
istics of the organization (28 studies), the job (21 studies) and the individual (16
studies), and the technology employed (16 studies), while individual home and
family characteristics (7 studies) received only minor attention. Variables outside
of these categories (i.e., “Miscellaneous”), were investigated in 12 studies.

Individual. Several studies investigated whether managers offer the opportu-
nity to telework based on individual demography. These characteristics include:
gender of the individual asking for telework, although there were no conclusive
results in this regard [11,53,61]; age [53,76]; and their organizational tenure
[20,53,88], where Vogel et al. [88] pointed out that managers tended to worry
that colleagues with shorter tenure in the university context would not get social-
ized sufficiently if they stayed at home, while Donnelly [20] pointed out that
managers expressed the view that senior members had earned the right to be
able to work outside the main office. Certain attitudes and personality char-
acteristics (e.g., independence, team player, skepticism and resistance towards
telework) were also highlighted as potential influencing factors in several stud-
ies [32,53,68,88], although managers (deans and administrators) interviewed by
Vogel et al. [88] expressed the fear that some of these characteristics could be
used as an excuse to push unpopular colleagues out of sight.

Having relevant skills and abilities was also considered an important
employee characteristic that motivated managers to allow telework arrange-
ments. General self-management skills (e.g., time management, independent
decision-making, technological skills, communication skills) were frequently
shown to positively influence this decision [2,11,25,35,40,53,68,76]. Aside from
these more general skills, Peters et al. [61] found that individuals with knowledge
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and skills that were particularly valuable to their employers were also more often
allowed to telework, and according to the findings by Lembrechts et al. [41], this
even holds true when individuals are part of a heterogeneous team (i.e., sev-
eral specialized individuals working collaboratively). Another major driver for
offering telework that was confirmed in several studies was a high level of trust
between the individual and their supervisor [11,32,35,53,60,61,86], with only
one study in our sample not showing support for this relationship [40].

Home and Family. Several studies showed that companies with managers that
valued work-life balance were more likely to allow telework [49,60,68], particu-
larly within an environment (e.g., a particular municipality) or culture that also
valued work-life balance [60,76]. However, this relationship can be weak [49]
and can be accompanied by the rarely expressed fear that employees might be
more distracted when working from home [68]. Rather, in some studies managers
highlighted that it depends on the personality and working style of an individual
whether they can effectively cope with such distractions [32], and some managers
even allowed telework for the expressed reason that individuals may experience
fewer work interruptions at home than in the office [61]. In a few studies, it was
also found that home-related reasons for not coming to the office (e.g., child-
care responsibilities) were also considered as relevant to a manager’s decision
to grant telework [73], although this consideration was also culture/country-
dependent (e.g., accepted by managers in the UK and in Sweden, but not in the
Netherlands, [61]).

Organization. Characteristics of the organization, its members and its pro-
cesses and practices that influence the decision to adopt teleworking were highly
diverse, and we therefore highlight the main variables investigated that relate
to (i) the type of organization (e.g., industry), (ii) its culture, (iii) practices and
support mechanisms, (iv) management style and forms of control, and (v) work
processes.

Regarding the type of an organization, there were mixed results for the pos-
itive influence of company size on telework adoption [11,51,54,55,75]. Some
studies also found that public sector and more knowledge-oriented companies
(e.g., corporate service or information technology) were more likely to adopt
teleworking than capital-intensive companies in manufacturing-related domains
[47,49,54,61,75], although this relationship was not always confirmed [11]. Fur-
ther, studies that investigated the positive influence a company’s international
scope (e.g., multinationals or companies with international clients) on telework-
ing adoption confirmed this relationship [49,54,55,60], with one exception [75].

An organizational culture that is supportive of family life did not seem to sig-
nificantly influence the adoption of telework [11,59], while a culture that supports
individual responsibility or innovativeness (e.g., related to technology) [40,55,86]
and a more bureaucratic culture (e.g., in the university or governmental context)
[76,88] had a positive and negative impact, respectively.
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For implemented policies and support mechanisms, a number of studies found
that companies that provide supportive human resource development practices
(e.g., telework training, additional administrative resources, pilot projects to try
telework) were also more likely to provide the opportunity to telework [25,35,
46,47,54,73,75,76]. Further, while Beham et al. [11] reported that companies
with a formal telework policy were more likely to offer telework arrangements,
this finding was not supported by Peters et al. [61]. In addition, while Peters
and Batenburg [59] found that companies that offer other forms of flexible work
arrangements (e.g., flexible working hours and mobile work) were also more likely
to offer telework, this finding was not confirmed by Mart́ınez-Sánchez et al. [46].

For characteristics of management, Beham et al. [11] and Silva-C et al. [73]
found that managers who had previous experience with telework were more
likely to encourage it, and a number of studies highlighted that top management
support is crucial for telework to be adopted in an organization [17,40,60,76,86].
While there is some evidence that concerns related to control over employee
work might contribute to a manager’s decision against telework [2,6], this was
not supported by all studies [40,68]. Managers who tended to evaluate employee
performance based mainly on their output and the results of their work were
more likely to allow telework [53,59,86].

In the context of organizational processes, it was found that managers pre-
ferred not to allow telework because they feared that both the necessary inter-
action between employees [2,17,68,88] and more spontaneous allocation of work
that becomes critical [32] would become more difficult. This problem can, at
least to some extent, be overcome by using electronic communication [86].

Job. Characteristics of an employee’s work that influence organizational adop-
tion of telework for a particular occupation mostly relate to the overall type of
job, the type of tasks involved and the ability to independently organize these
tasks. For the type of occupation, we found that the results of several studies
concurred in describing knowledge-based work (e.g., research) particularly suited
to telework [46,47,73,88], while production work was in most cases considered
unsuitable [36]. In addition, individuals in a managerial position were also more
likely to be allowed to telework [53,60], although this observation did not apply
to the public sector (e.g., universities) in which higher-ranking individuals are
often expected to be present in the office for face-to-face interaction [32,88].
This finding also recurred in several studies that reported that jobs which are
composed mainly of tasks that require physical presence in the office for commu-
nication or quality assurance purposes were less likely to be regarded as suitable
for telework [2,20,44,53]. Work that does not require much communication, is
highly standardized and has clear goals and outputs is more often regarded as
suitable for telework [32,53,61,68]. Another important aspect was whether cer-
tain jobs and tasks can be done autonomously by an individual or whether they
are highly interdependent on the work of others, with tasks being regarded as
less suitable for telework in the latter case [6,11,20,35,41,76,86].



334 T. Fischer et al.

Technology. The presence or absence of technology that managers perceive to
be necessary for telework in a company was found, respectively, to be an enabler
or barrier to telework in several studies [25,40,41,54,55,61,86]. Neirotti et al.
[54] reported that enterprise information systems (e.g., ERP) and e-learning
tools had a positive effect on telework adoption, while Neirotti et al. [55] found
the same to be true for Enterprise 2.0 tools (e.g., social media), as they facilitate
communication. According to Brodt and Verburg [17], technology that supports
telework, and in particular mobile work, needs to be optimized especially in terms
of its human interface design (e.g., low weight, voice recognition, simplified user
identification and personalisation).

In several studies [2,51,68,88], managers mentioned the investment involved
in setting up the necessary technological infrastructure and the potential indirect
costs of using telework (e.g., due to having to deal with technological malfunc-
tions) as deterrents to telework. In addition, extensive investments in worksta-
tions at the office (e.g., for increased ergonomics or specialized equipment for
workers with poor vision) were also cited as reasons for managers not to support
telework, as this would incurr aditional costs and result in underuse of equipment
already acquired [6,32].

Finally, in the studies by Peters et al. [60] and van der Merwe and Smith [86],
it was also discussed whether technological developments are a driver or just an
enabler of telework adoption. While Peters et al. [60] argued that technological
developments are a driver because they force organizations to adapt, which also
entails new types of work arrangements, such as telework, van der Merwe and
Smith [86] argued that implementation of new technology alone will not drive
diffusion of telework, but can be a barrier if the implementation is not managed
well.

Miscellaneous. Some studies showed that companies with an environmental
orientation support telework as a means of promoting environmental awareness
and corporate social responsibility [20,68], which seems to be particularly impor-
tant in the public sector [38,76]. The potential of telework-related data security
issues related to telework to hamper telework adoption was reported in only
one study [59]. Further, legal concerns were focused on to a negligible extent,
with Svidronova et al. [76] reporting that legal restrictions (e.g., related to data
privacy) may be a hindrance to telework adoption in public organizations, and
Stavrou et al. [75] finding no support for the idea that stricter employment laws
may be beneficial to the adoption of telework. Some factors that are mostly
outside an organization’s sphere of influence also have an impact, for instance,
a tight labor market, which pressures companies to adopt telework in order to
be more attractive employers or to retain staff when turnover is generally high
[20,46,47,61,68]. Finally, aspects of national culture also seem to influence tele-
work adoption, although evidence remains inconclusive, as it is not clear which
specific aspects are helpful or a hindrance in this context [60,75,86].
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3.2 Individual Adoption

On the individual side, the main categories investigated included characteristics
of the individual (40 studies), characteristics of the job (35 studies), character-
istics of the organization (32 studies) and home and family issues (27 studies),
while technological characteristics (18 studies) received only minor attention.
Variables outside these categories (i.e., “Miscellaneous”), were investigated in
10 studies.

Individual. The most frequent motivator in this category is the opportunity
to avoid or at least reduce commuting time [1,8,14,19,28,31,32,43,79,80]. Some
studies also highlighted the costs of commuting and/or business trips [9,23,28,
31,32,66], others identified a positive correlation with the commute distance
[29,34,43,57], and Loo and Wang [42] argued that employees commuting by
car preferred part-day telework. For a telework frequency of 2–4 days/month,
Tang et al. [80] showed that employees who enjoyed riding their bikes were
more inclined to telework. Moreover, engaging in shopping, maintenance and
discretionary activities was shown to positively influence the decision to telework
[7].

The worker most likely to adopt telework is male and has a college degree
[14,27,56,85,87]. The more valuable in terms of qualifications an employee is
to a firm, the higher the rate of home-based telework [57]. The “evening type”
of worker is also found most likely to adopt telework [30]; the same is true for
employees described as workaholics [42] and those with a high income [43,70].
Understandably, a similar effect holds for employees with a positive attitude
towards telework and for those with high needs for autonomy, competence and
relatedness [91]. The most important characteristics of potential teleworkers
include self-discipline, the ability to work alone, technological literacy, good com-
munication skills [13], and self-efficacy [71].

The fear of isolation [6,20,23,29,31,66] and perceived limitations to decision-
making capabilities (lack of employee autonomy) [17] were both shown to cause
reluctance to telecommute. Maruyama and Tietze [48] and Robert and Börjesson
[66] argued that teleworkers can be motivated by an increase in work efficiency.
However, performance risk and psychological risk reduced the desire to telework
[71]. Robelski et al. [65] elaborated on an individual’s choice between co-working
spaces and home office, which is mainly dependent on perceived productivity,
self-organization and social aspects.

Improved health and well-being is a motivator highlighted by Houghton et
al. [32]. Reduced stress is another one found by Robert and Börjesson [66] and
Wilton et al. [92], while Tahavori [79] pointed out an increase in workload and
consequently an increase in work stress as potential hindrances. The teleworking
status of one’s social network positively influences the decision for telework [69].
Preferred communication type [40] and higher productivity due to fewer inter-
ruptions [92] were also found to affect an individual’s inclination for telework.
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Home and Family. The most widely discussed theme in this category is
successfully reconciling one’s professional life with family life and leisure time
(work-life balance), which is frequently found to motivate employees to adopt
home-based telework [1,13,14,19,32,43,57,88,92]. However, downsides are also
evident, some studies question the strong positive correlation and see a desire
to separate home and work [2,20,83]. Asatiani and Penttinen [6] reported prob-
lems with integrating employees’ private lives with work practices and rhythms.
Savings in commute time leading to more time for the family, was another factor
discussed in this context, for example, in [9,43,48,79,83]; Hopkins and McKay
also mentioned improved support for family management [31].

Another aspect is the number of children in the household. A higher number
of children tends to increase the probability of telework [8,34,70], at least for
women [66] and for children aged 6 to 10 [58]. However, Beno’s study in Aus-
tria [14] and Ellder’s study in Sweden [22] reported differently and found that
telework is favored more by childless employees.

Distraction by family members is another common theme [6,66]. The avail-
ability of an adequate environment for telework can be a motivator [18,28], and
its absence [6,66] or its costs [31,83] can be hindrances. Asgari et al. [8] and
Hamsa et al. [29] found negative correlations of both household size and the
number of cars owned with the willingness to telecommute; the latter was con-
firmed by Paleti and Vukovic [58]. Hazak [30], in contrast, found that household
size positively influenced telework adoption. Goñi-Legaz and Ollo-López [27]
stated that having either no partner or a working partner positively affected the
decision for telework.

Furthermore, other household members’ telecommuting [58] and the overall
household income [80] were both shown to have strong effects on an individual’s
choice. A supportive family was also seen as a motivator for telework [5].

Organization. Telework requires the employer’s permission, as Hopkins and
McKay [31] pointed out. Organizational support is among the most important
factors that positively influence the inclination for telework [23,28,40,86,91],
while the employer’s opposition [2,48,66] or perception of an organizational norm
to fall behind or losing a chance for promotion when working from home [6,25,
29,79,83] were frequently mentioned hindrances. Sener and Bhat [70] argued
that full-time employment has a positive influence on telework adoption, but a
negative one on telework frequency. A good relationship with one’s supervisor
[13], their support for telework [5,50], and telework as a sign of trust [5,32,86]
were motivators; a lack of support [9] or a lack of trust [25] had the opposite
effect. Peters et al. [62] found that a supervisor’s hard indirect controls positively
influenced the adoption of telework, while Vilhelmson and Thulin [87] argued for
a shift from direct supervision to result-based control. Female supervisors were
found to more likely offer telework arrangements to their subordinates [10].

The form of supervision needed to encourage employees to adopt telework
was shown to differ between cultures [25]: Individualistic cultures in Western
countries prefer individual decisions, and a participative culture fosters telework
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[57], while in Confucian cultures with high power distance (mainly in Asia) func-
tioning within norms of hierarchy is of greater importance to the employee than
the convenience of telework, but telecommuting supervisors can encourage their
subordinates to follow suit [64]. Colleague opinion has a substantial influence on
an individual’s choice to telework [25,91]. This was confirmed by Seol et al. [71],
who additionally found a similar effect of one’s perceived social image. However,
being less visible to colleagues, and a social norm of doing more work from home
[20] and a lack of immediate peer feedback [16] can be hindering factors.

Malik et al. [43] pointed out a significant negative influence of firm size,
while Goñi-Legaz and Ollo-López [27] saw little adoption with very small and
very large firms, and a peak of adoption for companies with 50 to 99 employees.
Employees in the public sector showed a higher willingness to telecommute than
those in the private sector [8,27]. Existence of an organizational policy for tele-
work [31,43] and informal telecommuting arrangements [34] were both shown to
foster support telework adoption.

Job. The most researched factor in this category is the nature of an employee’s
work [2,5,8,23,29,31,44,45,66,86]. This includes levels of autonomy [18,27,86]
and feedback [86]. Employees at the management level appear diverse: Trem-
blay and Thomsin [85] found a positive effect, and Goñi-Legaz and Ollo-López
[27] and McNamara et al. [50] a negative one. Other studies [58,80] discussed
a correlation between work status (full-time vs part-time) and the frequency of
telework. IT and product development jobs [30], computational and mathemat-
ical jobs [50], knowledge-intensive jobs [22,87], and analytical jobs [84] were all
shown to be conducive to an individual’s choice for telework, while jobs in health
care [50] and in the fields of manufacturing, administration or professional busi-
ness [58] were not. Telework adoption was higher when employee work included
creative, contemplative or intellectual activities [16,30]; studies conducted at
universities revealed that a motivator for academic staff was the potential for
relatively undisturbed research activities [34,88]. Ismail et al. [34] showed a nega-
tive influence of employees’ accustomed frequency of face-to-face communication
and a positive one of ICT-based communication on their inclination for telework.

Weekly work hours were another factor affecting telework adoption [43],
Asgari et al. [8] found a positive correlation; work time variability and flexi-
ble working hours [8,19] were determinants as well. The expectations of higher
productivity [2,6,9,13,23,32,48,92], flexible work schedule, better organization
of one’s work time [9,83,92], and better concentration [13] were major drivers
for telework adoption. Concerns expressed by clients [20,25], however, can dis-
courage employees from choosing telework.

Technology. At the individual level, technology is often seen as a hygiene factor.
Clearly, technological issues hinder the introduction of telework [32]. Not having
the right technology package [25] (e.g., a setup of multiple screens [6], or an
adequate home office setup in general [92]) can be such an issue; low speed
of hardware, software or internet connection are further obstacles [5,31,66,79].
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Ellder [22] stressed the importance of access to essential material such as emails
and one’s work computer. The costs of hard- and software [9] and a lack of
communication tools [2] can also have impairing effects.

However, adequate technological equipment can foster telework. This includes
factors such as ICT infrastructure at the country level [57] and the availability of
PCs and tablets [13] and supporting devices [5] at home. Low perceived IT com-
plexity [18], technical possibilities [85], and smartphone usage [29] were all found
to have a positive correlation with the willingness to telecommute. According to
Boell et al. [16], electronic communication may be preferred to face-to-face situ-
ations to avoid interruptions and to maintain records of exchanges. This was also
supported by Lebopo et al. [40], who showed that use of suitable communication
tools positively influences the willingness to adopt telework.

Miscellaneous. Contrary to our expectations, environmental factors played
a subordinate role in the literature analyzed; only Sener and Bhat [70] saw
telecommuting as a means of reducing auto travel for environmentally conscious
individuals. Similarly, safety concerns as motivators for telework were underrep-
resented. Paleti and Vukovic [58] stated that workers with significant concerns
regarding safety were more likely to telecommute. Other papers demonstrated
information security threats [6,31] as potential hindrances; Robelski et al. [65]
also saw privacy concerns in co-working settings. Regarding legal issues, it was
shown that higher levels of national telework regulation have a positive influ-
ence on telework adoption [57], while a lack of policies and regulations had the
opposite effect [9]. Alizadeh and Sipe [4] pointed out the motivational effect of
tax incentives.

Other relevant antecedents for telework included a country’s culture. Ollo-
López et al. [57] showed that, in countries with high levels of individualism
and femininity and low power distance, telework adoption is high. According to
Peters et al. [62], this also applies to nations characterized by strong national
values, i.e. individualism and collectivism. Another aspect is the location of an
employee’s home: A greater distance to the workplace leads to more home-based
telework, while a greater distance to the nearest shopping center reduces it [42];
Tang et al. [80] also showed effects of the regional accessibility for a household’s
neighborhood and the number of restaurants, and institutional establishments
within 400 m.

4 Discussion and Conclusion

Based on our review of 72 articles, we find that, for both employers and employ-
ees, adoption of telework depends mainly upon a set of factors related to (i)
the type of work done outside of the main office, (ii) the way that this work is
organized and (iii) the organizational environment within which it is conducted.
Considerations related to the type of work included whether an individual is
already working on tasks that are done mainly with the help of ICT (i.e., more
knowledge-based work) and is therefore not spatially tied (e.g., when shared
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workspaces are used within an office environment and the individual can switch
workstations throughout the workweek). In relation to job organization, consid-
erations included, for instance, the level of autonomy granted to employees (e.g.,
individuals being able to structure their workday independent of the work of
others) and, in particular, how performance of the individual is assessed (e.g.,
with output-based management being more conducive to telework). A particu-
lar factor that was investigated extensively in this context is the level of trust
between supervisor and employee, which was repeatedly found to be crucial to
the adoption of telework. Regarding the organizational environment, consider-
ations included the organizational culture and in particular the need for social
interaction as an element that is difficult to fully replace in telework arrange-
ments. In addition, support for telework at the top level of the organization,
often indicated by elements such as a formal telework policy or human develop-
ment practices (e.g., training on technology needed for telework) have a positive
influence.

We can also see clear differences between employers and employees. For orga-
nizations, the reasoning to adopt telework was often centered around the poten-
tial advantages of telework in terms of individual work performance (e.g., fewer
disruptions and therefore higher productivity at home) and it is also often used
as an incentive mechanism (e.g., for senior employees). For individual employees,
in contrast, telework is often seen as a means to improve work-life balance (e.g.,
by saving commute time, which can then be spent with family members) and to
improve individual well-being (e.g., by creating a work environment and a job
structure that fits better to the own work needs and work style).

The review also yielded some insights that might be counter-intuitive and
therefore surprising. First, neither employers nor employees regard technologi-
cal developments as drivers for telework; rather, both sides seem to agree that
technology serves as an enabling factor. Hence, while ICT may have led to other
types of human behavior being changed drastically (e.g., communication using
social media), it is more of a complement in the work context (e.g., enabling
formal communication, but unable to fully replace face-to-face conversations).
This also applies to HCI-related concepts. Second, some considerations that are
closely related to remote work (e.g., legal implications of working from home,
such as documentation of hours worked or the insurance consequences of acci-
dents at home) and its technological implementation (e.g., safety threats related
to data transfers and data storage on devices used within the network at home)
were covered in very few studies.

Our review, like every piece of research, has limitations that may have influ-
enced these findings. In particular, a lack of publications focusing on legal or
data privacy issues could be the result of a publication bias in our review. As
our approach to searching and selecting the articles was rigorous, we expect
this not to be the case - with one exception: We did not consider some of the
more recent research published in the wake of the COVID-19 pandemic (Exclu-
sion Criterion 1). Hence, an update to this review that focuses specifically on
research published from 2020 onwards is called for.
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There are further areas for future research. First, the type of an organiza-
tion (in addition to the type of industry it operates in) should be considered
when arguing for the generalization of study findings. Some studies, for exam-
ple, focused on small and medium-sized companies (SME) [2,51], family-run
businesses [51], and public-sector organizations such as universities and govern-
ment agencies [32,76]. In the context of public-sector organizations, for instance,
we saw a more frequent focus on factors related to the environment or the social
context within the organization as potential influencers of telework adoption.
Therefore, established relationships should also be tested with a more varied sam-
ple of organizations to ensure the validity of findings. Second, the samples used
in the studies reviewed have a wide geographical distribution (e.g., with samples
from Europe [47,48,54], the Americas [19,69,70], Africa [1,5,86], Asia [23,29,42],
and Australia and Oceania [31,68]), although the majority focused on one spe-
cific country only. Of those few studies that focused on more than one country
(i.e., [4,16,17,25,57,60–62,75], some found country-level differences, such as the
influence of national culture on telework adoption [25,60]. Further studies are
needed to assess what and how country-level differences affect telework adoption.
In this context, there is an opportunity to combine country-level comparisons
with research into aspects that have thus far been widely omitted such as the
impact of legislation on telework adoption. For example, Belzunegui-Eraso and
Erro-Garcés [12] recently highlighted that many countries lack telework-specific
regulations, which hinders uptake of this practice. This lack could be due to
state and local government rules that impede nation-wide teleworking regula-
tions, such as zoning laws forbidding any kind of business including teleworking
in certain areas, or labor law, which, for example, often demands safety precau-
tions regarding the place of employment. Besides, a legal framework for working
from home is not easily applicable to all different kinds of working situations
and conditions, which could be why in so many countries teleworking arrange-
ments are often agreed on individually based on employment contract clauses or
company agreements. At the moment, there is also a discussion about “the right
to disconnect” with regard to telework, which could also promote further legal
regulations.
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69. Scott, D.M., Dam, I., Páez, A., Wilton, R.D.: Investigating the effects of social
influence on the choice to telework. Environ. Plan. A: Econ. Space 44(5), 1016–
1031 (2012). https://doi.org/10.1068/a43223

70. Sener, I.N., Bhat, C.R.: A copula-based sample selection model of telecommut-
ing choice and frequency. Environ. Plan. A: Econ. Space 43(1), 126–145 (2011).
https://doi.org/10.1068/a43133

71. Seol, S., Lee, H., Zo, H.: Exploring factors affecting the adoption of mobile office
in business: an integration of TPB with perceived value. Int. J. Mobile Commun.
14(1), 1–25 (2016). https://doi.org/10.1504/IJMC.2016.073341

72. Sewell, G., Taskin, L.: Out of sight, out of mind in a new world of work? Autonomy,
control, and spatiotemporal scaling in telework. Organ. Stud. 36(11), 1507–1529
(2015). https://doi.org/10.1177/0170840615593587

73. Silva-C, A., Montoya R, I.A., Valencia A, J.A.: The attitude of managers toward
telework, why is it so difficult to adopt it in organizations? Technol. Soc. 59, 101133
(2019). https://doi.org/10.1016/j.techsoc.2019.04.009

74. Singh, P., Paleti, R., Jenkins, S., Bhat, C.R.: On modeling telecommuting behavior:
option, choice, and frequency. Transportation 40(2), 373–396 (2013). https://doi.
org/10.1007/s11116-012-9429-2

75. Stavrou, E.T., Parry, E., Anderson, D.: Nonstandard work arrangements and con-
figurations of firm and societal systems. Int. J. Hum. Resour. Manage. 26(19),
2412–2433 (2015). https://doi.org/10.1080/09585192.2014.992456

76. Svidronova, M.M., Merickova, B.M., Stejskal, J.: Social innovations in work orga-
nizing: telework in slovakia. In: XIX. mezinárodńı kolokvium o regionálńıch vědách.
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Abstract. The ubiquity of sophisticated devices, along with uninterrupted access
to the Internet and organizational computerized systems, allows for the “anyplace”
workplace to be established. Technology has the potential to deliberately or inad-
vertently impact psychological wellbeing. Specific psychological demands are
inadvertently imposed on remote employees whose permanent online presence is
required. Hence, it is important to understand factors affecting digital wellbeing
and steps that can be taken to maximize the wellbeing of remote employees. This
paper provides suggestions for future research on studying the digital wellbeing
of (fully or partially) remote employees. A research framework is proposed to
demonstrate the different levels of analysis at which digital wellbeing could be
explored and studied.

Keywords: Remote work · Digital wellbeing · Digital wellness · Technostress

1 Remote Work

Due to the increased pervasiveness of new communication technologies, new ways of
working (that resulted in a mobile, multi-locational, remote, flexible, distributed, or
virtual workplace) have become increasingly feasible. A new digital workplace has
emerged from breaking down information silos and channels once available only on
desktop computers in the physical workplace (Byström 2016). As discussed later, the
literature has documentedboth positive andnegative effects of remoteworkonwellbeing.
The coronavirus crisis has demonstrated that remote work may become commonplace
even for professions that are deemed more inclined toward in-person interactions such
as teachers, lawyers, and priests. Therefore, new questions arise from remote work
becoming increasingly ubiquitous: Does it matter where you work? How does remote
work impact our lifestyle and wellbeing? How do employees negotiate their work-life
boundaries under these circumstances?

Many companies intend to maintain remote work even after the pandemic is over
because both employees and organizations see benefits in terms of cost-saving, lowering
costs of commuting, saving time and organizational resources, and higher employee
satisfaction (Barbuto et al. 2020; Thulin et al. 2019). However, certain negative effects
in terms of employees’ wellbeing might also occur (De Menezes and Kelliher 2011;
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Grant et al. 2007; Michel 2011; Moen et al. 2013; Parker 2014). Therefore, further
research is necessary to study these unintended consequences of remote work on digital
wellbeing, which refers to the impact of digital technologies on what it means to live a
life that is good for a human being (Burr et al. 2020; Floridi 2014; Nah and Siau 2020).

Working from home is not a new phenomenon, but the coronavirus crisis intensi-
fied and accelerated workplace changes that normally would have taken far longer to
materialize. Instead of a hybrid digital-physical workplace that is already customary for
many organizations, a fully virtual and digital workplace has become the norm in a very
short time. These changes have affected how information is created and consumed in
organizations. It is expected that ‘when’ and ‘where’ people work may not only affect
their productivity and innovativeness but can also affect employees’ digital wellbeing.

Several studies have shown that the use of information and communication technolo-
gies (ICTs) during the coronavirus crisis has made a positive impact on digital wellbeing
(e.g. García del Castillo-Rodríguez et al. 2020). But for others, working from home is
associated with a negative impact on digital wellbeing (Song and Gao 2020). It does
“Matter Where You Work”.

1.1 It Does Matter Where You Work

Remote work, also known as telecommuting or telework, is an arrangement between
an employee and the employer where the employee’s work is performed remotely out-
side the employer’s physical premises (Messenger et al. 2017). People who work away
from a “formal” desk show a remarkable diversity in their work patterns (Bjerrum and
Bødker 2003). Burmeister et al. (2018) found that the environment affects concentra-
tion, accuracy, and decision-making; more specifically, participants in the ‘formal’ work
environment showed higher accuracy compared to participants in the non-work environ-
ment. Further, remote workers demonstrate significantly lower satisfaction with work-
life balance and higher negative work-home interaction (Jacukowicz and Merecz-Kot
2020).

Several studies conducted during the coronavirus pandemic found that remote
employees emphasize the importance of and difficulty in maintaining work contacts
and intense use of communication systems. Most remote employees found themselves
working longer hours than normal, and some even indicated that they accomplished less.
However, it is possible for remote employees to efficiently and effectively perform their
tasks and maintain good relations with colleagues, but with the downside that it may
require working longer than normal (Bolisani et al. 2020).

1.2 Work-Life Boundaries

The distinction between work-related and non-work-related activities is becoming less
and less meaningful, as the spheres of work and life blur into each other (Bødker 2016).
The “always-on” mode has extended work beyond the walls of physical buildings, creat-
ing an intrusion into people’s personal life (Bjerrum andBødker 2003; Bødker andChris-
tiansen 2006). Because home is normally a place of restoration, the blurring of work-
home boundaries may reduce opportunities to disconnect from work for restoration, and
hence, it can negatively impact wellbeing.
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Bødker (2016) advocates rethinking technology and how it contributes to the bound-
aries of work and life. She argues that work-life boundaries are not fixed, and tech-
nology should not, and is not meant to, remove the boundaries. She calls for control-
lable/negotiable dynamic boundaries made possible through flexibility in technological
settings. In this regard, seams and boundaries are not static, and they are considered
resources for: 1) reducing the complexity of information and activity; 2) standardiz-
ing shared objects across activities, communities, and groups; 3) making boundaries
visible so groups can define and distinguish themselves from others; 4) supporting
individual/group privacy and legitimacy.

2 Digital Wellbeing in the Remote Workplace

Digital wellbeing has been defined as “A state where subjective wellbeing is maintained
in an environment characterized by digital communication overabundance. Research has
shown that it does “matter where you work” (Hill et al. 2003; Moskaliuk et al. 2017)
as the physical environment can influence cognition and work performance (e.g., Kay
et al. 2004).

2.1 Digital Wellbeing and HCI Research

There seems to be a need for a new cross-cutting research field that focuses on the iden-
tification, analysis, and management of vulnerabilities and the unintended side effects
emerging as a result of the sociotechnical digital transition (Scholz et al. 2018).

According to Schalock et al. (Schalock et al. 2002), there are more than 200 defini-
tions of wellbeing across different contexts and there are three factors in the wellbeing
construct: 1) independence (personal development and self-determination); 2) social
participation (relationships, social acceptance, and rights); 3) wellbeing (psychological,
physical and material). Burr et al. (2020) identified three themes in wellbeing research:
1) positive computing; 2) personalized human-computer interaction; 3) autonomy and
self-determination. They believe these themes are central to ongoing discussions and
research on digital wellbeing.

Positive Computing. This theme builds on positive psychology research and adopts an
interdisciplinary perspective to study the individual and social factors that foster wellbe-
ing (human flourishing) to understand how to promote digital wellbeing by embedding
ethics more closely within the design process (Calvo and Peters 2017; Desmet and
Pohlmeyer 2013).

Personalized Human-Computer Interaction. Personalization has been defined as
“the ability to provide contents and services tailored to individuals based on knowl-
edge about their needs, expectations, preferences, constraints, and behaviours” (Vallée
et al. 2016, p. 186). The ubiquity of complex digital technologies and advances in data
management and analytics has increased the viability of personalized human-computer
interaction (Burr et al. 2020).
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Autonomy and Self-determination. Five dimensions of autonomy may clarify the
mediating role of health and wellbeing applications on the communication of infor-
mation: 1) degree of control and involvement that the user has within the app; 2) degree
of personalization over the app’s functionality; 3) degree of truthfulness and reliability
related to the information presented to the user, and how it affects the user’s decisions;
4) user’s self-understanding regarding the goal-pursuit, and whether the app promotes
or hinders a user’s awareness of their agency; 5) whether the app promotes some form of
moral deliberation or moral values in the actions it recommends (Rughiniş et al. 2015).

2.2 Designing for Wellbeing

Peters et al. (Peters et al. 2020) suggest that designing for wellbeing must be distin-
guished from designing for positive emotions. In this view, wellbeing involves more
than positive emotions. Tools should be built in a way to help safeguard against psy-
chological harm and support sustainable wellbeing. While recognizing its importance,
design for positive emotion, will not necessarily result in wellbeing, as feeling good is
different from functioning well (Ryan and Deci 2017; Keyes and Annas 2009).

Specker Sullivan and Reiner (2019) describe several ethical frameworks to assess
the justification of the influence of digital wellness technologies on users. They argue
that “while some technologies help users to complete tasks and satisfy immediate pref-
erences, other technologies encourage users to reflect on the values underlying their
habits and teach them to evaluate their lives’ competing demands” (p. 1). They conclude
that applications take a more maternalistic approach to wellbeing and focus on both
immediate wellness and long-term reflection on wellbeing are preferable.

2.3 Levels of Analyzing Digital Wellbeing

The “Digital Revolution” is a double-edged sword with benefits and challenges such
that special attention should be given to what Scholz et al. (2018) call the “unseens”.
They suggest that these unseen effects should be studied at multiple levels: 1) the Human
Individual; 2) Human Groups; 3) Organizations (Companies); 4) Institutions (Govern-
mental Organizations); 5) Societies (Nation States); 6) Human Species. The authors
argue that human-machine interaction must be seen as a form of social interaction and
self-reflection.

Individual. Countless studies have shown that communication medium affects com-
munication itself, and thereof expected to play a significant role in wellbeing (Taylor
et al. 2008; Caplan 2007).

Theories of Computer-Mediated Communication (CMC). CMC theories can be useful
in wellbeing research within HCI. One of the most influential CMC theories is the media
richness theory (MRT) (Daft and Lengel 1986; Dennis and Kinney 1998). According
to MRT, which is also known as information richness theory, different media vary in
their capacity for 1) immediate feedback; 2) multiple cues; 3) language variety; 4)
personal focus. Leaner media might be best used to reduce uncertainty, while richer
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media are best used to reduce equivocality. Media synchronicity theory (MST) (Dennis
et al. 2008) is another prominent theory. MST focuses on the ability of media to support
synchronous communication. According to MST, when the main objective is to convey
information, low synchronicity media are more suitable, but when the main objective
is convergence on shared meanings, high synchronicity media are more suitable. Both
MRT and MST are focused on which media should be chosen in different contexts.
The Uses and Gratification (U&G) theory explores which channels are chosen and the
reasons for them. According to U&G, users are looking to satisfy certain needs when
using media. Recently, U&G has focused more on connecting the needs, goals, benefits,
and consequences ofmedia consumption and uses, alongwith individual factors, making
U&G more predictive and explanatory (West and Turner 2010).

Gui et al. (2017) define digital wellbeing skills as “a set of skills needed to man-
age the side effects of digital communication overabundance” (p. 163). These skills
are necessary to achieve strategic attention focus, avoid the stress caused by an over-
whelming flow of information, minimize time wasted, and reduce attention on irrelevant
activities. Digital stimuli should be managed so that they can be efficiently filtered and
finalized toward personal goals and wellbeing. Two types of digital wellbeing skills are:
1) attentional skills (cognitive skills required for maintaining focus on specific issues
for sufficient lapses of time, without getting interrupted); 2) strategic or meta-cognitive
skills (cognitive strategies that envisage “constraints that an agent imposes on himself
for the sake of some expected benefit to himself” (Elster and Jon 2000, p. 4).

Group. Communication (formal and informal) and awareness are key to working in
teams/groups. The social dimension of remote work and digital wellbeing also needs
a conscious reflection on digital etiquette (Montag and Diefenbach 2018) and consists
of examining how technology is integrated within the existing culture of a group/team,
the organization, or society as a whole. It includes determining what is considered an
appropriate or adequate use of technology in social settings and areas intentionally made
technologically-free (e.g., for certain hours of the day). This aspect is of importance
especially in the context of the fully or partially remote workplace.

Wang et al. (2014) for example, used the feedback process model and the disso-
nance reduction theory to examine the effects of two types of emoticons (i.e., liking and
disliking emoticons) on negative feedback acceptance. Their results showed that liking
and disliking emoticons have different effects on the acceptance of negative feedback.
They found that the perceived good intention of the provider and the perceived feedback
negativity are contingent upon feedback specificity.

Organizational. Kulkarni et al. (2017) have used the structurational model of tech-
nology (Orlikowski 1992), which is based on structuration theory (Giddens 1979; Gid-
dens 1984), to reconstruct the relationship between organizations and technology. In the
context of remote work and when communication channels are porous (e.g., constant
switching between email vs. chat), the question becomes how business intelligence (BI)
capability is affected, and how can an organization improve its BI capability. Addition-
ally, user participation is found to affect general information capability and BI capability.
Hence, remote work outcomes at the individual and group levels have an impact at higher
levels of analysis.
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Government and Society. The fulfillment of psychological needs at the societal level
contributes to long-term wellbeing (Sheldon et al. 2001). Evidence shows that the extent
to which the needs of other people and society are fulfilled is also a determinant factor
of individual subjective wellbeing (Tay and Diener 2011).

Because human relationships with one another and their environment has been
changed by the rapid deployment and ubiquity of digital technologies, the wellbeing
of individuals is now intimately connected to the information environment and the dig-
ital technologies that mediate human interactions with that environment (Burr et al.
2020). Therefore, ethical questions concerning the impact of digital technologies need
to be considered at the societal level.

Capability Approach. Taddeo (2015) has proposed using a capability approach (Sen
1980) in analyzing the online persona in the context of individual wellbeing. He states
that there is a “struggle between liberties and authorities”whichwill then be reconsidered
based on an analysis of the wellbeing of the online persona, and the individual rights
that come with it. Society today faces a compelling need to strive for a harmonious
combinationof liberties and authorities to ensure thewellbeingof individuals and society.

Human Species. In the longer term, differentmodalities of communication andworking
environments will cause changes in our brains by changing the nature of work itself, our
expectations, and our employers’ expectations. With continuous and repeated feedback
loops between us and these systems, our psyches will change and adapt (Bednar and
Welch 2019).

2.4 The Net Effect on Wellbeing

The lackof theoretical and empirical understandingof the goals of digitalwellbeing could
be due, partially or fully. to disagreements regarding the optimal way to measure the
wellbeing construct, and/or from the uncertainty about the causal relationship between
the use of digital technology (e.g., a smartphone) and the psychological effects (e.g.,
increased anxiety or depression) (Peters et al. 2018).

Advantages. Research shows that the use of ICTs can improve life satisfaction in the
elderly population by, for example, increasing feelings of self-sufficiency (Klein 2017);
ICTs can also provide young people and adults with more social and emotional support,
which improves their psychological wellbeing (e.g., Meng et al. 2017; Pérez 2018;
Verduyn et al. 2017).

Peters et al. (2020) contend that there is a gap in commercial digital wellbeing ini-
tiatives because the focus is mostly on changing human behavior rather than changing
technologies. From a design perspective, Desmet and Fokkinga (2020) contend that need
profiles can support a systematic approach to design for positive experiences and subjec-
tive wellbeing (Hassenzahl et al. 2010; Desmet et al. 2001; Desmet and Hekkert 2007).
Wellbeing-supportive design tools should satisfy the need for proof, buy-in, tangibility,
and the need for clear instruction (Peters et al. 2020).

Garcia del Castillo-Rodriguez et al. (2020) examined the use of the Quality of Life
scale (acronym in Spanish is TICO) and ICTs in the context of coronavirus. They found
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that the factors examined in the instrument account for the following dimensions: 1)
satisfaction with life; 2) emotional support; 3) “social support”. The conclusion is that
these factors present an adequate correlation to assess personal perceptions of quality
of life associated with the use of ICTs in the context examined. Evidence also suggests
that positive work factors (collegial support, rewards, meaning, and cohesion) promote
wellbeing (Rogerson et al. 2016). Therefore, when technology supports these needs, it
promotes their wellbeing.

Digital Wellness. Digital wellness technologies are tools that are designed to address
immediate needs in digitalwellbeing. Some technologies are geared toward helping users
to complete tasks and satisfy immediate preferences, while others focus on encouraging
users to reflect on the values underlying their habits and teaching them to evaluate and
prioritize their lives’ competing demands. Specker Sullivan and Reiner (2019) proposed
that amaternalistic approach that incorporates these wellness technologies is more effec-
tive than a paternalistic approach as the former is more likely to lead to more skillful
user engagement with technology. The main difference between the two approaches
is that paternalism involves a local constraint of an individual’s liberty for the sake of
their immediate benefit (but not necessarily their global autonomy competencies), while
maternalism involves a local intervention on an agent that benefits their overall autonomy
competencies in conjunction with their wellbeing.

Disadvantages. Recent research during the coronavirus pandemic has shown contrary
evidence to what was generally assumed in the pre-COVID literature. It was found that
working from home is not always a positive factor for employees as it depends on their
specific home conditions (Bolisani et al. 2020). A large portion of employees can keep
sufficiently good and fruitful interactions, although it depends on the type of job they
perform and the availability of appropriate communication technologies. There are still
many employees who struggle with using different communication systems, and this
struggle can be a stress factor for them.

Fragmentation of Everyday Life. Duke andMontag (2017) have provided evidence that
smartphone addiction is inversely related to self-reported productivity. In terms of frag-
mentation of daily life, they suggest that it can be partly explained by the high number of
daily interruptions. When working from home, the number of non-related interruptions
is expected to be higher.

Interruptions caused by ICTs can potentially reduce business productivity and
increase employee stress. In this context, Galluch, Grover, and Thatcher (2015) exam-
ined the quantity and content of ICT-enabled interruptions. They found that ICT-enabled
interruptions may negatively affect individual productivity and therefore decrease orga-
nizational productivity. Additionally, interruptions may lead to technostress which can,
initially, be in the form of short-term episodes of technostress, but cumulatively, can
cause harm to sustainable wellbeing.

Technostress. The term technostress was originally coined by Craig Brod (1984), and
more recently has been defined as “the stress that users experience as a result of applica-
tionmultitasking, constant connectivity, information overload, frequent system upgrades
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and consequent uncertainty, continual relearning and consequent job-related insecuri-
ties, and technical problems associated with the organizational use of ICT” (Tarafdar
et al. 2010, pp. 304–305). Kushlev and Dunn (2015) demonstrated that there is a positive
correlation between the number of times a day a person checks emails and his or her
stress level, while other studies show that the mere presence of a mobile phone dimin-
ishes the quality of face-to-face interaction (Przybylski and Weinstein 2013). Molino
et al. (2020) examined technostress in the context of coronavirus pandemic and found
that it negatively affects work-family conflict and behavioral stress.

Fatigue, Isolation, and Digital Depression. Research has shown that social factors
(social comparison, social interaction overload, social surveillance, and social infor-
mation overload) and the technical factors of system complexity can all be contributing
factors to fatigue.

Isolation increases with remote work (Mann and Holdsworth 2003). Moreover, there
is a perceived obligation to maintain connections and stay updated, which can negatively
affect wellbeing (Brooks 2015; Fox and Moreland 2015). Toscano and Zappalà (2020)
investigated the experience of isolation in terms of stress, perceived productivity, and
work satisfaction in the context of the coronavirus crisis. They found that social isolation
is negatively related to remote work satisfaction, confirming previous studies (Orhan
et al. 2016; Lee and Brand 2005). Social isolation and stress were also found to be
linked to each other which is consistent with previous studies (Stephenson and Bauer
2010; Weinert et al. 2015). The findings also indicate a negative influence of social
isolation on perceived productivity. Their study emphasized the importance of social
relationships and found that feelings of loneliness are related to perceived productivity
and work satisfaction.

Brown and Kuss (2020) looked at the fear-of-missing-out (FOMO) phenomenon,
mental wellbeing, and social connectedness, and how they were influenced by a social
media abstinence trial. FOMO is a strong motivator for social media use and may impact
individual wellbeing. A significant positive relationship between mental wellbeing and
social connectedness was found. The authors also provide additional insights regarding
distracting nature of notifications from many platforms (such as email, chat, etc.). They
found that the removal of notifications was associated with a more positive experience,
suggesting that notifications trigger FOMO.

Although long-term effects of technology use on the human brain have not been
sufficiently conclusive, they can change the human brain because technology pervades
all aspects of our lives and exerts an impact on thinking, feeling, and social interaction
(e.g., Small et al. 2020; Sparrow et al. 2011). The term “Digital Depression” underlines
threats to wellbeing and happiness (Diefenbach and Ullrich 2016). Evidence has shown
that overuse of digital channels is strongly linked to depression (e.g.,Montag et al. 2017).

3 Research Models and Measures

We review related research in digital wellbeing and discuss the research models and
their measurement in this section.
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Bednar and Welch (2019) argue that human action, along with changes in personal
and organizational life, is driven by desire. They proposed using a socio-technical app-
roach that reflects multiple boundaries drawn from the perspectives of different human
actors within the space. This approach recognizes the fact that individuals interact within
an organized working system, continually creating and recreating it. Multiple roles with
unique perspectives join, interact in, and leave the system making it open and dynamic.

VandenAbeele (2020) proposed a theoreticalmodel of digitalwellbeing that accounts
for the dynamic and complex nature of peoples’ relationships to continuous connectivity.
The model considers the balance between connectivity and disconnectivity that results
in digital wellbeing, contingent upon a constellation of person-, device- and context-
specific factors. Different combinations of these factors represent pathways to digital
wellbeing, and with continuous repetitions, affect long-term digital wellbeing.

3.1 Design to Support Wellbeing

Two of the methods proposed for investigating wellbeing-supportive design are: 1) a six-
step process of Positive-Practice Canvas (PPC) (Klapperich et al. 2019), and 2)METUX
- a model for Motivation, Engagement, and Thriving in User Experience (Peters et al.
2018).

Positive-Practice Canvas. The PPC is based on amodel of social practices (Shove et al.
2012) combined with the notion of psychological needs (Hassenzahl et al. 2013). It takes
a multi-level model, which connects wellbeing, positive experiences, and psychological
needs (the ‘Why’) through activities (the ‘What’) with concrete technologies, their form,
and interaction possibilities (the ‘How’). This methodology allows for positive practices
to be accumulated and serve as a starting point for further design activities.

METUX. This model draws on SDT to understand the impact of digital technology on
motivation, engagement, and wellbeing. SDT identifies three basic needs which must be
satisfied for an individual to experience digital wellbeing: 1) autonomy; 2) competence;
3) relatedness. They propose that to addresswellbeing, psychological needsmust be con-
sidered within the following five spheres of analysis, which sit within a sixth sphere that
addresses the direct and collateral effects of technology use and non-user experiences: 1)
at the point of technology adoption; 2) during interaction with the interface; 3) as a result
of engagement with technology-specific tasks; 4) as part of the technology-supported
behavior; 5) as part of an individual’s life overall.

3.2 Measurement

Screen Use/Screen Time. People find it difficult to identify a healthy routine of tech-
nology use (e.g., Blabst andDiefenbach 2017). A debate about the psychological impacts
of screen time is ongoing. Some evidence routinely shows negative correlations between
screen time and wellbeing (e.g., Twenge and Campbell 2018). However, recent meta-
analyses (Odgers and Jensen 2020; Orben 2020) have found that research in this area is
difficult to interpret and there aremixed findings. Overall, there are criticisms concerning
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poor conceptualizations, the use of non-standardized measures that are predominantly
based on self-report, and issues with measuring screen time as a ratio over time and
context (Kaye et al. 2020).

Kaye et al. (2020) suggest replacing “screen time” with “screen use” which varies
across time and context. In this way, the measurements are more centrally developed
around behaviors rather thanwhat “functions and features” people are using. The authors
view “screen use” to be irrespective of platforms or features; it is based on the behav-
ior(s) facilitated by the screens: entertainment, social, education/work, and informa-
tional. Therefore, this view suggests that the needs of users should be the main con-
cern, and users themselves should be co-creators. Once again, a more user-participative
and context-relevant approach is advocated in addressing relevant aspects of digital
wellbeing.

4 Future Research

Particularly during the coronavirus pandemic, many practitioners have looked for best
practices to address the digital wellbeing of remote employees. For example, Greenwood
and Krol (2020) offer eight concrete actions managers and leaders can take:

• Be vulnerable
• Model healthy behaviors
• Build a culture of connection through check-ins
• Offer flexibility and be inclusive
• Communicate more than you think you need to
• Invest in training - prioritize proactive and preventiveworkplacemental health training
• Modify policies and practices - to reduce stress for everyone
• Measure – to ensure accountability.

While the above suggestions are all useful tips, the new realities of remote work
require a better understanding of digital wellbeing. As Tarafdar, Gupta, and Turel (2013)
have stated, “the very qualities that make IT useful - reliability, portability, user friend-
liness and fast processing - may also be undermining employee productivity, innovation
and wellbeing”. In the rest of this section, we present future research areas/themes for
exploring, understanding, and enhancing digital wellbeing, in the context of fully or
partially remote work.

We expand on research avenues proposed by Montag and Diefenbach (2018) below.
The literature review provided strong support for cross-cutting research on digital well-
being, which should take place at different levels of analysis (as first presented by
Scholz et al. 2018). Additionally, it has become evident that context and repeated expe-
riences (loops) play a significant role and should be factored in when examining digital
wellbeing. Several authors also distinguish between near-term and long-term digital
wellbeing.

Further research is needed to look at the different levels of analysis – from individuals,
groups of individuals, organizations, etc. – in a work setting that can take place anywhere
(see Fig. 1).More specifically, areas for future digitalwellbeing research include (starting
at the lowest level of analysis):
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Fig. 1. A multi-level approach to research on digital wellbeing

• How do new forms of self-perception, self-reflection, and self–presentation affect the
social communication of remote employees?

• What kinds of self-control mechanisms and other digital skills are employed by
the individual employee when it comes to his/her online work persona? How are
these digital skills used to maximize the net short-term and long-term (sustainable)
wellbeing?

• What ICT support is needed for the individual employees to remain effective and
efficient in meeting their performance goals of remote work while preserving their
wellbeing?

• How do pragmatic and symbolic reasons for media choice operate in the context of
remote work?

• What are strategies to promote flow experiences in times of fragmented lifestyle of
individuals and the groups/teams they belong to?

• What is the impact of group/team features, such as social inclusion, group identity,
norm-building (e.g., digital etiquette), and group dynamics, on digital wellbeing?
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• What are the characteristics of tools that can help and facilitate individual employees
and teams in managing work-life boundaries? What is the right balance between
seamlessness and seamfulness?

• What are meaningful rules for social communication in times of abundantly available
access to digital distractions (for individual, group, and organization)?

• How can one better adapt to hybrid or fully virtual meetings, and “decision-making by
Zoom”? Are decision-makers going to adapt their styles considering digital wellbeing
considerations? What tools do they need to be able to remain efficient and efficient
while maintaining everyone’s digital wellbeing? At what level should feature-control
be exercised (e.g., individual, group,meeting level, etc.)?What are employees looking
for in this new context for decision-making?

• How does increased autonomy impact digital wellbeing? What are the technological
features necessary to preserve trust and minimize stress from autonomy? What role
can technological tools/features play in performance feedback and conflict resolution
for remote staff?

• In what organizational contexts are maternalistic approaches the most effective for
designing digital wellbeing organizational tools? What are the pros and cons of pater-
nalistic approaches in designing technologies to be used in remote workplaces? Do
organizational and national culture make a difference?

• How do organizations/companies/governments manage the “struggle between liber-
ties and authorities” in the context of remotework? Inwhatways do practices, policies,
and legal frameworks need to change to reflect the new realities to ensure sustainable
wellbeing?

• What are the roles and social responsibilities of digital professionals in designing
online settings to encourage practices of wellbeing?

• How does the digital world shape or change the human brain and how can we hinder
or minimize harmful effects on the human brain? Are there cultural differences?

• How can we design the digital world according to our emotional evolutionary heritage
to foster wellbeing in digital societies (individual, group, society)?

• Do we need a better measure for the digital wellbeing construct and its antecedents
(e.g., technostress creators)? How can we better understand the relationships between
remote work and digital wellbeing?

5 Conclusion

Creating a better understanding of the direct and indirect effects of the “unseens” on
digital wellbeing requires experience and expertise from different fields of science. The
proliferation of technology supporting a culture that is “always-on” and its impact on
wellbeing warrants further research in order to propose solutions to maximize individual
digital wellbeing. In this paper, we propose a multi-level framework that demonstrates
the effects of different technological affordances on the digital wellbeing of users. We
also provide suggestions for future research at each level of analysis.

In this paper, we highlight the importance of recognizing the dynamic and com-
plex nature of the relationships between people and the continuous connectivity that
they experience to more fully understand their impact on wellbeing. Remote employ-
ees operate in a system where boundaries open and close at different times, and there



Addressing the “Unseens”: Digital Wellbeing in the Remote Workplace 359

are continuous information and feedback not only at the individual level but also at
the higher levels. Therefore, cross-cutting research that utilizes mixed methodologies
would be the most promising. The questions identified in this paper are not meant to
be comprehensive, but they serve as an initial blueprint in advancing digital wellbeing
research.
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Abstract. Despite heavy usage of social networking sites during the job
hunting and recruitment process, little academic research has examined
how these sites are used, the value they provide to the end-users, or
how they should ideally be designed. The present study describes the
use of a participatory design methodology to actively include end-users
as part of the design process in creating an online job website. Partici-
pants who acted as job seekers and job providers both identified unique
and overlapping requirements for an ideal prototype. The results enabled
the production of a minimal viable product called EdgeMap. This pro-
totype was evaluated in a usability study where participants endorsed
EdgeMap as one they would use for recruitment and job hunting. The
process and outcomes are discussed in terms of implementing participa-
tory design methodology, design implications, and future directions for
software design and adoption.

Keywords: Participatory design · Design requirements · Recruitment
software · Social networking sites · Employment selection

1 Introduction

Online job boards, such as monster.com and Workopolis.com, are common tools
used by recruiters and job seekers. While online job boards are useful, their
functionality is limited and the usability is often poor. Job boards usually fea-
ture search functions that let job seekers find and browse postings and let job
providers find and browse résumés. The typical structure of a job posting includes
the job title, location, salary, general description about the position, more specific
responsibilities, required/preferred qualifications, and how to apply. Typical job
boards provide no opportunity for applicants to interact with potential employ-
ers beyond submitting a résumé. This online experience is thus restricted to
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the process of viewing content-heavy job postings. Moreover, there is not much
opportunity for individual companies to personalize their job ads. In some cases,
a hyperlink to a company website may be provided, however, corporate web-
sites can be perceived as overly complicated for job hunting purposes [1]. Ease
of use is an important design requirement as 25% of job seekers reject poten-
tial work opportunities simply due to poor website usability [13]. Initial website
impressions, therefore, are important during the recruitment process [2,3,16].

Meanwhile, many large organizations have adopted the use of social network-
ing sites (SNSs) for recruitment. Existing SNSs are populated with a multitude of
features to support many user groups, including job seekers, recruiters, and com-
munity learners across different expertise levels. While SNSs have been widely
used for recruitment purposes since the mid 2000’s, there is a lack of design and
empirical research on how these sites should ideally be designed and used in the
job search process. The goal of this research is to explore the design space of
software that is used for online recruitment and job hunting purposes.

In this work, we adopt a participatory design methodology by involving the
end-users in co-design sessions to gather design requirements of an online sys-
tem that would be used in today’s job hunting and recruitment process. Section 3
describes a participatory design study involving 9 youth job seekers and 5 busi-
ness owners as job providers. This study involved activities for brainstorming,
card sorting, and paper prototyping. Based on the session outcomes, Sect. 4
identifies five categories of software requirements to illustrate what the soft-
ware should ideally do for the two user groups. Among these, our participants
highlighted novel software features that would improve the user experience and
confidence in the job search and hiring process. These elicited results led to our
working prototype called EdgeMap, which is also presented in Sect. 4.

To evaluate our prototype, we conducted a preliminary usability study sum-
marized in Sect. 5 involving 45 youths and 7 business representatives. The results
indicated that most users found EdgeMap easy to use and liked the value that
it provided. Moreover, the business participants identified specific criteria for
software adoption, which we discuss in the context of future work in Sect. 6.
Ultimately, our research goal is to deepen our understanding about the role of
new technologies in the pre-employment process.

2 Literature Review

Although networking through social networking sites (SNS) has become one of
the most widely used job search methods [15], there is limited research on how
SNSs impact the job hunting and recruitment process [12]. Research examining
how SNSs are used by potential employers indicates that recruiters regularly use
these sites to make person-organization fit judgments [14]. Davidson et al. [4]
report that recruiters used SNSs to identify counter productive work behav-
iors such as negative expressions of one’s job, co-workers, or employer. Another
study compared the degree of deception between paper résumés and LinkedIn
profiles [6]. The researchers found that public LinkedIn profiles were less decep-
tive with an individual’s work experience, but more deceptive regarding interests
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and hobbies. The authors hypothesized that the observed level of deception was
due to the public nature of online profiles that allows others, including past
employers and co-workers, to view and (in)validate another individual’s listed
expertise. Research has also identified the types of information recruiters look
for when viewing LinkedIn profiles [17]. Through interviews with recruiters for
positions in sales/marketing, human resources, and finance, this work indicated
that recruiters unanimously look for presence of spelling or grammar mistakes,
hobbies or interests similar to the recruiter, a college degree, number of years of
work experience, sufficient content provided, the professionalism of email used,
and the presence of a professional photograph in the profile. To summarize, pre-
vious research provides some guidelines on how user profiles should be designed
in order to facilitate access to the desired content that recruiters want to see.

From the job seeker’s perspective, Gerard [5] reported SNS usage data from
business students in an undergraduate capstone strategy course. Survey data col-
lected after the participants had completed assignments that involved in-depth
usage of LinkedIn indicated that participants were very engaged when using
features that related to the maintenance of their own profile and connections.
However, they spent very little time on professional development activities such
as asking for career or résumé advice, identifying themselves as a job-seeker, join-
ing groups, looking up companies of interest, conducting advanced job searches,
or promoting themselves. The authors suspected that the participants did not
engage in professional development activities was due to a lack of incentive in
the research study and a greater demand on the participants’ effort and time.
Other research on job seeker attitudes show that the ease, simplicity, and per-
ceived usefulness of an online job site affect the job seeker’s attitudes and the
site features are used [8,9]. This body of research suggest the need to train job
seekers to engage in professional development activities online.

We are unaware of any published design research on SNSs or empirical analy-
ses of these sites to assess whether they meet user needs. However, from a general
design perspective, Maurer and Liu [10] proposed that an online recruiting site
should tailor its design to emphasize either “central processing” or “peripheral
processing” of information depending on the software’s target user. The authors
define central cues as information pertaining to relevant content and peripheral
cues as information that reflect relatively cursory content or reference to the
medium used to present content. They suggest using central cues to target job
seekers who are serious or have more work experience, while using peripheral cues
to target new graduates or those who are just browsing for jobs. The authors
also draw on marketing literature that suggests two key software features which
are consistent with the findings of our studies below: a user’s active control of
a site (e.g., the ability to personalize and save search results) and the support
for a two-way communication between a potential employer and candidate (e.g.,
online messaging). Site vividness, in terms of providing rich sensory informa-
tion that evokes multiple perceptual channels, was also identified as a means for
improving site receptiveness and usability when used appropriately. This model
offers important design suggestions for two types of end-users. Unfortunately,
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the authors did not provide an application of the model to evaluate existing
software or a design of the software that is prescribed by the model. Such an
extension is necessary to fully understand the relative contributions of their pro-
posed research.

In order for designers to develop software that better fits the target user’s
conception of the process, Muller and Kuhn [11] propose employing participatory
design methodology to bring the user and designer together through “co-design
sessions”. These types of sessions would enable potential users to act as designers,
and work together to complete design tasks that lead to concrete artifacts used in
building software prototypes. Example artifacts may include an organization of
information into categories, sketches of screen mock-ups, preference evaluations
of sample screenshots, and paper prototypes built using craft materials. This
process allows designers to better understand the user’s way of thinking and
users can better appreciate the designer’s constraints. For this reason, we adopt
a participatory design approach to conduct our design study.

3 Design Research

Our first study uses a participatory design methodology by bringing the end-
users into the design loop. Participatory design research is a well-established
area within the field of human-computer interaction (HCI) in computer science.
Traditionally, software design is mainly driven by business needs. In cases where
gaps exist, design decisions are often made by programmers developing the soft-
ware. Consequently, such software often ends up being unintuitive and fails to
gain broad user acceptance. To solve this problem, the main premise of par-
ticipatory design is to involve potential users throughout the design process to
ensure that software is designed to meet real user needs and is implemented in
a way that reflects how real users would actually want to use the software. This
section describes the participatory design activities used to elicit user needs and
preferences for an online job hunting and recruitment software.

3.1 Participatory Design with Job Seekers and Job Providers

The goal of this study was to explore the design space of job hunting and recruit-
ing software. We elicited user needs from two groups of potential users – youth
as job seekers and business owners as job providers. The results provided insights
into the software needs of the two user populations and their general technology
usage and preferences. This research was reviewed and approved by a university
research ethics board and all participants were treated in accordance with APA
ethical standards.

3.2 Participants

In total, we had 14 participants from community organizations and schools from
two small Canadian communities. There were 9 youth participants for our first
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target user group: 3 male students in grades 10 to 12 from one community
and 4 females and 2 males in grades 9 and 10 in the other community. All the
youth participants were comfortable with basic computer technologies, common
social media applications, and mobile applications. In addition, none of them
had knowledge of LinkedIn prior to this study.

For our second target user group, there were 5 business owners or organization
leaders: 2 female and 1 male from the first community and 2 females from the
second. Our business participants’ ages spanned from mid-thirties to mid-fifties,
and all of them were familiar with basic computer technology and recognized
the need for a job hunting software in today’s market.

3.3 Materials and Procedure

There were three design activities in this study: brainstorming, card sorting, and
paper prototyping. Both participant groups conducted the brainstorming and
card sorting activities. Due to limited time available, only the youth participants
completed the paper prototyping activity.

In each community, we conducted two 90-min sessions for each participant
group. Sessions were held in a community high school. Each session was facili-
tated by one research assistant. For materials, the facilitator brought in sticky
notes, blank paper, and colorful writing implements to each session. In order to
keep the structure of these sessions consistent, the facilitator followed a process
script and had a list of goals and questions to use in probing the participants
during the sessions to encourage participation. At the beginning of the first ses-
sion, participants were introduced to each other and the research facilitator who
led the session. The remainder of the time was devoted to the design activities.

Brainstorming. Participants were asked to generate as many ideas as possible
to express how job hunting software could ideally help them search for jobs.
(Alternatively, the context for business participants was recruitment software
looking for qualified candidates.) At times when participants were stuck, the
facilitator prompted them with questions related to functionality and usability
(e.g., “How do you search for jobs?”, “What would you like to do differently”,
“Which features do you like from other apps that you enjoy?”). Each idea was
written on a sticky note. These ideas reflect user needs as either functional
requirements that define what the software is supposed to do or non-functional
requirements that specify how the software does it.

Once everyone was finished, participants were asked to post their sticky notes
onto the wall for sharing. They reviewed each other’s ideas, made clarifications
in the wording, and identified additional features to add to the wall. The activity
ended when everyone was comfortable with the posted information.

Card Sorting. The card sorting exercise is a well-established usability tech-
nique used in HCI research that helps designers identify how information is
organized from the user’s perspective [7]. With all the ideas generated from
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the brainstorming activity, participants were asked to sort all the labeled sticky
notes into meaningful categories with approximately the same number of items.
After establishing all the groups, they were asked to provide an umbrella label
that represents the ideas in each category with a word or a short phrase. The
goal here was to understand the organization of the desired software features in
terms of what was intuitive and natural from the user’s perspective.

Paper Prototyping. Focusing on the categories identified from the card sort-
ing activity, participants were asked to pick a category and sketch an interface
that works best that would incorporate all the features in it. For example, a
participant who chose the category “User Profile” with three items (e.g., per-
sonal information, upload résumé, and calendar reminder) would need to sketch
out various user information while considering where upload résumé and the
calendar reminders would be located and how they would be visualized on that
page. This activity is helpful for eliciting interface layout requirements because
users typically do not have the design vocabulary to articulate how they want
the interface to look and feel.

3.4 Results

Brainstorming. Overall, the youth participants were highly engaged during
the co-design sessions. The first group of youths generated 50 notes and the
second group generated 76 notes. Considerable time was spent together clarifying
the wording used, as the youths often found it hard to articulate their ideas.
Redundant notes were removed. For example, “easy to use” and “app has to be
basic” were considered as one requirement.

The business participants were also productive, where one group generated
36 notes while the other generated 45 notes. There were many instances where
participants said, “If the app could have [such and such] feature, it would be very
effective for me”. At times, the business participants also considered functionality
that would be useful for youth job seekers. Overall, the participants were very
thoughtful and thorough in this activity.

Card Sorting. The results of the card sorting activity from both participant
groups produced the following categories of functional requirements: usability,
user profile, job search, social media and networking, resources, and job consid-
eration (alternatively, candidate evaluation for business participants).

In addition, usability was of high importance to all the youth participants,
indicating that they did not want ads or making sure the app was simple and easy
to use. Surprisingly, business participants were less concerned about usability
although they do expect the software to be easy to use.

Notably, it was important to the youth participants to be able to directly
communicate with potential employers or employees who had previously worked
in a company of interest. On the other hand, business participants did not express
in engaging with potential candidates until they reached an interview stage. One
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possible reason, as explained by one of the business participants, is that living
in a small community makes them know many people informally already so they
did not feel the need for this feature. However, business participants indicated
that they wanted the ability to maintain a network with other businesses and
stay connected with the community.

Ideas generated by the business participants emphasized the importance of
having a wide variety of functionality available in the software and access to
external resources (e.g., government funding opportunities for hiring students,
incentive programs, sample interview questions).

Paper Prototyping. The youth participants were excited to develop sketches
in this activity. We found that some participants struggled with developing the
details for a mockup, as they did not reference external sources. Interestingly,
we noted that all of the resulting mockups were designed for a mobile device
rather than a desktop computer (although they were not instructed to do so one
way or another). This suggests the importance of mobile friendly applications
for our youth population.

Figure 1 presents three mockups that show how two participants visualized
search results. On the left, the sketch shows a search about a business in a
certain geography. Once the user selects a business, the details are displayed.
In the middle and on the right in Fig. 1, another participant illustrated the
search results of potential jobs and the details of a job posting. In these cases,
the mockups illustrated very well-organized content, arranged using images and
whitespace appropriately so that the content is easy to process.

Fig. 1. Youth mockups showing the importance of content structure.

Other sketches included a mockup of two people messaging with each other,
a mockup of two people engaged in a video or audio chat, a homepage with vivid
imagery to attract the user’s attention, a layout with search and filter options.
These mockups resemble the interfaces of well-known mobile applications (e.g.,
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iMessage layout for text messaging on an iPhone). In one mockup, the search
bar was placed at the top of the screen, suggesting the importance of the search
functionality for the participant. One of the mockups showed a page of news
feeds, which suggests the importance of staying up-to-date on various events
relevant to the app.

3.5 Discussion

The software envisioned by both participant groups resembles an SNS with job
hunting and recruitment features. In contrast to a professional SNS such as
LinkedIn, the focus of our software design is not networking, but rather job place-
ment success. As such, requirements that participants identified that were not
central to LinkedIn include: job management capabilities (e.g., résumé tool and
calendar), job review operations (e.g., comments on job experience), online com-
munication features (e.g., online messaging or calls with potential employers),
relevant resources for funding and advancement (e.g., training, career planning,
business incentive programs), and mass résumé application.

4 EdgeMap: A Minimal Viable Prototype

Based on the design outcomes from Sect. 3, we identified features for a minimal
viable prototype of a software that supports youth and business users in their
job search and recruitment process. This section presents our prototype called
EdgeMap, which was developed using Ruby on Rails and is made available at
http://edgemap.ok.ubc.ca/.

Fig. 2. Homepage of the EdgeMap system showing various functionalities at the top
menu bar, the sign-up options, and tips and announcements at the bottom.

http://edgemap.ok.ubc.ca/
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4.1 System Overview

EdgeMap is an online platform designed with two target user groups in mind: job
seekers—youth looking for employment, and job providers—companies posting
vacancies and recruiting qualified candidates. The site combines features from
traditional online job boards, e-portfolio, social networking sites, and additional
requirements identified from our design research study. Figure 2 shows the land-
ing page for this site.

4.2 Job Seeker Features

As a job seeker, the user can create a profile with an online portfolio to showcase
projects, browse the online community, and apply for jobs. Modeled after the
testimonial feature in LinkedIn, EdgeMap also enables users to electronically
reach out to referees and obtain a reference to include in their own profiles.
The profile enables users to highlight their skills in an e-portfolio format. The
profile allows users to record personal information and select whether to keep
that information private or to display it to the public (e.g., name).

One novel feature that differentiates EdgeMap from other job hunting and
recruitment tools is the skills survey. The skills survey is an online survey that
lets the user self-report their expertise levels across many predefined categories.
We devised this skills survey as a way to standardize the types of skills that the
software recognizes, as well as to facilitate the search and comparison of skills.

Fig. 3. The mini-questionnaire for the word processing category. The line graph at
the top shows the average user in the system can do half of the functions in each of
the basic, immediate, advanced, and expert levels. Once the user submits a completed
mini-questionnaire, the system will automatically overlay the user’s skills in the graph.
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Each skill category operates as a mini-questionnaire which can be completed
independently. Currently, each skill category has 3 or 4 related questions. For
example, in the word processing category, we elicit the expertise level of the user
in those related tasks, including: opening a new document, creating a new section
heading, setting document margins, and checking the word count in a document.
In our design, we enumerated a long list of tasks for each skill category, and
grouped them into one of four levels: basic, intermediate, advanced, and expert.
Thus, each level would have 5–10 associated tasks. The user completes the mini-
questionnaire by indicating how well s/he can accomplish the tasks in each level
(ranging from “I don’t know how to do any of these tasks” to “I can do all the
tasks well”). Figure 3 shows the mini-questionnaire for word processing.

A user completing the survey can choose the relevant skill categories to com-
plete and view survey results immediately without having to wait until the other
skill categories are finished. A sample screenshot of a user profile and her partial
skill surveys is shown in Fig. 4.

Fig. 4. A sample job seeker profile with partial skill graphs shown (image and name
blurred for privacy reasons). Each red bar indicates the skill level of the job seeker and
the blue line represents the skill level of the average user in EdgeMap.

Once a particular skill category is completed, a graph is used to visualize a
user’s skills alongside the skills of the average user in the system. Currently, the
system includes the following skills categories: general computing; Internet and
networks; programming; word processing; spreadsheet; online communication
and collaboration; time, project, people; money; presentation; multimedia; social
media; and 21st century skills. More skill categories can be added in the future.

Similar to a paper résumé, a user may add a list of skills and project accom-
plishments. Since our mini-questionnaires are worded in generic terms, users
may want to add more detailed skills which can also be associated to the pre-
defined skill categories. For example, a user can add “MS Word” and “Vim”
as skills under “word processing”. Furthermore, these skills can be linked to
specific projects where they were applied. An example screenshot showcasing a
user’s projects is shown in Fig. 5.
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Fig. 5. Sample projects page in a job seeker’s profile. Each project has a month/year,
representative image, title, description, and associated skills.

EdgeMap is designed to combine features of a job hunting app with online
social networking abilities. As such, our system serves as a virtual community
platform with several key search functionalities. A job seeker can search for
companies and read their profiles to learn about a company’s culture and job
postings. In addition, a job seeker can search for people in the online community
to learn about their work and the kind of skills and expertise they have. This
is especially useful for students who are thinking about their future careers and
want to explore specific options in depth. If a user has certain skills in mind
(e.g., python programming), the user can search directly for the skills to see who
has those skills or search for projects involving those skills how those skills were
applied. To take advantage of the skills survey in EdgeMap, users can compare
their skills to another user to get a sense of the areas of improvement needed.
This is helpful for young job seekers who are less familiar with the job market
and wish to learn more about the skills they need to obtain their ideal job.

Lastly, a user can browse job postings, filter them by various criteria such
as location and company, and apply to jobs. In the case where a job seeker is
unsure whether she has the qualifications for a particular job of interest, she
can compare her own skills to those of an “ideal candidate” as defined by the
job posting. The result is a graph similar to that shown in Fig. 7 below that
compares the two skill sets. This feature helps job seekers conduct an initial self-
assessment of qualifications which can help them build confidence and decide
whether to take the time to apply to the interested job.

4.3 Job Provider Features

Job providers can create a company profile and manage job postings. To create a
new job posting, the user enters information about the job, such as title, location,
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start and end date, salary, job description, required skills, and preferred skills.
Optionally, the user can complete a skills survey (same format as the one for a job
seeker) to express what skills an “ideal candidate” for the job should have. Once a
job posting has been created, other users on EdgeMap can apply to it. Employers
can view submitted applications on demand. Clicking an applicant’s name directs
the user to the applicant’s profile, and a visual summary of which required and
preferred skills are met. The user can decide to consider (i.e., shortlist), reject, or
accept the applicant (see Fig. 6). These decisions will propagate to the applicant’s
account and appear as a notification.

Fig. 6. A partial list of applicants for a particular job posting (profile images are
blurred and fake names are used for privacy reasons).

Figure 6 also shows the option to compare applicant skills. This feature makes
use of the skills surveys in EdgeMap to help job providers in evaluating the
candidates. More often than not, a job provider has several seemingly good
candidates who applied for a particular job and is unsure how to rank them. By
clicking on this compare button, the system will aggregate the data in the skills
survey and present them in a single graph with each candidate’s skills stacked
side-by-side. A sample comparison graph is shown in Fig. 7 for the programming
and social media categories. The line in the graph represents the skill levels of an
average user on EdgeMap while the coloured bars in the graph represent the skill
levels of the ideal candidate (if available) and all the applicants of this position.
Figure 7 shows that the ideal candidate (red) has few basic programming skills
but many social media skills across all expertise levels. The graphs show that
all the candidates have more than what is needed for programming skills, but
only a few have the ideal set of social media skills. This visualization helps the
decision maker tease out which applicants have the required skills quickly and
provide a comparison of all the applicants in one place.
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Fig. 7. Comparison graphs to support candidate evaluation for the Programming and
Social Media skill categories. (Color figure online)

5 Usability Study

The purpose of this study was to assess the utility of EdgeMap. We conducted
a usability study with a new group of youth and business participants. The
overall methodology in the two experiments were the same, although the detailed
tasks and questionnaires differed due to the two user groups. This research was
reviewed and approved by a university research ethics board and all participants
were treated in accordance with APA ethical standards.

5.1 Study with Youth Participants

We first report our usability results with youth participants as job seekers.

Participants. A total of 45 university students (21 females, 24 males) acted as
youth job seekers in this study. Over 75% of the participants were born in 1996–
1998, with the others born between 1987–1995. The majority of the participants
were in their early years of a university program.

Materials and Procedure. We used the current prototype of EdgeMap as
described in Sect. 4 above. Participants were asked to use the software to com-
plete a list of tasks we provided, and then complete a short post-questionnaire.

In particular, participants were tasked with creating an account on EdgeMap,
completing the user profile with at least 5 projects to showcase. They also needed
to upload a résumé to the account, browse for jobs, and determine if they are
qualified for those jobs. Then, they were asked to search other people’s profiles
and compare their own skills against those in the profiles.

At the end of their session, participants were asked to summarize the tasks
they completed and to complete the post-questionnaire. The questionnaire had
four 5-point Likert scale questions and three open-ended questions assessing
perceptions about the software.



378 B. Hui et al.

Results. Overall, the majority of participants found the site very easy to use
(26.7%) or easy to use (51.1%). More than half of them reported they would
be somewhat likely or very likely to use the site for self-promotion (53%) and
for job hunting (51%). However, many participants did not realize the value of
using an e-portfolio as fewer youth participants (42%) agreed or strongly agreed
that showcasing their skills and experience using EdgeMap would be better than
using a traditional paper résumé.

Qualitative open-coding methodology was used to code all open-ended
responses. All responses were read and each new idea was coded and labelled.
In cases where a single response included more than one benefit, multiple ben-
efits were coded. With respect to perceived benefits that EdgeMap offered over
traditional résumés, the most frequent responses identified by the participants
include: the ability to showcase projects, display more content, emphasize skills,
view information visually, and compare themselves with others. Figure 8 provides
a histogram of all the elicited benefits.

Fig. 8. Coded responses indicating benefits EdgeMap has over traditional résumés.

Participants were also asked to identify any other sites they felt were similar
to Edgemap. Only 3 software were identified: LinkedIn (16 responses), Indeed.ca
(15 responses), and social networking sites not designed for professional use
such as Facebook (4 responses). Thirteen participants indicated that there was
no other comparative site that they knew of.

The last question asked if participants had any other comments. Only two
participants indicated concerns with EdgeMap. In particular, one participant
did not know how to edit skills in the profile. Remaining comments identified
strengths with the prototype with feedback such as: “This is a very useful site
that I will strongly consider in the future. I loved the fact the user profile can
be so informative and tell so much about an individual” and “This site has the
profile and the bio as well as specific skills which is unlike any other site that I
have come across. Very interesting”.
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5.2 Study with Business Participants

Here, we report our usability results with business participants as job providers.
We note that it has been significantly more difficult in recruiting business par-
ticipants due to their demanding workload as leaders of small businesses.

Participants. We had a total of 7 business participants (2 females, 5 males).
Following the North American industry classification system, the primary sector
of business that these participants represent are: professional, scientific, and
technical services (3), health care and social assistance (2), educational services
(1), and information (1). The participants reported the average employee age at
their company to be mostly between 26 and 35 years old (3), with some cases of
25 years and under (2), and between 36 and 49 years old (2).

Materials and Procedure. Business participants were asked to complete an
initial survey about their personal information, business, and attitude towards
technology. They used the same EdgeMap prototype described in Sect. 4 to com-
plete a list of tasks we provided.

The tasks that the business participants were asked to complete include cre-
ating an account on EdgeMap and posting two job advertisements that involve
the use of technology (given printed content). In order to assess the utility of
our system in the hiring decision process, we provided a generic business account
with two technology job ads (social media specialist and web specialist). The idea
is that the participant would log into this generic account as his/her own, then
evaluate the applicants for the two positions. For one of the job postings, we cre-
ated five fictitious applicants for it (all white males). The business participants
were asked to familiarize themselves with the job ads, study and compare the
applicants, and provide a final ranking of the applicants.

Lastly, we asked participants to complete a small usability questionnaire
based on their experience using EdgeMap. The questionnaire had eighteen usabil-
ity questions that used a combination of 5-point Likert scale questions, open-
ended questions on strengths and weaknesses of the software, and open-ended
questions that probed them to compare Edgemap with other systems.

Results. From the initial technology survey, about 95% of the participants’
responses indicated positive agreement (somewhat agree or strongly agree)
towards technology’s role in their businesses. Specifically, participants identified
a range of technologies that their businesses use. These include: email, Word
processing software, video conferencing software (e.g., Skype), presentation soft-
ware, spreadsheets, accounting software, search engines, and social networks.

The main part of the study took participants on average approximately
50 min to complete. The accounts and content created showed care and thought,
reflecting that the participants tried to use the system genuinely. When evaluat-
ing the fictitious job applicants, all the participants reviewed traditional résumés
that were uploaded along with each applicant as well as the skills comparison
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graphs in EdgeMap. All but one participant ranked what we expected to be the
top two candidates within their top three rankings. This suggests that the par-
ticipants were able to use the information available in the system to help them
make effective hiring decisions.

With respect to usability, the majority of participants found the system easy
to use and would be inclined to use it in their company’s recruitment process.
In comparison to standard online job boards, the majority of participants found
the added features of candidate portfolios and the visual skills graphs to be
informative and helpful (see Fig. 9). Importantly, participants found the tradi-
tional résumés less informative. This suggests that participants see value in the
information provided by the portfolios and skills graphs that are not available
in the résumés.

Fig. 9. Post-questionnaire responses on several usability aspects of EdgeMap.

Given that creating job ads on EdgeMap was an important feature for job
providers, we asked the participants whether the ad creation process was easy
to complete. Four felt it was easy, two were neutral, and one thought that it
was slightly difficult to use. We also asked the participants to consider the time
needed to prepare and post job ads in EdgeMap in comparison to other systems.
When asked about the time needed to review job applicants for a given posting,
six of the seven participants felt that EdgeMap was less time consuming than
other systems, while one felt it was about the same. Recall that an optional
feature in creating a job ad is to complete the skills survey of an ideal candidate
for that position. Since this feature is unique to EdgeMap, it implies that carrying
out this feature would require additional time and effort on the part of the job
provider. However, all the participants indicated it was worthwhile to create an
ideal candidate for a job posting, despite the added time needed.

In the open-ended section of the post-questionnaire, participants were first
asked to indicate strengths and weaknesses of the system. Most participants
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identified the skills comparison of EdgeMap as the key strength, while others
mentioned that the interface is easy to use, the content is well-organized, and
the added value of the social networking aspect of the system. Some minor
navigation issues were mentioned as weaknesses, with one participant indicating
that they wanted a customizable skills survey and another requiring this feature
to be available for future software adoption.

In another open-ended question, the participants mentioned the other sites
they use for recruitment purposes include LinkedIn, indeed.ca, monster.com,
Workopolis.com, university career sites, and some industry-specific systems.

Lastly, we were interested in knowing what would make businesses use a
new recruitment software, despite the added overhead. Six of the participants
indicated that if EdgeMap had a significant user base of job seekers, they would
use it for recruitment.

6 Discussion and Future Work

The goal of this research was to explore the design space of software used for
online recruitment and job hunting purposes. Understanding the design space of
such systems enables us to analyze the value that existing software offers to the
end-users and to improve upon the state-of-the-art business technology.

As SNSs become more prevalent in today’s society, we also discovered that
both our target user groups identified basic SNS features (such as connecting
with others and online chat) as core functionality of job hunting and recruitment
software. This finding suggests that traditional online job boards that only sup-
port job postings and résumé submissions will need to incorporate social media
features in order to remain competitive.

Our participatory design studies identified several categories of features that
job hunting and recruitment software should ideally have. For youths, they
include: user profile, job search, social media and networking, training resources,
and job consideration. For businesses, they include: user profile, job posting,
social media and networking, funding resources, and candidate consideration.
While the categories are strikingly similar for the two user groups, the detailed
features within each category need to be tailored to each user group.

Given that LinkedIn is the most popular SNS designed for professional net-
working, we compared LinkedIn’s design to this ideal conception of the software.
In particular, we see that LinkedIn supports features for user profile, job search,
job posting, and social media and networking. Also, there is some overlap in the
set of job consideration features, such as the ability to view featured jobs and
contact current or previous employees of a company of interest. However, our
participants suggested the desire for the features in the resources category, which
are largely absent from LinkedIn’s design. Job providers, identified the need for
resources that identified financial aid opportunities, business development links,
connections to local entrepreneurial opportunities, and sample interview ques-
tions to support the hiring process. Although these resources could appear in
the form of advertisements and discussion group posts in LinkedIn, the design

http://monster.com/
http://workopolis.com/
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of the software would be more coherent if it had a section dedicated to these
resources which could then be personalized.

One of the resources that youth participants suggested they wanted in
EdgeMap is resources to learn about possible career paths. At minimum, this
information can be presented as articles on career development and links to edu-
cational programs. However, there is a very interesting opportunity to connect
the skills graphs in EdgeMap with training resources and career paths suggested
here. In EdgeMap, users can identify their skills and see how they fare in com-
parison to other users or an ideal candidate of a job posting. If these skills graphs
were integrated within existing training programs and career options, then users
could use EdgeMap to assist them in mapping out their learning goals. For exam-
ple, given a user’s profile, one could easily identify which training program to
pursue in order to enhance a category of skills. Similarly, one could explore dif-
ferent career options, then backtrack to identify the necessary training programs
and skills sets needed in order to pursue a career path. These are exciting ideas
and they offer a very innovative design opportunity to explore in future work.

In the usability study, we saw that our business participants valued time
savings offered by the skills graphs comparison feature during the candidate
evaluation process. Since this feature is unique to EdgeMap, the business par-
ticipants unanimously acknowledged the strength of this feature in comparison
to other major competitors, such as LinkedIn and various online job boards.

Our usability results also indicated that having a rich community of job
seekers is a key criterion to software adoption for businesses. Unfortunately, this
is a circular dependency because job seekers will tend to use sites that have
many job postings. Therefore, some mechanism needs to be in place to enter
job postings onto EdgeMap to increase job seekers, which will hopefully in turn
attract more job providers onto the site. In addition, the skills survey feature
needs to be extended so that it can be customizable and job providers can select
the categories of skills deemed most useful for their needs.

Design is an iterative process. As technology evolves, so do user expectations.
Therefore, in order to ensure that software is relevant for the target users, regu-
lar technology reassessment is necessary. Our study indicates that participatory
research between software designers and end-users is a particularly informative
mechanism for identifying key aspects of design needed. Given that design pref-
erences differ from one user to another, it is theoretically impossible to arrive
at a single optimal design that works equally well for everyone. However, design
researchers need to sample representative users, and gather both qualitative and
quantitative feedback. In some cases, these evaluations may involve a comparison
of multiple software so that benchmark results can be obtained. Other methods
such as longitudinal studies and field studies may also be employed, depending
on the researcher’s evaluation goals.
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Abstract. Tracking and tracing of objects have found widespread application in
industry and logistics for the last decade. Profound information about the position
and the status of an object allows better planning and scheduling, thus leads to
more flexible processes, stock reductions and even new business models become
possible. The implementation of tracking and tracing systems (TATS) precisely
enables also electronic monitoring of employee performance and behavior. There-
fore, this study analyzes perceptions of TATS in working environments and dif-
ferentiates between the tracking of objects (AT) and the tracking of employees
(EM). Our findings based on 19 qualitative interviews reveals that privacy issues
predominantly emerge in the context of EM, but not so much with regard to AT.
In the context of EM, we identify an imonitoring-privacy dilemma which can be
solved when taking in account the acceptance factors (i.e., transparency, trust,
communication, data storage, health aspect, and safety perception). Furthermore,
experience seems to attenuate the perceived risks when implementing TATS.

Keywords: Tracking & tracing · Asset tracking · Employee behavior ·
Employee monitoring · Employee location monitoring

1 Introduction

Tracking and tracing systems (TATS) have found widespread application in industry and
logistics for the last decade. Profound information about the position and the status of an
object allows better planning and scheduling and might also enable various new services
and business models. In addition to information about object, location-based-services
also provide user-specific information of the position, orientation or loggedmovement or
use data of individuals or groups. Within work enviroments TATS enable applications to
track and tracematerials andgoods over entire supply networks, allow improvedplanning
and scheduling of logistics and manufacturing processes via geofencing services and
provide supply chain transparency to improve security in case of sensible or expensive
goods.

Despite the similarity of use cases in consumer and business TATS, both application
areas comprise very different boundary conditions with respect to privacy and the use
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of personal related data. Whereas the private use of consumer regulations bases on indi-
vidual decisions to use tracking and tracing services, these conditions only account to a
limited extent in business environments. Thus, we need to distinguish insights about pri-
vacy from consumer research as it does not apply for the work environment and therefore
generate further knowledge about perceptions on TATS in the work environment.

The decision to implement systems that explicitly or implicitly use personal data
of employees (e.g., digital assistance systems) does not only depend on the benefit
gained for the respective organization, but usually requires acceptance by the users
(i.e., employees) and their representative body such as the workers’ council. Therefore,
depending on a country’s legislation, different obligational processes are in place to
ensure the use of digital systems in line with individual privacy protection. In most
European countries, privacy issues are very strict and usually handled in favour of the
employee. We assume that the perceived values for the organization or the employees
might influence the perceptions about TATS and also increase the intention to allow
and use these systems. This assumption is considered as of particular interest for two
further reasons: First, the boundaries between tracking and tracing an object to tracking
and tracing a person remain thin and is very ambiguous within various applications.
The tracking of a parcel on a truck or the tracking of a person that is hand guiding a
cobot within an assembly area straightforwardly allow the tracking of both the truck
driver and the cobot programmer. Secondly, when employees are aware of the benefit of
TATS-based applications, their acceptance for Privacy-by-Design approaches is higher
and their intended use (without unintended manipulations) of such TATS is more likely.
A profound understanding of employees’ perceptions about the use of TATS enables
the deduction of recommendations and measures to design, implement and use privacy-
related assistance systems.

In order to gain insights into this topic, 19 semi-structured interviewswere conducted.
Interviewees representing various stakeholders were chosen in order to get a broad
spectrumof different views onTATS.The remainder of this paper is structured as follows:
After providing the theoretical background of TATS in Sect. 2, the research aim is stated
in Sect. 3. In Sect. 4 the research method and our strategy of analysing the interview
transcripts is described. Based on a content-analytic approach according to Mayring [1],
four categories emerged (i.e., experience, benefits, challenge and acceptance factors)
which are presented in Sect. 5. In Sect. 6 our model about influence factors when using
TATS is presented and discussed. In Sect. 7 conclusion and further research possibilities
are given.

2 Theoretical Background

To open up this interdisciplinary field of research, it is important to gain knowledge of
the entire range of TATS and influence factor on employee behavior. On the one hand,
it’s necessary to have a good understanding of influence factors for employee behavior
in organizations, explained in Sect. 2.2. On the other hand, it is important to recognize
the problems of used technologies in TATSwith respect to privacy, since these often lead
to unexpected privacy issues. Therefore Sect. 2.1 explains wireless sensor networks and
technologies used for TATS.
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2.1 Tracking and Tracing Systems (TATS)

Due to the constantly increasing automation in industry, the need for information on the
allocation of assets in the value chain at the plant site is growing. Real-time information
on the current location of a specific asset is just as important here as data from the whole
production flow in the shop floor [2]. The former enables the value-added process to be
accelerated, as asset search times are reduced, and the exact process progress of an asset
is always recorded in the organization’s information system. In this way, for example,
bottlenecks in production facilities can be identified at an early stage and even bypassed
[3]. On the other hand, the collection and evaluation of data across the entire value chain
enables precise evaluations of a wide range of Key Performance Indicators, such as
throughput time, storage time and analysis of internal transport logistics. Tracking and
tracing of physical objects is called Asset Tracking (AT) and summarizes all activities
and methods to collect and the use of real-time positions and status data of goods, tools
and load carriers and is already standard in entire industries.

Current AT systems use so-called Wireless Sensor Networks (WSN) to estimate the
position of an asset. These systems are based on standardized radio technologies such as
Wifi [4], Bluetooth [5], RFID [6, 7] or ZigBee [8, 9]. Each asset needs to be equippedwith
a tag for this purpose. These tags are active or passive radio transmitters that send their
identification number in intervals. In the area where the tracking is carried out, so-called
readers are static positioned to ensure optimal detection of the radio signals from these
tags. The readers collect theReceived Signal Strength Indicator (RSSI), which represents
an indicator for the reception field strength, and a unique identification number of the
tag. Using various algorithms such as trilateration or triangulation, the RSSI values of
several readers can be used to calculate the physical position of a tag [10]. In addition to
asset tracking, these technologies also offer new possibilities for collecting information
and analyzing the location of individual employees in the organization including the
exact time and duration of location [11]. Employee (Location) Monitoring (EM) plays a
growing role in many jobs. In delivery jobs, for example, it is now common practice for
these employees to constantly transmit their position to headquarters in order to be able
to take on orders in the vicinity. Furthermore, trucks are equipped with GPS-transmitters
so that dispatchers know where their vehicles are in real time [12].

2.2 Consequences of TATS on Employees

Improvements in technology have significantly changed the workplace environment.
TATS have enabled employers to monitor employees in the workplace. This monitoring
could help reduce employee misconduct, increase productivity, and prevent the leakage
of confidential information. Itmay also lead to loss of employees’morale and the invasion
of their privacy [13]. In the organizational context, it is particularly important to consider
how electronic monitoring is introduced as literature reveals that negative reactions to
monitoring might arise: A) Feelings of privacy invasion [14, 15], B) Perceptions of
unfairness [16, 17], C) Decreased job satisfaction and organizational commitment [18],
D) Lower task performance and productivity [19], E) Greater perceptions of stress on
work-related tasks [19]. However, despite of EM’s potentially negative consequences on
employees’ wellbeing in the organization, EM is well-accepted by employees for using
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it for the following purposes: to improve safety at work, improve productivity and work
process instruction [11].

To get added value in the organization with EM, it is necessary to also take the con-
cerns of employees very seriously. Employee monitoring offers a multitude of helpful
services for organizations. However, there are several factors to take into consideration
when implementing an EPM system. Tomczak et al. recommends the following recom-
mendations for using electronic monitoring systems: A) Be transparent with employees
about employee monitoring use; B) Be aware of all potential employee reactions to
being monitored; C) Use employee for learning and development rather than deter-
rence; D) Restrict employee monitoring to only work-related behaviors; E) Consider
organizational makeup when implementing an employee monitoring system [20].

3 Research Aim

Theusage ofTATS inworking environments is increasing, but little is known aboutwhich
factors influence employees’ perceptions about TATS in the industrial environment. For
example, 10% of German industrial organizations already use indoor positioning sys-
tems, and it is expected that these systems will soon become standard in the industry
[21]. Therefore, it is necessary to establish new guidelines in order to support the positive
possibilities of this technology on the one hand, but also to consciously limit the pos-
sibilities for unwanted monitoring. Especially, the knowledge about the impact on the
behavior of the employees is often forgotten. Implementing TATS in the work environ-
ment without taking care of the employee’s needs could bring unexpected effects with
it, such as decreasing employee acceptance or diminishing productivity, or even lower
quality of work. To prevent negative effects, it is necessary to become aware of possible
factors influencing the perceptions prior to the implementation of these systems. Thus,
the question remains, which factors influence employee perceptions when using TATS
in work environments?

Full transparency in the collection and evaluation of data obtained from TATSwould
mean that every employee would have access to the evaluations of all other employees.
This in turn contradicts the required data protection and would promote social blaming
within the organization. If the goal is to maximize employee privacy, the use of TATS
would need to be completely avoided. This creates a monitoring-privacy dilemma for
organizations: on the one hand, they are required to use new technologies to increase
their competitiveness and to foster employee safety, and on the other hand, they must
ensure that existing laws on data protection are complied with and that employees are not
harmed. Therefore, organizations are required to carefully weigh the costs and benefits
of TATS.

4 Method

In order to elaborate the perception of the use of TATS on employees, we carried out a
qualitative interview study with different stakeholders such as executives from several
industries, employee representatives and the Austrian Chamber of Commerce. This led
to various, detailed opinions on the topic, to cover most aspects about TATS. Interviews
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seem to be ideal to capture rich information about individual perceptions of TATS as
well as receive knowledge about the prevalent discourse in the community which is
communicated and understood through narratives. Narratives provide a means through
which perceptions about TATS are enacted and perpetuated among peers [22].

4.1 Data Collection and Interviewees

Our primary source of data consisted of 19 audio-recorded interviews conducted by the
first author between 4th December 2019 and 29th June 2020. Eight interviews were held
face-to-face at the interviewees’ organization site and eleven interviews took place via
online video conferencing. The interviews were semi-structured and asked questions
about asset tracking and employee (location) tracking. In addition to that, the intervie-
wees were asked about their opinion about two possible tracking scenarios. The first
scenario described the use of TATS for emergency evacuation purposes only whereas
the second scenario described continuous tracking in the work environment. All inter-
views had narrative elements and the interviewees were encouraged to elaborate on their
answers. They received the opportunity to disclose their opinions without much interrup-
tion from the interviewers. The interviewswere conducted inGerman and lasted between

Table 1. Interviewees and interview profile

Nr. Pseudonym Position in the organization Gender Length (min)

1 Sandra Compliance in the legal department Woman 46,0

2 Michael Head of lean management Man 40,0

3 Peter Development manager IoT Man 30,7

4 Stefan Hardware Man 29,6

5 Matthias Head of lean management Man 25,4

6 Daniel Programmer software Man 21,0

7 Markus Head of accident prevention division Man 68,2

8 Florian Head of department Man 68,2

9 Andre Head of department Man 68,2

10 Alexander Order management Man 17,6

11 Patrick Production manager Man 41,0

12 Robert Innovation service employee Man 36,2

13 Manfred Trade union Man 38,2

14 Thomas Sales management Man 36,6

15 Philipp Safety specialist Man 28,5

16 Andreas IT area manager Man 38,3

17 Christian Digital transformation manager Man 15,8

18 Manuela Senior HR specialist Woman 15,8

19 Christoph Technician Man 34,2
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15,8 and 68,2 min (36,82 min on average). All interviewees participated voluntarily in
the study and were not compensated for their time. However, they were able to decline
at any point in time and anonymity was assured in treatment of the data. In this paper,
the interviewees are identified only using pseudonyms in order to ensure anonymity (see
Table 1 for an overview of interviewees).

4.2 Data Analysis

The interview protocols encompassed a total of 114DINA4 pages of 12-point Arial font,
single-spaced. We opted for a content-analytic approach following Mayring [1] as it is
a typical approach for qualitative research and aims at the development of hypotheses
and building of theories. As a basic form of interpretation, structuring was chosen to
extract the information. In more detail, we carried out the following steps to analyze the
material: In a first phase, three researchers openly coded the interviewmaterial. First, we
identified the chunks of content and copied them into Excel (in addition with interview
number, position, assessment of experience in TATS, scenario answers). resulting in 392
quotes. Second, based on these quotes, 25 categories emerged (description of categories
available upon request) due to semantic similarity. Third, we grouped the categories to
nine super-categories on a more abstract level. Based on these categories, we generated
a category scheme which is displayed in the appendix.

5 Findings

Four topics emerged as beingmost relevantwith regard to our research question: benefits,
challenges, acceptance factors and experiences with TATS. Thus, in this section we
present how these aspects relate to each other. With regard to EM, one of the most
important challenges was privacy. We argue that organization also have to tackle privacy
issues when implementing AT as technically, AT provides the possibility to implicitly
track employees.

Figure 1 illustrates how organizations have to weigh benefits and challenges
when deciding whether they should implement TATS. First of all, they experience an
imonitoring-privacydilemma as although they can use TATS to gain valuable informa-
tion, the privacy of the user might be violated. Our research highlights several factors
that help to manage this challenge and reveals that users’ experience in TATS further
influence the evaluation of these acceptance factors. In the following these topics will
be further elaborated on.

5.1 Benefits of Using TATS

When asking the interviewees for which purpose they use or would use TATS, the most
frequently cited reasons were that it enables organizations to gain information for pro-
cess optimization and traceability. AT has high potential when it comes to understanding
production processes in their entirety. On the one hand, real-time monitoring enables
the early detection of possible bottlenecks, but also the analysis of throughput periods
in production helps to reduce downtimes and to optimize the inhouse transport. The
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Fig. 1. Model for influence factors for acceptance of TATS

essential thing here is that employees are also offered the data that is being determined.
This information gives them transparent insights into current processes. Accurate infor-
mation quality can give real-time insights in the processes and are helpful in daily work.
For example Thomas, a Sales Manager commented:

If process data are collected and visualized on info terminals, where the employees
also recognize it, then they get certainly a much better understanding of the value chain.

(Thomas, Sales Management)

In the area of industrial production, process data is usually more relevant than the
position data of employees. The interviewees report that EM is mostly in use for work
in hazardous environments, for emergencies or optimizing workplaces. When used in
harsh or dangerous working conditions, the interviewees find the use of EM as justi-
fiable. Examples for that are dangerous environmental influences such as radioactive
radiation or oxygen-deficient atmospheres. One important aspect here is that the tech-
nology improves the speed of reaction, which can be crucial for life savings: EM can
ensure that maximum contamination limits are not exceeded and no long-term damage
to the health of employees may occur.

Furthermore, it was raised that biofeedback on possibility of monitoring of health
data by the employer was also mentioned. For example, the continuous recording and
evaluation of the heartbeat per minute with wearables could indicate to the employee
whether he or she is working too hard or whether he or she is currently very stressed.
This corporate health care could help to reduce the sick leave rate in organizations.
For example WHO from a TYPE OF ORGANIZATION gave an example about an
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internal fitness competition in his or her organization. Employees, who wanted to join
that competition were equipped with smart watches and shared their activities with the
organization. That competitionwas sowell attended, that the groupmanagement decided
to do another competition the following year. Despite its obvious benefit, there are also
challenges connected to TATS.

5.2 Challenges in the Operation of TATS

Challenges can vary depending on the use case they were developed for. In the case of
AT, technical constraints and economic reasons were mentioned in the interviews as the
main factors why it is not applied for large scale. For example, WHO from TYPE OF
ORGANIZATION reported that their organization has about 3000 containers in circu-
lation, in which their products are transported between the processing steps. To equip
all containers with tags and the whole shop floor with readers, a large investment would
be required. A further constraint is the maintenance of the system, which also needs
resources. Another challenge with regard to AT is how the organization should provide
the information to the employees. It is important to consider that not all employees
have the same level of understanding of such visualizations. Employees may feel over-
whelmed by toomuch information, whichmight lead to stress. Patrick from an industrial
company proposes an iterative data provision process:

[…] it makes sense to provide the given information in steps. If employees ask for
more information, then more data should be made available. If you make all the data
directly available right at the beginning, you overburden the employees.

(Patrick, Production Manager)

When using EM systems, the most important concern raised was with regard to
privacy issues., EM implies that sensitive data about employees are being collected.
This data could be used to evaluate performance of employees. It also allows detailed
surveillance, e.g. the employer could monitor how long an employee is at the workplace,
the break room or in the restrooms. Our interviewees reported that most organizations
take data protection and employee privacy into account. They are aware of the potential
threat and Daniel from the production industry brings it to the point:

Until asset tracking works properly in our organization, EM is not an option anyway.
It makes no sense to start here with the most sensitive topic.

(Peter, Development Manager IoT)

Due to country differences in the legislation, this issue is particularly relevant in
international corporations. The problem is significantly intensified if the organization’s
headquarters has less stringent data protection regulations than the national division.
The local organizations are now challenged to comply to applicable data protection
regulations in order to ensure employee privacy locally. Florian highlights this issue in
the following quote:

The challenge for large corporations is that their headquarters may be in countries
where the use of EM is not regulated as precisely. The headquarter then demands that
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these measures should be implemented everywhere. The task of the national group then
must be to reject these measures because they are not permitted by law.

(Florian, Head of Department)

5.3 Acceptance Factors for Operation

The reported challenges can only be overcome when several factors have to be taken into
account. Factors that were found to influence the acceptance of TATS are: transparency,
trust, communication, data storage, health aspect, and safety perception.

Many of the interviewees stated that these acceptance factors are particularly impor-
tant when the information can be tied to individual employees. These acceptance factors
are particularly important in the following situations:

Transparency - It is important to address employees’ concerns at an early stage. Most
interviewees stated that transparency is essential in the introduction and operation of
TATS. It is important that the expected benefits and the impact on the process are com-
municated in advance. In most situations, employees are initially opposed to the change
or conversion of processes.However, if it is clearly communicatedwhich data is collected
and for which purpose, the acceptance is higher.

Trust - Several aspects were mentioned with regard to trust and the use of TATS.
According to the interviewees, it is fundamentally important that the organization is
known as reliable and trustworthy. Another factor is how strong the influence of works
councils is on organization management, whether they are merely tolerated or whether
there is a good relationship.

Communication - One of the most frequently cited factor influencing acceptance of
TATS was the organizational communication. Interviewees stated that it is important
to speak with all affected employees and not just with certain supervisors. In addition,
all concerns must be taken seriously and only then, the next steps of the project can be
implemented. It is also important that the organization’s management stands behind the
project; it must support the project managers in their communication.

Data Storage - Especially with EM, privacy of the employee is a very crucial issue that
must be considered from the very beginning of the implementation. Only data that has
been defined for the fulfillment of the intended task should be logged. In addition, EM
should not be used to determine the performance of one specific employee, data should
be anonymized and evaluated over a whole department. The duration of the monitoring
is also essential. If EM is used for a limited period of time to optimize workplaces,
acceptance is stronger than with permanent monitoring.

Safety Perception - EM was usually rejected by the interviewees unless it can signif-
icantly increase work safety e.g., in dangerous working environments. In this special
situation, employees then normally feel more guarded than monitored. On the other
hand, some interviewees mentioned, that they would only feel protected if the area is
really harmful.
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Health Aspect - Personal health data is a very sensitive area. If an organization offers
to support employees in this area, this can also trigger greater health awareness among
the employees themselves.

5.4 Influence of Experience

The interviewees were basically asked about their experience with TATS in their area
of operation in the organization. It turned out that the organizations have experience in
very different use cases and solutions. Since TATS are used in a very process-oriented
approach, they are thus individually adapted and are strongly dependent on the value
chain of the respective organization. However, from all these statements, a certain basic
mood could be determined as to how the attitude to TATS is in the organizations. Nearly
every interviewee had some experience with AT. Systems, based on simple barcode
scanners or WSNs, have been used in a variety of use cases in the enterprises. Most
respondents felt that the advantages of these systems outweighed the risks and that
employees would not be negatively affected by them.

Two scenarios were presented and the interviews were asked if they rather agree or
would reject the usage of TATS for the specifc scenario. Scenario 1 described a TATS
that would only be activated in an emergency case to simplify evacuation of the persons
who are present. This scenario had a generally high level of agreement. However, it
appeared that those with more experience with TATS in particular were more likely to
agree that this use of TATS was justifies, as shown in Table 2.

Scenario 2 described a TATS that should be used permanently in production to
increase efficiency. Thus, assets and employees should be localizable with the system.
As expected, agreement was naturally lower in this scenario, but again interviewees
with less experience were fundamentally more skeptical. The results on approval and
disapproval of both scenarios can be found in Table 2.

In principle, the interviews had the result that the risks of monitoring were rated
lower for AT systems than for EM systems. When prior experience with TATS was
reported, the risks of monitoring are also rated lower.

Table 2. Consent or rejection to the scenarios in the interviews

Experience of interviewee Scenario 1 Scenario 2

Consent Rejection Consent Rejection

No experience 2 2 0 4

Medium experience 5 1 2 5

High experience 8 1 4 4

Total 15 4 6 13
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6 Discussion

We conducted a qualitative interview study with various stakeholders to derive knowl-
edge about perceptions of TATS in work environments. Our analysis reveals that the
type of tracking (AT vs. EM) matters, organizations have to deal with an imonitoring-
privacydilemma in particularly with regard to EM and different acceptance factors such
as transparent communication help to solve this dilemma in organizations.

6.1 Relevance of Type of Tracking

During the analysis of the interviews, it became clear that fundamental differences
between the two types of tracking (AT, EM) are made. While AT is already widely
used in industrial applications [21], EM normally is used explicitly in extra-ordinary
work environments. Usually, use cases focused on workplace safety elicited the high
acceptance under employees [11]. In the case of AT, technical constraints and economic
reasons were mentioned in the interviews as the main factors why it is not applied for
large scale. Although in most cases no personal data is collected, the privacy of the users
should still be taken into consideration [10]. In the production industry, EMismostly used
to increase occupational safety, emergency scenarios for evacuation or for optimizing
workplaces. Compared to AT, EM is more challenging since it involves organizational,
privacy and social issues [23]. Data regulations and standards that are designed to ensure
privacy and data protection, such as the GDPR1 or Standard ISO/IEC 29100:20112 are
rather strict in Europe compared to other areas in the world. In principle, these standards
are also valid for employment relationships, but with the restriction that employees not
always have the free decision which data they share with the employer. On the other
hand, employers argue that they have the right to improve employee productivity and
location monitoring is just another means of improving employee performance [24].
However, when using EM sensitive data about employees are collected which intrudes
privacy rights [24].

Previous studies have shown that technology experience can moderate the relation-
ship between attitudes and intentions to resist employee monitoring systems, such that
the relationship is stronger for individuals with strong technology experience [25]. This
relationship was supported in our interviews. Furthermore, the higher was the level of
experience with tracking systems in the working environment, the lower were the per-
ceived risks of monitoring. It is probable that the higher level of experience also includes
the underlying knowledge about required data protection, evaluation of data and influ-
ence on employee privacy. Since the interviewees were mainly from the management
level of the organizations, they already had experience with the extensive activities that
are necessary to implement TATS and comply with the law.

6.2 Monitoring-Privacy Dilemma

Organizations are challenged to gather all relevant information on production and busi-
ness processes, but they need to take the privacy of their employees into account. This
creates an monitoring-privacy dilemma for organizations:

1 https://gdpr.euT.

https://gdpr.euT
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Therefore, they are required to carefully weigh the costs and benefits of TATS when
introducing it into the organization. This dilemma cannot be completely solved because
one would have to completely abandon the logging of all data in the production process
that have a personal reference. However, it is a possibility to take the acceptance factors
from Sect. 1.3 into consideration at the beginning of the implementation of TATS. These
points can help to ensure that employees’ concerns are addressed, and that employees’
perceptions of these systems are more positive.

6.3 How to Create Acceptance for Employee Monitoring

Organizations are challenged to create acceptancewhen introducingTATS.Derived from
our interviews, the following five guidelines might help with this endeavor:

1. Differentiate between the use cases: It always depends onwhat you need to achieve
and then to decidewhich tracking fits best. ForAT use cases it is always good practice
to be as transparent as possible with information sharing. In the case of EM systems,
careful decisions must be made as to who has access to the data.

2. Privacy is an imperative need, not an option: Not everything one agrees in his
or her private life is acceptable in work environments. It is particularly important to
note that decisions can be made freely and that there is the option for not using these
systems.

3. Show that you care: Almost every employee expects a healthy workplace with a
high level of work safety. Show the employees that you can meet this desire with the
help of monitoring systems.

4. Discuss also uncomfortable topics: It is easy to talk about the benefits of TATS. For
an open corporate communication, it is also necessary to address unpleasant topics
such as influence on employee privacy and to act authentically.

5. Be aware of employee perceptions: By taking into account the acceptance factors
described above, more support can be created as experience with TATS help to raise
its acceptance.

7 Conclusion

Framing technology’s end-goals as serving intrinsic goals yields higher employee accept-
ability than when serving extrinsic goals within a controlling work context [26]. Our
interview study explored perceptions of TATS in work environments and provides a
guideline for the implementation of TATS inwork environments.We particularly empha-
size that there are several factors influencing acceptance of TATS in organizations that
have to be taken into account right at the start (or prior) the implementation. By design-
ing the implementation consciously, the imonitoring-privacydilemma can be defused
and problems in the implementation can be solved at an early stage.
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Abstract. Due to the huge volume of web services available, both locally and in
the cloud, the performance of users and systems need significant research attention.
Since WS-BPEL is the dominant language for orchestrating individual web ser-
vices into business processes, by composing WS-BPEL scripts/scenarios, graphi-
cal notations facilitating WS-BPEL design can be extremely useful. Current user
interfaces allowWS-BPEL designers not only to invoke selected web services, but
also to explicitly ask for recommendations. Then, the user interface appends the
services achieving the highest score, according to the attributes’ importance, set
by the designer, to their WS-BPEL scenario. However, since the final selection is
produced automatically, rather than relying on the designers’ choices, many times,
from a personalisation point of view, the adaptation fails. This work reports on
the design, development and user evaluation of a user interface that incorporates
functionalities that support the designers’ selection performance, thereby upgrad-
ing the personalisation level of the WS-BPEL scenarios, as well as the success of
the adaptation.

Keywords: User interface · Personalisation · Recommender systems ·
WS-BPEL scenarios · Web services · User evaluation · Usability

1 Introduction

WS-BPEL (Web Services Business Process Execution Language) is the typical language
that orchestrates individual web services (WSs) in order to build high level business
processes [1, 2]. A WS-BPEL scenario requires multiple invocations to WSs. Those
invocations may be either user-specified, i.e., the user selects the services to invoke and
the exact parameters, or system-adapted, i.e. a query is made to a recommender engine
to retrieve the WSs that realize the desired functionality and select the one best suited
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to the user’s needs. The desired functionality may be specified in terms of categories of
interest [3, 4], such as Hotel, Sea Travel, and Car Rental services.

The recommender engine queriesmay impose restrictions on quality of service (QoS)
attribute values, according to the user’s choices, such as cost, availability, reliability,
and others [5, 6]. Existing research has reported algorithms that perform adaptation of
WS-BPEL scenario execution based on user specifications of limits and importance of
QoS parameters, however, these proposals involve automatic computation and execution
of the optimal query plan, without allowing the user to intervene and customize the
execution according to his preferences [7, 8]. As a result, in many cases, the invoked
service is not the one that a user would select and, as a result, from a personalisation point
of view, the WS-BPEL scenario execution adaptation yields suboptimal results. Recent
HCI research addresses the problem by offering a user interface (UI) that enables the
users to both preview the recommendedWSs and make the final selection based on their
own preferences [9]. Although that is a major step towards the personalisation of the
WS-BPEL scenario execution adaptation, experienced WS-BPEL designers/developers
that are the end-users of this approach reported the need for functionalities such as user-
directed exclusions and automatic assignment of the top candidate WSs in the scenario
code, which no WS-BPEL IDE provides.

This work presents threeWS-BPEL scenario adaptation functionalities, which assist
the WS-BPEL designers to upgrade the personalisation level of their scenarios and are
not supported by any other IDE, aswell as the design, implementation and user evaluation
of the corresponding UI that supports them.

The rest of the paper is structured as follows: Sect. 2 overviews related work, while
Sect. 3 presents the necessary foundations for our work, for self-containment purposes.
Sect. 4 presents and analyses the proposed functionalities and the overall UI design,
while Sect. 5 presents the results of the user evaluation. Finally, Sect. 6 concludes the
paper and outlines the future work.

2 Related Work

Over the last years the research field of WS-BPEL scenarios’ adaptation process has
attracted significant research efforts [10–13].Moser et al. [14] propose an aspect-oriented
approach by intercepting SOAP messages and allowing service exchange during run-
time with minimum performance penalty costs in high-availability BPEL environments.
Margaris et al. [15] introduce a framework that incorporates runtime quality of BPEL
scenarios WS-based adaptation, allowing for tailoring their execution to the needs of
each user. Furthermore, their framework supports automatic resolution of system-level
exceptions, while both exception resolution and scenario execution adaptationmanage to
maintain the transactional semantics that may bear invocations to multiple WSs offered
by the same provider.

Kareliotis et al. [16] present a framework that includes mechanisms for considering
the qualitative parameters of the invokedWSs, so that theWS-BPEL scenarios tailor their
execution to each designer’s needs or adapt to the WWW dynamic environment, where
old WSs may be withdrawn or change their qualitative parameters, or new ones may be
deployed. Furthermore, the proposed framework includes mechanisms that are able to
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handle infrastructure failures in the distributedWWWenvironment, as well as allows the
designers to specify the qualitative parameters that they require and locate and invoke
suitable WSs. Charfi et al. [17] present a plug-in architecture for self-adaptive WS com-
position with well-modularized self-adaptation features in aspect-based plug-ins. Their
approach is easily extensible, supports application-specific adaptation WS-BPEL sce-
narios and finally allows self-adaptation logic to be deployed on running business process
instances. Agarwal and Jalote [18] propose an approach for dynamically adapting WS
compositions based on non-functional requirements. Their approach selects the suitable
WSs at runtime, while the selectedWSs need only be semantically equivalent since their
system is able to automatically take care of the syntactical differences between theWSs’
interfaces. Margaris et al. [19] introduce a framework which extends the qualitative
adaptation mechanisms with collaborative filtering techniques, allowing the WS-BPEL
designers to further refine the adaptation process by consideringWS selections made by
other designers in the past. Wu and Doshi [20] incorporate constraint enforcement mod-
els and generalized adaptation in order to transform the traditional WS-BPEL process
into an adaptive one, producing a WS-BPEL process able to execute on standard BPEL
implementations and to respect coordination constraints.

Liu et al. [21] present a middleware-based approach which deploys mobility, tasks
and user interactions into WS-BPEL engines. Their approach provides a Domain-
Specific Language which includes facilities which support the declarative development
of mobile-oriented adaptive and Web-based UIs in WS-BPEL. Hermosillo et al. [22]
introduce a framework which combines the strengths of dynamic business process adap-
tation and complex event processing that is able to maintain the qualitative character-
istics of the business processes by dynamically adapting them according to each case.
Hielscher et al. [23] present a framework that aims to enable proactive self-adaptation, by
exploiting online testing techniques to detect deviations and process them accordingly
before they lead to undesired consequences. Furthermore, they present online testing
activities required to trigger proactive adaptation, as well as discuss how these testing
activities can be implemented by existing adaptation and testing techniques.

Erradi et al. [24] present a policy-based middleware for dynamic self-adaptation of
WS compositions to various changes. Their middleware manages to improve reliability
by addressing business exceptions and supporting fault management of WS compo-
sitions. Mei et al. [25] exploit the XML-based artifacts’ structural similarity between
test cases and propose a set of test case prioritisation techniques that selects test case
pairs without replacement, in an iteratively way, which proved to be cost-effective in
exposing faults. Kareliotis et al. [26] introduce a middleware-based framework for sys-
tem exception resolution that undertakes the tasks of failure interception and discovery
and invocation of alternative services, driven by consumer-specified process qualitative
policy. Furthermore, the proposed middleware employs XSLT-based transformations
[27–29] to solve syntactic differences between the functionally equivalent WS and the
originally invoked one.

However, none of the above-mentioned works addressed the personalisation pro-
cesses from the user interaction perspective by offering useful functionalities to the
WS-BPEL designer, while at the same time upgrading the personalisation level of the
WS-BPEL scenario adaptation process.



402 D. Margaris et al.

Recently,Margaris et al. [9] presented aUI forWS-BPEL designers, which produced
personalised recommendations, based on user generated criteria, enabling the designers
to have the final selection choice. In this work a specialized UI for WS-BPEL designers,
that allows personalised recommendation and selection of business process functional-
ities based on user generated criteria is introduced. Compared to previous works, the
proposed UI embeds additional functionalities, such as default values and selections for
multiple recommendation candidates and user-directed relational bounds based on non-
qualitative criteria, aiming to enhance both the personalisation level of the WS-BPEL
scenarios, as well as the adaptation success.

3 Prerequisites

For conciseness purposes, the following subsections summarize the major concepts and
underpinnings from the areas of WS substitution relationships and WS QoS attributes
domains, which are used in our work.

3.1 Web Services QoS Attributes

The overall performance of WSs is typically described using non-functional parameters
expressed asWSQoS attributes, such as reliability, availability, cost, etc. [30–33]. In our
work, for conciseness purposes and without loss of generality, we consider the attributes
of reliability (rel), cost (c), and response time (rt). For information considering their
typical definitions, the interested reader is referred to [34–37].

In aWS-BPEL scenario execution, constraints regarding the upper and lower bounds
on each of the QoS attributes delivered by each WS in the context of a specific invo-
cation may be specified using two vectors, which will be denoted as MIN and MAX,
correspondingly. Additionally, a weight vector, which will be denoted asW, can be used
to indicate the importance of each attribute in the context of the particular invocation of
the WS-BPEL scenario [38]:

• MINx
(
minrt,x,minc,x,minrel,x

)
,

• MAX x
(
maxrt,x,maxc,x,maxrel,x

)
and

• W (rtw, cw, relw).

The weight vector is used to calculate an overall score for the whole composition,
through the application of a weight sum approach. Effectively, after the value each QoS
attribute of the whole composition is determined, each QoS attribute value is multiplied
by the respective weight, and the partial sums are added to produce the overall score for
the particularWS-BPEL scenario adaptation. Notably, while theMIN andMAXvectors,
are applied to each WS selection (regulating thus each individual invocation), while the
W vector is applied to the whole WS-BPEL scenario (the whole composition).

Furthermore, in this work:

• All attributes are normalized in the range [0, 10], using a standard normalization
(min-max) formula.
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• We consider that larger attribute values correspond to higher QoS levels and, hence,
an inversion transformation is needed for the attributes where smaller attribute values
correspond to higher QoS levels (such as latency and price).

The aforementioned approach is typically followed for QoS attribute values handling
in the context of WS selection and composition [2, 39, 40].

Table 1 depicts an example of the repository form that contains four indicative WSs.

Table 1. Example of repository contents.

Service Response
time

Cost Reliability

S1 6 6 6

S2 8 8 4

S3 2 2 2

S4 3 10 4

It has to be noted that our framework is also able to handle (a) service selection affinity
(i.e. interdependencies between service selections, in the sense that the selection that
some functionality Fj is realized through service implementation SIj,k binds the selection
of the service to realize some functionality Fm �= Fj to some specific implementation
SIm,n; the affinity concept preserves the transactional semantics ofWS-BPEL scenarios
[15]), (b) parallel (concurrent invocations) and sequential structures and (c) exception
resolution in WS-BPEL scenarios [15, 26].

3.2 Substitution Relationship Representation

In order for a WS implementation A to realize a particular requested functionality B, in
the context of a WS-BPEL scenario, the WS matchmaking relationships [36, 41, 42] are
used, where the selected WS must either provide:

• the exact same functionality as B, or
• more specific functionality than B.

In order for an adaptation software to compute the matchmaking relationships
between an implementation and a functionality, aWS taxonomymust be used. An exam-
ple taxonomy is depicted in Fig. 1, concerning an airline ticket booking WS, where the
white shaded rectangles (lower levels) represent WS implementations, while the orange
shaded rectangles (upper level) represent (sub-)categories [43, 44]. The line between
two orange shaded rectangles denotes that the higher-level node includes the lower-level
one in a superclass-subclass relation.

The WS repository stores the QoS attributes values for each node corresponding to
a WS implementation (white shaded rectangles), as depicted in Fig. 2.
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Fig. 1. Hierarchy of WSs (sub-)categories and implementations for the airline ticket booking
service.

Fig. 2. Excerpt of the WS taxonomy repository.

3.3 WS-BPEL Scenario and Dataset Example

Our WS-BPEL scenario example contains one sequential structure, concerning the pro-
cess of booking a summer holiday vacation package that includes the following three
functionalities:

1. asking for a recommendation considering an airline ticket,
2. booking a specific (direct invocation to a WS by the user) luxury hotel room, and
3. renting a car from a specific (direct invocation to a WS by the user) car rental WS.

The aforementioned scenario’s pseudocode is depicted in Fig. 3.



A User Interface for Personalising WS-BPEL Scenarios 405

Fig. 3. Pseudocode of the summer holiday vacation package business process execution request
example.

Each functionality, in Fig. 3, either:

• asks for aWS recommendation (termREC): in this case, the user enters the full path to
theWS (sub-)category in the repository, as well as the upper and lower QoS attributes’
bounds (or enters the “-” symbol, denoting that no specific binding is requested), or

• indicates an invocation to a specific WS (term INV ).

4 Interface Design and Functionalities

The proposed UI was designed and implemented in order to cover the following three
functionalities:

• Preselection of the top candidate service, to allow automatic preloading for all REC
recommendations, reducing the user effort required to perform manual selection.

• User-directed relational bounds based on non-qualitative criteria, such as “exclude
CountryOrigin airline” or “exclude airline_name = RyanAir”, thereby satisfying the
personalisation user criteria.

• N-result visualization based on user personalisation parameters, such as combination
of score/bound metrics and user-specified preference criteria.

In the following subsections the above functionalities will be analysed.

4.1 Preselection of the Top Candidate Service

The UI allows the user to enter the BPEL scenario specification using pseudocode,
utilising theREC and INV commands as illustrated in Fig. 3. For everyREC placeholder,
the services that satisfy the criteria are retrieved and presented to the user as a list ranked
by the highest criteria values (Fig. 4). The right-hand side shows the retrieved services
for line 4 of the user code that usedREC for theWS recommendation for specific criteria.
It shows the line it refers to, the criteria values for easy user lookup and the retrieved
services ordered by highest-to-lowest criteria satisfaction.

The user may adjust the criteria at any time. When so, the list is repopulated with
the items and ranking that satisfies the new criteria.
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Fig. 4. TheUI showing the user code and theWS recommendation request list if retrieved services.

Fig. 5. The UI showing the user adjusted criteria and the case where no services that satisfy the
criteria can be retrieved.

When no services can be retrieved, the REC line is highlighted in red allowing the
user to go back to their previous criteria values or further adjust the criteria that were
too strict. The realisation of this functionality is depicted in Fig. 5.

Many BPEL scenarios are characterized by several requests for WSs’ recommenda-
tions (e.g., over 20). In this case, the BPEL designer has to devote considerable amount
of time in order to manually select each specific WSs, so that the BPEL scenario can be
executed. To tackle this issue, the proposed system may automatically make selections
for the WS implementations that will be used for each REC placeholder, selecting for
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each placeholder the WS implementation that has the highest score, considering the
QoS attribute weight vector and the overall composition. Automatic choices are clearly
highlighted on the user interface, and the user has the ability to modify the selections.

The user may request the system to pre-load the top candidate services for all REC
lines using the “Pre-load top candidates” button. When this action is performed, the
REC code is replaced by specifications of the concrete service invocations of the top
candidate preselected by the system, i.e. the top service from the retrieved list. The
system preselection is highlighted, both for the lines of code and their selections, as
depicted in Fig. 6 (elements coloured in light orange).

Fig. 6. The system preselection of the top candidate service is pre-loaded and inserted into the
user code.

The user may also make a manual selection after the most prominent selections are
automatically filled in by the system. In that case, the user’s selection replaces the system
automatic selection in the code and the highlighting properties are changed to make the
fact that a manual selection is applied clear on the UI. The user selection is also shown
in blue on the list of the retrieved services (Fig. 7). That is also the case for every user
manual selection thereafter.

This functionality allows the user to directly use the system’s automatic selections
or apply manual selection as many times as necessary, highlighting the current selec-
tion and the system preselection. Currently, light orange and blue colours are used for
highlighting automatic and manual selections, respectively, making the different cases
clearly discernible at a visual level within the UI.

4.2 User-Specified Exclusions

A functionality that would be very useful for WS-BPEL designers, would be the ability
to exclude specific or full categories ofWSs (e.g., for personal reasons), from being con-
sidered in the recommendation process, despite the values in their qualitative attributes,
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Fig. 7. Themanual user selection is inserted into the code, overriding the system pre-loaded code.

based on non-qualitative criteria, such as “exclude CountryOrigin airline” or “exclude
airline_name = RyanAir”, thereby satisfying the personalisation user criteria.

The aforementioned functionality is available through the user interface and can be
accessed using the “Add/Delete Exclusions” UI control, which allows the user to gain
access to theWS taxonomy. Through this taxonomy, the usermay exclude and re-include
services and categories, as well as reset the actions. Figure 8 shows the user exclusion
management page.

Fig. 8. User-directed exclusions functionality.
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The user-specified exclusions lead to the retrieval of filtered results that encompasses
only the non-excluded services, as shown in Fig. 9. In this example, the retrieved results
exclude all the services under theCategory: “Star Alliance”, as well as the airline_name
= “RyanAir”. The “pre-load top candidate” function will populate the code using the
filtered list items.However, the usermay choose to view the excluded items andmanually
select services that were initially excluded based on the user exclusion actions.

Fig. 9. The WS recommendation results filtered by the user-set exclusions.

4.3 Number of Retrieved Candidates

A very useful feature that WS-BPEL designers have requested is to be able to choose the
top-N candidate WSs, based on their feature values and designer parameters (weights
and limits), which should appear when requesting for a recommendation, by the same
token that some users who perform Google search, stay at the first 4–5 results, while
others do a more thorough work, reaching up to the 4th–5th page [45].

This functionality is illustrated in Fig. 10. The optimal value for the top-N parameter,
will be experimentally determined in the next section.

The next section presents the evaluation of theUI byWS-BPELdesigners, after deter-
mining the optimal value for the top-N parameter, concerning the number of candidate
WSs that should appear in the right-hand-side listwhen requesting for a recommendation.
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Fig. 10. The number of service recommendations may vary by design.

5 Experimental Evaluation

In this section, we report on our experiments aiming to:

1. determine the optimal value for parameter N, corresponding to the number of
candidate WSs that should become available to the user when requesting for a
recommendation, and

2. evaluate the usability of the proposed UI, in terms of user satisfaction regarding the
offered functionalities [46–50].

5.1 Determining the Number of the Candidates Displayed Per Recommendation

The first experiment is aimed at determining the number of alternative WSs, N, that
should be initially shown to the user on the UI when a WS-BPEL designer requests for
a recommendation, so that, on the one hand designers may have enough options to be
displayed to them, while on the other hand this list of WSs is appropriately presented
in a manageable, low-cognitive-load fashion. Therefore, in this experiment we vary the
number of the candidate WSs considered, seeking the optimal point between “enough
alternatives” and “too many alternatives” for a WS-BPEL designer. In this experiment
8 WS-BPEL designers (6 male and 2 female) were used, each with more than 2 years of
experience in BPEL design using various commercial or in-house software development
platforms [51–53].

In Fig. 11, we can observe that the optimal number of alternative WSs, the designers
opted, is 4, marginally outperforming the case of 5 alternatives (9.4/10 versus 9.3/10)
and hence, in the subsequent experiments we set parameterN to 4. It has to bementioned
that the results shown in Fig. 11 have been found to be fairly independent of the service
category within which each designer requested for a recommendation.
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Fig. 11. User feedback on the preference for the number of top N WS recommendations.

5.2 Evaluation

After having determined the optimal number of candidate WSs, N, per recommendation
to the user, the next experiment is aimed at quantifying the participant satisfaction from
the proposed UI, including the three functionalities analysed in the previous section.

In the UI evaluation process, 10 WS-BPEL designers (3 female and 7 male) took
part, each with more than 2 years of experience in BPEL design.

The 10 designers were asked to create simple BPEL code (consisting only of WS
invocations) using the pseudocode supported by the proposed UI (see Fig. 3) which
included at least two recommendation cases. After completing the BPEL design, the
participants were asked to report on their user experience, by filling a usability ques-
tionnaire, through which satisfaction from the tool, acceptance (i.e. willingness to use
the tool) and confidence in tool usage (i.e. self-assessed level of proficiency with the
usage of the tool). For each dimension, a score was given in a Likert scale from 0 to10.
Figure 12 depicts the user-reported acceptance, confidence and satisfaction. The user
evaluation results show that the BPEL designers appreciated the UI features (access to
recommendation computation engine, assignment of defaults, customization, exclusion
of services or service branches in the taxonomy), commenting that these features provide
a good mixture of automation and tailorability.

The main outcome of the follow up discussion was that the vast majority of the
designers mentioned they would happily use this IDE in its current state. Two main
points for further improvement were reported. Regarding the weights, it was suggested
that the W values can be adjusted globally as well as individually for specific RECs.
A similar suggestion was reported for the exclusion functionality, that is to allow for
global and individual adjustment. Both suggestions will be considered in the context of
our future work.
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Fig. 12. UI usability evaluation results.

6 Conclusion and Future Work

In this work, a specialised UI for WS-BPEL designers, which allows personalised rec-
ommendation and selection of business process functionalities based on user generated
criteria, was introduced. Compared to previous work, the proposed UI incorporates
three extra functionalities: (a) preselection of the WS with the highest score for all REC
requests of the BPEL scenario, (b) user-specified restrictions based on non-qualitative
criteria, thereby satisfying the personalisation user criteria, and (c) tuning of the number
of retrieved candidate service implementations shown to the user, to achieve a balance
between (a) increased tailorability through a high number of choices and (b) tackling
information overload. Experienced WS-BPEL designers participated in an experiment
through which the UI and the recommendation-selection process were evaluated. The
evaluation process showed very high levels acceptance, confidence and satisfaction,
while the majority of them mentioned that they would happily use this IDE in its current
state.

Our future work will focus on considering social media data for search enrichment
and personalised ranking of the results by recommending information retrieved from
the users’ social networks [54–59], as well as collaborative filtering techniques between
users sharing similar/identical functionalities [60–63].

References

1. Moser,O.,Rosenberg, F.,Dustdar, S.:VieDAME-flexible and robustBPELprocesses through
monitoring and adaptation. In: Companion of the 13th International Conference on Software
Engineering - ICSE Companion 2008, p. 917. ACM Press, New York (2008). https://doi.org/
10.1145/1370175.1370186

2. Margaris, D., Vassilakis, C., Georgiadis, P.: A hybrid framework for WS-BPEL scenario
execution adaptation, usingmonitoring and feedback data. In: Proceedings of the 30th Annual
ACMSymposiumonAppliedComputing - SAC2015, pp. 1672–1679.ACMPress, NewYork
(2015). https://doi.org/10.1145/2695664.2695687

https://doi.org/10.1145/1370175.1370186
https://doi.org/10.1145/2695664.2695687


A User Interface for Personalising WS-BPEL Scenarios 413

3. Zhang, H., Gao, Y., Chen, H., Li, Y.: TravelHub: a semantics-based mobile recommender
for composite services. In: Proceedings of the 2012 IEEE 16th International Conference on
Computer Supported Cooperative Work in Design (CSCWD), pp. 476–482. IEEE (2012).
https://doi.org/10.1109/CSCWD.2012.6221861

4. Chen, X., Liu, X., Huang, Z., Sun, H.: RegionKNN: a scalable hybrid collaborative filter-
ing algorithm for personalized web service recommendation. In: 2010 IEEE International
Conference onWeb Services, pp. 9–16. IEEE (2010). https://doi.org/10.1109/ICWS.2010.27

5. Mukherjee, D., Jalote, P., Gowri Nanda,M.: DeterminingQoS ofWS-BPEL compositions. In:
Bouguettaya, A., Krueger, I.,Margaria, T. (eds.) ICSOC 2008. LNCS, vol. 5364, pp. 378–393.
Springer, Heidelberg (2008). https://doi.org/10.1007/978-3-540-89652-4_29

6. Margaris, D., Vassilakis, C., Georgiadis, P.: Improving QoS delivered by WS-BPEL scenario
adaptation through service execution parallelization. In: Proceedings of the 31st Annual ACM
Symposium on Applied Computing, pp. 1590–1596. Association for Computing Machinery,
New York (2016). https://doi.org/10.1145/2851613.2851805

7. Rosenberg, F., Enzi, C., Michlmayr, A., Platzer, C., Dustdar, S.: Integrating quality of service
aspects in top-down business process development using WS-CDL and WS-BPEL. In: 11th
IEEE International EnterpriseDistributedObjectComputingConference (EDOC2007), p. 15.
IEEE (2007). https://doi.org/10.1109/EDOC.2007.23

8. Sakka Rouis, T., Bhiri, M.T., Kmimech, M., Sliman, L.: A generic approach for the verifi-
cation of static and dynamic behavioral properties of SCDL/WS-BPEL service-component
architectures. In: Park, J.H., Shen, H., Sung, Y., Tian, H. (eds.) PDCAT 2018. CCIS, vol. 931,
pp. 381–389. Springer, Singapore (2019). https://doi.org/10.1007/978-981-13-5907-1_41

9. Margaris, D., Spiliotopoulos, D., Vassilakis, C., Karagiorgos, G.: A user interface for per-
sonalized web service selection in business processes. In: Stephanidis, C., et al. (eds.) HCII
2020. LNCS, vol. 12427, pp. 560–573. Springer, Cham (2020). https://doi.org/10.1007/978-
3-030-60152-2_41

10. Maâlej, A.J., Krichen, M., Jmaïel, M.: WSCLim: a tool for model-based testing of WS-
BPEL compositions under load conditions. In: Gabmeyer, S., Johnsen, E.B. (eds.) TAP 2017.
LNCS, vol. 10375, pp. 139–151. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-
61467-0_9

11. Wang, X., Feng, Z., Huang, K., Tan, W.: An automatic self-adaptation framework for service-
based process based on exception handling. Concurr. Comput. Pract. Exp. 29, e3984 (2017).
https://doi.org/10.1002/cpe.3984

12. Margaris, D., Vassilakis, C.: Improving collaborative filtering’s rating prediction quality
in dense datasets, by pruning old ratings. In: 2017 IEEE Symposium on Computers and
Communication, pp. 1168–1174 (2017). https://doi.org/10.1109/ISCC.2017.8024683

13. Ding, Z., Zhou, Z.: RaceTest: harmful data race detection based on testing technology in
WS-BPEL. SOCA 13(2), 141–154 (2019). https://doi.org/10.1007/s11761-019-00261-1

14. Moser, O., Rosenberg, F., Dustdar, S.: Non-intrusive monitoring and service adaptation for
WS-BPEL. In: Proceeding of the 17th international conference onWorld Wide Web - WWW
2008, p. 815. ACM Press, New York (2008). https://doi.org/10.1145/1367497.1367607

15. Margaris, D., Vassilakis, C., Georgiadis, P.: An integrated framework for QoS-based adap-
tation and exception resolution in WS-BPEL scenarios. In: Proceedings of the 28th Annual
ACMSymposiumonAppliedComputing - SAC2013, p. 1900.ACMPress,NewYork (2013).
https://doi.org/10.1145/2480362.2480714

16. Kareliotis, C., Vassilakis, C., Rouvas, E., Georgiadis, P.: QoS-driven adaptation of BPEL
scenario execution. In: 2009 IEEE International Conference on Web Services, pp. 271–278.
IEEE (2009). https://doi.org/10.1109/ICWS.2009.80

17. Charfi, A., Dinkelaker, T., Mezini, M.: A plug-in architecture for self-adaptive web service
compositions. In: 2009 IEEE International Conference on Web Services, pp. 35–42. IEEE
(2009). https://doi.org/10.1109/ICWS.2009.125

https://doi.org/10.1109/CSCWD.2012.6221861
https://doi.org/10.1109/ICWS.2010.27
https://doi.org/10.1007/978-3-540-89652-4_29
https://doi.org/10.1145/2851613.2851805
https://doi.org/10.1109/EDOC.2007.23
https://doi.org/10.1007/978-981-13-5907-1_41
https://doi.org/10.1007/978-3-030-60152-2_41
https://doi.org/10.1007/978-3-319-61467-0_9
https://doi.org/10.1002/cpe.3984
https://doi.org/10.1109/ISCC.2017.8024683
https://doi.org/10.1007/s11761-019-00261-1
https://doi.org/10.1145/1367497.1367607
https://doi.org/10.1145/2480362.2480714
https://doi.org/10.1109/ICWS.2009.80
https://doi.org/10.1109/ICWS.2009.125


414 D. Margaris et al.

18. Agarwal, V., Jalote, P.: From specification to adaptation: an integrated QoS-driven approach
for dynamic adaptation of web service compositions. In: 2010 IEEE International Conference
on Web Services, pp. 275–282. IEEE (2010). https://doi.org/10.1109/ICWS.2010.39

19. Margaris, D., Georgiadis, P., Vassilakis, C.: Adapting WS-BPEL scenario execution using
collaborative filtering techniques. In: Proceedings - International Conference on Research
Challenges in Information Science, pp. 174–184 (2013). https://doi.org/10.1109/RCIS.2013.
6577691

20. Wu, Y., Doshi, P.: Making BPEL flexible &#150; Adapting in the context of coordination
constraints usingWS-BPEL. In: 2008 IEEE International Conference on ServicesComputing,
pp. 423–430. IEEE (2008). https://doi.org/10.1109/SCC.2008.71

21. Liu, X., Xu, M., Teng, T., Huang, G., Mei, H.: MUIT: a domain-specific language and its
middleware for adaptive mobile web-based user interfaces in WS-BPEL. IEEE Trans. Serv.
Comput. 12, 955–969 (2019). https://doi.org/10.1109/TSC.2016.2633535

22. Hermosillo, G., Seinturier, L., Duchien, L.: Using complex event processing for dynamic
business process adaptation. In: 2010 IEEE International Conference on Services Computing,
pp. 466–473. IEEE (2010). https://doi.org/10.1109/SCC.2010.48

23. Hielscher, J., Kazhamiakin, R., Metzger, A., Pistore, M.: A Framework for proactive self-
adaptation of service-based applications based on online testing. In: Mähönen, P., Pohl, K.,
Priol, T. (eds.) ServiceWave 2008. LNCS, vol. 5377, pp. 122–133. Springer, Heidelberg
(2008). https://doi.org/10.1007/978-3-540-89897-9_11

24. Erradi, A., Maheshwari, P., Tosic, V.: Policy-driven middleware for self-adaptation of web
services compositions. In: van Steen, M., Henning, M. (eds.) Middleware 2006. LNCS, vol.
4290, pp. 62–80. Springer, Heidelberg (2006). https://doi.org/10.1007/11925071_4

25. Mei, L., Cai, Y., Jia, C., Jiang, B., Chan, W.K.: Prioritizing structurally complex test pairs
for validating WS-BPEL evolutions. In: 2013 IEEE 20th International Conference on Web
Services, pp. 147–154. IEEE (2013). https://doi.org/10.1109/ICWS.2013.29

26. Kareliotis, C., Vassilakis, C., Rouvas, E., Georgiadis, P.: IQoS-aware exception resolution
for BPEL processes: a middleware-based framework and performance evaluation. Int. J. Web
Grid Serv. 5, 284 (2009). https://doi.org/10.1504/IJWGS.2009.028346

27. Gu, G.P., Petriu, D.C.: XSLT transformation fromUMLmodels to LQN performancemodels.
In: Proceedings of the Third International Workshop on Software and Performance - WOSP
2002, p. 227. ACM Press, New York (2002). https://doi.org/10.1145/584369.584402

28. Janssen, W., Korlyukov, A., Van den Bussche, J.: On the tree-transformation power of XSLT.
Acta Inform. 43, 371–393 (2007). https://doi.org/10.1007/s00236-006-0026-8

29. Spiliotopoulos, D., Xydas, G., Kouroupetroglou, G.: Diction based prosody modeling in
table-to-speech synthesis. In: Matoušek, V., Mautner, P., Pavelka, T. (eds.) TSD 2005. LNCS
(LNAI), vol. 3658, pp. 294–301. Springer, Heidelberg (2005). https://doi.org/10.1007/115
51874_38

30. Kalepu, S., Krishnaswamy, S., Loke, S.W.: Verity: a QoS metric for selecting web services
and providers. In:2003 Proceedings of Fourth International Conference on Web Information
Systems EngineeringWorkshops, pp. 131–139. IEEE. https://doi.org/10.1109/WISEW.2003.
1286795

31. Margaris, D., Georgiadis, P., Vassilakis, C.: A collaborative filtering algorithmwith clustering
for personalized web service selection in business processes. In: 2015 IEEE 9th International
Conference on Research Challenges in Information Science (RCIS), pp. 169–180 (2015).
https://doi.org/10.1109/RCIS.2015.7128877

32. Alrifai, M., Skoutas, D., Risse, T.: Selecting skyline services for QoS-based web service
composition. In: Proceedings of the 19th International Conference on World Wide Web -
WWW2010, p. 11. ACMPress, NewYork (2010). https://doi.org/10.1145/1772690.1772693

https://doi.org/10.1109/ICWS.2010.39
https://doi.org/10.1109/RCIS.2013.6577691
https://doi.org/10.1109/SCC.2008.71
https://doi.org/10.1109/TSC.2016.2633535
https://doi.org/10.1109/SCC.2010.48
https://doi.org/10.1007/978-3-540-89897-9_11
https://doi.org/10.1007/11925071_4
https://doi.org/10.1109/ICWS.2013.29
https://doi.org/10.1504/IJWGS.2009.028346
https://doi.org/10.1145/584369.584402
https://doi.org/10.1007/s00236-006-0026-8
https://doi.org/10.1007/11551874_38
https://doi.org/10.1109/WISEW.2003.1286795
https://doi.org/10.1109/RCIS.2015.7128877
https://doi.org/10.1145/1772690.1772693


A User Interface for Personalising WS-BPEL Scenarios 415

33. Kobusinska, A., Boron,M., Kerebinska, A., Margaris, D.: Exploiting recommender service to
enhance efficiency of replication. In: 2019 IEEE 12th Conference on Service-Oriented Com-
puting and Applications (SOCA), pp. 64–72. IEEE (2019). https://doi.org/10.1109/SOCA.
2019.00017

34. Comerio, M., De Paoli, F., Grega, S., Maurino, A., Batini, C.: WSMoD. Int. J. Web Serv. Res.
4, 33–60 (2007). https://doi.org/10.4018/jwsr.2007040102

35. Tran, V.X., Tsuji, H.: QoS based ranking for web services: fuzzy approaches. In: 2008
4th International Conference on Next Generation Web Services Practices, pp. 77–82. IEEE
(2008). https://doi.org/10.1109/NWeSP.2008.41

36. Margaris, D., Georgiadis, P., Vassilakis, C.: On replacement service selection in WS-BPEL
scenario adaptation. In: Proceedings - 2015 IEEE 8th International Conference on Service-
Oriented Computing and Applications, SOCA 2015, pp. 10–17 (2015). https://doi.org/10.
1109/SOCA.2015.11

37. Varitimiadis, S., Kotis, K., Spiliotopoulos, D., Vassilakis, C., Margaris, D.: “Talking” triples
to museum chatbots. In: Rauterberg, M. (ed.) HCII 2020. LNCS, vol. 12215, pp. 281–299.
Springer, Cham (2020). https://doi.org/10.1007/978-3-030-50267-6_22

38. Margaris, D., Vassilakis, C., Georgiadis, P.: An integrated framework for adaptingWS-BPEL
scenario execution using QoS and collaborative filtering techniques. Sci. Comput. Program.
98, 707–734 (2015). https://doi.org/10.1016/j.scico.2014.10.007

39. Yu, T., Zhang, Y., Lin, K.-J.: Efficient algorithms for Web services selection with end-to-end
QoS constraints. ACM Trans. Web. 1, 6 (2007). https://doi.org/10.1145/1232722.1232728

40. Zeng, L., Benatallah, B., Ngu, A.H.H., Dumas, M., Kalagnanam, J., Chang, H.: QoS-aware
middleware for web services composition. IEEE Trans. Softw. Eng. 30, 311–327 (2004).
https://doi.org/10.1109/TSE.2004.11

41. Bellur, U., Kulkarni, R.: Improved matchmaking algorithm for semantic web services based
on bipartite graph matching. In: IEEE International Conference on Web Services (ICWS
2007), pp. 86–93. IEEE (2007). https://doi.org/10.1109/ICWS.2007.105

42. Pal, K.: A semantic web service architecture for supply chain management. Proc. Comput.
Sci. 109, 999–1004 (2017). https://doi.org/10.1016/j.procs.2017.05.442

43. Qu, C., Calheiros, R.N., Buyya, R.: Auto-scaling web applications in clouds. ACM Comput.
Surv. 51, 1–33 (2018). https://doi.org/10.1145/3148149

44. Mezni, H., Fayala, M.: Time-aware service recommendation: taxonomy, review, and
challenges. Softw. Pract. Exp. (2018). https://doi.org/10.1002/spe.2605

45. Beel, J., Gipp, B.: Google Scholar’s ranking algorithm: the impact of citation counts (an
empirical study). In: Third International Conference on Research Challenges in Information
Science. IEEE, Fez (2009). https://doi.org/10.1109/RCIS.2009.5089308

46. Kouroupetroglou, G., Spiliotopoulos, D.: Usability methodologies for real-life voice user
interfaces. Int. J. Inf. Technol. Web Eng. 4, 78–94 (2009). https://doi.org/10.4018/jitwe.200
9100105

47. Spiliotopoulos, D., Stavropoulou, P., Kouroupetroglou, G.: Spoken dialogue interfaces: inte-
grating usability. In: Holzinger, A., Miesenberger, K. (eds.) USAB 2009. LNCS, vol. 5889,
pp. 484–499. Springer, Heidelberg (2009). https://doi.org/10.1007/978-3-642-10308-7_36

48. Spiliotopoulos, D., Tzoannos, E., Stavropoulou, P., Kouroupetroglou, G., Pino, A.: Designing
user interfaces for social media driven digital preservation and information retrieval. In:
Miesenberger, K., Karshmer, A., Penaz, P., Zagler, W. (eds.) ICCHP 2012. LNCS, vol. 7382,
pp. 581–584. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-31522-0_87

49. Korableva, O., Durand, T., Kalimullina, O., Stepanova, I.: Studying user satisfaction with the
MOOC platform interfaces using the example of coursera and open education platforms. In:
Proceedings of the 2019 International Conference on Big Data and Education – ICBDE 2019,
pp. 26–30. ACM Press, New York (2019). https://doi.org/10.1145/3322134.3322139

https://doi.org/10.1109/SOCA.2019.00017
https://doi.org/10.4018/jwsr.2007040102
https://doi.org/10.1109/NWeSP.2008.41
https://doi.org/10.1109/SOCA.2015.11
https://doi.org/10.1007/978-3-030-50267-6_22
https://doi.org/10.1016/j.scico.2014.10.007
https://doi.org/10.1145/1232722.1232728
https://doi.org/10.1109/TSE.2004.11
https://doi.org/10.1109/ICWS.2007.105
https://doi.org/10.1016/j.procs.2017.05.442
https://doi.org/10.1145/3148149
https://doi.org/10.1002/spe.2605
https://doi.org/10.1109/RCIS.2009.5089308
https://doi.org/10.4018/jitwe.2009100105
https://doi.org/10.1007/978-3-642-10308-7_36
https://doi.org/10.1007/978-3-642-31522-0_87
https://doi.org/10.1145/3322134.3322139


416 D. Margaris et al.

50. Spiliotopoulos, D., Xydas, G., Kouroupetroglou, G., Argyropoulos, V., Ikospentaki, K.:
Auditory universal accessibility of data tables using naturally derived prosody specification.
Univers. Access Inf. Soc. 9, 169–183 (2010). https://doi.org/10.1007/s10209-009-0165-0

51. Adadi, N., Berrada, M., Chenouni, D., Halim, M.: AWSCPM: a framework for automa-
tion of web services composition processes. In: 2019 7th Mediterranean Congress of
Telecommunications (CMT), pp. 1–4. IEEE (2019). https://doi.org/10.1109/CMT.2019.893
1389

52. Anvari, M., Takht, M.D., Sefid-Dashti, B.: Thrift service composition. In: Proceedings of the
International Conference on Smart Cities and Internet of Things - SCIOT 2018, pp. 1–5. ACM
Press, New York (2018). https://doi.org/10.1145/3269961.3269973.

53. Demidova, E., et al.: Analysing and enriching focused semantic web archives for parliament
applications. Futur. Internet. 6, 433–456 (2014). https://doi.org/10.3390/fi6030433

54. Margaris, D., Vassilakis, C., Spiliotopoulos, D.: Handling uncertainty in social media textual
information for improving venue recommendation formulation quality in social networks.
Soc. Netw. Anal. Min. 9(1), 1–19 (2019). https://doi.org/10.1007/s13278-019-0610-x

55. Margaris, D., Vassilakis, C., Spiliotopoulos, D.: What makes a review a reliable rating in
recommender systems? Inf. Process. Manag. 57, 102304 (2020). https://doi.org/10.1016/j.
ipm.2020.102304

56. Aivazoglou, M., et al.: A fine-grained social network recommender system. Soc. Netw. Anal.
Min. 10(1), 1–18 (2019). https://doi.org/10.1007/s13278-019-0621-7

57. Risse, T., et al.: The ARCOMEM architecture for social- and semantic-driven web archiving.
Future Internet 6, 688–716 (2014). https://doi.org/10.3390/fi6040688

58. Petasis, G., Spiliotopoulos, D., Tsirakis, N., Tsantilas, P.: Sentiment analysis for reputation
management: mining the Greek web. In: Likas, A., Blekas, K., Kalles, D. (eds.) SETN 2014.
LNCS (LNAI), vol. 8445, pp. 327–340. Springer, Cham (2014). https://doi.org/10.1007/978-
3-319-07064-3_26

59. Campana,M.G., Delmastro, F.: Recommender systems for online andmobile social networks:
a survey. Online Soc. Netw. Media 3–4, 75–97 (2017). https://doi.org/10.1016/j.osnem.2017.
10.005

60. Margaris, D., Spiliotopoulos, D., Vassilakis, C.: Social relations versus near neighbours:
reliable recommenders in limited information social network collaborative filtering for online
advertising. In: Proceedings of the 2019 IEEE/ACM International Conference onAdvances in
Social Networks Analysis and Mining (ASONAM 2019), pp. 1160–1167. ACM, Vancouver
(2019). https://doi.org/10.1145/3341161.3345620

61. Margaris, D., Kobusinska, A., Spiliotopoulos, D., Vassilakis, C.: An adaptive social network-
aware collaborative filtering algorithm for improved rating prediction accuracy. IEEE Access
8, 68301–68310 (2020). https://doi.org/10.1109/ACCESS.2020.2981567

62. Nilashi, M., Ibrahim, O., Bagherifard, K.: A recommender system based on collaborative
filtering using ontology and dimensionality reduction techniques. Expert Syst. Appl. 92,
507–520 (2018). https://doi.org/10.1016/j.eswa.2017.09.058

63. Raghuwanshi, S.K., Pateriya, R.K.: Collaborative filtering techniques in recommendation
systems. In: Shukla, R.K., Agrawal, J., Sharma, S., Singh Tomer, G. (eds.) Data, Engineering
and Applications, pp. 11–21. Springer, Singapore (2019). https://doi.org/10.1007/978-981-
13-6347-4_2

https://doi.org/10.1007/s10209-009-0165-0
https://doi.org/10.1109/CMT.2019.8931389
https://doi.org/10.1145/3269961.3269973
https://doi.org/10.3390/fi6030433
https://doi.org/10.1007/s13278-019-0610-x
https://doi.org/10.1016/j.ipm.2020.102304
https://doi.org/10.1007/s13278-019-0621-7
https://doi.org/10.3390/fi6040688
https://doi.org/10.1007/978-3-319-07064-3_26
https://doi.org/10.1016/j.osnem.2017.10.005
https://doi.org/10.1145/3341161.3345620
https://doi.org/10.1109/ACCESS.2020.2981567
https://doi.org/10.1016/j.eswa.2017.09.058
https://doi.org/10.1007/978-981-13-6347-4_2


Blockchain-Based Load Carrier Management
in the Physical Internet

Wolfgang Narzt1(B), Philipp Schützeneder1, Petko Dragoev1,
Bartosz Schatzlmayr-Piekarz2, and Martin Schwaiger3

1 Johannes Kepler University, Altenbergerstr. 69, 4040 Linz, Austria
{wolfgang.narzt,philipp.schuetzeneder,petko.dragoev}@jku.at

2 Österreichische Donaulager GmbH, Regensburgerstr. 3, 4020 Linz, Austria
b.schatzlmayr-piekarz@linzag.at

3 Satiamo GmbH, Bahnhofstr. 16, 4600 Wels, Austria
msc@satiamo.com

Abstract. Although recent studies have shown that the concepts of the Physi-
cal Internet (PI) can sustainably improve logistics processes, this new paradigm
has not yet become established in practice. Companies fear losing control over
their business and resist disclosing internal data. Even if some see a long-term
improvement in the PI, current practical tests fail because the potential benefits
can only be leveraged with a sufficiently large number of participants. We are
therefore convinced that the introduction of the PI can only take place in small
steps, in which companies retain control over their business. The technical plat-
form required to operate the PI must be set up in a kind of parallel operation and
disseminated via incentives without interfering with critical process flows. Such
an incentive could be provided, e.g., by a shareable accounting platform that doc-
uments the exchange of pallets, boxes, etc. and keeps balance lists in sync with
any trading partner. Companies continue to control their processes themselves,
but at the same time they enable the construction of a backbone for distributed
data exchange with arbitrary partners – a first step towards the establishment of a
PI platform. In this paper we show how such a load carrier management platform
can look like, how manipulation can be prevented with the use of Blockchain and
how human handling can be improved.

Keywords: Physical internet · Load carrier management · Blockchain

1 Introduction

The way goods are currently transported, handled, stored and delivered around the world
is economically, environmentally and socially unsustainable. There are too many empty
runs or transports that could be bundled if the players involved were mutually aware of
the transport orders. The currently much-discussed approach to this problem is called
Physical Internet (PI) [1], a model analogy to the digital Internet, in which data packets
are routed through a network in a standardized manner in compliance with the TCP/IP
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protocol,with no central control or global optimization, butwith packets being forwarded
on the basis of locally available data between neighboring network nodes.

In the same way, the Physical Internet, in which concrete objects are transported,
should take communication and collaboration mechanisms from the digital Internet and
adapt them for the transport domain [2]. Although there are fundamental differences
between the physical and the digital world [5] (especially with regard to the duration of
transport and associated costs), the vision of a Physical Internet is generally considered
to be both a solution and a major challenge to global logistical sustainability.

The basic prerequisite for the realization of a Physical Internet is a network structure
modeled on the digital Internet, which is not centrally controlled and is unrestricted in
terms of its global scalability [4]. Such a system consists of a large number of network
nodes in the same way as the digital Internet (equivalent to routers), which on the one
hand share the network load among themselves and on the other hand ensure the optimal
onward transport of packets without controlling instance or optimization procedures,
only by means of restricted, neighboring communication [6].

While in conventional transport processes the involved stakeholders usually cooper-
ate with each other via contracts regulating the transfer of goods and liability by bilateral
agreements, the transport process in the PI that is open per se is unclear, i.e. the transport
companies cooperating for a transmission order are not yet known at the time the order
is placed. It therefore makes sense to integrate Blockchain technology [7, 10] into such
an open, cooperative logistics network in which the parties involved do not always know
each other directly. In this way, manipulation security is ensured and there is no need
for an intermediary settlement point between the actors [8].

Transport orders in a Physical Internet are placed in a virtual “black box”, and
anyone who has available transport resources in the vicinity and at the same time meets
the transport requirements set by the customer can accept the transport order. In a first
step, this can be controlled by the companies themselves within an open information
network; in the final expansion step, an automatic service is to ensure optimal use of
resources and synergies and thus an economic improvement.

And this is the crux of why the Physical Internet has not yet become established in
practice [3]. Companies would have to disclose their transport orders and would thus
allow conclusions to be drawn about their business activities, which hardly any company
wants to do. Transport companies would lose control in an automatically controlled
allocation process, and on top, there’s a chicken-and-egg problem, because participating
in a Physical Internet only pays off when there are enough players on board. Suitable
concepts are therefore needed to introduce the Physical Internet step by step.

We believe that the widespread adoption of a Physical Internet can only succeed if
we manage to build an unrestricted collaboration platform that gives companies certain
advantages (possibly in other thematic areas than directly in transport operations)without
losing control over their process flows. This platform already allows interactions and
business processes between unknown participants, while at the same time offering all
security standards in terms of data integrity and tamper-proofing (Blockchain) and, in
the first instance, dispensing with general disclosure of company data. In this way, the
technological basis for a collaboration network of a Physical Internet can be created
and the necessary number of system participants can be acquired, with which economic



Blockchain-Based Load Carrier Management 419

synergies can be created in a later step in the synopsis of overlapping business processes
in the sense of the Physical Internet.

Such a platform could deal with the accounting for the exchange of load carriers and
their quality during the transfer of goods – a sideshow, so to speak, which has so far
only been recorded with paper or Excel spreadsheets, in the best case via digital internal
company balance lists, which, however, are not reconciled with any trading partner. In
the event of a dispute, there are thus always two figures, the accuracy of which is almost
impossible to verify. Providing a distributed system in which the balances are recorded
in a way that cannot be manipulated and is transparent for both sides would deliver
corresponding added value for the companies, while neither interfering with critical
process flows nor having to publish company data.

In this paper, we therefore address the development of an open collaboration platform
for load carrier management as a precursor to a platform for the PI, including global
scaling concepts via a distributed network architecture. We show which Blockchain
model is necessary or suitable for ensuring data integrity [9] and explain the concept and
realization of multi-signature transactions [12, 16] (requiring the consent of two or more
parties), which are needed for the two-sided confirmation of an entry in the Blockchain.
We show how Blockchain can be used as a byproduct for recovery as well, and deal
with use cases from load carrier management, showing how the interaction mechanisms
for the operational staff look like, what kind of interface for humans is provided by the
collaboration platform and how information exchange is handled by the interference of
humans in the transportation process.

2 State of the Art

2.1 Blockchain in Logistics and SCM

The property that the stored data cannot be manipulated in a distributed system without
the attempted manipulation being immediately detected has established the Blockchain
as a trading platform for a large number of cryptocurrencies [17]. However, the
Blockchain can be used not only for financial transactions, but in general for appli-
cations in open systems where security is required over processes between participating
parties [18]. These are speculative transactions, decentralized storage, voting systems,
notary services, energy markets, crowdfunding and prediction markets, etc. [19]. A
comprehensive overview is provided by Nussbaum [20].

In the same line, the Blockchain is interesting for the logistics industry and especially
for supply chainmanagement (SCM) [22]. Keywords such as digital identity, traceability
of products, authenticity, settlements, provenance, property and ownership are intended
to show the potentials of Blockchain technology in these areas [23].

International and complex supply chains of products and services from production
to the customer including storage, logistics and transport require modern IT support and
IT integration across organizations, which can be mapped via Blockchain [22]. They
offer the advantage that all participants in the supply chain have the ability to view
the status of the transaction or delivery at any time [24]. As a result, the efficiency
of the supply chain can be increased and logistics processes from storage to delivery
and billing can be made more efficient. Blockchain can also increase transparency and
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security, and the flow of physical goods can be accelerated [28]. Monitoring goods in
the logistics process can also improve the decision-making process in terms of higher
customer satisfaction. Smart contracts create new opportunities to design and implement
new business models and services in logistics. For example, at each step along the
supply chain, data can be captured and documented as transactions to prove the product
history, e.g., trackingorders, receipts, invoices, payments, official documents,warranties,
certifications, copyrights, licenses, serial numbers, and bar codes [22].

There are already initial joint projects of international logistics groups that are test-
ing the use of Blockchain technology to reduce administrative effort and paperwork. For
example, Maersk and IBM are testing Blockchain (Hyperledger) to manage their trans-
actions between freight forwarders, ocean carriers, ports, and customs authorities [21].
Kamath [29] conducted a case study in 2018 that showed how the supply chain of food
(pork in china and mangos in America) from production on the farm to the consumer
can be mapped and tracked on a Blockchain. Other examples of Blockchain supporting
supply chain management include Skuchain [25], Provenance [26], or Everledger [27].

In 2018, a research group fromGS1-Germany conducted a pilot project together with
around 35 companies from trade, industry, logistics, the start-up scene, science and asso-
ciations on a specific logistics use case: the pallet exchange process. The aimwas to gain
reliable insights into the strengths, weaknesses and potentials of Blockchain on a topic
with great potential for optimization [30]. While the GS1 development group focused
primarily on using Blockchain (Hyperledger) in general to support the exchange process,
we see this use case as an opportunity to introduce a distributed, technical system base
for a Physical Internet, in which Blockchain must of course be an essential component
in the backend to ensure data integrity. Our focus is on providing an incentive system to
encourage logistics companies to participate without exposing critical company data. As
part of this incentive system, we are also extending the functionality of GS1’s prototype,
additionally documenting pallet quality and value, thus creating an open, distributed
collaboration network through which consistent balance data is stored. The companies
benefit not only from data integrity, but also from the possibility to record exchange
processes with load carriers of different quality in a structured way and to settle them
with the trading counterparts. Abuse with regard to exchange transactions with different
pallet quality is to be reduced in this way.

2.2 Complex and Collaborative System Networks

Creating a technical basis for open, distributednetworks is bynomeans trivial. There are a
number of viable approaches to distributed network architectures, but the requirements
for a globally scaling, decentralized, and extensible network are high, and additional
concepts are needed to make the complexity of the applications manageable.

Let us start with architectures for IoT platforms: The challenge with IoT systems is
the unified networking of a heterogeneous landscape of (technical) units equipped with
computing power, wireless data transmission, sensors or actuators. Established standards
and IoT protocols now enable the uniform integration of these entities into the Internet,
mostly using cloud-based and centrally controlled architectures, regardless of whether
they are academic prototypes or industrial or commercial products. Examples from the
literature are (and the following lists are only exemplary due to the abundance of already
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existing platforms) collaborative working architectures for IoT-based applications [31],
or cloud-based information- and collaboration platforms for supply chain networks [32].
There are also a number of commercial cloud-based IoT platforms, e.g. Cisco IoT Edge
Intelligence [33], SolutionDot IoT Platform [34] and various (European) initiatives for
the further development of IoT collaboration networks [35].

We observe the use of distributed network architectures in newer and more concrete
use case scenarios. Here again, the following list can only be exemplary: Awais et al.
[36] deal with the acceleration of High-Performance Computing (HPC) networks by
setting up regional HPC data centers, managing them locally and achieving a perfor-
mance gain through a decentralized interaction of these distributed data units. Especially
in the business area, we are observing an increase in the importance of distributed net-
work architectures in order to be able to handle business processes fast, securely and
quickly, taking regional conditions (e.g. the location of a company or the origin of a
measured signal) into account for integrated calculations and optimizations. We are reg-
istering the development of distributed security middleware architectures [37] as well
as distributed platforms in supply chain management (SCM) scenarios to prepare for
transport processing along the lines of the Physical Internet [38].

3 Approach

3.1 Challenges

While the importance of distributed network architectures is clearly increasing alongside
new, complex and global challenges, we still observe that there are many isolated devel-
opments tailor-made for specific applications, although in the area of open, collaborative
networks there is a common base that can be used for a variety of applications. In par-
ticular, we refer here to the data exchange/process handling of geographically relevant
system parts (e.g. companies and their data, products and resources) within a system
of systems, meaning that the ownership and location of resources used is transparent.
Considering a PI context, we can identify the following challenges to the design of a
generic system base for a distributed collaboration network:

• The platform must link business processes by connecting unknown stakeholders [1]
and ensuremanipulation safety. Itmust be capable of handling afloodof data generated
by each logistics transaction and provide mechanisms for data recreation if parts of
the network fail. We refer to challenges that have already been addressed in fog/edge
computing, where locally generated data can be processed in peripheral nodes [6],
such that large-scale, regionally unrestricted, networked applications can be created.

• In addition to these basic technical and functional requirements, such collaborative
platformsmust alsomeet non-functional quality criteria. Theymust be extensible, fail-
safe and performant and require secure and manipulation-free transaction concepts
for data exchange between potentially unknown stakeholders [4].

• There is a number of further challenges regarding the construction of collaboration net-
works: The distributed approach must ensure that the addition of new nodes complies
with specified standards and does not endanger the stability of the system. Similarly,
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it must also be possible to remove nodes without endangering the integrity of the net-
work, or, in the event of an unintentional failure, to create suitable recovery methods
that allow the content, state and resources of a node to be fully restored.

3.2 Architecture

In the following, we want to give an insight into the network architecture and system
behavior in order to be able to grasp the complexity of the system. It should be noted,
however, that all subsequent presentations and figures are abstract views of the overall
system and do not claim to be technically complete.

Our proposed platform is constructed in the form of distributed networks in order to
be able to scale globally. Each individual node is self-sufficient, works with regionally
limited resources and data and, when combined with other nodes, forms a global system
of systems. Processes are handled by the interaction of individual nodes, andoptimization
is achieved by self-organizing and/or learning mechanisms within the overall network.
In principle, the system works along the lines of the Internet, where TCP packets are
sent to their destination via routers that only have a local view of the network.
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Fig. 1. General architectural structure.

Figure 1 shows the backbone of our system architecture – a network node that
handles all activities in spatial proximity. It can be considered a local information hub
that enables interaction of processes by transmitting data or products using available
resources beyond the scope of single applications [39]. Each network node is connected
to a limited number of other nodes referring to the real spatial collaboration structure.

With this basic structure, it should be possible to spatially assign informationwithout
having to perform time-consuming geo searches in spatial databases. The question of
who offers certain information or products or has resources in a certain region can be
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answered easily and efficiently with this structure. New nodes can be added arbitrarily,
and it is also possible to assign existing processes to another, newly added node if they
are spatially closer. If a node is removed from the network, the processes (and also
the associated data, products and resources) that were assigned to this node must be
distributed to other suitable nodes. This is to ensure unlimited scalability within the
network. The overall system can grow and change without affecting the integrity of the
network.

The innovation here is probably not the design of a distributed network approach, for
which there are numerous variants in a multitude of application domains in the literature
[35, 36, 37, 38]. It is rather about the generic nature of this approach, which is intended to
create a systemic basis for modern collaboration networks beyond the Physical Internet
(e.g., in the areas of IoT, CPS, AI, etc.). This systemic basis also includes the integration
of the Blockchain in order to be able to handle secure and manipulation-free transactions
within a huge, open network. Such transactions involve processes or parties that usually
have nomutual contact points, so that trust and security play an important role in process
handling.

TheBlockchain exists parallel to the described network structure and itself represents
a distributed system of (redundant) Blockchain nodes (see Fig. 1) and further increases
the complexity of the general systemarchitecture. Eachnetworknodeof the collaboration
network is connected to one of these Blockchain nodes, so that transactions that are
executed within the network can be stored directly in the Blockchain, already as a
function of the network base. This means that the Blockchain is not only integrated into
the system at application level.
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Fig. 2. Collaboration principle.
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Data exchange between two network nodes (which is equivalent to inter-process
communication or a business transaction, depending on the level of abstraction or appli-
cation domain in which a collaborative act is to be seen) functions in principle as follows:
All processes, data, products and resources involved are stored on both the sending and
the receiving network node (see Fig. 2, symbolic list of red, green and yellow bubbles).
The redundant data storage enables both nodes to query locally where their data, prod-
ucts and resources are located or who owns them without having to perform a complex
network search. Information is available in constant runtime complexity O(1). Even if
redundant storage means synchronization effort, the processing only takes place in a few
selected network nodes and does not affect the rest of the network.

The redundant data storage is maintained until the affected processes are completed
and the associated data and products have been completely transferred. As far as (physi-
cal) resources are concerned, information about their location is stored redundantly until
they are returned to the network node with which the owner process is associated.

If one of these network nodes fails, it can restore its content due to redundancies
with its neighboring nodes. However, if several network nodes fail, information from the
entire network is irretrievably lost. To prevent this, we use the Blockchain as a recovery
backbone. Every data exchange between two network nodes (and of course also within
a network node) is stored as a transaction in the Blockchain.

We differentiate between simple transactions, in which (as in the conventional sense
of crypto-currencies) information is transferred from a sender to a receiver, and multi-
signature transactions, which require the confirmation of both parties/processes in order
for information to be exchanged (e.g. confirmation of a delivery). This means that, from
case to case, the information transferred is stored differently in the Blockchain compared
to its redundant counterparts at the network nodes (see Fig. 2, schematically indicated
differentiated storage in the Blockchain). However, seen as a whole they yield the same
information, and it is exactly this fact that we use for a recovery mechanism.

In the event of a failure, each network node goes through the Blockchain and extracts
the information concerning the failed node. In the worst case, the entire Blockchain
must be run through in order to find those transactions that are necessary for a complete
recovery. In many cases, however, it will only be necessary to go back to a certain point
in time because the transactions before that point are no longer relevant for restoring
a current system status (which is always a momentary image of the current situation).
By the way, the Blockchain as such should be fail-safe, because due to the redundant
storage of the entire content on a multitude of globally distributed Blockchain nodes, it
is extremely unlikely that the entire Blockchain will fail.

3.3 Blockchain Technology Selection

As the Blockchain must meet two requirements in our architecture (data integrity at
application level and recovery function at system level), the choice of Blockchain tech-
nology is critical: The development of an own Blockchain is usually not necessary,
since the required functions are available on existing Blockchain systems (developed
by experts and well tested). First, there is the question of whether to use a public or a
private Blockchain.
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A public Blockchain is automatically always permissionless. A private Blockchain
can be permissionless or permissioned. Wüst and Gervais [10] suggest an approach for
selecting aBlockchain technology for a specific use case. In our use case, the requirement
is that transactions should not be public despite encryption in order to not allow any
inferences about transactions between two business partners. This requirement rules out
public permissionless Blockchains such as Ethereum. Scalability and low operational or
transaction costs are also important, as in the final design many participants around the
world would use the system and a large number of transactions would occur. The costs
are high for permissionless Blockchains and the throughput is low [11].

Therefore, the choice falls on a permissioned Blockchain. The Blockchain network
and the participants should also be controlled by a consortium or association of organiza-
tions, which is another reason why the Blockchain should be permissioned. Participants
therefore need an invitation to become a member of the Blockchain system. In the last
step of the Blockchain selection approach, we distinguish between public permissioned
Blockchains and private permissioned Blockchains. In our case, participants outside the
network have no interest in verification, so the Blockchain will not be freely accessible
and viewable. There are now several Blockchain systems to choose from, with “Hyper-
ledger Fabric” [11], “Quorum (JP-Morgan)” [14, 15] and “R3 Corda” [12, 13] currently
being the most widely used in practice. Quorum is an extension of Ethereum and allows
the use of smart contracts, which are necessary for multi-signature transactions, and the
use of anonymous transactions. Quorum is also open source and due to its similarity
to Ethereum and use of the Solidity programming language, there is good support and
guides online. We chose Quorum for these reasons.

We implemented our test system on a server with virtual nodes usingDocker contain-
ers. There are nodes that represent the general network structure as well as blockchain
nodes (created with Quorum Maker) with internal IP addresses and corresponding
routings for external access.

4 Use Case

Using and testing this platform for exactly the purpose for which it is designed (namely,
for the open transport of goods in the sense of PI) is difficult because it requires the
disclosure of company data and companies would lose control over their own processes,
which makes it hard to find partners willing to test such a system. We believe that the
widespread adoption of a PI platform can only succeed if it is set up in a kind of paral-
lel operation allowing uncritical interactions and business processes between unknown
participants, while at the same time using the whole functionality of the platform. Such
an operation could be the exchange of pallets, boxes, and other load carriers, where bal-
ance lists are kept in sync with any trading partner. Companies continue to control their
processes themselves, but at the same time the necessary number of system participants
can be acquired, with which economic synergies can be created later. In the frame of the
following use-case scenario we show how such a load carrier management platform can
look like (as a first step towards the establishment of a PI platform) and indicate how
human handling can be improved.

In principle, the exchange of goods and commodities works in such a way that they
are transported on load carriers whose ownership is documented individually in the
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current process flow via paper or proprietary storage (e.g., in Excel tables), but is not
reconciled across companies. With the presented collaboration platform, the number of
pallets exchanged between two system partners and their quality – based on a predefined
classification scheme – should be recorded. In addition to the exchange object pallet, its
nominal value is recorded, since newer / better pallets have a higher nominal value than
heavily worn ones. The process is only to be clearly documented by themutual confirma-
tion of the exchange quality by the two partners involved in the exchange process – the
“handshake procedure”. In this way, it should be prevented that one partner exchanges
allegedly better pallet qualities than they are actually allowed to have according to the
stock account.

Thus, a very practical topic –whichwas formulated as a significant to critical concern
by all the practical partners interviewed – was to be tested here with the Blockchain
prototype in a real environment. The development of this system and the associated tests
were funded by the Austrian Research Promotion Agency (FFG) as part of the project
“Generic Data Platform for the Physical Internet” (GDP4PI, FFG No. 867181).

The process begins with the shipper, who picks a load for delivery to a customer
and dispatches it via a transport company. Each load is initially assembled in a separate
process and forwarded to warehouse employees for picking. The warehouse employees
see all the loads assigned to them that are to be picked on a mobile terminal. The
warehouse employees are also operationally responsible for handling the transfer of
goods and thus the load carriermanagement vis-à-vis the transport company. The transfer
must be made as simple as possible for all people operationally involved. Both the
warehouse worker and the transporter should be able to implement a handshake with as
little interaction as possible. One button press on each sidewould be the optimal situation
for this. We decided on a QR code for the technical relaying, which is automatically
displayed on the warehouse employee’s mobile terminal according to the picked goods.

The transport company’s operative (usually the truck driver) scans the QR code
on the warehouse worker’s device using his mobile terminal and thus receives all the
information about the load and the load carriers. The takeover can then be confirmed by
the truck driver simply by pressing a button via a web interface. There are no additional
steps for those involved. QR code display, scan and confirmation are the only steps to
be carried out electronically during a takeover (see Fig. 3).

Hand over 
3 pallets 

of quality 1A

Receive
3 pallets 

of quality 1A

Fig. 3. Load carrier transfer.
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All goods transfers between the various parties in the supply chain (shipper, carrier,
consignee/trader) function in the same way (Fig. 4). There is a uniform electronic inter-
face for all parties for the proper documentation of the goods transfers (and thus also for
the load carrier exchange).

Shipper Carrier Trader

Fig. 4. Load carrier transfer in the supply chain.

Pallet transfer can take place in both directions. For each pallet received, a pallet
of the same quality (empty) is exchanged so that there is a zero balance after a loading
or unloading step. A zero balance is not always possible in practice, so people work
with vouchers if they are unable to physically balance the pallet debit on site. With
an electronic system, where each transfer is clearly documented, the physical pallet
voucher is no longer necessary. Each company automatically sees the balances in terms
of quantity and quality against third parties. This ensures at all times how many load
carriers in which quality a company owes to whom or receives from whom.

However, the concept of the voucher will still remain (but now in an electronic
and manipulation-free form), because in an open system, it may also happen that one
company cooperates with another only by chance and on a single occasion. If, in this
single transaction, the balance cannot be settled, there would be a perpetual debt or credit
to the other. Electronic vouchers (or the balances) can accordingly be forwarded to other
parties, or negative balances can be “sold” to others with them.

5 User Interface

The concepts described for the process flows of the use case scenarios for load carrier
management were technically implemented via web application. In the following, we
show some selected screenshots from the user interface, which looks the same for all
stakeholders in the supply chain, but always displays only the data relevant for the
respective company. The decisive factor in the design of the UI was that, on the one
hand, all persons and companies involved in the process can view all transport and order
data at any time (a function that currently does not exist in any open, distributed system)
and, on the other hand, the work processes can be significantly accelerated with mobile
terminals. In contrast to the tedious visual data reconciliation on paper (as it is currently
handled), the data transfer and legal transition can be done by scanning and pressing a
button. The accuracy of the data is checked electronically in the background and without
further human intervention.

Figure 5 shows a captured transport order of the shipper (desktop view of the dis-
patcher) that can be accepted by a transport company. The screen shows the sender and
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Fig. 5. Details of a transport order

recipient together with their Blockchain addresses, number and quality of pallets and
an automatically generated QR code, which can be scanned by the truck driver of the
transport service provider.

Fig. 6. Truck driver mobile terminal

The transfer from the shipper to the carrier is donewith theQRcode scan (Fig. 6). The
information about the transport order (including pallet count and quality) is transmitted
and visible at the receiving party. Process statuses are automatically updated with each
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step for all parties involved, so that everyone always has the same information status.
The carrier can see the order and its details after scanning the QR code.

Fig. 7. Balance overview

With the mutual handshake after the QR-Code scan, the transaction for the load
carrier exchange is stored in the Blockchain. Each company automatically receives
a constantly updated and consolidated (no longer manipulable) balance overview of
credit and debit vis-à-vis its trading partners (Fig. 7). The user interface not only lists
the number and quality of the pallets, but also links this data directly to a current market
value and expresses the balances in monetary units.

6 Findings and Future Work

With such a platform, we can offer participating companies added value in a variety
of ways: First, the previously tedious recording work on paper or proprietary lists is
eliminated (a simple QR code scan and the press of a button to confirm the transfer are
sufficient), which in turn reduces errors in manual recording and consequently disputes
due to differing data. On the other hand, the transport process becomes transparent
for the involved companies: everyone knows the status of a delivery and the recipients
even receive notification data on a coarse-grained level – information that was previously
unavailable to many companies. In this way, we are introducing a technical collaboration
platform in parallel with the actual goods transport process, which can be used quasi
risk-free with regard to the disclosure of business data, generates added value and in this
way (we hope) can be disseminated as widely as possible. As a result, at a later point in
time we will be confronted with a completely new starting situation with regard to the
introduction of Physical Internet concepts, in which there is already a large, registered
community that is networked with each other via this platform, and with which the first
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synergy effects can be achieved in transport processing in the sense of the Physical
Internet.

In summary, we can say that within the framework of this research project we have
addressed two topics that go beyond the current state of the art: (1) the design of a
scalable systems approach for generic collaboration networks, which allows the general
management of location-based information and processes for a variety of application
domains, not just for the Physical Internet, and (2) a Blockchain-based storage structure
at system level that doubles as a recovery mechanism for distributed network nodes.
The Blockchain is integrated at the lowest system level (not at the application level),
whichmakes it interchangeable. A generic interface concept is the basis for this, whereby
interchangeability does not mean that any other Blockchain framework can be used; the
basic properties of the Blockchain used must match. (i.e. permissioned vs. permission-
less, or public vs. private). Theoretically, the Blockchain could also be substituted by a
database (which would no longer prevent tampering, but it would allow downsizing for
smaller-scale applications).

At the current time, we are not yet able to present any evaluation results with regard to
the quality of the user interface, as the system has only been tested with a few corporate
partners. Therefore, there is not yet a valid result based on investigation data with a
sufficiently large number of participants. That the tests so far have provided positive
feedback in terms of shortening process flows is somethingwe expected, becausemanual
visual data matching on paper delivery bills is apparently more time-consuming than a
simple QR code scan and confirmation of the transfer of goods at the push of a button.
In this respect, based on subjective observations, we were able to determine that the user
interface makes work easier for those involved. So, while the corporate partners have
given the system high marks in our research project, the next step will be to get out of
the prototype stage, while observing the German development around GS1 and testing
the platform with a larger target group in order to get founded evaluation data on the
quality of our implemented interaction paradigms. The goal here is to gain as large a
number of participants as possible in order to create the best possible starting point for
the next step in the development of a Physical Internet.
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Abstract. As the fast speed of bandwidth and rapidly growing utilization of the
Internet and associated information technologies, cloud computing has become
as a popular solution for organization’s performance improving and competitive
advantage maintenance. Cloud-based enterprise resource planning (ERP) system
is an important application of cloud computing, and firms can thus receive various
gains or benefit by shifting their local information systems to a cloud platform,
in order to increase data accessibility, decrease the total cost of ownership and so
on. Though there are many benefits provided by cloud-based ERP, the adoption
seems to be difficult due to several major inhibitors, and it is called to provide a
deeper understanding of cloud-based ERP system implementation intention from
manager’s viewpoint. However, limited studies have been conducted in investi-
gating such phenomenon. In order to fulfill the above research gaps, the objective
of this study is to explore the factors relevant to transaction attributes affecting the
intention of cloud-based ERP system adoption from the perspective of transaction
cost economics. We collect empirical data from Taiwan top 1000 manufacturing
firms list, and we found (1) uncertainty and switching cost positively increase per-
ceived risk, (2) perceived risk negatively and switching benefits positively affect
the adoption intention of cloud-based EPR platform. We conclude our study with
a discussion of the theoretical insights and practical contributions and relevant
implications for managers. Suggestions for future research are also addressed in
this study.

Keywords: Cloud computing · Enterprise resource planning · Transaction cost
economics · Software as a service · Information system adoption

1 Introduction

As the fast speed of bandwidth and rapidly growing utilization of the Internet and asso-
ciated information technologies (e.g., 5G), cloud computing has become not only as a
popular answer or solution for organization’s performance improving and competitive
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advantage maintenance, but it has also provided a better way for creative businesses to
deliver or apply innovative services through IT (Cusumano 2019). For example, Ama-
zon’s Elastic Compute Cloud (EC2) has provided users with necessary computational
resources through a pay-per-use platform sinceMarch 2006 (Ben-Yehuda et al. 2014). In
August 2006, Eric Schmidt, CEO of Google, announced the concept of cloud computing
at the Search Engine Strategies (SES) Seminar in San Jose. Through cloud computing,
users or companies can utilize highly scalable hardware and software more efficiently,
and thus they could generate individual or business agilities through rapid deployment,
parallel batching processing, and mobile interactive applications that respond to user or
business requirements in real time (Kathuria et al. 2018; Marston et al. 2011).

Cloud-based ERP (enterprise resource planning) system, namely software-as-a-
service (SaaS), is an important application for cloud computing. Firms can thus receive
various gains or benefit by shifting their local information systems to a cloud platform, in
order to increase data accessibility, decrease the total cost of ownership and so on (Gupta
et al. 2020; Lee et al. 2013a). Though the trend of cloud ERP system adoption continues
to grow in size, and the promises from a technological perspective are relatively attractive
for many firms (Castellina 2012), the shift from traditional onsite and locally installed
ERP system to cloud ERP services is still in the early stage. Though there are many
benefits provided by cloud-based ERP, the adoption seems to be difficult due to several
major inhibitors, and it is called to provide a deeper understanding of cloud-based ERP
system implementation intention from manager’s viewpoint. However, limited studies
have been conducted in investigating such phenomenon, for example, the perspective of
transaction cost economics. In order to fulfill these research gaps, the objective of this
study is to explore the factors related to transaction attributes influencing the adoption
intention of cloud ERP system, from the perspective of transaction cost economics. We
collect our empirical data from Taiwan top 1000 manufacturing firms list, and hope
to provide deeper implications for understanding the inhibitors and facilitators of the
adoption intention of cloud-based ERP platform.

2 Theoretical Background and Hypotheses

We develop our research model by identifying key constructs and hypotheses, as illus-
trated in Fig. 1. We assert several hypotheses: (1) service uncertainty, asset specificity
and switching cost will affect firm’s perceived risk toward cloud ERP system adoption
intention and (2) firm’s perceived risk and switching benefits will influence firm’s cloud
ERP systemadoption intention. The following sections then clarify on these relationships
and explains the theoretical underpinning of these hypotheses.

2.1 The Transaction Cost Economics (TCE) Perspective

TCE explains various problems of economic organizations, and the primary principle of
it is that firms rationally conduct transactions in the most efficient way (Rindfleisch and
Heide 1997). A transaction refers to a process bywhich a product or service is transferred
through several separable interfaces (Williamson 1985). In general, it is assumed that
there is a market with symmetric information, and both buyers and sellers have same
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Fig. 1. Research model

amount of information to execute their transactionswithout cost (Liang andHuang1998).
However, transactions within open markets involve considerable transaction costs (e.g.,
information searching, contract negotiation, transaction monitoring for ensure a favor-
able deal). Likewise, TCE explains the underpinned reason why a transaction subject
(e.g., a firm or an individual) chooses a particular and forms related transactions instead
of others. Three key components from TCE, namely uncertainty, asset specificity, and
transaction frequency, are used to characterize any transaction (Paswan et al. 2020).
For example, transactions may have low or high uncertainty; may deal with specific or
non-specific assets; or transaction may be in quite rare times or frequent ones. Since the
use of ERP system is relatively frequent in most firms, transaction frequency will not
be an issue for discussion in this study, and the other two factors, namely switching cost
and switching benefits will be discussed for this study.

Uncertainty is defined as the unanticipated changes in circumstances surrounding
a transaction. There are various forms for the formation of uncertainty. In this study,
service uncertainty of cloud-based ERP system related to the theoretical framework is
investigated. Service uncertainty represents to one type of behavioral uncertainty, and it
refers to the difficulty in ascertaining the actual performanceor service quality of vendors,
or their adherence to contractual agreements (Susarla et al. 2009). In case of cloud ERP
system, for example, guarantee for 100%availability, data safety and security, integration
of cloud ERP and other legacy systems, technical standards for cloud platforms and so
on are of great concern tomost firms (Lee et al. 2013b). Firms are likely towonder if their
implemented cloud ERP system meets their expectations and whether they will perform
well. Likewise, service uncertainty would affect firm’s likelihood of implementing such
cloud service. In such case, when firms perceive higher service uncertainty of cloud ERP
system service, the concerns of performance risk will also be engendered since firms
might be aware of several negative outcomes and associated transaction costs related to
adoption of cloud ERP system. Hence we hypothesize that:
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Hypothesis 1 (H1): Perceived service uncertainty will positively increase per-
ceived risk on cloud ERP system adoption.

Asset specificity is the second key component for conducting. Williamson (1989)
define the meaning of asset specificity as the transaction which the investments in asset
would only be valuable from their use of the specific transaction. The related asset speci-
ficity within transactions is treated as an important means behind contractual arrange-
ments (Vazquez 2004).When stakeholders (e.g., buyers or sellers) in a transaction endow
specific design elements or unique resources, an asset specificity is then occurred. There-
fore, such unique investment will have a lower value in alternative uses (Williamson
1996), and highly asset-specific investments will create potential costs in such transac-
tion, since these investments might have little or no value outside the exchange relation-
ship. If buyer or seller tries to break their contracts, the value of such specific investments
would be then decreased. Such effect can also be call lock-in effect, where much can be
lost to one or both parties if the relationship dissolves (Kern et al. 2002).

In case of cloud ERP system adoption, system functionalities, business processes and
databases provided and stored in the cloud platform could be treated as firm’s dedicated
asset or specific investment. Since these specific assets can only be used in that partic-
ular relationship, and they could possibly become the hostage and lock-in effect when
providers potentially increase the likelihood of their opportunistic behaviors, thereby
generating adoption firm’s perception of implementation risks (Wathne andHeide 2004).
In sum, these conditions imply that firms need to invest great asset specificity in order
to adopt cloud-based ERP system service with thereby generating great lock-in effects
and the associated risk factors. Hence the following is hypothesized:

Hypothesis 2 (H2): Perceived asset specificity will positively increase perceived
risk on cloud ERP system adoption.

For considering asset specificity in adopting cloud ERP system as a sunk cost with
possible lock-in effect, another kind of aroused cost will be switching cost for migrating
legacy system into cloud one. In order to avoid possible migration costs or uncertainty,
firms assess relevant switching cost and benefits before implementing new alternative
solutions (Kim andKankanhalli 2009). In the situation of cloud ERP adoption, switching
costs represent constrains for migrating legacy system into a new cloud platform, and
these costs mainly include system migration, personnel training, service consulting,
system maintenance expenses and so on. When perceiving higher costs for switching to
cloudERP system, it might thus lead to perceptions of higher risks and several behavioral
outcomes that are performed unwillingly to avoid the relationship termination with the
incumbent platform or provider (Kim and Son 2009). As such, we argue that switching
cost will increase perceived risk on the adoption of cloud-based ERP system, and the
following hypothesis is developed:

Hypothesis 3 (H3): Perceived switching cost will positively increase perceived
risk on cloud ERP system adoption.

In general, it is said that the higher the risk, the lower is the likelihood of transac-
tion. Firms might adopt cloud-based ERP system when their risk perceptions were low
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(Ajzen 1991). From the study of Sitkin and Weingart (1995), they found that perceived
risk significantly increased the higher degree of perceived loss. As such, the firm then
perceived lower value can be obtained from the transaction. In the context of this study,
when firms perceive higher risk degree of uncertainty, asset specificity and switching
cost, these firms might thus lower their adoption intention of cloud-based ERP system.
Thus the following hypothesis is developed:

Hypothesis 4 (H4): Perceived risk will positively decrease the intention of cloud
ERP system adoption.

As mentioned in the above, firms assess relevant switching cost and benefits before
implementing new alternative solutions. Switching benefits refer to the perceived utility
that firms would be gained or acquired in switching from the current system situation
to the new information system (Kim and Kankanhalli 2009). There is no doubt that
switching to a new information system such as cloud ERP system could result in several
performance enhancement or productivities both in operational and strategic tasks for
firms. Likewise, if firms perceived higher benefits could be gained from cloud-basedERP
system implementation, firms should increase their intentions to adopt such cloud-based
ERP system accordingly. Thus, we propose the following hypothesis:

Hypothesis 5 (H5): Perceived switching benefits will positively increase the
intention of cloud ERP system adoption.

3 Methodology and Research Design

3.1 Sample and Data Collection

A cross-sectional mail survey was used to collect data from randomly selected manufac-
turing firms in Taiwan. The sample firms were drawn from the “Taiwan Top 1000” list
issued by the CommonWealth Magazine, a leading business magazine in Taiwan. In all,
respondents of this study should need the relevant knowledge of ERP system utilization
and implementation about their firms, and thus senior IT executives and managers are
treated as our target respondents for this study. 1,000 questionnaires were sent out and
145 were returned. Since four questionnaires were invalid, a total of 141 valid and com-
plete responses were then obtained for analysis. The samples of this study consisted of
manufacturers in a variety of fields. Themajority of the respondents are fromElectronics
(18.80%), Computers (14.53%),Metal (12,393%), Optoelectronics (11.11%), and so on.
Compared to the Taiwan Top 1000 list, we argue that the distribution of our sampled
firms is an appropriate representation to our sampling frame. Besides, the majority of
the respondents were managers (41.91%), followed by senior managers (30.03%), and
senior executives (21.45%). The average working experience of the respondents was
11.38 years, and the average number of years for which the respondents had held the
current position was 6.3 years. Hence, we believed that the respondents were sufficiently
knowledgeable to answer the survey.
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3.2 Measurement Development/Operationalization of Constructs

All the constructs were measured by using multiple-item scales, and measurement items
were adapted from prior literature. In additions, the questionnaire items were reviewed
by several information management scholars for content description, and these items
were revised following a pretest of the survey instrument with a certain number of real-
case sample firms. All items were seven-point, Likert-type scales anchored at “strongly
disagree” (1), “strongly agree” (7), and “neither agree nor disagree” (4).

The service uncertainty scales are adapted from Susarla et al. (2009). The asset
specificity items are basedonBenlian et al. (2009).As for the switching cost construct,we
adopt it from Kim and Kankanhalli (2009) and Chau and Tam (1997). For the switching
benefits construct, we adopt it from Kim and Kankanhalli (2009). The perceived risk
scales are adapted from Falk et al. (2007). Finally, intention to adopt cloud ERP system
is adapted from Teo et al. (2003).

4 Data Analysis and Results

4.1 Convergent and Discriminant Validity

Our data analysis is conducted with two sections: scale validation and hypothesis testing.
First, scale validation proceeded in two steps, namely convergent and discriminant valid-
ity analyses. Convergent validity was evaluated using three criteria proposed by Fornell
and Larcker (1981): (1) all item factor loadings (alpha) should be equal or greater than
0.5, (2) the value of composite reliabilities (CRs) and Cronbach’s alpha for each con-
struct, should be equal or greater than 0.8, and (3) average variance extracted (AVE)
should be equal or greater than 0.5 (Nunnally, 1978). As indicated in Table 1, standard-
ized confirmatory factor analysis (CFA) loadings for all measurement items of this study
are exceed the minimum loading criterion of 0.5, and all are significant at p < 0.001
and. Besides, the AVE of each construct exceeds 0.5, and CRs and Cronbach’s alpha
for all factors exceed the required minimum of 0.8 and 0.7 respectively. Hence, all three
conditions for convergent validity are met.

Next, discriminant validity refers to the degree to which measures of two constructs
are empirically distinct. Discriminant validity is existed when the square root of each
construct’s AVE is larger than its correlations with other constructs (Chin et al. 2003). As
indicated in Table 1, the highest correlation between any pair of constructs in the CFA
model was 0.54, and this number is lower than the lowest square root of AVE among all
of the constructs, which was 0.76. Hence, the discriminant validity criterion was also
met for our data sample.

4.2 Hypothesis Testing

We use partial least square (PLS) to test the main effects specified in hypotheses H1
through H5, as shown in Fig. 2. With regard to the specific hypotheses, we found:

• Hypotheses 1, 2 and 3: Our results supported the hypotheses that both higher ser-
vice uncertainty and higher switching cost would have significant effects on firm’s
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Table 1. Reliability, correlation coefficients and AVE results

Variable Mean S.D. Cronbach’s Alpha C.R. AVE (1) (2) (3) (4) (5) (6)

1. SVC_UNC 5.01 1.36 0.92 0.94 0.75 0.87

2. ASSET 5.21 1.46 0.79 0.83 0.72 0.11 0.85

3. SWT_COST 5.03 1.36 0.71 0.84 0.57 0.54 0.24 0.76

4. RISK 5.17 1.70 0.98 0.99 0.98 0.52 0.10 0.46 0.99

5. INTENTION 2.88 1.59 0.97 0.98 0.95 −0.24 0.09 0.13 −0.20 0.97

6. SWT_BENFIT 3.98 1.37 0.97 0.98 0.92 −0.10 0.01 0.20 −0.13 0.34 0.96

Notes:
1. The main diagonal shows the square root of the AVE (Average Variance Extracted).
2. Significant at p < 0.01 level is shown in bold.
3. C.R. for Composite Reliability, SVC_UNC for Service Uncertainty, ASSET for Asset
Specificity, SWT_COST for Switching Cost, RISK for Perceived Risk, SWT_BENFIT for
Switching Benefits, and INTENTION for intention to adopt cloud ERP system.

perceived risk (t = 4.287 and 2.51, p < 0.001 and p < 0.05), thereby supporting
Hypotheses 1 and 3. However, asset specificity has no any significant effect on firm’s
perceived risk (t= 0.045), andHypothesis 2 is not supported. In additions, the effect of
service uncertainty on perceived risk (beta= 0.39) is higher than the one of switching
cost on perceived risk (beta = 0.25).

• Hypothesis 4: As expected, higher level of firm’s perceived risks had a significant but
strong negative effect on the intention of cloud ERP system adoption (t = −1.983, p
< 0.005).

• Hypothesis 5: As predicted, higher level of switching benefits had a significant but
strong positive effect on the intention of cloud ERP system adoption (t = 3.74, p <

0.001).

5 Implications and Conclusions

5.1 Implications and Suggestions

This purpose of this research tries to explore the possible obstacles and facilitators on the
adoption intention of cloud-based ERP system, from the TCE perspective. As shown in
Fig. 2, the overall explanatory power of our research model was acceptable, a R-square
of 31.6% for perceived risk and a R-square of 13.8% for the intention of cloud ERP
system adoption were obtained.

First, service uncertainty and switching cost were found to be significant in engen-
dering firm’s perceived risk, and the effect of service uncertainty on perceived risk is
higher than the one of switching cost on perceived risk. As such, service uncertainty
is the most critical factor on firm’s perceived risk toward cloud ERP system adoption.
Firmsmight mostly worry about the service uncertainty of cloud ERP service in terms of
security or efficiency because they might not foresee whether cloud ERP service might
work smoothly as their expectation, thereby increasing their perceived risks towards
cloud ERP system. The next possible inhibitor related to perceived risk is switching
cost. Switching cost includes all possible expenses or efforts occurred during system
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Fig. 2. Hypotheses testing results

migration, such as training, consulting, after service, business process change and so
on. As such, if switching cost is higher and can not be affordable for firms, they could
possible temporarily suspend such migration plan and remain the same in current ERP
system usage. Bearing these possible inhibitors in mind, the best way to mitigate service
uncertainty is to provide better governance mechanism and evidence for firms by cloud
ERP system vendors. For example, service level agreement (SLA) is the best way for
vendors to alleviate firm’s perception of possible service uncertainty toward the usage
of cloud ERP. Besides, providing persuasive evidences such as certificated service guar-
antee or other firms that have successfully implemented cloud EPR service could also
be better ways to decrease firm’s perception of service uncertainty and associated risks.
For mitigating the concerns of switching cost for firms, our study suggests that cloud
ERP vendors could provide seamless and valuable services with lowest expenses to
harmonize it.

Second, unexpected to our prediction, asset specificity has no significant effect on
perceived risk. Asset specificity refers to the degree to which an asset can be redeployed
to alternative uses without sacrifice of productive value (Williamson 1989). A possible
explanation for the insignificant effect on perceived risk could be as follows. Asset speci-
ficitymay include tangible (e.g., facilities or dedicated personnel) and intangible specific
ones (e.g., business process or domain knowledge) (Subramani and Venkatraman 2003).
In the implementation of cloud ERP system, it allows firms to reduce tangible hard-
ware infrastructure and relevant maintenance investments. Likewise, firms have no any
tangible specific investment during the adoption of cloud service. Moreover, intangible
specific investments in organizations as comprising two components: “know-how” and
“know-what” (Kogut and Zander 1992). “Know-how” refers to the firm’s understanding
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of task execution, in terms of operating procedures for efficient task execution. “Know-
what” refers to context-sensitive or tacit understanding of subtleties that allows effective
action and the resolving of ambiguities in task planning and execution. In fact, these
two kinds of intangible assets are mostly related to firm’s own and internalized business
processes and domain knowledge, as such, firmsmight do not feel these investments will
be relationship-specific investments to cloud ERP system vendor. Likewise, intangible
asset specificity seems not a critical issue and thus is insignificant in affecting firm’s
perceived risk toward cloud ERP system adoption.

Lastly, we hypothesized that perceived risk is negatively and switching benefits is
positively related to the intention of cloud ERP system adoption and these tow hypoth-
esized relationships were supported by empirical data in this study. However, we also
found that switching benefits have a greater influence on firm’s intention of adopting
cloud EPR service than firm’s perceived risk. These results are expected and consis-
tent wit TCE perspective which stated that firms will choose transaction methods that
economize on transaction cost and perceived risks (Williamson 1985). When making
information system implementation decision, firm tends to select a service or information
system with the least costs, in terms of all needed services. In other words, when choos-
ing a service or information system, firms always weigh all related costs and benefits.
These related costs and benefits, or total ownership costs/benefits considerations, will
influence firms’ decisions whether to adopt cloud ERP system service or not. Likewise,
if firms perceive high transaction cost or risks in cloud system, they will be less willing to
adopt it. Conversely, if firms perceive high switching benefits in cloud ERP system, they
will be more willing to adopt it. Since firm’s perceived switching benefits have greater
influences on adoption intention, this study strongly suggests that cloud ERP vendors
should significantly promote what benefits firms can obtain from the implementation of
cloud service, including operational, strategic or even mobile commerce ones.

5.2 Limitations and Suggestions for Future Researches

A few number of research limitations exist in this study, which should be considered in
the future. First, the conclusions of this study are from cross-sectional data of Top 1000
manufacturing firm list in Taiwan. With such data and analysis, we only took a snapshot
of this model. However, it is believed that it will be good to conduct a longitudinal study
to evaluate the adoption of cloud-based ERP, since the implementation of such service is
still in the beginning so far. Second, though this study could provides several meaningful
insights for the explanation of the adoption intention of cloud ERP platform, some
possible moderating effects between the relationship between perceived risk, switching
benefits and the adoption intention of cloud ERP system is not well understood. More
academic works may benefit from comprehending possible moderating factors such
as industrial types (e.g., manufacturing, banking, information service and so on) that
enhance or impede such cloud-based ERP adoption intention that are most compatible
with such purposes. In sum, these questions open up fertile grounds for future research
opportunities.
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6 Conclusions

Based on the perspective of transaction cost economic, this study tries to contribute to
the information systemmarketing academic fields by providing insightful support for the
relationship between transaction attributes, switching costs and benefits, perceived risks
and the intention of cloud-based ERP system adoption. From the practitioner’s point of
view, this research found that transaction attributes, especially service uncertainty and
switching costs, appear to significantly influencefirm’s adoption intention to cloud-based
ERP service. Since the adoption of cloud-based ERP platform is still new and has unique
characteristics for understanding the possible inhibitors and facilitators on the system
evaluation and subsequent implementation, our study hope to offer underpinnings for
much further researches on this topic, and encourage scholars to investigate the relevant
issues on such topic.
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Abstract. Business continuity management is both the main indicator of organi-
zational resilience enhancement and the primary representation of corporate social
responsibility. Emphasis has been placed on business participation in the emer-
gency management process and business continuity planning, but little is under-
stood about the factors influencing changes in business continuity management
during the development of government–business collaboration for emergency pre-
paredness. This study examined the influence of information cost (including infor-
mation use, development opportunity, and cost saving) and organization capacity
on business continuity management. The results indicated that business planning
information increased sales opportunities through the use of certain technologies
and reduced the cost of regulation compliance. Organization size influenced firms’
changing approaches to business continuity and disaster recovery planning.

Keywords: Disaster recovery planning · Corporate social responsibility ·
Business risk management · Business-government relations

1 Introduction

Organizational resilience is an organization’s capacity to withstand hazards, continue
operating under adversity, adapt to risky situations, and improve functionality after a
crisis (Lengnick-Hall et al. 2011). Over the last decade, research into the role of business
continuity management in organizational resilience has increased. A common argument
maintains that business continuity management in the form of organizational resilience
enhancement is themost pivotalmanagement concern (Gibb andBuchanan 2006;Hatton
et al. 2016). Attaining and sustaining a competitive advantage over competitors without
business risk management and business continuity planning is increasingly difficult
for firms (Wang et al. 2017). Evidence suggests that businesses who commit to these
processes have the potential to become the champions of sustainable development in the
current market place (Herbane 2010).

In many cases, individual governments seek external assistance or resources because
they lack the capital to effectively respond to crises (Jung et al. 2014). Business par-
ticipation in risk management and business continuity planning initiatives are vital to
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emergency management and offer the horizontal and vertical collaborative potential to
workwith governments on problem-solving and environmental protection. To emphasize
the essential nature of business risk management and continuity planning, governments
have employed various digital technologies as tools of communication with various
stakeholders within a digital governance framework (Wong 2009). Although most of
the literature agrees that governments play a vital role in influencing business continuity
management, in reality, this is unproven (Runyan 2006; Kitching, Hart, Wilson 2015).

Whether applying governmental information and communications technology (ICT)
to business planning information and development influences the business continuity
management process remains unclear. In response to the increased attention to business
risk management and continuity planning, this study investigated what factors change
in the business continuity management process as a result of firms using governmental
ICT. A review of the literature revealed descriptions of certain causal relationships but
little scholarship that has deepened our understanding of the process. To answer this
research question, this paper presents an overview of the literature to distinguish the key
factors and to develop a hypothesis to describe their causal relationships.

2 Importance of Engaging Business in the EmergencyManagement

Participation in the emergency planning process represents a proactive role for firms;
these organizations can influence decision-making by sharing their expertise and infor-
mation on emergency and risk management. By involving firms in the planning process,
public organizations can quickly identify the resources of a businesses, reduce any over-
lap in efforts and resources, and be better prepared for emergency management. In turn,
firms become familiar with the relevant procedures and can share the common goals of
the government and emergency stakeholders such as nonprofit organizations, community
associations, and the public (Wu et al. 2015).

The role and function of firms in the emergency management process are crucial
because these organizations have the expertise, connections, and resources for effec-
tive emergency management. Firms are also regarded as vital for risk management and
business continuity planning. They can be a positive influence by committing to and
integrating themselves into the community through the management of this valuable
shared task (Hatton et al. 2016). Their willingness to participate also encourages cohe-
sion among interest groups and risk management processes (Carpenter et al. 2003), as
opposed to scattered and unprepared initiatives that prove ineffective in disaster risk
reduction.

Studies have argued that firms with emergency management plans have a positive
influence on emergency response (Dushie 2014). Resource-rich businesses can finan-
cially supplement public organizations’ urgent emergency responses. Researchers have
identified planning, resource availability, training, and education as the key components
of preparedness (Pennington-Gray et al. 2011). Regarding business continuity man-
agement, these elements are essential for inclusion in written emergency management
guidelines. In addition to allowing appropriate and comprehensive emergency response,
education and training teach the businesses how to recognize and respond to emergency
situations.
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3 Literature Review

Many researchers have stressed the need for business continuity management to enhance
organizational resilience (Akgün and Keskin 2014; Sahebjamnia et al. 2015; Torabi et al.
2016; Duchek 2020). Organizational resilience has received increasing attention in the
past decade, and it refers to the continued ability of a group or system to operate during
and after an adverse event (Prayag et al. 2020). Firms that exhibit greater degrees of
resilience continually adapt and enhance their risk management ability. Organizational
resilience can also be exhibited through changes in management functions alongside the
enhancement of risk management capacity. Firm development is dynamic, constantly
responding to changes in public policy, the economy, and environmental factors.

Business continuity management is a core preparedness activity; this comprehen-
sive and fundamental framework involves the identification of various resources and
processes that should be used during risk response (Castillo 2004). Studies have empha-
sized the key role of leadership in the adoption of business continuity management plans
(Wong 2009), and others have argued that to have effective risk management and con-
tinuity planning, owners and managers must understand the mechanisms that are used
to guide the activities of business continuity management (Ee 2014). Other researchers
have claimed that business risk management and continuity planning efforts are only
valid if business owners and employees have their priorities of risk management of and
indicated their willingness to implement plans related to business continuity manage-
ment (Alesi 2008). In some cases, risk management and emergency training and educa-
tion also reinforce a firm’s business continuity management by allowing businesses to
become accustomed to their associated rules, culture, and norms. The organization can
then support disaster risk reduction activities more effectively (Orlando 2007).

Research has offered numerous normative expectations and prescriptions to guide
the practice of business continuity management, and yet, many businesses still struggle
with this (Niemimaa et al. 2019; Soufi et al. 2019). Businesses have undertaken various
methods of gathering resources and implementing processes but have reported numerous
weaknesses in plans that were insufficiently comprehensive or too cost or time intensive
(Jain et al. 2020). Owners institutionalize some mechanisms for risk management and
business continuity planning but can seldom identify the outcomes or direct outgrowths
of their efforts (Epstein and Khan 2014).

In sum, emphasis has been placed on business participation in the emergency man-
agement process and business continuity planning, but little is understood about the
factors influencing changes in business continuity management during the development
of government–business collaboration for emergency preparedness. Hence, to fill out
the current research gap as well as to use the second-hand survey data from Queens-
land State Government, this study explored the influence of information cost (including
information use, development opportunity, and cost saving) and organization capacity
on business continuity management.



Organizational Resilience: Examining the Influence of Information Cost 447

4 Research Model Development and Hypotheses

The topics of business continuity and disaster recovery planning have received much
attention in the literature. Empirical findings and normative prescriptions have simultane-
ously reached both complementary and contradictory conclusions. This section outlines
the four main factors commonly described as influential in firm decisions as a result of
government website use.

4.1 Business Planning Information

Social media-based participation increases when governments begin to use multiple
types of social media; greater participation then promotes the sharing and delivery of
information (Wu 2020). Based on their functions, the twomain types of digital technolo-
gies are expressive oriented and collaborative oriented (Lee andKwak2012). Expressive-
oriented digital technologies focus on information delivery, allowing the social media
user to share information and opinions though media such as text, images, or video.
Expressive-oriented social media platforms, such as YouTube and Myspace, focus on
single-way information delivery from social media users who actively share informa-
tion with other social media users (Aspasia and Ourania 2014). Collaborative digital
technologies offer a virtual space for social media users to communicate and provide
opportunities to work together (Smith et al. 2014). Users of collaborative digital tech-
nologies tend to share common goals, and the interaction process is dynamic when these
goals attract the attention of potential social media users. Hence, through the dissemina-
tion of business planning information on governmental websites, businesses can enhance
their continuity management.

H1: An increase in business planning information searching from govern-
ment websites is associated with an increase in changes in business continuity
management.

4.2 Opportunities to Use Technologies to Increase Sales

Opportunities lead to risk-taking in business planning and development, the method
of which depends on internal and external factors. The primary pursuit of business is
creating opportunities and maintaining sustainable development (Patzelt and Shepherd
2011). The competitive advantage view holds that a firm’s potential opportunities drive
value creation by increasing risk-taking activity (Fiegenbaum and Thomas 2004). A
firm’s development can be considered sustainable when these opportunities enhance
profits, which lead to greater development (Brockman et al. 2012). If opportunities that
incorporate the use of the technologies, such as the internet, the National Broadband
Network, and smart phones, result in increased sales, firms may be more likely to take
risks. Hence, through the use of these opportunities to use these technologies to increase
sales, businesses would bemore likely to enhance their business continuitymanagement.

H2: An increase in opportunities to use these technologies to increase sales is
associated with a decrease in changes in business continuity management.
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4.3 Reducing the Cost of Regulation Compliance

Discussions of regulation compliance often neglect the issue of cost. The transactional
costs of understanding regulations and the comparative costs between regulation com-
pliance and noncompliance have not been subject to close scrutiny (Kitching et al. 2015).
A firm that is technically trained and politically astute may reach less risky decisions
after considering the cost of complying with regulations (Bailey et al. 2002). When a
business situation is volatile, a strategic decision-maker may conclude that the up-front
cost of complying with regulations is worth the additional effort. Hence, by reducing the
cost of regulation compliance, businesses would bemore likely to enhance their business
continuity management.

H3: A reduction in the cost of regulation compliance is associated with an increase
in changes in business continuity management.

4.4 Organization Size

Larger, more resource-rich organizations have more organization capacity, which is a
catalyst of risk planning in business continuity and disaster recovery planning processes
because more available resources create more collaborative opportunities for emergency
management initiatives. Plans related to business continuity or disaster recovery plan-
ning are crucially affected by organization size. Firms use their organizational advan-
tage to build their knowledge and skills and expand their risk management capabilities
(Sahebjamnia et al. 2015). In addition, more personnel can assist in the planning and
implementation of emergency response, join disaster scenario exercises, and under-
take preparedness training to minimize threats to people and resources (Hatton et al.
2016). Hence, large businesses are more likely to enhance their business continuity
management.

H4: An increase in organization size is associated with an increase in changes in
business continuity management.

5 Analysis and Result

For analysis of the factors influencing firm changes in business continuity management,
the 2013Customer Impact Survey of theQueenslandGovernment was used (Queensland
Government 2013). The survey data represented firms’ perceptions of online services for
business usage and their impact. The 2013 Customer Impact Survey was administered
by the Queensland Government; 1500 small and medium businesses (with fewer than
200 employees) in Queensland were surveyed over the telephone.

Table 1 presents the summary of indicator measurements. A detailed description of
the measurements of variables of the regression model are provided in the following.
Table 2 details the descriptive statistics of all variables. Table 3 presents the logistic
regression results for changes in business continuity and disaster recovery planning. The
estimates supported the argument and hypotheses in this research.

The dependent variable in the analysis is measured by whether firms made any
change in business continuity management as a result of using of Queensland State
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Government websites. The variable is a dummy variable containing the question, “In the
last twelve months, have you made any changes to your business as a result of your use
of Queensland State Government websites? - Business continuity or disaster recovery
planning” If the survey respondents indicated that they had, the variable was coded as
“1”. If the respondent indicated that they had not, the variable was coded as “0”, which
means the respondent chose not to make any change in business continuity management.

Business planning information was a dummy variable, and was measured based on
whether firms use Queensland State Government websites for business planning infor-
mation in the last year. Survey participants were asked the following survey question:
“What did you use Queensland State Government websites for business planning infor-
mation in the last year?” When the respondents answered “yes,” we viewed this firms
using governmental websites for business planning information in the last year.

Opportunities to use these technologies to increase sales was operationalized based
on whether there are opportunities for my business to use these technologies, tech-
nologies, such as the internet, the National Broadband Network, and smart phones, to
increase sales. Survey participants were asked the following: “I’d now like to talk to
you about whether technologies, such as the internet, the National Broadband Network,
and smart phones, provide opportunities for - There are opportunities for my business to
use these technologies to increase sales.” This survey question was graded on a 5-point
Likert scale ranging from 5 (strongly agree), 4 (agree), 3 (Neither agree or disagree), 2
(disagree) to 1 (strongly disagree).

Reduced the cost of complying with regulations was measured based on whether
Queensland State Government website(s) helped you to stay up to date with the cost
reduction of complying with regulations. For this dummy variable, respondents either
answered governmental helpwould reduce the cost of complyingwith regulations (coded
1), otherwise (coded 0). Also, Organization size was a dummy variable, and was mea-
sured based on whether the business employ 200 or more Full Time Equivalent (FTE).
If the survey respondents chose yes, it was coded as 1, otherwise was coded as 0.

Control variables mainly include Social media channels, international business
export, optimistic attitude, and online transactions. Among these control variables, social
media channels, international business export, and online transactions are dummy vari-
ables. The survey questions in this study are as follows: (1) Are you aware of Queens-
land Government content on any of the following social media channels?; (2) Does your
business export its products or services outside of Australia?; (3) I’m also interested
in whether you conduct any online transactions as part of your day to day business
activity. Does your business: Accept online transactions, for example taking bookings
or payments? These three questions are coded as 1 if the survey respondents chose yes,
otherwise was coded as 0. Finally, optimistic attitude is measured by the firms’ responses
to a question about their perspectives to business prospects. There were three degrees of
optimistic attitude: less positive; about the same, more positive.

In Table 3, the effect of business planning information on firm changes in business
continuity management was revealed to be positive (1.30, p< 0.01). Firms that used the
Queensland StateGovernmentwebsites for business planning information in the last year
were, on average, more likely to make changes in their business continuity management
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Table 1. Summary of indicator measurements

Variables Measurement

Dependent Variable

Change in business continuity management In the last twelve months, have you made any
changes to your business as a result of your use
of Queensland State Government websites? -
Business continuity or disaster recovery
planning (Yes = 1)

Independent Variables

Business planning information What did you use Queensland State Government
websites for business planning information in the
last year? (Business planning information = 1)

Opportunities to use these technologies to
increase sales

I’d now like to talk to you about whether
technologies, such as the internet, the National
Broadband Network, and smart phones, provide
opportunities for - There are opportunities for
my business to use these technologies to
increase sales (strongly agree = 5; agree = 4;
Neither agree or disagree = 3; disagree = 2;
strongly disagree = 1)

Reduced the cost of complying with
regulations

You said that Queensland State Government
website(s) helped you to stay up to date with
regulations/comply with regulations in the last
year. Would you say it: - Reduced the cost of
complying with regulations (Yes = 1)

Organization Size How many staff (Full Time Equivalent, FTE)
does the business employ? - 200 or more FTEs
(Yes = 1)

Social media channels Are you aware of Queensland Government
content on any of the following social media
channels? (Yes = 1)

International business export Does your business export its products or
services outside of Australia? (Yes = 1)

Optimistic attitude And do you feel more or less optimistic about
your business prospects than you did a year ago?
(More positive = 3; About the same = 2; Less
positive = 1)

Online transactions I’m also interested in whether you conduct any
online transactions as part of your day to day
business activity. Does your business: Accept
online transactions, for example taking bookings
or payments? (Yes = 1)
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Table 2. Descriptive statistics

Freq. Percent Freq. Percent

Change in business continuity management Social media channels

No = 0 1463 97.5 No = 0 337 22.5

Yes = 1 37 2.47 Yes = 1 1163 77.5

Total 1500 Total 1500

Opportunities to use these technologies to
increase sales

Optimistic attitude

Strongly disagree = 1 67 4.47 Less positive = 1 556 37.5

Disagree = 2 215 14.3 About the same = 2 344 23.2

Neither agree or disagree= 3 48 3.2 More positive = 3 581 39.2

Agree = 4 686 45.7 Total 1481

Strongly agree = 5 484 32.3

Total 1500

Reduced the cost of complying with
regulations

International business export

No = 0 1338 89.2 No = 0 1276 85.1

Yes = 1 162 10.8 Yes = 1 224 14.9

Total 1500 Total 1500

Organization Size Online transactions

No = 0 1201 80.1 No = 0 522 36.5

Yes = 1 299 19.9 Yes = 1 908 36.5

Total 1500 Total 1430

Business planning information

No = 0 1401 93.4

Yes = 1 99 6.6

Total 1500

when all other variables were held constant. This result supports Hypothesis 1 in this
study.

Firms that strongly agreed that technologies such as the internet, the National Broad-
band Network, and smart phones provide opportunities for increasing sales were less
likely to change their business continuitymanagement than thosewho strongly disagreed
with the statement were (−1.63, p< 0.05, and−1.30, p< 0.05, respectively). This result
supports Hypothesis 2 in this study.

Firms indicated that consultation of the Queensland State Government website(s)
led to them reducing the cost of regulation compliance in the last year and were more
likely to change their business continuity management (2.14, p< 0.01), holding all other
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Table 3. Logistic regression results for changes in business continuity management

Coef Std. Err

Business planning information 1.30 0.41 **

Opportunities to use these technologies to increase sales

Disagree Vs. Strongly disagree −1.36 0.80

Neither agree or disagree Vs. Strongly disagree −1.32 1.20

Agree = 4 Vs. Strongly disagree −1.30 0.63 *

Strongly agree Vs. Strongly disagree −1.63 0.67 *

Reduced the cost of complying with regulations 2.14 0.37 **

Organization Size 0.72 0.37 *

Social media channels −0.14 0.40

International business export −0.37 0.57

Optimistic attitude

About the same Vs. Less positive 0.43 0.52

More positive Vs. Less positive 0.53 0.45

Online transactions −0.03 0.36

Constant −3.55 0.76 **

Number of Obs 1,411

Log likelihood 137.91

LR Chi2 66.64

Pseudo R2 0.19

Note: Std. Err. = standard error; ** p < 0.01; *p < 0.05

variables constant. This result supports Hypothesis 3 in this study. Finally, firms with
200 or more full-time equivalent employees were more likely to change their business
continuity management than those with less than 200 full-time employees were (0.72,
p < 0.05). This result supports Hypothesis 4 in this study.

6 Discussion

Governmentwebsites have the vital function of educating policy stakeholders.During the
policy implementation process, public officials are generally able to explain the content
of public polices and the reasons for implementing selected polices that, at first glance,
would be unpopular among many stakeholders. Stakeholders with a more sophisticated
level of technical and social media understanding would likely provide more input in
the governance process, with mutual interaction among various participants leading to
positive outcomes.

Businesses can offer positive suggestions to the government on relevant public poli-
cieswhen they becomewell informed by consulting socialmedia platforms andwebsites.
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They can also gain an understanding of the advantages of using social media. Most busi-
nesses are unwilling to contact public officials; social media overcomes such obstacles,
allowing businesses to access policy information. Because of the cost of participation,
most businesses are unwilling to participate in public affairs. Hence, municipalities
sometimes have a dearth of businesses involved in public affairs, creating an informa-
tion divide. However, the wide use of government website channels fosters a culture of
openness within public organizations, increasing opportunities to integrate, engage, and
collaborate.

This study provided a prediction of business disaster risk reduction behaviors. Four
variables (business planning information, opportunities to use these technologies to
increase sales, reducing the cost of regulation compliance, and organization size) were
demonstrated to influence firm changes in business continuity management. The results
of this study strongly support the argument that has two seemingly contradictory con-
sequences for organizational behavior, and specifically for risk plans. Reduction in the
cost of regulation compliance leads to the implementation of risk plans, but in rapidly
changing environments, the probability of risk plans declines along with opportunities
to use these technologies to increase sales.

Because of high environmental uncertainty, a long-term state of zero risk is unlikely,
and thus, firms must develop a series of business continuity and disaster recovery plans.
Business continuity and disaster recovery planning must include opportunities to use
the aforementioned technologies, such as the internet, the National Broadband Net-
work, and smart phones, to increase sales and to reduce the cost of complying with
regulations. From a firm’s perspective, the enhancement of business risk management
begins with the creation of plans relative to business continuity or disaster recovery
planning. Consequently, a business with effective risk management in place can pursue
profit maximization and enjoy a competitive advantage. In turn, opportunities to use
the technologies to increase sales do not contribute to effective planning for disaster
protective actions.

Creating sound business continuity management processes allows firms to expand
capacity while maintaining all existing advantages. Thus, a tradeoff between opportuni-
ties and cost within a firm’s given environmental context ultimately determines the firms’
willingness to make changes in its business continuity management. The reduced cost of
complying with regulations is one positive effect. Large firms formulate risk plans more
often than smaller ones do. Because resources in such highly interdependent markets are
often distributed on the basis of organization size, large and prestigious firms are often
able to implement the most effective risk plans, especially if they are considering using
these technologies to increase sales and to reduce the cost of complying with regulations.

7 Conclusion

Business continuity management has been practiced in governments and businesses.
However, few studies have examined whether information cost—including information
use, development opportunity, and cost saving—and organization capacity influence
business risk management and continuity planning. Business continuity management
can enhance the sustainable management of a business and increase the likelihood that
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its plans can be applied to disaster risk reduction processes. The present assessment
demonstrated that business continuity and disaster recovery planning encourage firms to
integrate risk perspectives into their managerial thinking, moving risk reduction toward
sustainablemanagement. Some long-term challenges still remain. Business interestmust
be sustained, and business continuity and disaster recovery planning must be fully inte-
grated into a firms’ disaster risk reduction process. Long-term observation is required to
examine the factors that influence change in risk management and business continuity
planning. Many firms seem satisfied that their plans have been translated into concrete
steps for sustainable management and have reported positive results (Runyan 2006).

To sustain firm interest in the long term, governmentsmust continue to emphasize the
key role of business continuity management in business sustainable management. Firms
must be encouraged to integrate business continuity management into risk management
and program planning for more robust organizational resilience and regularly examine
the reasons for adopting and changing business continuity management strategies.
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Abstract. The purpose of this research was to find a grouping method that can
instantly improve team productivity so that various organizations can use this
grouping method to organize the team to achieve better performance. We con-
ducted two experiments and evaluated the teams’ productivity of all groups and
recorded conversation records and search behaviors of all subjects who were
identified as one of the 4 categories: Execution, Influence, Relationship Build-
ing, and Strategic Thinking. For search behavior, the results show the Influence
category has higher number of average different keyword searches than that of
Relationship-Building category. Influence category has higher number of average
different keywords than Execution category. For self-efficacy, although there is
no significant difference in the confidence level between the talent categories, the
Strategic Thinking category have a higher degree of confidence compared to other
categories, while people belonging to the Influence category have lower confi-
dence level than any of the other three categories. As for teamwork’s productivity,
the group with the highest productivity is the heterogeneous talent group with one
month time of collaboration or break-in, second is the immediate homogeneous
talent group, third is the immediate random group, and the group with the low-
est productivity is the immediate (with no time to break-in) heterogeneous talent
group.

Keywords: Search behavior · Self-efficacy · Clifton strengths finder · Talent
themes · Teamwork’s productivity

1 Introduction

According to Tom Rath and Barry Conchie’s research [1], Strengths Based Leadership,
they grouped participants based on participants’ talent themes and found that in order
to achieve teams’ maximum productivity, it is important to let each individual perform
his/her talent and within each group individual’s talents should be balanced and com-
plimentary to each other. Marcus Buckingham and Donald O Clifton [2] classified 34
characteristics human talent themes, they advanced that people should find their own
advantage, and learn and practice with the advantaged talent themes to achieve success.
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Rath and Conchie [1] further categorized all 34 talents themes into 4 categories: Execu-
tion, Influence, Relationship Building, and Strategic Thinking. Execution people know
how to accomplish the expected goals and can master the focus of doing things and
realize it. Influence people are good at conveying his/her own ideas to others, including
members within or outside the organization, Relationship Building are good at commu-
nication, and can make the relationship within team even closer and make the whole
team perform better. Finally the Strategic Thinking type of people are more foresighted,
and good at analyzing information to help team make better decision. Because the 4
talent categories each has different behavior, we hypothesize that during teamwork task
different talent categories would behave differently.

Among other studies of differences between talent theme categories, Chuck
Tomkovick and Scott Swanson [3] studied the impact of individual talent themes on
career development, they used the same categorization that Rath and Conchie [1] used
in 2004 and divided talents into 4 categories. Chuck et al. found Execution people will
continue to accept new ideas and can carry out intentions to make ideas come true.
And those in the Influence category who have the talents of Activator will turn their
thoughts into actions. People who belong to the relationship establishment category will
establish a good organizational relationship. Among them, those who have a talent for
relator would be called relying on others and establishing close relationships with others.
Those who belong to the Strategic Thinking category will help the organization make
better decisions. Rath and Conchie’s study [1] argued that a successful team must con-
tain four different types of talents. Julie Connelly [4] also believed that when building
teams one should pay attention to the diversity of talents of members. This makes teams
with similar talents more efficient. Teams with talented and diverse members need to
be belonged to small teams, only in this way can teams have a consensus and will have
better productivity. Connelly’s research [4] allows company employees to use the CSF
(Clifton Strengths Finder) test to find out their personal talents, the company responded
to the findings and then encouraged employees develop their talents, the study found
those who were encouraged to developed their talents enhanced participation and get
50% increase in productivity. Therefore, he believes that the process of developing tal-
ent can be regarded as a forward-looking element of productivity, and the diversity of
talents within a team can be regarded as a forward-looking element of team produc-
tivity. Shane J Lopez and Michelle C Louis [5] in the study of educational curriculum
developed by talent argued that positioning individual talents can establish interpersonal
relationships with others, and education developed by talents can cultivate longer-term
and good interpersonal relationships. Through a team that develops a cooperative rela-
tionship with talents, it is possible to share the talents of each other among members and
to fill in each other’s shortcomings. Therefore, the grouping method with heterogeneous
talents can form a good team. The research of Luther NWaters [6] explored the influence
of talent development on self-efficacy in education. The research results showed that the
development of personal talent does have a positive effect on self-efficacy, and time
is an important factor affecting the development of talent. In this research the author
also classified talent themes into 4 categories: Initiators, Implementers, Actuators and
Motivators. Among them, those who are Inspirers have more foresight and ideas and
correspond to the Strategic Thinking category in the research classification of Rath and
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Conchie [1]. Those who belong to the Implementer know how to observe the ceremony
and allocate resources to achieve the goal and correspond to the Execution category.
The person who belongs to the Actuator knows how to arrange appropriate work for
team members and corresponds to the Relationship Building category. Those who are
Motivators encourage members and help the team achieve goals and echo the Influence
category. The purpose of this research was to find a grouping method that can instantly
improve team productivity, and to promote this grouping method, so that various orga-
nizations such as academic units can use this grouping method to organize the team to
achieve better performance.

2 Theoretical Background and Hypotheses

2.1 Search Strategy

A study by Diana Tabatabai and Bruce M Shore [7] found that Internet users have
different search strategies. They found that differences in proficiency and background
knowledge will affect the strategy in the search process. Experts use more keywords to
search, and search faster, and even use the “Ctrl + F” search function more often when
searching. Beginners use “Backspace” more often and miss related websites more often.
Like the work by Lazonder, Biemans et al. [8], the study found that people with higher
Internet use experience require less time during the search process. And there are fewer
search errors and fewer search actions in the process. In this study, we explored the
differences in the search behavior of subjects, including search behaviors such as search
keywords, number of words, and the number of searches using different keywords.
We hypothesized that the average number of web pages visited by the talent theory
group is higher than that of the random grouping team, and the average number of
different keywords used by the talent theory grouping team will be more than that of the
random grouping team. Tabatabai and Shore [7] found that metacognitive, cognitive and
prior knowledge are important factors that affect search strategies. Sherry Y Chen and
XiaohuiLiu [9] also used cognitive theory to study students’ learning patterns through the
Internet, and learned that different cognitive styles do affect personal search behavior.
This research was based on individual talents as a distinction. We hypothesized that
different talented personalities may have different search behaviors. According to the
talent theory of Rath and Conchie [1], each talent category has different characteristics,
theremay have different performances or behaviors in the team. Therefore, the following
hypotheses are listed below:

Hypothesis 1 (H1): the search behavior is different between different talent
categories

H1.1 Average number of different keyword searches used is different between
different talent categories.

H1.2 Average number of webpages viewed is different between different talent
categories.

H1.3 Average number of search words used is different between different talent
categories.
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H1.4 Average number of search terms used is different between different talent
categories.

H1.5 Average focusing time on websites is different between different talent
categories.

2.2 Self-efficacy

According to the research of Albert Bandura and Dale H Schunk [10], they explored
the self-motivation of individuals through setting goals, and at the same time cultivate
personal competence, self-efficacy and intrinsic interest. Through the experiment of the
subjects in the math test, they found that there is a high consistency between self-efficacy
and test scores, which means that there is a high correlation between the two. This means
that under certain circumstances, self-efficacy can be regarded as an important indicator
of whether you can accomplish your goals. This study also studied the self-efficacy of
subjects by recording their self-assessment, and hypothesized that the self-efficacy of
teams grouped by talent theory is higher than that of teams randomly grouped.

In the research that explore the influence of personal talent advantages on self-
efficacy, Elston and Boniwell [11] discussed the discovery of personal strengths and
their application in the work environment, they explained Buckingham and Clifton’s
talent theory [2] and Govindji and Linley’s [12] research on Personal Strengths. Elston
and Boniwell found that personal advantage can bring positive emotions to individuals
at work and workers feel more valuable to work and be more willing to act. Elston
and Boniwell also quoted the research results of Govindji and Linley [12] that the
cognition and application of personal strengths have a significant impact on self-efficacy.
Therefore, this study explored the influence of the grouping by talent theory on personal
self-efficacy, and we hypothesized that grouping by talent theory will improve the self-
efficacy of the subjects, which in turn affects team performance. This study explored the
influence of grouping teams by talent theory on search behavior and self-efficacy, and
according to the research of Hill and Hannafin [13] and the research of Tsai and Tsai
(2003), self-efficacy is a factor that affects search efficiency. Therefore, we hypothesized
that the self-efficacy of different talent categories is different.

Hypothesis 2 (H2): the self-efficacy of different talent categories is different.

2.3 Participation

Qiyun Wang et al. [14] argued that the rate of students using Facebook is quite popular,
the results showed that Facebook’s community function does indeed has the possibility
of serving as a learning management system (Learning Management System). For stu-
dents, Facebook’s platform can be used as a platform for students to discuss their shoul
work. Madge, Meek et al. [15] also maintained that Facebook is an important social tool
for college students. Although most students do not like to use Facebook as a teaching
tool, some students still use Facebook for class discussions. Therefore, in this research,
Facebook’s community function was used as a platform for students to discuss and com-
municate in groups during the research process. After dividing team into four categories
according to the talent theory of Rath and Conchie [1], since each talent category has
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different characteristics, we hypothesized that each talent category performs differently
in the teamwork task.

Hypothesis 3 (H3): each talent category participates differently in the teamwork
task.

H3.1 Average total number of speeches is different between different talent
categories.

H3.2 Average number of speeches per person related to the production of Excel
files is different between different talent categories.

H3.3Average number of speeches per person about the division of labor formaking
Excel is different between different talent categories.

H3.4 The number of data sources provided per person is different between different
talent categories.

2.4 Teamwork’s Productivity

According to the research of Waters [6], “time” is an important factor affecting personal
development talent. King [16] also argued that the length of time teammembers get along
also affectswhether teammembers can establish trust relationships.This study conducted
two experiments and got 4 different kinds of teams based on talent themes grouping with
“time” factor. They are: heterogeneous team with real time assignment, random team,
homogeneous team with real time assignment, and heterogeneous team with one month
time to break in. We hypothesized that teamwork’s productivity is different among the
teams with homogeneous or heterogeneous talent themes, and with time to break-in or
not.

Hypothesis 4 (H4): teamwork’s productivity is different among the teams of het-
erogeneous talents and real-time grouping, the same talent and real-time group-
ing, random grouping, and heterogeneous talents and given about one month to
break-in.

3 Methodology and Research Design

The first experiment enlisted 44 participants in immediate (with no time to break-in)
heterogeneous talent group, and 59 participants in immediate random group. The second
experiment enlisted 40 participants in immediate homogeneous talent group, and 36
participants in heterogeneous talent group with one month time of collaboration or
break-in. With 4 persons form 1 group making a total of 45 groups or teams (180
subjects) participated the study. All participants were volunteers of first year student in
a university taking the same course of Excel, the tool used the task of the experiment.

The experiment process consisted of three stages. The first stage is for all subjects in
the experimental group to take an online test of talent theory and get each participant’s
top 5 talent themes. In the second stage, through the research of Rath andConchie [1], the
subjects in the experimental group were divided into heterogeneous groups according
to the theory of talent (first experiment), so that each group had people with different
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talent categories. The third stage was to let the control group randomly grouped and the
experimental group grouped by talent theory to perform the same team task. We evalu-
ated the teams’ productivity of all groups and recorded conversation records and search
behaviors of all subjects. The task is to “seeking the best solution” that the subjects
learned in high school. Use the Excel software learned in university courses, and use
the “group” as the unit to jointly design a set of tutorials on “seeking the best solution”.
The tutorials must include questions and answering methods. And must be designed
with Microsoft Excel software, and each group must create an Excel file together. Each
group had 20 min to complete the task. Once the 20-min time limit was up, regardless
of the degree of completion of each group, each group must upload the created Excel
file to the designated computer host. The researcher then evaluated the task performance
of each group. In order to fully collect the communication process and records of all
subjects in the team, all the groups were not allowed to discuss verbally in the exper-
iment, but they were allowed to use the Facebook social networking site as the only
tool for communication. Through the Facebook community, we can completely record
the conversation records of all groups. In this way, we can observe whether grouping
through talent theory can increase the number of speeches and participation of team
members. During the task, individual subjects was asked in the Facebook community
of each group how confident they were in completing the task. In the 20-min task, the
researcher asked about participants’ confidence level 5 times in total including the first
time asking just before participant started the task. After recording the confidence level
data of all subjects, we analyzed the changes in the subjects’ confidence to see whether
there are differences between different talent categories.

3.1 Data Analysis and Results

Hypothesis Testing
We use ANOVA and Repeated ANOVA to test hypotheses H1 through H5.

Hypothesis 1.1: our results supported the hypotheses that the average number of
different keywords used between different talent categories is statistically different
(F= 4.58, p< 0.0071). Thereby supporting Hypotheses 1.1. Further investigation
with Tukey multiple comparison test on Table1 shows that there is a significant
difference between the Influence category and the Relationship-Building category.
The Influence category has higher number of average different keyword searches
than that of Relationship-Building category by at least 0.56 at most 7.4 different
keyword searches at 95% confidence level. And Influence category has higher
number of average different keywords than Execution category by at least 1.35 at
most 9.30 different keyword searches at 95% confidence level.

Hypothesis 1.2 to 1.5: our results did not support Hypothesis 1.2 to 1.5 ( F = 2.16,
1.24, 1.24, 0.93, p < 0.1059, 0.3057, 0.3050, 0.4365, respectively). In other words,
Average number of webpages viewed, search words used, search terms used, and focus
time is not statistically different between different talent categories.

Table 2 shows that people belonging to the Execution category have a low number of
different keyword searches and searchwords in Table 1. In theWaters study [6], it argued
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Table 1. Hypothesis 1 Tukey multiple comparison

Comparisons significant at the 0.05 level are indicated by ***. 

talent 
Comparison 

Difference
Between

Means
Simultaneous 95% 
Confidence Limits 

Influence             - Relationship Building 3.98 0.56 7.41 **
*

Influence             - Strategic Thinking 4.18 -0.88 9.24 
Influence             - Execution 5.33 1.35 9.31 **

*
Relationship Building - Influence -3.98 -7.41 -0.56 **

*
Relationship Building - Strategic Thinking 0.19 -4.13 4.52 

Relationship Building - Execution 1.34 -1.64 4.33 
Strategic Thinking    - Influence -4.18 -9.24 0.88 

Strategic Thinking    - Relationship Building -0.19 -4.52 4.13 
Strategic Thinking    - Execution 1.15 -3.62 5.92 

Execution             - Influence -5.33 -9.31 -1.35 **
*

Execution             - Relationship Building -1.34 -4.33 1.64 
Execution             - Strategic Thinking -1.15 -5.92 3.62 

Table 2. Hypothesis 1 the search behavior between different talent categories

Talent Mean of ‘avg
different
keyword
searches’

Mean of ‘avg
view
webpages

Mean of ‘avg
search words’

Mean of ‘avg
search terms’

Mean of ‘avg
focus time’

Execution 3.10 42.90 4.941 1.57 848.50

Influence 8.43 67.71 6.51 1.70 964

Relationship
Building

4.44 45.59 5.97 1.34 811.22

Strategic
Thinking

4.25 59.25 5.45 1.36 760

that the leadership characteristics of Implementers is similar to the Execution category
which is more prone towards the idea part, so there may be less practical actions. The
results show that the search behaviors of the four categories in the team task are different.
The average number of different keywords used by people belonging to the Influence
category is 8.43, which is significantly higher than the other three categories.

According to Waters [6], he classified the Influence category into the Motivators
category in his own way, this kind of people’s traits in team tasks tend to be fulfilled
(Fruition), so they pay more attention to the completion of the task. Tomkovick and
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Swanson [3] argued that those who belong to the Influence category who have a talent
of Activator turn their thoughts into actions. Our results are consistent with previous
research that the Influence category take action on the task, so they actively searched in
the team task.

Table 2 shows the average number of search words and average number of search
terms for people belonging to the Influence category are 6.51 and 1.7 respectively, which
are also higher than those of the other three categories. It means people in this category
use more keywords and words when searching. People in this category have 67.71 views
of webpages, which is also significantly higher than the other three categories. The
average follow time on the webpage is 964 s, which is also higher than that of the other
three categories. It indicates people in the Influence category are more focused on online
search behavior. As Waters [6] said, the leadership traits of this category of people tend
to be fulfilled (Fruition), so they may actively seek information to complete team tasks.

Hypothesis 2: our results did not support the hypotheses that the self-efficacy of dif-
ferent talent categories is different. From the results of the RepeatedMeasurement
of the Variance Analysis from Table 2, the significant p-values of Greenhouse-
Geisser Epsilon andHuynh-Feldt-Lecoutre Epsilon are 0.82 and 0.90 respectively,
which are both greater than the significant level of 0.05, indicating that there is
no significant difference in the interaction between the change in confidence level
and the talent category. The result indicates there is no significant difference in
the confidence level between the talent categories (Table 3).

Table 3. Hypothesis 2

Greenhouse-Geisser Epsilon 0.82

Huynh-Feldt-Lecoutre Epsilon 0.90

From Table 4 above, we can see how confident people in the category of Strategic
Thinking responded to the five times asking their confidence level during the team’s task.
Strategic Thinking’s five-time confidence levels are always higher than any of the other
three talent categories, whether it is before the mission (C1 time), during the mission, or
after themission (C5 time). From the line chart above, we can also see that the confidence
level of people in the Strategic Thinking category is different from those in the other
three categories. According toWaters [6], Initiatorswho are similar to Strategic Thinking
categories are more likely to see the potential of the team. Once the goals are set, they
are confident that they can accomplish the goals. Therefore, those who belong to the
Strategic Thinking category have a higher degree of confidence in this team task. Table
4 indicates that for people belonging to the Influence category all the 5 times confidence
levels are lower than that of the other three categories.
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Table 4. Confidence change
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• Hypothesis 3.1 to 3.4: our results did not support the hypotheses that each talent
category participates differently in the teamwork task ((F = 1.32, 1.95, 2.07, 1.95,
p > 0.28, 1.14, 0.12, 0.14, respectively). That is, average total number of speeches,
average number of speeches per person related to the production of Excel files, average
number of speeches per person about the division of labor, and the number of data
sources provided per person between different talent categories are not statistically
different.

• Hypothesis 4: our results on table 5 supported the hypotheses that teamwork’s produc-
tivity is different among the teams of heterogeneous talents and real-time grouping,
the same talent and real-time grouping, random grouping, and heterogeneous talents
and given about one month to break-in (F = 3.58, p < 0.02). Thereby supporting
Hypothesis 4. Further investigation with Tukey multiple comparison test shows that
there is a significant difference between heterogeneous talents group with one month
to break-in and heterogeneous talents groupwith real-time grouping. The productivity
of the heterogeneous with break-in time group is at least 0.42 at most 8.41 more than
that of the real-time homogeneous group (Table 6).

Table 7 shows each of the 4 team’s productivity. Teams that are grouped by het-
erogeneous talents and given about one month to break-in produced the greatest team
productivity (productivity 11.78), followed by the same talent and real-time grouping
method (productivity 10.8). The third is the method of random grouping (productiv-
ity 8.93), and the worst is the team with heterogeneous talents and real-time grouping
(productivity 7.36).
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Table 5. Hypothesis 4

Source DF Sum of
squares

Mean square F value Pr > F

Model 3 118.57 39.52 3.58 0.02

Error 41 452.63 11.04

Corrected
total

44 571.20

Table 6. Hypothesis 4 Tukey multiple comparison

Comparisons significant at the 0.05 level are indicated by ***. 

group 
Comparison 

Difference
Between

Means

Simultaneous
95% Confidence 

Limits 
hetero(break in)  - homo(real time) 0.98 -3.11 5.067 

hetero(break in)  - random 2.84 -0.91 6.60 
hetero(break in)  - hetero(real time) 4.41 0.42 8.41 **

*
homo(real time)   - hetero(break in) -0.98 -5.07 3.11 

homo(real time)   - random 1.87 -1.77 5.50 
homo(real time)   - hetero(real time) 3.44 -0.45 7.32 

random            - hetero(break in) -2.84 -6.60 0.91 
random            - homo(real time) -1.87 -5.50 1.77 
random            - hetero(real time) 1.57 -1.96 5.10 

hetero(real time) - hetero(break in) -4.41 -8.41 -0.42 **
*

hetero(real time) - homo(real time) -3.44 -7.3 0.45 
hetero(real time) - random -1.57 -5.10 1.96 

Table 7. Teamwork’s productivity

Hetero (real
time)

Random (real
time)

Homo (real time) Hetero (break in)

Teamwork’s
productivity

7.36 8.93 10.80 11.78

4 Discussion

Real-time grouping with heterogeneous talents does not improve team productivity,
and no previous literature has proposed the shortcomings of real-time grouping with
heterogeneous talents. Therefore, this is a new finding in the related research. TheWaters
study [6] maintained that it is best to have 6 months to 1 year for the subjects to fully
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develop their personal talents. For future research, it is recommended to extend the team
break-in time to at least 6 months. However, our study found that onemonth of breaking-
in time can also increase team productivity, which is also a new finding not found in
related studies.

As for the difference in confidence between the talent categories, we learned that the
confidence of the people belonging to the strategic thinking category is higher than any
of the other three talent categories. Moreover, the change in confidence level in the 15th
and 20th min of the team task is also different from the other three talent categories.
The confidence level of people who fall into the category of Strategic Thinking, on the
contrary, changes from lower to higher as the task is over. Perhaps people in the Strategic
Thinking category were not affected by time pressure when the team task is in progress,
or they were confident that they can complete the team task.

5 Limitation

In the study, the control group was randomly assigned to the Random group. However,
none of the subjects in the control group had ever tested the talent theory test. So we
don’t know the talent category of the control subjects. Perhaps, the control group has a
team of the same type of talent, so it performs better in team tasks than the test team.
In this study, the grouping method of talent homogeneity with break-in time is not
discussed. Therefore, in future research, it is recommended to conduct further research
in a homogeneous group and give time to break-in to explore the differences between
homogeneous grouping and random grouping and heterogeneous grouping based on
talent theory.

6 Conclusion

Based on the talents theory, this study tries to contribute to the academic fields by
providing insightful results from two experiments to find a grouping method that can
instantly improve teamwork’s productivity. The results show the group with the highest
productivity is the heterogeneous talent group with one month time of collaboration or
break-in, second is the immediate homogeneous talent group, third is the immediate
random group, and the group with the lowest productivity is the immediate (with no
time to break-in) heterogeneous talent group. The results is consistent with Rath and
Conchie’s work (2009) which argues that the team must include members with different
talents. The results are also consistent with the work of Waters (2009) which maintains
that time is a very important factor for teamwork development. Therefore, we conclude
when building a team, onemust consider the different talents of themembers, and “time”
should be given to the teammembers tomaximize the team’s productivity. In otherwords,
for enterprise organizations, if there is enough time to prepare before the task is executed,
you should consider the grouping method of talent heterogeneity (with break-in time),
giving at least one month or more time for breaking-in, which can achieve better results.
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Abstract. Online questioning and answering (Q&A) communities have become
an essential social media platform for individuals to exchange specialized knowl-
edge and collaboratively solve problems. Various gamified design elements (such
as reputation scores, badges, levels, and leaderboards, etc.) have been applied in
online Q&A communities to motivate users’ knowledge contribution on which
the sustainability of such communities depends. Current studies generally assume
that motivational sources originate directly from the gamified elements. From the
perspective of social comparison theory, this research proposes that the motiva-
tional affordances motivating knowledge contribution in online communities can
be activated from the comparison of virtual rewards offered by gamified design
features. Thus, the effect of gamified elements on a user’s behavior is determined,
at least partially, by the social influence of how other users in the community
are rewarded by the gamification mechanism. This research contributes to the-
ory by providing a new perspective for understanding the effect of gamification
on knowledge contribution in online Q&A communities. It also provides impor-
tant practical implications for the design and management of sustainable online
communities.

Keywords: Social comparison · Gamification · Knowledge contribution ·
Online Q&A communities

1 Introduction

With the rapid spreading of information technology and the Internet, online questioning
and answering (Q&A) communities have become an important source of knowledge. By
participating in such communities, an individual can conveniently acquire knowledge
and access a large number of experts or resources that are otherwise not available in
the user’s physical social network. While online communities offer significant benefits
to participants, maintaining an online community relies on the voluntary contribution
of a significant number of active participants. However, the reality is that most online
community participants are lurkers who rarely contribute [1]. Thus, motivating user
contribution is an ongoing debate in the area of online communities, given the fact that
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the service quality and sustainability of online communities are determined mainly by
continuous user contribution.

Nowadays, many information systems, including online communities, have adopted
the design of gamified elements to motivate user intention to use the information sys-
tems. Gamification generally refers to incorporating game elements into the design of
information systems to provide motivational affordances that incentivize user behav-
iors in non-game contexts. Many online communities have implemented gamified ele-
ments such as usefulness votes, experience points, reputation scores, badges, levels, and
leaderboards [2] to maintain existing users and attract new ones. For example, Chen
et al. [3] found that usefulness voting in online knowledge communities is an important
motivational affordance that incentivizes user knowledge contribution.

Although gamification has been widely regarded as a powerful means of motivating
user participation in online communities, there is a lack of research in the literature
that applies robust theoretical frameworks to interpret how gamification mechanisms
affect user behaviors in online communities [4, 5], especially from the perspective of
social comparison. To fill the research gap, this research aims to explore the effect
of social comparison to understand how gamified motivational affordances drive user
knowledge contribution. Given the gamified design elements implemented in online
Q&A communities to evoke a relatively high level of competition among participants,
the perspective of social comparison is especially important for understanding user
behaviors in this competitive setting. Specifically, the following research question is
asked:

Research Question: How does gamification affect user knowledge contribution
through social comparison in online Q&A communities?

This paper is organized as follows. The next section reviews relevant theoretical
background and proposes a research model with hypotheses. Then, research methods
are explained in Sect. 3, followed by the discussion of implications and future research
directions in Sect. 4. Section 5 concludes this research.

2 Theoretical Background and Hypotheses

Figure 1 presents the proposed research model with hypotheses. As illustrated clearly
in the model, both upward and downward comparisons of reputation scores are sug-
gested to be positively associated with knowledge contribution behavior. In addition,
user involvement is hypothesized to moderate the main effects of upward and down-
ward comparisons. The following subsections explain the theoretical background and
rationale for the research model.

2.1 Gamification in Online Communities

Users participate in online communities for various reasons, such as obtaining social sup-
port, acquiring knowledge, and solving problems they encountered [3, 6, 7]. To attain
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Reputation Score Comparison

Upward Comparison

Knowledge Contribution

Downward Comparison

H1(+)

H2(+)

User Involvement

H3a(+)
H3b(+)

Fig. 1. Research model.

participants’ social interaction goals, online communities need various social and tech-
nical mechanisms that facilitate social interaction and motivate user engagement. Gam-
ification mechanisms have been applied to various non-game settings, including online
communities, to engage users. Specifically, virtual rewards or statuses are granted to
individuals who have achieved certain explicitly defined goals. As people have a perva-
sive tendency to seek self-superiority and, indeed, perceive the self as better than others
[8], gamification provides a means for people to enhance their well-being. From the per-
spective of affordance [9], gamified design elements can offer motivational affordances
to motivate preferred user behaviors. Gamification is a particularly powerful mechanism
for online Q&A communities where user contributions are largely voluntary without
tangible economic compensation [3].

Gamified online Q&A communities are socio-technical systems with complicated
mechanisms and dynamics. Understanding user behaviors and dynamics in such systems
can be from different perspectives. One way to comprehend the effect of gamification
on user behaviors is to view gamified elements as a source of social influence that occurs
through various processes. Previous studies have investigated a variety of factors that
incentivize user contribution in online communities from various perspectives, such
as self-determination theory and social learning theory. Self-determination theory is a
motivation-based framework that explains how certain social-contextual factors promote
the process of self-motivation and positive human potentials [10, 11]. For example, based
on self-determination theory, Chen et al. [3] found that usefulness voting is an important
motivational affordance that encourages knowledge contribution in online Q&A com-
munities. On the other hand, social learning theory posits that human behavior is shaped
by building a mental model of certain behavior and its consequences through observing
others [12]. From the perspective of social learning theory, Cheung et al. [13] found
that online social interactions, in the forms of both observational and reinforcement
learning, positively affect customer information contribution behavior in online social
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shopping communities. Although those theoretical frameworks provide solid founda-
tions to explain the mechanism of gamification, they generally view gamified design
features as a direct source of motivational affordances, largely ignoring motivational
affordances generated from social comparison.

Naturally, another perspective for understanding the impact of gamification on user
behaviors in online Q&A communities is through the lens of social comparison theory,
a theory suggesting that an individual evaluates her/his social and personal worth by
constantly comparing with others [14]. With the gamification mechanism that grants
virtual rewards to participants according to certain criteria, online Q&A communities
become a competitive environment where social comparisons among participants con-
stantly occur. Two types of social comparisons include (1) upward social comparison
by comparing with people who perform better, and (2) downward social comparison
concerning comparison with others doing worse. From the perspective of social com-
parison, participants in online Q&A communities adopting gamified design features are
likely influenced by the constant comparison of their virtual rewards with other users. As
a result, participants tend to adjust their knowledge contribution behavior based on the
results of social comparison. Interestingly, however, research has yet to comprehensively
consider the impact of social comparison in online Q&A communities.

2.2 Social Comparison Theory

Social comparison theory is a powerful theoretical framework for understanding human
behaviors. The central tenet of social comparison theory is that humans have a natural
tendency to compare themselves with others to more accurately evaluate their opinions
and abilities [14]. The theoretical basis of social comparison has been applied in previ-
ous information systems studies. For example, in the context of software development,
Ang and Slaughter [15] argued that contract and permanent software professionals in
the same team would compare with each other and thus likely form different attitudes
and behaviors. In the setting of user support forums, Jabr et al. [16] suggested that
solution providers’ behaviors are influenced by the number of peers as well as the per-
formance of these peers in the community due to social comparison. In the environment
of social network services, Lim and Yang [17] found that social comparison to media
figures is associated with emotional responses, including envy and shame, as well as
with behavioral intention and psychological consequences. In addition, Johnson and
Knobloch-Westerwick [18] found that users with negative mood spend more time in
social networking sites to downward comparison and less time to upward comparison.
However, research has yet to examine the social comparison of gamified virtual rewards
in online communities.

This research examines how participants in online Q&A communities are influenced
by socially comparing each other’s virtual rewards provided by gamification. Social
comparison of virtual rewards becomes salient when participants are involved in social
interactions in online communities. Accordingly, when participants work together to
solve problems, they view or examine virtual rewards with each other. As a result, an
automatic social comparison process is activated that can have a significant impact on
user behaviors.
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2.3 The Effect of Social Comparison on Knowledge Contribution

In the setting of online Q&A communities that have implemented gamification mecha-
nisms, various virtual rewards of gamified elements are evident signals for social com-
parison as these rewards are often presented clearly in a variety of forms to everyone
participating in the community. Thus, social comparisons are a function of experiencing
these virtual rewards and an automatic comparison triggered by the experience. This
research examines reputation score as a specific type of virtual rewards because it is
commonly used in various online community settings and has been widely theorized or
analyzed in prior studies [3, 5, 19, 20].

Social comparison literature distinguishes two main types of directional social com-
parisons: (1) upward comparison (i.e., comparing with people who are better off than
self); and (2) downward comparison (i.e., comparing with others who are worse off). It is
widely regarded that upward and downward comparisons work through different mecha-
nisms in affecting human perceptions and behavioral consequences. Upward comparison
is generally treated as a force that reduces self-esteem and mood, while downward com-
parison often associates with higher self-evaluation. In the organizational setting, Brown
et al. [21] found that upward comparisons are negatively associated with job satisfac-
tion and affective commitment, whereas downward comparisons positively associate
with both job satisfaction and affective commitment. However, studies have suggested
that upward comparison can also enhance people’s self-assessments and lead to posi-
tive effects on mood and self-esteem. For example, Collins [22] suggested that people
frequently seek out upward comparison as a way to achieve and maintain superiority.

Consistent with Collins [22], in the context of online Q&A communities where
paths toward gaining virtual rewarding are clear and achievable, upward comparison of
virtual rewards likely results in a higher level of self-esteem and commitment to the
community. As Brickman and Bulman [23] argued, individuals experiencing upward
comparison, though painful, may obtain more useful information by observing superior
others. Upward comparison in online Q&A communities motivates the users to enhance
their status by contributing more. Thus, participants experiencing upward comparison
of reputation scores are likely to contribute more knowledge to the community with the
hope that more knowledge contribution can help boost their reputation scores. Therefore,
the following hypothesis is suggested:

H1: Upward comparison of reputation scores is positively related to knowledge
contribution.

Likewise, downward comparison can lead to high satisfaction and commitment.
According to downward comparison theory [24], people tend to choose downward com-
parison over upward comparison to self-enhance when they are threatened. A major
benefit of downward comparison is that it can help people alleviate negative affect and
thus increase their well-being [25, 26]. Accordingly, online Q&A community partici-
pants experiencing downward comparison of reputation scores are likely to achieve self-
enhancement and self-satisfaction; thus their perceived competence and self-efficacy
can be enhanced. As a result of the self-enhancement, participants are motivated to con-
tinue knowledge contribution in the community. Based on the above logic, the following
relationship is hypothesized:
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H2: Downward comparison of reputation scores is positively related to knowledge
contribution.

2.4 The Moderation Effect of User Involvement

Social comparison does not occur in a vacuum. Indeed, social comparison requires indi-
viduals to actively involve in interactions with others and learn from the experience.
Previous studies generally support that user involvement, operationalized as personal
relevance to the social interaction or the content being exchanged, influences the cog-
nitive processing of information [7, 27]. In online Q&A communities, users who are
extensively involved in social interaction not only have more opportunity to be exposed
to virtual rewards of others, but also are more likely to invest mental effort in meaning-
ful comparison of virtual rewards. Thus, the effect of social comparison on knowledge
contribution is contingent on the extent to which the users are involved in the social
interaction. Accordingly, the following hypotheses are proposed:

H3a: The positive effect of upward comparison of reputation scores on knowledge
contribution is moderated by user involvement such that the effect is more positive
when user involvement is greater.

H3b: The positive effect of downward comparison of reputation scores on knowl-
edge contribution is moderated by user involvement such that the effect is more
positive when user involvement is greater.

3 Methods

3.1 Research Setting

A rich dataset was collected from User Experience Stack Exchange, an online Q&A
community hosted on the Stack Exchange network for user experience professionals
and experts. Participants can register for free to join this community for the exchange of
user experience knowledge. The community provides gamification features, including
reputation scores and achievement badges (gold, silver, and bronze), to encourage user
participation. A typical scenario begins with a seeker posting a question relevant to user
experience design or human computer interaction to the community. Then users with
relevant knowledge and expertise can provide answers to this question. Users can also
edit the question to refine the question description or provide comments on the question
or a specific answer. An overall reputation score is calculated based on certain criteria
of a user’s contribution to the community. Achievement badges are also granted based
on a set of conditions of user contribution. The overall reputation score and granted
badges are shown in user profile as well as along with questions or answers posted by
users. Figure 2 shows a sample Q&A scenario with participants’ virtual rewards shown
on the user interface. The whole dataset contains 29,478 questions and 76,858 answers
posted by more than 23,666 participants. The raw dataset was used to extract important
variables. As a result, an unbalanced monthly panel dataset ranging from January 2013
to November 2020 was constructed to explore the impact of social comparison on user
knowledge contribution.
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Editor’s reputation score, gold badges, 
silver badges, and bronze badges

Question poster’s reputation score and 
bronze badges

Answer poster’s reputation score, 
silver badges, and bronze badges

Fig. 2. A sample Q&A scenario.

3.2 Variables

Table 1 presents the description of primary variables. Summary statistics and correlations
are shown in Table 2. Reputation scores and the number of badges granted (three levels
including gold, silver, and bronze) are included as covariates to control for the moti-
vational affordances directly generated from gamification. Further, other factors such
as questions posted and comments posted are also included as control variables since
they are associated with user knowledge contribution behavior. Additionally, yearly and
monthly dummies are included to control for potential time-related effects. The unit of
analysis is at individual-month level.

3.3 Proposed Estimation Method

The proposed method for estimating the effects of social comparison on knowledge con-
tribution is the fixed-effects Poissonmodels because suchmodels can: (1) directly model
count dependent variables, and (2) control for the unobserved individual heterogeneity
(time-invariant unobserved factors) that ismodeled inmost econometric studies of online
communities [3, 6], as in this research. Other estimation methods such as fixed-effects
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Table 1. Description of primary variables.

Variable Description

Knowledge contribution The number of answers submitted by the focal user to the
community in a given month

Upward comparison The number of Q&A sessions in a given month in which the focal
user’s reputation score is lower than the average reputation score of
other users involved in the session

Downward comparison The number of Q&A sessions in a given month in which the focal
user’s reputation score is larger than the average reputation score of
other users involved in the session

User involvement The number of comments submitted by the focal user in a given
month

Table 2. Summary statistics and correlations.

Variable Mean S.D 1 2 3 4

1. Knowledge
contribution

0.286 2.012
—

2. Upward comparison 0.708 1.972 0.398
—

3. Downward comparison 0.315 2.748 0.550 0.267
—

4. User involvement 0.914 4.131 0.493 0.569 0.834
—

negative binomial and logistic regression will also be used to test the robustness of the
findings.

4 Discussion

This research-in-progress examines the mechanism of gamification in online Q&A com-
munities from the theoretical lens of social comparison. Since online Q&A communities
are complicated socio-technical systems designed with various functional and motiva-
tional affordances, understanding user behaviors within the communities likely requires
different theoretical perspectives. Unlike other theoretical perspectives such as self-
determination theory and social learning theory, the social comparison theory supports
that motivational affordances of gamified design elements can be generated from the
upward and downward comparisons of virtual rewards by participants. By proposing
a research framework to explain the impact of upward and downward comparisons
of reputation scores, this research contributes a more comprehensive understanding of
the mechanism of gamification in online Q&A communities. The proposed research
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framework suggests that designers and managers of online communities should not only
consider the motivational affordances directly generated from gamified design, but also
take into account the behavioral motivations originated from the social comparison of
virtual rewards offered by gamification techniques.

Future studies can investigate the similar social comparison effect by assessing other
gamification factors such as badges, levels, and leaderboards, as well as non-gamified
factors such as homophily [28, 29] and linguistic signals [30, 31]. Further, the same
theoretical framework can be extended to understand question posting or knowledge
seeking, an integrated part of user engagement in online Q&A communities. Knowledge
seeking plays an important role in the success and sustainability of the communities,
though its motivational sources could differ from the knowledge contribution behavior.
This research can also be extended to other online settings such as customer review, social
support exchange, and crowdsourcing communities where gamification mechanisms are
implemented to drive user contribution and engagement.

5 Conclusion

Given the idiosyncratic nature of online Q&A communities that have implemented gam-
ification mechanisms, understanding how user behaviors are motivated by gamified
design elements is crucial for both research and practice. The major contribution of this
research is to provide a new perspective for understanding gamification in online Q&A
communities. Extending previous studies that view gamification as a direct source of
motivational affordances, this research argues that motivational affordances originate,
at least partially, from the comparison of virtual rewards offered by gamified design
elements. Specifically, both upward and downward social comparisons are suggested
to have a positive impact on user knowledge contribution. Further, user involvement is
expected to moderate the effects of both upward and downward comparison on knowl-
edge contribution. This research provides important implications for the design and
management of sustainable online Q&A communities.
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Fábio Lúcio Lopes Mendonça2 , and Rafael T. de Sousa Jr.2

1 Department of Computer Science, University of Braśılia (UnB), Braśılia-DF, Brazil
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Abstract. The development of a software application involves several
challenges related to usability and these challenges need to be observed
by the teams throughout the development process. The different forms
of interaction, between users and the system, increasingly demand adap-
tation of human behavior. Thus, usability is an important issue, which
depends on factors such as: the user, their characteristics and skills, the
task that the user intends to perform, and also the context of use in which
the user and the software are inserted. This paper presents a heuristic
evaluation of the usability of a Jurisprudence system of the Brazilian
Administrative Council for Economic Defense, using a set of 13 usability
heuristics and 196 sub-heuristics. The evaluation allowed the experts to
find some usability problems, mostly of small and medium severity. The
evaluation results were passed on to the development team responsible
for the software so that the improvements suggested by the evaluators
were all implemented before the software was made available to the end-
users.

Keywords: Heuristic evaluation · Usability heuristics · Jurisprudence
system · Usability improvement

1 Introduction

With the progress of digital transformation carried out by the Brazilian govern-
ment to offer quality public services, with less expenditure of time and money,
several agencies are carrying out the automation of their provided services. In
addition, the delivery of digital services makes citizens’ lives easier, allowing for
better monitoring of the offer of these services and their improvements. This
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makes the relationship between government agencies and the citizens who con-
sume those services more direct and transparent. Thus, the digital transforma-
tion presents some challenges, mainly related to the usability of digital services.

Usability can be defined as how easy it is for a given user to learn a system,
and how efficient this system can be, since users have already learned to use it
and how pleasant its use is [21]. Usability can be described as the ability to use
a product with effectiveness, efficiency, and satisfaction in a specific context of
use [31].

Assessing the usability of a system is an important factor to be con-
sidered during the software development process. This assessment is per-
formed using usability heuristics [15]. Usability heuristics assessment describes
design/usability principles that serve to evaluate a given software. These assess-
ments are largely carried out by usability experts or by ordinary users [20,23].
Usability evaluation by heuristics has been widely studied and is one of the most
used methods to evaluate the quality of software, it is considered a traditional
evaluation method in the literature [10,11].

In this paper, we present the results of a usability assessment of a Jurispru-
dence system, developed for an entity of the Federal Public Administration,
called the Administrative Council for Economic Defense (CADE)1. The evalu-
ation was carried out using the set of heuristics proposed by Da Costa et al.
[5,6]. This set of heuristics takes the user, the context of use, the task, and the
cognitive load into account as usability factors.

The results demonstrate that the system needs improvement before it is
made available to end-users, containing some usability problems in the interfaces
with data entry, on the visual cues and white spaces, which are not used to
distinguish questions, warnings, user input instructions, and data. Regarding
error prevention, the system does not inform the user in real-time, if the user is
entering information in the wrong pattern.

The system also does not help the user to recognize, diagnose, and recover
from errors if it is detected in a data entry field. Therefore, the system does not
highlight the error or the element that needs to be changed. The system help
and documentation has no relevant information and does not allow the user to
resume work from where they left off. In addition, the documentation does not
provide assistance for sensitive user data. The system does not allow the user
to configure and customize it. Regarding Consistency and Standards, there are
more than 12 to 20 different types of icons in the system.

The remaining of this work is organized as follows. Section 2 presents a con-
textualization of the terms usability, usability heuristics, and heuristic evalua-
tion. In addition, the Jurisprudence system in which the heuristic evaluation was
performed is presented. In Sect. 3 we present the configuration of this evaluation
and the results obtained with the heuristic evaluation are presented in Sect. 4.
Limitations and Threats to the result’s validity are presented in Sect. 5. Finally,
Sect. 6 presents conclusions and future work.

1 http://www.cade.gov.br/.

http://www.cade.gov.br/
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2 Contextualization and Related Works

2.1 Usability

ISO/IEC 9241-11 [31] defines usability as: “to what extent can a product be used
by specific users to achieve the specified goals with effectiveness (the accuracy
and integrity with which the users achieve the goals they set), efficiency (the
resources spent in relation to the accuracy and completeness demanded by users
to reach their goals) and satisfaction (the comfort and acceptability of use) in a
specified use context” [27].

ISO/IEC 9126-1 [33] describes six categories of software quality that are
important in the software development process, among which is usability, being
defined as the ease of use [33]. ISO/IEC 14598 [32] provides a framework for
using the ISO/IEC 9126-1 model as a way to carry out the evaluation of software
products [32].

ISO/IEC 25000 [34] main objective is to organize, improve and unify the
concepts related to two processes of software development: quality requirements
specification and quality evaluation, which are carried out together with the soft-
ware quality measurement process. Shackel and Richardson [29] define usability
as the human functional capacity for a system to be used easily and efficiently by
a specific range of users. This is done by offering specific training and user sup-
port in order to meet the specified quantity of tasks, within the specified number
of scenarios. Usability factors can impact the overall design of the product and
can also affect user interaction with the application.

2.2 Heuristic Evaluation

In this research context, Heuristics are sentences written in a general format
that represent principles or reflections that should be applied to a software sys-
tem interface, and when related to usability, by evaluators who have experience
in the area [1]. The heuristic evaluation can result in several improvements to
the software and can show, for example, that the applications must allow the
enlargement of the text size, that the colors used must be neutral to improve
the contrast and that the functionalities must be clearly identified. In addition,
this evaluation allows for the improvement of the consistency of navigation and
the placement of icons on the screens [17].

Heuristic evaluation is one of the most widely used usability evaluation meth-
ods [27] and involves the participation of usability specialists. They analyze the
interactive elements of a system using an established set of usability principles
(heuristics) as a guide tool [9]. According to Matera et al. [16], the heuristic
assessment [18] is one of the main methods of usability assessment.

Inostroza et al. [9] propose that each specialist, who will carry out the heuris-
tic evaluation, inspect the user interface to identify usability problems indepen-
dently. If there are several evaluators, they must be organized in such a way that
each one carries out his evaluation independently of the others, and when every-
one finishes, they can share their results. This restriction is necessary since in
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this way there is a guarantee that the evaluations are independent and impartial
from each other.

Pergentino et al. [26] carried out a heuristic assessment in order to identify
usability flaws in a search tool for official documents from the Brazilian Federal
Court of Accounts (TCU). The work was based on Nielsen’s et al. [20] heuristics
and severity rates, using the heuristic evaluation method proposed by Da Costa
et al. [6] and Dourado et al. [7], and associated the severity classification to the
failures, in order to prioritize the correction with efficiency and agility.

2.3 Usability Heuristics

According to Sueyoshi [35], a system can be extraordinary in terms of develop-
ment complexity, however, if the software layer that interfaces with the user are
not pleasantly usable, the result of incredible technological work may end in vain,
because it didn’t reach those who needed it, the end-user. Through the method of
heuristic evaluation, specialists can identify small and big errors related to the
system’s performance. The most known usability heuristics focused on widely
known desktops and web systems are Nielsen’s ten heuristics [22]. They con-
sist of general principles since they are general rules and not specific usability
guidelines [19], as shown in Table 1.

Although Nielsen’s ten heuristics [22] are the most used in the literature,
Dourado and Canedo [7] carried out a systematic literature review to find the
usability heuristics focused on the mobile context. The authors found three
usability heuristics in addition to Nielsen’s ones in order to better align the
set of heuristics for the context of mobile applications.

A heuristic assessment can contain specific or general heuristics, however,
regardless of the choice between these two, the description of the heuristic must
be easy to understand and apply. Very specific heuristics tend to become very
difficult to apply in an assessment. On the other hand, the more general heuris-
tics, complemented by more specific ones, tend to work better most of the time
because they do not require the evaluator to have very specific knowledge of a
given context. An example of this type of heuristic are those proposed by Inos-
troza et al. [9] which are generalists in the context of mobile device applications.

Salazar et al. [28] proposed 14 heuristics that include the usability factor
‘Context of Use’ to perform the heuristic assessment of a system usability. Da
Costa et al. [6] proposed a set of 13 usability heuristics with 196 sub-heuristics
specific to the scope of e-commerce applications. The authors concluded that the
proposed set of heuristics and sub-heuristics contributed to avoid unidentified
usability problems during the development of a software system, even with non-
specialized developers carrying out the heuristic evaluation. In this work, we use
the heuristics and sub-heuristics proposed by Da Costa et al. [6], as shown in
Table 2.

Silva et al. [30] presented a list of heuristics to evaluate smartphone apps for
the elderly. The heuristics were evaluated by usability experts to verify their use-
fulness in the heuristic evaluation of popular health applications. The methodol-
ogy used comprised two main stages, the first was related to the search process
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Table 1. Nielsen’s heuristics

Heuristics Description

Visibility of system
status

The system should always keep users informed about what
is going on, through appropriate feedback within reasonable
time

Match between
system and the real
world

The system should speak the users’ language, with words,
phrases and concepts familiar to the user, rather than
system-oriented terms

User control and
freedom

Users often choose system functions by mistake and will
need a clearly marked “emergency exit” to leave the
unwanted state without having to go through an extended
dialogue

Consistency and
standards

Users should not have to wonder whether different words,
situations, or actions mean the same thing

Error prevention Even better than good error messages is a careful design
which prevents a problem from occurring in the first place

Recognition rather
than recall

Minimize the user’s memory load by making objects,
actions, and options visible. The user should not have to
remember information from one part of the dialogue to
another

Flexibility and
efficiency of use

Accelerators—unseen by the novice user—may often speed
up the interaction for the expert user such that the system
can cater to both inexperienced and experienced users

Aesthetic and
minimalist design

Dialogues should not contain information which is
irrelevant or rarely needed

Help users
recognize, diagnose,
and recover from
errors

Error messages should be expressed in plain language (no
codes), precisely indicate the problem, and constructively
suggest a solution

Help and
documentation

Even though it is better if the system can be used without
documentation, it may be necessary to provide help and
documentation. Any such information should be easy to
search, focused on the user’s task, list concrete steps to be
carried out, and not be too large

for a comprehensive list of heuristics to meet the needs of the research. The
second stage corresponded to the application of the list found to carry out the
heuristic evaluation with the group of experts to validate the heuristics. The
authors identified 35 heuristics and performed 20 individual assessments and
a post-assessment follow-up survey. The results of the evaluations provided an
insight into the use of the heuristics list as a support tool in the evaluation of
applications for the elderly.

Kumar and Goundar [12] conducted a study using heuristic evaluation to
detect usability problems. The authors consider the heuristics proposed by
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Table 2. Da Costa et al. heuristics

ID Heuristics Description

H1 System status
visibility

The system should keep the user informed of all
processes and state changes within a reasonable
period of time

H2 Compliance between
the system and the
real world

The system must speak the language of the users
and not in technical system terms. The system must
follow the conventions of the real world and display
the information in a logical and natural order

H3 User control and
freedom

The system should allow the user to undo and redo
their actions for clear navigation and should provide
the user with an option to exit unwanted system
states

H4 Consistency and
standards

The system must follow the established conventions,
allowing the user to perform their tasks in a
familiar, standardized and consistent manner

H5 Error prevention Eliminate error-prone conditions and present the
user with a confirmation option with additional
information before committing to the action

H6 Minimization of the
user’s cognitive load

The system should offer visible objects, actions and
options to prevent users from having to memorize
information from one interface to the other

H7 Customization and
shortcuts

The system should provide basic and advanced
settings for defining and customizing shortcuts for
frequent actions

H8 Efficiency of use and
performance

The system must be able to load and display the
information in a reasonable period of time and
minimize the steps required to perform a task
(number of steps to be taken by the user to achieve
a goal). Animations and transitions should be
displayed smoothly and fluidly

H9 Aesthetic and
minimalist design

The system should avoid displaying unwanted
information that overloads the screen

H10 User assistance to
recognize, diagnose
and recover from
errors

The system should display error messages in a
language familiar to the user, indicating the problem
accurately and suggesting a constructive solution

H11 Help and
documentation

The system should provide easy to find
documentation and help, centered on the user’s
current task and indicating concrete steps to be
taken

H12 Pleasant and
respectful user
interaction

The device must provide a pleasant interaction with
the user, so that the user does not feel
uncomfortable when using the application

H13 Privacy The system should protect the user’s confidential
data
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Nielsen [19] as inputs for the development of new heuristics. Since Nielsen’s
heuristics were judged to be too generic for the context of mobile learning appli-
cations. The heuristic evaluation used the following steps: (i) data source selec-
tion, focused on the search of relevant articles to extract usability problems; (ii)
categorization of the problem, on which usability problems were extracted and
mapped in traditional heuristics; (iii) development of heuristics, a phase in which
new heuristics were developed through thematic analysis of usability problems;
and (iv) validation of the heuristics, on which the new heuristics were submit-
ted to validation to assess their potential benefits. As a result of the evaluation,
the authors proposed three new heuristics in extension to those proposed by
Nielsen [19], which were created through a structured analysis of sixteen usability
studies.

2.4 Jurisprudence System

The development of the Jurisprudence system of the Administrative Council
for Economic Defense (CADE)2 is a project in line with the organization’s
Institutional Strategic Planning (PEI) and is related to the enhancement of
the data generated by the agency. CADE’s Master Plan for Information and
Communication Technology (PDTIC) establishes the systematization of its
Jurisprudence as one of the initiatives linked to the expansion of knowledge
generation regarding economic competition defense.

In 2018, the Brazilian Government and the Organization for Economic Coop-
eration and Development (OECD) [25] published the document called Digital
Government Review of Brazil [24]. The study evaluated the policies, programs,
and projects of the Brazilian government, also providing recommendations for its
improvement, based on OECD practices and experiences with other countries.
The strengths and points of improvement of that policies and programs were
identified. One of the OECD’s suggestions was the development of a national
strategy for digital transformation in the country.

Two years later, in April 2020, Decree 10.332/2020 was published, which
instituted the Digital Government Strategy for the period from 2020 to 2022,
for the Brazilian government [8]. In addition, the provision provides that each
public agency draws up a Digital Transformation Plan, with actions aimed at
the digital transformation of services, the unification of digital channels, and sys-
tems interoperability. Also, a Master Plan for Information and Communication
Technology and an Open Data Plan should be elaborated. In CADE’s Digital
Transformation Plan, the project to provide a jurisprudence search solution was
listed as one of the most priority.

CADE is Brazil’s competition defense authority, which ultimately judges
violations of the economic order. The old judgments of the CADE court must
be the subject of a new decision. This brings security and prudence to the legal
system.

2 http://www.cade.gov.br/.

http://www.cade.gov.br/acesso-a-informacao/publicacoes-institucionais/tecnologia-da-informacao/PlanoDiretordeTICdoCADE20172020verso2018.pdf
http://www.cade.gov.br/acesso-a-informacao/publicacoes-institucionais/tecnologia-da-informacao/PlanoDiretordeTICdoCADE20172020verso2018.pdf
http://www.cade.gov.br/
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The Jurisprudence system is a solution that aims to return to its users a set of
decisions by a collegiate or a court, that is, the recurring understanding within
the decisions. The word jurisprudence comes from the Latin “jurisprudentia”
which expresses the sense of knowledge of the law or the process of understand-
ing the law. The jurisprudence of a given branch of law allows for a judgment
consistent with other similar cases, stability, uniformity, where the interested
parties have some predictability of the analysis with a specific case. Therefore,
the jurisprudence search solution becomes a fundamental tool.

Among its functionalities, the system allows the search for documents related
to CADE’s Jurisprudence, like: technical opinions, laws, and judgments by the
Brazilian Federal Court of Accounts (TCU). The consolidation of these docu-
ments searches in a system allows for quick and efficient consultation, allowing
for better management of the processes and contributing to the achievement of
the organization’s strategic goals.

The public using this solution is made up of lawyers, businessmen, journalists,
researchers, students, other antitrust authorities, etc. The usability criterion is
very important for very diverse profiles of potential users.

3 Study Settings

We performed the heuristic assessment of the Jurisprudence system developed by
the software development team, using the 13 heuristics and 196 sub-heuristics by
Da Costa et al. [5,6], presented in the Table 2. Each evaluator received 13 ques-
tionnaires, developed on the Google Forms platform, containing each usability
heuristic and their respective sub-heuristics to carry out the evaluation.

A document was sent to each evaluator containing instructions on the pro-
cedures to be adopted in the evaluation. In addition, we asked the evaluators
to document any usability problems, identifying and classifying them into each
usability heuristic. The heuristic evaluation was carried out by 4 evaluators spe-
cialized in the area. The profile of the participants in the heuristic evaluation is
presented in Table 3.

Table 3. Heuristic evaluation evaluators’ profiles

ID Level Experience

Ep1 Bachelor’s student 6 months

Ep2 Bachelor 2 years

Ep3 Master’s student 3 years

Ep4 PhD researcher 5 years

All evaluators had access to all the features of the Jurisprudence system.
We ask them to evaluate the maximum number of the system’s functionalities,
thus, increasing the chances of detecting usability problems. We also request the
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evaluators to use, at least twice, each system interface. The first time so they
could become familiar with the user interface, and the second time to focus on
evaluating each available system feature.

4 Results

In this section, we present the results found in the usability evaluation of the
Jurisprudence system, using the 13 heuristics presented in Table 2 and their
respective sub-heuristics.

4.1 HU1 - System Status Visibility

The evaluation for the first usability heuristic allowed us to identify that the
jurisprudence system has some usability limitations, such as the lack of notifica-
tions of internal information. This leaves the user unalerted of any action that
the system is taking (a search or even waiting for processing to complete). Those
factors prevent the system from providing any feedback for a specific user action
and, consequently, prevents the user from assimilating that there is a certain
process in progress. Otherwise, the evaluation identified which objects of the
interface could be selected with the provided feedback regarding which object is
being selected. Also, the system has menus or pop-up notifications concerning
which actions can be selected by the user. Figure 1 shows the issues found with
heuristic HU1.

(a) Sub-heuristic (2) (b) Sub-heuristic (6)

(c) Sub-heuristic (11) (d) Sub-heuristic (19)

Fig. 1. Some evaluations for HU1.
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4.2 HU2 - Compliance Between the System and the Real World

Unlike the heuristic HU1, in this one, the evaluation identified a small number
of usability problems. Among these identified problems, the lack of interactive
elements with the real world stands out, such as scrolling list physics and the
absence of function keys presented in a clear and distinct way in the system.
System’s aspects like elements ordered in a logical way considering the user’s
context, familiar icons, and metaphors that correspond to the users’ actions
were mentioned as usability elements that are present in the application. Figure 2
shows the issues found with heuristic HU2.

(a) Sub-heuristic (29) (b) Sub-heuristic (33)

Fig. 2. Some evaluations for HU2.

4.3 HU3 - User Control and Freedom

Regarding the control and freedom of users, it is noteworthy that the system
does not provide a fluid interaction, without constantly crashing or freezing (a
factor that all the evaluators agreed on). Another aspect is the lack of possibility
for the user to cancel operations in progress and the lack of screen transitions
(something fundamental for the user to have the perception of where he/she is
within the system). Among the positive factors, we highlight the possibility for
users to move forward and backward between the forms fields, such as the search
form for jurisprudence. Also, the possibility of making character changes in the
input fields was considered a positive aspect. Figure 3 shows the issues found
with heuristic HU3.

(a) Sub-heuristic (34) (b) Sub-heuristic (35)

Fig. 3. Some evaluations for HU3.
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4.4 HU4 - Consistency and Standards

The evaluations carried out for this heuristic showed that the system has few
usability problems. In general, problems such as the existence of 12 to 20 different
icons or the use of multiple typefaces were not identified in the evaluation carried
out by the 04 evaluators. The other questions addressed by this heuristic had
basically the same level of agreement among all evaluators. Figure 4 shows the
issues found with heuristic HU4.

(a) Sub-heuristic (58) (b) Sub-heuristic (62)

Fig. 4. Some evaluations for HU4.

4.5 HU5 - Error Prevention

Regarding the prevention of errors, the evaluations pointed out this as one of
the most critical usability problems in the Jurisprudence system. Some usabil-
ity issues, such as preventing possible errors caused by users, lack of warnings
about risks, and data insertions in the wrong format, were identified in the
assessment. However, the evaluators were able to identify positive factors such
as menu options that are logical and distinct, in addition to visual differences
between interaction objects (fields) and information objects (messages/alerts).
In addition, it is important to note that clickable objects on the screen are not
very close (this is related to the fields and forms present in the system). Figure 5
shows the issues found with heuristic HU5.

4.6 HU6 - Minimization of the User’s Cognitive Load

The evaluations identified the need for usability improvements in most of these
usability heuristic metrics. Factors such as the lack of visual clues and blank
spaces to allow the user to distinguish some warnings, questions, and instruc-
tions for entries. The absence of messages alerting users to fill mandatory data
entries also had a negative impact on this heuristic assessment. The positive
factors found were the spacing between the text areas, allowing a better visu-
alization, and elements with a good visual distinction that facilitates users to
choose between elements. Figure 6 shows the issues found with heuristic HU6.
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(a) Sub-heuristic (76) (b) Sub-heuristic (78)

Fig. 5. Some evaluations for HU5.

(a) Sub-heuristic (91) (b) Sub-heuristic (98)

Fig. 6. Some evaluations for HU6.

4.7 HU7 - Customization and Shortcuts

In general, almost all the evaluations for this heuristic and its sub-heuristics iden-
tified that the metrics present in this evaluation do not apply to the Jurispru-
dence system context. This is due to the absence of customization features in all
pages and specific areas (an element somewhat common to many web systems).
Figure 7 shows the issues found with heuristic HU7.

Fig. 7. Sub-heuristic (120)



494 E. D. Canedo et al.

4.8 HU8 - Efficiency of Use and Performance

Regarding the efficiency of use and the performance of the application, the eval-
uations identified more positive than negative factors. Among those, one that
stands out is the accessible positions of the most often used menus, also that
pages that have tasks processing in the background were avoided by the develop-
ers. One of the negative factors is related to the screen’s transition, a situation
in which the evaluators were unable to be unanimous in their answers. There-
fore, we believe that this is a usability item that should be better work by the
developers of the Jurisprudence system. Figure 8 shows the issues found with
heuristic HU8.

(a) Sub-heuristic (125) (b) Sub-heuristic (131)

Fig. 8. Some evaluations for HU8.

4.9 HU9 - Aesthetic and Minimalist Design

In this heuristic, the evaluators also pointed out some usability problems, such
as the display of non-essential information for decision making, as well as the
absence of images or icons on the screen. These are important factors since
systems with minimalist design on its interfaces tend to have better performance.
Regarding the positive points, the use of graphic elements is highlighted so that
there is a distinction of icons and also the presence of short titles, presenting
simple and direct information to the user. Figure 9 shows the issues found with
heuristic HU9.

4.10 HU10 - User Assistance to Recognize, Diagnose and Recover
from Errors

In this specific heuristic, most of the items evaluated did not apply to the
Jurisprudence system. Given its context, it was not possible to observe points
where the system emitted errors during its use, since the functionalities do not
have critical levels regarding error handling and recovery.
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(a) Sub-heuristic (134) (b) Sub-heuristic (135)

Fig. 9. Some evaluations for HU9.

4.11 HU11 - Help and Documentation

Regarding this heuristic, the evaluation identified that the Jurisprudence system
needs information that better guides the user in the use of its functionalities.
Aspects such as the user’s capacity to define the desired level of detail for the
information, and to recover the state of the system after accessing the assistance
information were some items identified by the evaluators. In addition, an eval-
uator also mentioned that the system layout was not well designed and needs
improvement. It is worth mentioning that not all items in this heuristic had
negative evaluations, with all evaluators agreeing that the system has under-
standable and easy to find information. Figure 10 shows the issues found with
heuristic HU11.

(a) Sub-heuristic (167) (b) Sub-heuristic (175)

Fig. 10. Some evaluations for HU11.

4.12 HU12 - Pleasant and Respectful User Interaction

Among all the heuristics evaluated, this was the one with the most positive eval-
uations identified by the evaluators. Only two negative aspects were observed:
(i) the lack of optimization of the system for the context in which the users are
inserted; (ii) the lack of colors that call the user’s attention regarding the change
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of system status. Changing colors as the system status evolves can help the end-
user to identify the progress of their activities and lead to a good acceptance of
the application by users. Figure 11 shows the issues found with heuristic HU12.

(a) Sub-heuristic (183) (b) Sub-heuristic (190)

Fig. 11. Some evaluations for HU12.

4.13 HU13 - Privacy

Regarding privacy, the evaluation identified that most of the items evaluated
do not fit the context of the Jurisprudence system. Aspects such as multi-user
systems and protected areas do not fit the purpose of the system. Therefore,
we believe that although this heuristic has not identified many problems, it is
ideal to carry out an analysis in relation to the privacy of the system users’ data
[3,4], since the Jurisprudence system stores sensitive information. In addition, it
is necessary to check if the system complies with the principles of the Brazilian
General Data Protection Law (LGPD) [2,14], which came into force in August
2020 and to which all systems must adhere.

5 Limitations and Threats to Validity

A heuristic assessment may have some limitations or threats to validity, despite
the fact that the process was planned with the aim of obtaining the greatest pos-
sible accuracy. One factor that arouses concern is the large number of heuristics
and sub-heuristics that have been analyzed, a total of 13 heuristics and 196 sub-
heuristics. However, for a complete analysis of the usability of the Jurisprudence
system, it was necessary to analyze all the questions presented by each heuristic
and their respective sub-heuristics. As the evaluation process was long and time-
consuming, the evaluators may have felt tired or had been distracted during the
process. This could lead to errors in the final evaluations of the sub-heuristics,
such as not mentioning all identified problems.

One of the evaluators also mentioned the system’s latency as a possible
threat, since it may have happened due to the great geographical distance
between him and the servers hosting the system. Another aspect is the appli-
cation challenge and the specificity of this system since usability heuristics are
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general principles, not necessarily adapted to the jurisprudence context. One
way to mitigate this threat is to carry out other heuristic assessments between
different systems of jurisprudence and to compare the results.

6 Conclusions

This paper presented a usability evaluation of CADE’s Jurisprudence System,
using the usability heuristics and sub-heuristics by Da Costa et al. [5,13]. The
evaluation was conducted by four evaluators from different academic areas for
two weeks, who had access to all the functionalities of the Jurisprudence sys-
tem, developed by the system’s development team. The interdisciplinarity of the
experts allowed a more holistic and approximate view of the system’s end-user,
which contributes to a more accurate feedback on possible usability problems
existing in the analyzed system.

The results of the evaluation demonstrated that the Jurisprudence system
needs improvements in relation to its usability. An example case is that, after the
user completes an action (or group of actions), the Jurisprudence system does
not indicate whether it is possible to initiate a new action (or group of actions).
In addition, the data entry screens do not inform the user when the fields are
optional. These usability problems, although simple at first sight, negatively
impact the use of the application and the users’ perception of the system. As
future work, we will carry out new evaluations in the system, when new features
are made available by the development team. Also, a set of different heuristics
tailored to the legal and jurisprudence context could be added to the existing
heuristics list in order to better analyze those kinds of systems.
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Abstract. Continuous Improvement Processes (CIP) in companies and organiza-
tions alike have been part of a widespreadmetamorphosis to amore strategic inter-
nal crowdsourcing process with professional campaigns as well as sophisticated
ideation platforms to gather knowledge and experiences from the organizations’
employees and stakeholders. While its counterpart, namely external crowdsourc-
ing with users, customers, or external stakeholders is a matter of myriad research,
the use, process, metamorphosis, and environments of internal crowds are lacking
a deeper understanding through in-depth analysis. In this paper, we will answer 1)
whymost organizations use either internal or external crowdsourcing, and 2) what
key success factors exist for effective internal campaigns. In order to answer these
questions, we accompanied 10 organizations using an active research approach
based on a variety of data, including interviews. We sum up by consolidating all
findings in managerial implications for practical execution.

Keywords: Open innovation · Co-creation · Ideation · Community ·
Crowdsourcing · Continuous Improvement Process · Employee integration

1 Introduction: White Spot Internal Crowdsourcing

The strategic use of social media mechanisms through crowdsourcing platforms is not
just omnipresent but seems also partly jaded through a broad variety of research and
documentation which makes it hard to identify white spots for enlightening and con-
troversial findings. Interestingly, the use of external social media platforms for creating
new ideas, concepts, and designs by including external stakeholders and customers to
strengthen the internal innovation pipeline has been studied extensively. However, its use
for internal purposes (integration of employees and not users from outside the organiza-
tion) has still much potential to offer and findings to share [1, 2]. Building crowdsourcing
platforms internally to accelerate the innovation potential has been cut short in research
compared to the use of external crowdsourcing platforms due to different reasons, most
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notably a lack of data and transparency, as well as a certain creeping effect which is hard
to analyze:

• As internal social media platforms are producing highly confidential data, the access
for research is limited, especially in comparison with external crowdsourcing plat-
forms, where data is accessible for literally everybody (Open Innovation). For com-
petitive reasons, organizations also seem to avoid sharing their efforts and findings on
how to accelerate internal R&D and innovation processes.

• Platforms for generating ideas or solving problems within an organization have been
an organic development starting through older systems, such as aContinuous Improve-
ment Process (CIP) [3]. In many organizations, this development is creeping and very
hard to analyze. On the other hand, the desire for more customer centricity and design
thinking over the past 10 years has brought a spotlight to external platforms where
dynamic and direct communication with customers takes place and represents a stark
contrast to internal innovation.

• Internal social media platforms lack an outside-in perspective due to the exclusive
engagement of the organization’s employees. Shared ideas are then taken by the
responsible department for execution (most likely R&D) and absorbed without high-
lighting the origin of the idea. Here it is hard to follow the data and see how successful
those engagements (especially in addition to the creeping process) really are and hence
a limitation for potential researchers.

In our research, we analyze the true potential of internal social media platforms
to accelerate innovation [4]. We specifically aim to analyze the key success factors
and outcomes on an organizational, strategic, and operational level. In detail we will
investigate the following research questions:

• Which key factors do exist regarding successful internal crowdsourcing initiatives?
• Why do organizations mainly use either internal or external crowdsourcing platforms
and rarely combine both potentials?

• How can internal crowdsourcing accelerate external initiatives?

To set the right stage and finally answer those questions for further practical use,
the paper is structured as follows. First, we give an overview of related theories and
current research. Second, we show an analysis of our conducted in-depth case studies,
which include ten companies across different industries using either internal, external,
or combined ways of crowdsourcing. Our research team actively participated in the
projects from beginning to end [5]. Hereof, we conducted various interviews with the
decision-makers and stakeholders of those organizations to further back-up the results.
Third, we combine our findings fromour action research and interviews to derive insights
into our leading questions. Finally, we summarize our findings and conclude managerial
implications and guidelines to help practitioners achieve the best outcome when using
internal social media platforms and by providing rudiments for further research.
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2 Theoretical Background

This paper focuses on the topic of online social media platforms that help organiza-
tions generate innovations. These platforms, often referred to as (online) innovation
communities, allow organizations to innovate by developing new products and services,
solving problems, improving processes, finding new applications, or even designing new
strategies [6–9]. Involving large groups of people to engage in these activities is now
generally referred to as crowdsourcing [10]. Crowdsourcing,most of the time, is strongly
linked with the research field of Open Innovation and entails opening up with one’s chal-
lenges to the public. In the scope of this paper, we refer to crowdsourcing with external
stakeholders (e.g., users, customers, partners, universities) as external crowdsourcing.
In contrast, we use the term internal crowdsourcing to address innovation processes that
leverage very similar mechanics but only with internal stakeholders (i.e., employees).

External crowdsourcing spans a wide field of research and has been studied thor-
oughly since the phenomenon gained traction. Studies dive deep into a variety of factors
regarding external crowdsourcing [11]. A large area of research has scoped the partici-
pants’ activity in such communities, their motives for doing so, and identified both intrin-
sic and extrinsic factors which drive motivation [12, 13]. Furthermore, the participants
have been clustered to be distinguished based on their behavior [14] and found to show
different characteristics [15]. In addition to the communities, the general design elements
are also well researched and understood [16]. Even though there seems to be a broad
understanding of the underlyingmechanicswithin the communities and crowdsourcing’s
possibilities, many organizations still struggle to institutionalize crowdsourcing as a sus-
tainable innovation practice. Research suggests that in order for organizations to profit
from Open Innovation sustainably, processes [17] or the development of capabilities
[18] are required.

Internal crowdsourcing on the other hand has not received the same attention from
the research community. For the purpose of this research, it is important to distinguish
internal crowdsourcing from Continuous Improvement Processes (CIP) also referred to
as employee suggestion schemes, employee suggestion systems (ESS), or Kaizen (con-
tinuous improvement) [19].WhileCIP has successfully been transferred bymany organi-
zations from analog into digital processes, they still focus on incremental improvements
with methods such as Lean, Six Sigma, or total quality management (TQM). Internal
crowdsourcing as referred to in this research is more than collecting ideas for efficiency
improvements (incremental innovation), but rather the empowerment of the employ-
ees to help solve challenges or share transformative and disruptive ideas. Therefore,
the platforms and processes used in internal crowdsourcing are similar to those used
for external crowdsourcing, making use of gamification elements like winner selection
through a jury, co-creation possibilities, and social-media-like interaction of the partic-
ipants. The topic has gained traction in recent years but still lacks the in-depth research
conducted on external crowdsourcing [2, 20]. The technical set-up is well understood
and similar to external crowdsourcing [21], other mechanics in internal crowdsourcing
seem to differ in various ways. Participants seem to be motivated by managerial recog-
nition rather than peer recognition, which points towards extrinsic motivation [22]. In
general, management commitment was found to be an important success factor [23].
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Only a few studies have taken a deeper look into the differences between internal and
external approaches. Zhu et al. [24] have taken a first look into the differences between
the two approaches and developed a framework to decide on the most suitable approach
depending on the “task-crowd-interrelationship”, “crowd-outcome-interrelationship”,
and “task-outcome-interrelationship”. Both approaches offer different benefits and bar-
riers and the use of internal or external crowdsourcing may therefore depend on the
circumstances [25].

With only limited research into the adoption of internal crowdsourcing and even
fewer scholars looking at the intersection and interdependencies of internal and exter-
nal crowdsourcing, our research aims to initially fill this gap. Our research provides
insights into why organizations may choose one approach over the other and how one
can accelerate the other.

3 Empirical Analysis

3.1 Methodical Approach

To answer our research questions, we conducted a participatory action research approach
(PAR). In PAR the researchers actively become part of the social object they want to
study. It allows the researchers to get a thorough understanding of complex social systems
[5].

Our research is also based on an in-depth case study [26] of crowdsourcing activities
conducted at two leading innovation consultancies: HYVE – the innovation company,
based inMunich, Germany, and Ernst &Young, headquartered in London, UK. Over the
last decade, the researchers have accompanied over 70 organizations in their efforts to
run both internal and external crowdsourcing challenges. The researchers can therefore
draw on their accumulated observations, insights, and knowledge generated from these
activities and introduce them to the action research approach.

3.2 Data Collection

A variety of data points form the basis of the research. They include (1) the active
participation in and observation of the crowdsourcing platforms, (2) interviews and
discussions with project partners, (3) insights from discussions with organizations who
are interested in using social media platforms for innovation but have not yet executed
initiatives, as well as (4) secondary data sources.More details about the data are provided
in the following paragraphs:

(1) The researchers have actively managed part of the projects in their role as external
consultants. They have conducted projects on different crowdsourcing platforms
and were part of activities such as conception, topic framing, communication and
recruiting of participants, community management, accompanying the selection
process, and handover to implementation.

(2) During the projects, in a variety of meetings, discussions were held on strategic as
well as operational topics.Most of thesemeetings included the project partners who



504 M. Rapp et al.

were mostly project managers or innovation managers. Furthermore, stakeholders
from different backgrounds were part of the meetings. These included for example
experts from the IT, legal, or marketing departments, as well as board members.
In the meetings, notes were taken for further analysis. In addition, the researchers
interviewed selected project managers to gain further insights into the initial find-
ings. For reasons of confidentiality, the names of the project partners, as well as the
companies they work for, are not disclosed.

(3) In the process of offering consulting services, the researchers had contact with
more than 200 companies to discuss the possibilities of using crowdsourcing. From
these discussions, pain points and fears of using the method could be identified.
These discussions mostly took place in one-on-one conversations, but also after
presentations orwebinars providing insights about the perception of crowdsourcing.

(4) Secondary data was further added to the data pool. These included notes, presenta-
tions, and documents from the projects, as well as data from the platforms such as
user activity, submissions, comments, contest descriptions, or participants.

While the researchers draw on their active participation in over 70 crowdsourc-
ing projects, in-depth analysis of 10 selected companies builds the foundation of this
research. Table 1 shows an overview of the companies that were part of the in-depth
analysis, the industries in which they operate, their size in terms of employees, the num-
ber of contests they have run either internally, externally, or both as well as the project
leaders.

Table 1. Overview of companies for in-depth analysis

Industry No. of
employees/members
(approx.)

Internal contests External contests Project driver

Automotive 240,000 3 0 Head of Incubation,
Innovation Manager

Politics 140,000 2 1 General Secretary of
Political Party

FMCG 100,000 0 3 Innovation Manager

FMCG 50,000 0 2 Innovation Manager,
Marketing Manager

Bank 50,000 2 0 Innovation Manager

Aerospace 35,000 2 0 CTO, Head of
Marketing

Insurance 15,000 0 1 Project Manager

Government 6,000 3 0 Head of Innovation,
Innovation Manager

Government 6,000 0 3 Project Manager

Food 3,000 0 2 Board Member,
Innovation Manager
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In the following paragraphs, we present two selected projects (one internal and one
external contest) to give the reader a better understanding of a typical contest that is
part of our research sample. We indicate the processes and people involved as well as
the typical scope in terms of the number of participants, contributions, and discussion
happening within the contest.

Example Case - External Contest in the Steel Industry
In this contest, the host companywas looking for newuse cases for two steel technologies
they had developed. After already finding many use cases in familiar industries, they
were looking for further areas where the technology is applicable and can offer unique
benefits to new customers. The contest, which was led by the research department, was
running on an existing crowdsourcing platform that already provided a community to
answer the question. The global contest was open for any interested participant to join
and contribute. The platform offered interactive elements to engage the participants
and to co-create, such as the possibility to view, comment, evaluate, and like other
participants’ contributions. Throughout the six-week challenge, about 400 use cases
were submitted by 100 participants. The participants as well as experts from the host
company commented on the submissions more than 1,000 times and gave over 820
evaluations. The best 11 submissionswere awardedmonetary prizes andwere considered
for potential implementation.

Example Case - Internal Contest in the Banking Industry
This internal contest was conducted by a large bank operating in several countries. The
goal of running the contest was to find promising ideas and underlying consumer needs
in six selected focus areas. Aside from looking for new business opportunities, the bank
was also looking for engaged employees who could help to bring the ideas to life after a
selection phase. The contest was open to all employees within the different regions and
hosted on a platform that was specifically created to run the challenge. The possibilities
for interaction were similar to the ones described for the external contest. In total, 765
ideas were submitted by about 3,600 participants in 6 weeks. They were commented on
over 3,300 times and likedmore than 13,000 times. Furthermore, 268 participants applied
to further work on the submitted ideas. The employees providing the best submissions
and applications were invited to join a workshop, where they could continue to work on
the ideas and pitch them to the management for a chance to further develop them.

For an even better understanding, Table 2 summarizes themost notable differentiators
of the internal and external crowdsourcing initiatives we analyzed. It indicates which
activities and objectives are more likely to be achieved with a certain initiative.
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Table 2. Comparison of showcased internal and external open innovation platforms

Internal External

Type and structure Administrative format, focusing on
structure and problem statement

Serving as ideation & marketing
channel, focusing on brand
representation and gamification

Objectives Building an innovational culture,
starting a change movement,
identifying promising talents,
connecting the right dots, leverage
existing knowledge within the
organization

Integrating the customer and
understanding their needs,
generating creative solutions and
ideas, getting different insights and
perspectives on ideas, winning new
customers, creating brand awareness

Use cases Internal and production processes
where internal background
knowledge is useful

New operating fields and industries,
beyond the current knowledge and
expertise

Participants Employees from different
departments

Experts, customers, topic-interested
people, innovators, citizens

Efforts Closed social media platform,
working hours of the employees

Open social media platform,
Incentives for winners, and working
hours of the project team

4 Findings and Discussion

The findings of our research are manifold, as the mass of data and insights from over 200
organizations, 70 initiatives, and 10 cases brought more answers and scientific patterns
than just those we aim to highlight within this paper. In the following, we focus on our
initial research questions with some details and insights aside. This focus also helps
to derive clear and selected managerial implications for practical use. Furthermore, we
concentrate within our insights and discussion on the major and reoccurring patterns of
the analyzed organizations rather than explaining all of them, which would here break
the mold.

4.1 Key Components for Successful Internal Crowdsourcing Campaigns

Our research shows that several factors influence the success of an internal crowdsourcing
campaign.We structure them into strategic and operational factors. Figure 1 summarizes
our findings on both levels to create a successful campaign.

On a strategic level, it is important to have upper management (C-level) support for
the initiative. As a large part of or even the entire organization is invited to contribute
to the campaign, it is essential to have management buy-in. This helps to communicate
to the organization that participation is wanted and to avoid the impression that par-
ticipation on such platforms is only for people who do not have any other important
work to do. Communicating top-down through hierarchical structures allows managers
on different levels to articulate the importance of taking part in the campaign. Having
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employees who believe in a culture of collaboration and co-creation is very helpful in
this process and should be backed by the management’s real effort to turn the results
of the campaigns into new products, services, or processes. Successful implementations
should always be communicated back to the community or employees. Topics that are
unlikely to be implemented and do not yield timely results may stifle the future suc-
cess of similar campaigns. Depending on the organization it is also important to include
other stakeholders such as the workers’ council which may have the power to block such
initiatives.

On the operational level, the platform forms the basis of the internal crowdsourcing
initiative. While our findings do not suggest that technical details of the platform are
a decisive success factor, we find that accessibility is still important. Ideally, every
employee can access the campaign without much effort - for example, by connecting the
platform to the active directory. Blue-collarworkersmay need anotherway to participate.
Aside from the platform being accessible, the topic also needs to be accessible to the
target audience. Ideally, everyone who is invited should in theory be capable of grasping
the topic and potentially contribute. Incentives further play an important role in the
contest. While prizes may be one way of incentivizing participants, the interaction on
the platform can also be a motivating factor. Active community management consisting
of providing feedback on the contributions and collaborating on improving them is
crucial and valued highly by the participants. Thinking beyond a single campaign, a
success factor that came up over and over again in our research is the importance of
creating success cases. Therefore, it is important to start campaigns that lead to successful
implementations – ideally in the short term. Achieving this requires embedding internal
crowdsourcing in existing innovation processes. In addition to having an interface to
the corresponding innovation process, it is even more important to include the people
responsible for implementation as early as possible. They can, for example, act as experts
or coaches on the platform and vote on the contribution in the selection process. This
helps them to become owners of the contributions early on and to mitigate the effects of
the ‘not-invented-here’ syndrome.

Fig. 1. Components of an internal successful crowdsourcing contest

4.2 Reasons for the Use of Either Internal or External Crowdsourcing

Our data shows that companies, which use social media crowdsourcing platforms strate-
gically to include internal and external stakeholders for generating ideas, creating new
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business models, and (further) developing concepts and services as well as testing pro-
totypes, belong to a minority. This result still surprises as Open Innovation and crowd-
sourcing have been part of most organizations’ agenda for around a decade now and
external crowdsourcing initiatives, as well as the evolution of internal idea processes,
have been executed individually as well as shared and promoted through best practices,
case studies, keynotes, and articles alike. Therefore, one might assume falsely that the
ambidexterity of crowdsourcing (internal and external) is part of most organizations’
DNA by now.

Our research shows several reasons why internal and external crowdsourcing are
rarely used in parallel, highlighting the most striking deterrents as follows:

• Different structure: As shown within the case studies, even though internal and
external crowdsourcing use similar mechanics, technology, and methodologies, the
set-up, process, needed stakeholders, and communication channels usually differ.
Internal crowdsourcing needs a tremendous number of interfaces to other departments
and usually approval from the works council or HR due to employee data. “Initiating
an open innovation platform is largely about structures, software, and processes”,
an interviewee confirmed. External crowdsourcing initiatives on the other hand are
mainly driven by external consulting firms and intermediaries, thereby avoiding many
organizational and structural boundaries. A simple switch from internal to external
(or vice versa) is therefore not simple or applicable. The framework must be adjusted
accordingly, which means certain time and financial investments.

• Different objectives:Both internal and external initiatives search for innovative ideas,
but the use of internal and external platforms depends strongly on the topic framing.
Internal platforms rely specifically on the know-how, background knowledge, and
experience of their employees to improve e.g., organizational or manufacturing pro-
cesses. External crowdsourcing platforms with the inclusion of customers, experts,
and people interested in the topic have a different objective. They are largely used to
open new fields of application or generate and discuss ideas about product features,
improvements, and technologies based on the communities’ experiences and opinions.
This is backed up by statements like “it is not just the target group but the objectives
in general that differs between those projects and make them hardly copiable”.

• ‘Lack’ of success: The combination of internal and external platforms leads to higher
efforts and expenses, the time horizon related to Return on Investment (ROI) which
is usually already longer in the case of innovation projects would extend accordingly.
The management on the other hand is expecting quick results and short-term effects.
The high expectations of innovation initiatives and the expected added value cannot
be reached directly, and the campaigns are prematurely declared as failures. Future
budgets and management buy-in are getting harder to assemble and eventually a
potential expansion from internal to external crowdsourcing or vice versa (as originally
planned) is then no longer considered. One of our interviewees confirmed this, by
stating that “to be successful you need to start with building an innovation culture
where everyone can develop freely, and failure is not immediately associated with the
cancellation of innovation initiatives”.

• Missing capabilities & resources:Another reason for starting with either an internal
or an external open innovation platform is the lack of capabilities and resources. In
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most cases, a central innovation-focused department is responsible for those types of
initiatives but usually, they are not sufficiently staffed to do both at once. An inter-
viewee stated: “Building an (additional) external platform would take 6–12 months.
Processes, procedures, objectives, and target groups would first have to be defined.We
would have the skills and know-how, but our capacity is tied up”. Simply put, different
stakeholders, newmethodologies, and unknown terrain raise the fear of uncontrollable
workloads and a scarcity of resources for other projects as well as additional spending
on uncertain results.

• Coherent external satellites & internal red tape: The differences in process and
frame, as well as the use of external contractors regarding external crowdsourcing, has
different consequences that lead to a coherent division of both initiatives in execution.
Even though the external service providers must be paid, the organizational part of
that process is way leaner as you simply create an external satellite. However, this
means that ideas generated externally have then to be brought into the organization
eventually. This often fails as the responsible departments are not willing to accept
outside ideas without affective connections, the ‘not-invented-here-syndrome’ [27],
or because of the missing organizational link to connect those ideas to the internal
innovation stage-gate process. One interviewee criticized that “after an idea has been
generated, 3–5 years can pass before it is implemented due to our red tape. During
this time, a lot can happen and those involved lose the motivation to continue being
active. Faster, visible results would lead to more acceptance and, above all, benefits
for the customer”.

• Use of traditional CIP & opacity: We want to point out again that many organi-
zations do have a certain internal ideation process. Most of the time this is limited
to continuous improvement - not internal crowdsourcing campaigns through social
media platforms as defined for this research. Their process of opening and including
other departments, integrating further gamification mechanics, or iteratively changing
the used platform, even from offline idea boxes to a self-made forum, is sometimes
creeping and already a disruptive step for them. However, this process is hard to ana-
lyze or categorize and hence a central limitation to our research. But it is obvious that
many companies are opaque regarding their approach on how to foster innovation
internally and are keen on protecting their IP as well as processes at all costs. They
still fear opening to a bigger and external crowd either due to their non-open innova-
tion culture, their traditional industry, or competitive markets and fear of loss of IP.
Therefore, many companies alone due to industry or culture already fail to implement
internal or external crowdsourcing structures, due not only to their protective and
traditional markets, but also to their non-open strategy and culture.

Thus, our qualitative data shows that most organizations focus on external crowd-
sourcing or internal crowdsourcing contests for creating new ideas. Furthermore, even if
organizations have used both scenarios it usually hasn’t been simultaneously. They start
with one approach as a pilot or sometimes even proceed several years before switching
to either external or internal initiatives, usually without driving both.

At this stage, we want to share and trigger additional interesting insights apart from
the major research questions. The use of external crowdsourcing as pilot projects out-
numbers that of internal campaigns [15], even though we have found that the success
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rate for the implementation of internally sourced ideas is usually higher. On the one
hand, this is due to internal experts, even from different departments, having a broad
experience and know-how about the market. Their ideas suit the market needs and cir-
cumstances and can therefore be transferred more easily into solutions. On the other
hand, many organizations have not yet found the right approach on how to integrate and
implement ideas from customers or external experts within their own stage-gate process
by also including the responsible stakeholders like R&D. Either way, it is also crucial
to have the right participants in a sufficient number. Interestingly many organizations
are more successful in activating their own employees than external experts. We found
reasons for the difficulties of recruiting participants for external contests to inlcude the
lack of a sophisticated incentivization system, its few communication channels, its loose
customer base, or an unprofessional recruitment strategy.

4.3 Internal Initiatives as a Potential Starting Point to Accelerate External
Efforts

When companies and organizations decide to start with crowdsourcing and choose an
internal innovation platform for this purpose, the reason usually is that they see the
internal variant as more protected and can thus approach it slowly. This is especially
true for traditional industries such as B2B, pharmaceuticals, or insurance, whereas more
innovation-driven industries such as FMCG or automotive look consciously for the
touchpoint with end customers and rather rely on external platforms and their potentials,
such as strong marketing effects. In many cases, this initial experience and presuming
success is necessary to persuade the decision-makers to invest in external innovation
platforms as well. Apart from this long-term buy-in, other crucial factors might lead to
an acceleration of external efforts through an initial internal set-up.

First, the process of setting up crowdsourcing platforms and initiatives is the basis for
future success. That means building capabilities on crowdsourcing in general, but also on
certain crowdsourcing subtopics like topic framing, feedback management, community
management, communication management, or incentives to motivate users in the social
mediaworld, aswell as stakeholdermanagement. This know-how can then be transferred
to external platforms (for many organizations that means leaving the comfort zone of
their more protected terrain). In addition, the possibilities of gamification can already be
tested internally before they are applied externally in ameaningfulway. These include the
duration of the competition, prizes, or evaluation processes (pitch, voting) alike. Another
aspect worth looking at is that internal crowdsourcing ideas tend to be implemented
more often, as stated before, because they are e.g. incremental rather than disruptive
and therefore easier to implement. At the same time, there is also an established process
for how the ideas are further exploited. In this context, the long-term integration of
internal experts from R&D as well as from other relevant departments seems necessary
as our data shows that the companiesmost successful regarding crowdsourcing integrated
those stakeholders from the kick-off or at least via both the community management and
feedback management. Methods of communication with users should be practiced as
poor communication can be a source of frustration of external users if these users feel they
are not treated or handled professionally (time of response for ideas, positive attitude,
non-destructive improvement philosophy, etc.). As soon as a vivid communication and
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interaction is established, internal experts also start to co-create with the community
and no longer view the ideas as transactional goods from external users. This helps to
lower the barrier of the ‘not-invented-here’ syndrome. At last, we found that a smart
funneling of internal contest topic and framing helps to pre-evaluate potential topics
with an external crowd. The internal pre-filtering, evaluation, and feedback through a
preceding internal ideation session can lead to prioritized topics adequate for external
experts or users. This ensures that the external crowd receives a very specific question
that they can then work on with their creative outside perspective and disruptive ideas.

5 Further Research and Managerial Implications

In this paper we have summarized some major answers and insights regarding the lead-
ing research questions about 1) the success factors of internal crowdsourcing, 2) the
various and in-depth evidence on why organizations and managers alike usually do
not mix those approaches or drive them simultaneously, and 3) the potential ramp-up
of external efforts through internal crowdsourcing. Furthermore, we have detected that
many organizations, as well as scientific research, lack a true understanding and data
about the nexus and different dimensions of internal crowdsourcing and their coherences
regarding external initiatives. Therefore, we see this paper more as a starting point for
going beyond the qualitative data of our sample and backing the findings to answer
further questions about the usage, duration, needed skill sets, and interaction of internal
crowdsourcing projects – also in the scope of upcoming technologies. Here further data
and the eruption of our mentioned limitations towards more quantitative (and majorly
long-term) data highlighting the project’s outcomes in the long run (“innovation as part
of a marathon, not a sprint” as an interviewee mentioned) will be very interesting and
helpful for sustainable findings. The discussion and insights were heavily focused and,
as stated before, still showing tremendous potential for sharing them in more detail.
Lastly, as those insights can be used by practitioners and managers to improve their
open innovation strategy through social media influenced crowdsourcing, it would be an
organic step to transfer our research outcome into hands-on and broad guidelines or a
manual for practitioners. Consequently, and as a final outlook, wewould like to conclude
this paper with a quick overview and sneak-peak of managerial implications to improve
crowdsourcing strategies for organizations.

Separate CIP and Internal Crowdsourcing Efforts: As our theoretical background
and definition have shown, CIP and internal crowdsourcing are different approaches
with different processes, methodologies, required capabilities, as well as technology.
Many companies believe that they are using internal crowdsourcing when they use their
CIP on a new technology or platform. This misunderstanding and lack of differentiation
lead to a creeping process from CIP into a semi-open crowdsourcing approach without
much dynamic, gamification, and interaction and in most cases then to a non-successful
evaluation of those efforts. What we have seen across the successful cases is a clear
commitment to internal crowdsourcing separated and clearly distinguished from a still
existing CIP targeting efficiency and incremental innovation. Furthermore, the decision
gates, the innovation funnel, as well as the responsible managers, are divided and a mix
of those two internal processes are strictly avoided.



512 M. Rapp et al.

Bridge Internal Gaps at an Early Stage: In addition to getting the uppermanagement
on board, it is necessary during the conception phase to build a stakeholder map. One
of the main reasons for crowdsourcing initiatives to be categorized as failures is due to
internal barriers, inefficiency, or refusal of ideas or processes, rather than due to bad
ideas or the output itself. One outstanding issue is still a ‘not-invented-here’ mindset
from the people in charge of the execution or the enhancement of the crowdsourced
input. Our interviewees repeatedly stated that “ideas from outside are not ones to imple-
ment directly. They are mere parts of a different universe that must be adopted in our
system for implementation. A gold nugget is possible but rather hard to find in those
initiatives. Therefore, our R&D needs an early bonding with those ideas for quality as
well as for effective reasons”. It makes sense to include the responsible individuals for
potential implementation of the ideas already in the conception phase and by selecting
them asmembers of the core expert team to provide feedback, evaluate, and finally select
the ideas they should implement. Getting a direct communication channel between the
internal experts on the chosen topic for the crowdsourcing contest and the internal or
external users is key to change their minds about a more open, but not competitive,
approach. Finally, organizations should focus on teamwork, especially by also including
departments or stakeholders who are regarded as critics or innovation objectors. Exclud-
ing them may only postpone issues to a later stage in the innovation process, where
it might be even more expansive or delicate to stop or proceed. This feeling “of being
heard”, rather than facing themwith cemented guidelines, leads overall to a more fruitful
and cooperative surrounding.

Target Internal and External Crowdsourcing in Parallel: Our data has shown that
there are multidimensional reasons why organizations are not using internal and exter-
nal crowdsourcing simultaneously.However, those insights exclude reasons for amissing
sense of driving both. It is simply very hard to push both on a professional and sustain-
able level. On the contrary, when asking the decision-makers, they overall support the
idea of an omnichannel crowdsourcing strategy and build a vision around it, but most
often they fail to implement it. As important learnings from those few organizations
with an established dual crowdsourcing program, we can share the importance of a sim-
ilar process and central team with the needed capabilities for driving both approaches.
Secondly, when external service providers are contracted, which they are in most cases,
their approach should be integrated or coordinated with that of the organization, in order
to form a common process. They should not build external stand-alone systems where
only the final selection of ideas is considered for integration into the organization. This
shared process leads to further synergies for internal resources and the ongoing innova-
tion funneling.Moreover, a dual program does not need to be implemented right from the
beginning, as organizations profit from starting with one approach to pilot the method,
build capabilities, and share the learnings. Based on the initial experience from either
internal or external initiatives, a plan combining both approaches can be derived. This is
important to clarify the intentions of a long-term strategy with the board or responsible
decision-makers and to manage the appropriate expectations for this iterative approach.
This approach should help to mitigate the dominant belief of a direct ROI through dis-
ruptive and incremental ideas being implemented starting with the results of the first
campaign. It may take running up to three campaigns until the capabilities, knowledge,
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exchange, and culture for a sustainable crowdsourcing program are established. This
time is also needed to experiment to adjust the methodologies to the processes and inter-
nal frameworks. Crowdsourcing programs have huge potential – internal, external, or
both together- but need time to be set-up appropriately. The buy-in from the board and
top management is important from the get-go to sustain that pressure but is also required
to convince the needed stakeholders (e.g., communication, R&D, innovation) and with
them the potential critics. Here, it is wise to combine the buy-in with certain respon-
sibilities for the board members (e.g., jury members for selecting the most promising
ideas through pitches or by conducting workshops or face-to-face talks), in order to
authentically spread the Open Innovation culture and to add layers to your online-offline
approach to market and accelerate your campaigns (next to onsite ideation workshops
for generating ideas for the online platform, etc.).
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Abstract. The COVID-19 pandemic had a profound impact on education in the
2020–2021 school year. Teachers who were educated and trained for teaching in a
face-to-face classroom had to learn to teach online or in hybrid environments with
little preparation or training. This paper explores the experiences of K-12 teachers
who were teaching in online and hybrid classrooms due to the COVID-19 Pan-
demic. The participants in this case study consisted of two groups of teachers.
The first group of teachers consisted of 12 teachers in Hawai’i who were taking
the professional development course that introduced them to the Authentic Social
Learning Model (ASLM). The second group of teachers consisted of 5 teachers in
Arizona who have been using the ASLM for a minimum of 3 years. The ASLM
is based on social learning which is an application of the theory of connectivism.
The purpose of this paper is to explore how teachers used the G Suite for Educa-
tion (GSE) to implement the ASLM in online and hybrid classrooms during the
COVID-19 pandemic and to recommend new education platforms that support
inclusive social learning. Teachers in the case study indicated that implementing
the ASLM resulted in students whoweremore engaged andmotivated. The results
indicated that social learning, which is the basis of the ASLM, was the most diffi-
cult aspect to implement in online and hybrid classes. Based on the results of this
case study, this paper presents recommendations for new technology platforms
that would allow teachers to easily implement social learning in K-12 online and
hybrid classrooms.

Keywords: K-12 online · K-12 hybrid education · G suite for education ·
Google · Connectivism · Social learning · COVID-19 · Inclusive education

1 Introduction

The COVID-19 pandemic had a profound impact on education worldwide. During the
COVID-19 pandemic, the only thing that seemed constant in education is change. In the
United States, educators had to transition their curriculum to be suitable for online or
hybrid learning. Teachers found themselves teaching in completely new ways using new
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technologies they may not have been familiar with before. Teachers who were educated
and trained for teaching in a face-to-face classroom had to learn to teach online or in
hybrid environments with little preparation or training. While educators were familiar
with the standards for quality teaching in a face-to-face environment, little research was
available on quality education in virtual settings (Nelson and Murakami 2020). Rice
(2018) stated that most K-12 educational settings are still traditional teacher-centered
classrooms in brick-and-mortar settings. The COVID-19 pandemic quickly changed K-
12 classes from brick-and-mortar to online and hybrid settings. School districts were
making and changing plans daily (Brelsford et al. 2020). Teachers were tasked with
trying to find a way to teach their students in an ever-changing and highly unprecedented
situation. Teachers worked hard to adapt their face-to-face lessons to online and hybrid
teaching. But most teachers lacked the training to provide the rigorous instruction in
their online or hybrid classes that they were providing before the pandemic (Anderson
2020). Despite the added pressure and technology requirements, teachers found ways to
continue educating their students during the COVID-19 pandemic. The teachers in this
case study utilized our Authentic Social Learning Model (ASLM) to create inclusive
online and hybrid classrooms.

1.1 Our Authentic Social Learning Model (ASLM)

This case study involves a group of teachers who were participating in a professional
development class during the transition to online and hybrid teaching. These teachers
were attending a training entitled “Authentic Social Learning: An Inclusive Teaching
Model to Support Diverse Learners in Hawai’i”. The training course introduced the
teachers to our ASLM. Our ASLM was designed as a model for inclusive 21st-century
teaching using authentic social learning. This model has been used for several years by
teachers in Arizona and was modified and conceptualized for the Ne’epapa Ka Hana
Professional Development Series offered in Hawai’i. Our ASLM combines the peda-
gogical strategies for connectivism, inclusive teaching, authentic learning, and formative
assessment (see Fig. 1). The result of this combination is an authentic social learning
model for K-12 classrooms that could be adapted to online and hybrid classes. The
ASLM professional development training provided teachers with a model for online and
hybrid teaching and resources for implementing the model.

Our ASLM is a research-based model for inclusive education that was developed
for the Ne’epapa Ka Hana Professional Development Series offered by the Center for
Disability Studies in Hawai’i. The purpose of our ASLM is to increase inclusion and
improve student achievement through social learning in K-12 classrooms. The model is
based on social learning which is an application of the theory of connectivism. Connec-
tivism is a learning theory developed by George Siemens that states that learning occurs
through a system of network connections (Siemens 2005). These network connections
can be social networks, such as peer groups in a classroom, or technology networks
(Siemens 2005). Social learning uses the theory of connectivism to leverage the social
nature of students for educational purposes.

Our ASLM utilizes social learning strategies to create an inclusive classroom envi-
ronment. These strategies, known as our ASLM strategies were derived from the inter-
action analysis model presented by Gunawardena et al. (1997), the four stages of online
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Fig. 1. Authentic Social Learning Model (ASLM)

learning by Downes (2010), and the 5E Instructional Model by Bybee (2006). The four
ASLM strategies are social exploration, social ideation, social experimentation, and
social validation. Abhari (2017) developed our ASLM strategies to operationalize the
principles of connectivism: agency, openness, connectivity, and diversity. Our ASLM
strategies are a systematic approach that students use to solve authentic problems or
challenges. Social exploration allows students to understand why they need to learn.
During social exploration, students work as a team to research a challenge and discover
the background of the problem and previously proposed solutions. Social ideation helps
the students understand what they need to learn. During social ideation, students work
together to develop original ideas to solve their problems or challenges. Using social
experimentation, the students discover how to learn. During social experimentation, the
students test, reject, or refine the solutions they developed during social ideation to
develop their final solution. Through social validation, the students understand how to
improve their learning. Social validation is the opportunity for students to share their
ideas with community members, local experts, or other outside individuals to obtain
feedback.

This case study explored a group of 12 teachers in Hawai’i who were being trained
on our ASLM during the summer and fall of the 2020–2021 school year. In addition to
the teachers participating in the PD, this case study also includes 5 teachers in Arizona
who had been using our ASLM for three or more years. Many school districts, like
those in this case study, have strategic plans that involved increasing the technology
available to students over the next several years. Suddenly these school districts, like
many around the country, had to find a way to provide technology to every student in
a very short time. At the same time, students had to learn to access and use technology
resources for all of their classes and assignments. Unfortunately, the quick integration of
technology meant that many teachers and students were not prepared or properly trained
on many of the programs they would be using, including Google Suite for Education
(GSE). GSE is a free cloud-based service provided by Google that can help integrate
and simplify classroom technology (Bray 2016). One of the GSE, Google Classroom,
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functions as a learningmanagement system (LMS) to help teachers organize andmanage
their classrooms (Johns et al. 2017). The purpose of this paper is to explore how teachers
used the G Suite for Education (GSE) to implement our ASLM in online and hybrid
classrooms during the COVID-19 pandemic and to recommend new education platforms
that support inclusive social learning.

2 Literature Review

2.1 The Impact of COVID-19 on Teachers

A large majority of K-12 educators in the United States are trained and teach in face-
to-face classrooms. Girelli et al. (2020) stated that most educators view face-to-face
instruction as an essential element in effective teaching and student motivation. Due to
the COVID-19 pandemic, face-to-face teaching was replaced, literally overnight, with
distance learning and teachers had to learn to adapt. Teachers viewed online learning
as a response to an emergency, and not as a sustainable replacement for face-to-face
teaching (Girelli et al. 2020).Not onlywere teachers required to change their instructional
model, they suddenly had to implement technology into their teaching with little or no
proper training (Brelsford et al. 2020). Educators who had been reluctant to implement
technology in their classrooms no longer had the choice to continue without technology.

Despite the negative impact of the COVID-19 pandemic on teachers, there have
been some benefits. Teachers who had grown comfortable with their teaching practices
had to be more innovative and rethink how they approached education. Reimers and
Schleicher (2020) reported that the pandemic has resulted in the introduction of new
technologies and innovations in the classroom. Teachers have experimented with new
strategies, learning tools, and evaluation practices in the hopes of engaging their online
and hybrid classes (Girelli et al. 2020). The new skills gained by teachers will not only
benefit their students during the pandemic but will continue to benefit them when they
return to in-person learning (Girelli et al. 2020).Despite the positive impact, these sudden
and abrupt changes had a severe impact on the stress levels of educators.

Teachers were overwhelmed with the pressure of learning to teach in online and
hybrid settings and learning to use a variety of technology tools that they may not have
been familiar with before the pandemic. Girelli et al. (2020) stated that “COVID-19 has
increased teacher workload without sufficient professional development or resources to
meet their needs” (p. 54). While resources were provided by lawmakers and administra-
tors, the policymakers often did not have an understanding of the needs of the educators,
so they were provided with ineffective resources or insufficient training (Girelli et al.
2020). Educators had to attempt to find ways to adapt state and federal curriculum stan-
dards to online and hybrid environments (Anderson 2020). The added workload and lack
of training often cut into the teachers’ personal and family time (Brelsford et al. 2020).
Teachers found themselves working well past school hours to try to plan lessons that are
designed for in-person learning but had to be adapted to online or hybrid settings.

2.2 The Impact of COVID-19 on Students

Changes in education, whether positive or negative, ultimately impact the end-users of
educational policies and practices, the students. TheCOVID-19 pandemic has drastically



Need for Education Platforms that Support Social Learning 519

changed the way students attend school and has impacted their academic progress as
well as their social-emotional progress. Some positive results of the changes that have
resulted from the pandemic are higher parent involvement in their children’s education
and increased autonomy of students (Reimers and Schleicher 2020). However, these
positive effects have been overshadowed by concerns regarding the continuation of
educational resources through available technology and the students’ emotional health.

There has been significant concern regarding accessibility and online access for
remote students and those with lower SES. Rather than implementing a standardized
approach to the pandemic, each district was given the freedom to choose how to continue
education during the pandemic (Anderson 2020).Many districts implemented online and
hybridmodels that utilized a video conference platform for students and teachers tomeet.
These online learning and hybrid models offered students and teachers the opportunity
to meet, but most teachers do not consider it sufficient to meet the needs of their students
(Girelli et al. 2020). Anderson (2020) stated that students frommiddle and lower-income
homes are showing higher rates of academic regression, resulting in a widening of the
educational achievement gap. These students often have unstable internet and may have
difficulty connecting to online classes.

The students who have been most affected by the COVID-19 pandemic are those
with special needs. Like regular education teachers, special education teachers were not
provided with specific training for teaching online or hybrid classes. Special education
teachers did not have time or additional support to implement specialized instruction
to meet the academic and social needs of their students in online and hybrid classes
(Brelsford et al. 2020). Girelli et al. (2020) stated that the shift to remote learning has
been especially difficult for students with special needs. Students with special needs may
not have had the skills or resources required to access their distance learning classes and
has resulted in a greater learning gap.

2.3 G Suite for Education (GSE)

When the COVID-19 pandemic caused amajor shift to educational practice in theUnited
States, it became immediately apparent that many school districts were not prepared for
an online learning platform.An international study conducted byReimers and Schleicher
(2020) indicated that the highest priority, and also the greatest challenge, for education
was ensuring the continuity of academic learning for students. In the same study, about
75% of principals in the United States reported that teachers had the technical and
pedagogical skills to integrate digital technology, though it was only about 55% for
disadvantaged schools (Reimers and Schleicher 2020). Only slightly more than three-
fourths of the principals surveyed in the United States felt that they had an effective
online learning platform available for their students (Reimers and Schleicher 2020).
Many K-12 schools turned to the G Suite for Education tools for their learning platform.

The G Suite for Education is a cloud-based set of free technology tools offered by
Google to educators to facilitate and manage student learning. GSE includes tools to
transform teaching by incorporating the 21st-century skills of creating, collaborating,
critical thinking, and information sharing (Johns et al. 2017). GSE includes Google
Classroom, which is a platform that teachers can use to manage how the classroom is
organized and run, and stores all of the class assignments in one place, thus functioning
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as a LearningManagement System (LMS) (Johns et al. 2017). Google Classroom is also
integrated with many other educational tools offered to schools (De Vynck and Bergen
2020). Google Classroom also provides access to a video conferencing platform to hold
classes called Google Meet. According to De Vynck and Bergen (2020), the active users
of GSE doubled from the beginning ofMarch to the end ofMarch 2020 as schoolsmoved
to online platforms due to the COVID-19 pandemic.

As schools shifted to online andhybrid learningusingGSE, therewere someconcerns
with accessibility, safety, and security. Some students quickly adapted to online learning
platforms while others struggled to navigate the technology needed for virtual learning
(Anderson 2020). The greatest strength of GSE is that it can be used for collaboration,
but this function could easily be misused by students (Bray 2016). At the beginning of
the pandemic, educators whowere usingGoogleMeet could be kicked out of the class by
the students, so GSE had to quickly update their software as these issues were discovered
(De Vynck and Bergen 2020). GSE continues to be updated and implemented in schools
worldwide with over 100 million users as of March 2020 (De Vynck and Bergen 2020).

3 Methodology

Our ASLM, like most educational models, was originally designed for in-person learn-
ing. However, during the COVID-19 pandemic, teachers in this case study implemented
the model with the goal of increasing engagement and inclusion in online and hybrid
classrooms using GSE. The participants in this case study consisted of two groups of
teachers. The first group of teachers consisted of 12 teachers in Hawai’i who were taking
the professional development course entitled “Authentic Social Learning: An Inclusive
Teaching Model to Support Diverse Learners in Hawai’i” during the beginning of the
2020–2021 school year. The course was offered through the Ne’epapa Ka Hana Pro-
fessional Development Series in Hawai’i. The second group of teachers consisted of 5
teachers in Arizona who have been using our ASLM for a minimum of 3 years. Both
groups of teachers implemented our ASLM in their online and hybrid classes at the
beginning of the 2020–2021 school year. The teachers in this case study had varying
degrees of experience and expertise with GSE, though they had all had some previous
experience with Google Classroom.

As a requirement for completion of the professional development course, the 12
Hawai’i teachers had to submit a portfolio consisting of ASLM lesson plans and course
reflections. The portfolio submissions were reviewed for data about the implementation
of our ASLM in their online and hybrid courses and the use of GSE in that implementa-
tion. The 5 Arizona teachers responded to a questionnaire via Google Forms that asked
about their experiences implementing our ASLM in online and hybrid classrooms using
GSE. The data from the portfolios and questionnaires were analyzed using structural
coding and pattern coding.

4 Data Analysis

The purpose of this case study is to explore how teachers used the G Suite for Education
(GSE) to implement our ASLM in online and hybrid classrooms during the COVID-
19 pandemic and to recommend new education platforms that support inclusive social
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learning. The teachers implemented lessons and projects that utilized our ASLM during
the fall of 2020. The portfolios of the 12 Hawai’i teachers and the questionnaires for the
5 Arizona teachers were analyzed using thematic coding. First, the data were analyzed
with structural coding for references to how they used GSE to implement our ASLM.
Pattern coding was used to organize the structural codes into themes. The themes that
developed from the data analysis were how GSE was used in the switch to online and
hybrid learning, and how GSE was used for each of our ASLM components: authentic
learning, social learning, inclusive teaching, and formative assessment.

5 Discussion

5.1 The Switch to Online and Hybrid Learning Using GSE

Teachers in this case study felt that their technology integration timeline was drastically
advanced due to theCOVID-19 pandemic.Whereasmany teacherswere slowor reluctant
to implement technology before the pandemic and often used computers just to have
their students’ research topics, they suddenly had to use computers for everything. One
teacher stated that she was “100% online and that I would need to find ways to engage
my students in a different way, one that tested my technological skills”. The teachers
quickly learned new platforms to engage their students. Many of the teachers had used
Google Classroom before this case study, but they were not using it as an LMS. That
changed during the pandemic. Teachers began to rely on Google Classroom as their
LMS to keep themselves and their students organized. Teachers also reported that they
used Google Jamboard, Google Slides, and Google Meets as platforms to engage their
students.

The teachers in this case study reported that they had to find ways to reevaluate their
traditional lessons to engage their online and hybrid students. One participant stated that
“with distance learning, the need to innovate instruction strategies play a vital role in
making sure that every student succeeds.” Other teachers reported that the pandemic
offered an opportunity to try something new that they would not have done otherwise.
One of the common strategies that teachers used to engage their classes during online and
hybrid learning was the use of flipped classrooms. The teachers would provide lessons
for students to watch during asynchronous instructional time and use synchronous class
time for hands-on lessons and social learning. The teachers used breakout rooms during
synchronous instructional time to build relationships between peers and between the
teacher and students.

Teachers were not the only ones who had to adapt to the rapid infusion of technology.
The switch to online and hybrid learning was a big change for the students. The teachers
reported that students had to learn to use a variety of technology tools very quickly.
One teacher reported that she had several students who did not turn in an assignment.
When she met with the students and asked why the work was not done, the student
admitted that they did not know how to create the Google Slides that were required for
the assignment. Some of the students struggled at the beginning and took a while to
adapt, but the teachers reported that the students were getting much better as time went
on. Teachers reported that their students found new ways to communicate with them and
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with one another, specifically citing breakout room discussions, Gmail conversations,
and communicating in Google Docs.

The teachers in this case study reported that using Google Classroom as an LMS
made the switch to online and hybrid learning easier. Because the teachers and students
had some experience with Google Classroom, the transition was smoother because the
students were familiar with the Google Classroom platform. The teachers transitioned
to using Google Classroom as their LMS to provide a consistent location for all of
their assignments, class meeting, and communication. The major advantage reported by
the teachers was that the students could access their classwork and meeting from any
computer or location. Someof the teachers in this case study evenusedGoogleClassroom
andGoogleMeets to teach students whowere in person and at home simultaneously. The
teachers used Gmail and Google calendars that are integrated with Google Classroom
to help the students stay organized so they would meet deadlines and attend class when
required.

Even with GSE available to make the switch to online and hybrid learning easier,
there were still some areas that the teachers found difficult to overcome. The teachers
reported engagement as a major barrier to educating students online. The teachers stated
that online settings provided students with a sense of anonymity that did not exist before.
Every teacher in the case study reported that students were reluctant to turn on their
cameras and participate in class. The teachers stated that it was much more difficult
to build strong relationships with their students. The teachers also stated that it was
more time consuming to take attendance. While the teachers worked to overcome these
obstacles, they still had difficulty engaging students online to the same degree they could
engage them in-person. Teachers reported difficulty using the breakout rooms in Google
Meets and stated that whole class discussions were difficult in Google Meets. When the
teachers tried to engage the students in whole-class discussions, it was awkward with
students speaking over each other when they would unmute themselves.

5.2 Implementing Our ASLM with GSE

The teachers in this case study were implementing our ASLM, a model for inclusive
teaching using authentic social learning. The model is based on social learning which
is an application of the theory of connectivism. To implement this model, teachers
designed lessons and projects that incorporated the components of our ASLM: authentic
learning, social learning, inclusive teaching strategies, and formative assessment. Our
ASLM utilizes our ASLM strategies to integrate the components into one pedagogical
approach, but for data analysis for this study, the components were reported separately.

Authentic Learning. Teachers in this study reported that implementing authentic learn-
ing improved the engagement and motivation of their students. One teacher stated that
her students were more engaged and willing to participate in online classes when the
activities were hands-on and connected to the real world. Another teacher reported that
she used asynchronous, individual time to have the students explore or research the con-
cepts at home and then meet with teammates to share their ideas during synchronous
class time. The teachers found that the students were more likely to involve their family
members in the learning process during authentic learning tasks. Teachers were able
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to develop tasks and problems that used materials or items found around the students’
homes. However, this also presented a problem when students didn’t have a particular
material at home. One participant stated that it was important to be cognizant of students’
home situations during online learning.

Teachers in this case study reported that GSE was useful for implementing authentic
learning in their online and hybrid classes. Teachers used Google Jamboard for students
to brainstorm ideas during synchronous instruction. The students used the comments
section of Google Classroom to share ideas and ask questions. One teacher reported
using Google Slides to create a choice board so the students could pick which task they
wanted to complete. A math teacher had students use Google Forms to collect data from
their classmates that they used in a graphing assignment.

Social Learning. Social learning is the basis of our ASLM and was also the most diffi-
cult to implement in online and hybrid classes. At first, teachers did not think they would
be able to incorporate social learning or collaboration in online classes. Despite the strug-
gle, teachers found ways to implement social learning. One teacher stated that “COVID
forcedme to look into ways to keep collaboration alive by gettingmore comfortable with
technology”. This case study found that the students missed social interactions with their
peers during quarantine and were excited to connect and work with their peers. Several
teachers reported that their students were more focused and on task during small group
meetings than they were during large class meetings.

The teachers used various tools from GSE to find innovative ways to implement
social learning. The main tools that were used were small group meetings in Google
Meets. Some teachers used breakout rooms while others preferred to open a Google
Meet for each group. One teacher used Google Classroom to post open-ended discussion
questions that the students could respond to and reply to their classmate’s posts, creating
a whole class discussion. The students used shared Google Docs or Gmail to collaborate
on their assignments. Other teachers reported that students used the chat function in
Google Meets to connect with their classmates.

Although teachers were able to find ways to encourage social learning using GSE,
they ran into some challenges. Some of the teachers reported that their schools would
not allow them to use breakout rooms. When students are placed in breakout rooms,
they are not monitored by a teacher at all times, creating safety and security concerns.
To overcome this, some of the teachers would open multiple Google Meets with a group
in each Meet. However, the teachers reported that volume was an issue when multiple
meets were open; they could monitor the students but could not talk to them. Overall,
trying to find ways to monitor social learning networks was the most difficult part of
implementing our ASLM in online and hybrid classes.

Inclusive Teaching. The teachers in this case study reported that GSE and their new
technology integration skills acquired due to the COVID-19 pandemic switch to online
learning allowed them to provide more options for their students to increase inclusion.
The teachers in this study reported providing lessons to their students inmultiple formats.
The teachers used a variety of online videos and print options to teach concepts. One
participant in this study reported that using online resources and GSE inspired them to
provide their students with more options to demonstrate their learning. In their in-person
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classroom, the students are given a worksheet or similar assignment, but in their online
classes, the students could choose a variety of formats to show their understanding.

Online and hybrid teaching had some positive impacts on high needs students. Some
teachers in this study recorded their live lessons inGoogleMeets and posted those lessons
on Google Classroom. This allowed students who were absent or had connectivity issues
to access the lesson later. One teacher stated that the recorded lessons helped her students
with special needs because they could go back and watch the lesson again to gain a better
understanding. The teacher explained that this is not something students can do during
in-person class sessions.One of the participants co-taught a classwith a special education
teacher. The students who needed specialized instruction were able to get it without fear
of being singled out in class. The participant stated that the special education teacher
was able to bring the students into breakout rooms for small group instruction without
the other students being aware that specialized instruction was taking place like they are
in an in-person setting.

Although the teachers in the case study worked to find ways to increase inclusion in
their online and hybrid classes, it only worked for the students who chose to attend class
and participate. The results from this case study were consistent with the results reported
in the research regarding vulnerable populations of students. One teacher of high needs
students stated, “unfortunately, distance learning is less than ideal for the population I
teach. It is too easy for them not to log on or even if they do log on not to be present. We
have been finding that many students do not want to turn on their cameras or say things
orally”. Many of the students attended the class meetings but did not participate, and
some students did not attend classes at all. Using the strategies from our ASLM helped
engage and motivate students, but could only work if the students logged on to class.

Formative Assessment. Formative assessment is embedded into our ASLM to help
students achieve mastery. The teachers use formative assessment to provide feedback
for the students and to differentiate instruction and assignments to meet individual stu-
dent needs. The teachers in this case study indicated that using GSE made embedding
formative assessment easier and more diverse. One teacher reported that her formative
assessments were previously always the same, but using GSE she was able to diversify
the types of assessments she gave her students. Teachers used formative assessmentmore
frequently during online and hybrid learning because it was easier to do quick checks
with the technology resources available to them. Some of the methods reported by the
teachers included the emoticons and thumbs up tools in Google Meets for a quick check
of understanding, Google Jamboard for question responses, and polls in Google Meets
for visual displays of understanding. For more in-depth formative assessments, teachers
used the comment function in Google Docs to ask questions and provide feedback for
the students. One teacher stated that using the shared Google Docs provided valuable
insight into the students’ level of understanding.

The results of this case study indicated that GSE provided tools for the teacher to
provide real-time feedback for their students. The teachers used the private comments
in Google Classroom to provide feedback on assignments. One teacher stated that after
providing the feedback her students used it to revise and resubmit the assignments
until they achieved mastery. This teacher reported that the feedback and revision were
especially valuable for the students with special needs and was not something that she
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had previously done during in-person learning. Some of the teachers scheduled small
group meetings in Google Meets for feedback or differentiation based on the formative
assessments. One participant stated that the students enjoyed the opportunity to meet
with the teacher individually or in small groups to receive feedback.

6 Recommendations

Our ASLM is grounded in social learning, which is based on the theory of connectivism
that states that people learn using networks of individuals or technology. The literature
on the benefits of social learning in K-12 classrooms is abundant (Alzain 2019; Lin
et al. 2015). However, this case study has shown that these strategies were difficult to
implement in online and hybrid classes during COVID-19. This may partially account
for the research that shows that student growth is suffering, particularly in students with
special needs.

Although the COVID-19 pandemic will not be permanent, there is some indication
that online and hybrid models in K-12 education are not going away even after students
can return to school in-person. Based on the results of this case study, this paper presents
recommendations forGSEor other educational technology providers for new technology
platforms that would allow teachers to easily implement social learning in K-12 online
and hybrid classrooms.

6.1 The Need for a Platform that Allows Students to Interact During
Asynchronous Learning

Asynchronous learning is a concept that is new to most K-12 teachers and students
and was introduced during the COVID-19 pandemic. There is a lot of literature on
the detrimental effects of the COVID-19 pandemic on the social-emotional well-being
of students. Students need social interaction with their peers, and they need to access
their social networks to enhance their learning during asynchronous instruction. While
Google Classroom provides the students with the ability to post comments in the stream,
it is not organized into threads and leads to a disorganized Google Classroom that can
be confusing for students who are just trying to find their assignments. The recommen-
dation based on this case study is that K-12 educational technology providers create
a secure platform where students could interact and chat when they are not in class
during synchronous instruction. The platform should be locked to only allow access to
the students in that particular class. The platform should include an academic section
that allows students to post questions about assignments and allow their classmates to
comment on their posts. The platform should also include a social-emotional section
where students can post school-appropriate comments and respond to one another in a
conversational format to promote social interaction. The platform would be monitored
by the teacher to ensure that the conversations are appropriate. The teacher could also
interact with the students to help with relationship-building. It is recommended that the
platform organize the topics into threads so students can easily find and participate in
different conversations.
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6.2 The Need for a Platform that Allows Teachers to Monitor Small Group
Sessions

The teachers in this case study found that implementing social learning during online
and hybrid classes was possible using GSE, but it was difficult. The case study results
also indicated that social learning was not a viable option during asynchronous learning
times usingGSE.Due to safety and security concerns, students were not able to start their
own Google Meets, so could only meet with their groups during synchronous learning.
However, some of the schools where the teachers taught would not allow the teachers to
use breakout rooms due to security concerns. This further limited the students’ ability to
meet with their networks and utilize social learning strategies. Essentially, the students
could only use their social networks for learning during their own time which meant
they did not have access to the teacher and the teacher was unable to assist the students
or provide feedback. The teachers in this case study found ways to implement social
learning with our ASLM in their online or hybrid classes, but they reported that it was
less than ideal.

There are some aspects of GSE that allow for limited social learning. Google Meets
has an option for breakout rooms, but these rooms do not allow the teachers to monitor
all of the rooms at the same time. Students in breakout rooms are unattended until the
teacher enters that room, leaving all the other rooms unattended. K-12 teachers need a
platform that would allow them to monitor the breakout rooms in the same way they
can monitor individuals in a Google Meets or other video conferencing system. In an in-
person environment, the teacher moves from group to group, meeting with the students,
asking questions, and providing feedback. These interactions are the key to inclusive
environments and student success. The recommendation based on this case study is that
GSE or other K-12 educational technology providers create a platform that would mimic
this in an online setting. The teacher should be able to monitor all the breakout rooms
but needs to have the ability to mute and unmute rooms to speak to that particular group
of students without disturbing the other groups.

7 Conclusion

The purpose of this case studywas to explore how teachers used theGSuite for Education
to implement our ASLM in online and hybrid classrooms during the COVID-19 pan-
demic and to recommend new education platforms that support inclusive social learning.
Our ASLM was designed to promote inclusive teaching and increase student engage-
ment and achievement. Though our ASLM was originally created for use in in-person
classrooms, teachers were able to use GSE to implement our ASLM in their online and
hybrid classrooms during the 2020–2021 school year with positive results. Teachers in
the case study indicated that implementing our ASLM resulted in students who were
more engaged and motivated. The results indicated that the students enjoyed the social
interactions embedded in our ASLM strategies. However, the teachers in this case study
found that implementing social learning during online and hybrid classes was possible
using GSE, but it was difficult. This paper presented recommendations for educational
platforms for K-12 education that would improve the ability of students to learn and
interact through social networks.
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Abstract. This paper explores the adoption of a group-based Enterprise Social
Media (ESM) tool (i.e., Microsoft Teams) in the context of a mid-sized undergrad-
uate course in Information andTechnologyManagement (ITM), thereby providing
insights into the use and design of tools for group-based learning settings. The
study used a mixed-methods approach—interviews, surveys, and server-side (i.e.,
objective) data—to investigate the effects of three core ESM affordances (i.e.,
editability, persistence, and visibility) on students’ perceptions of ESM function-
ality and efficiency, and in turn, on ESM-enabled perceived team productivity as
well as the students’ level of system usage. Through leveraging a combination of
qualitative and quantitative (both unobtrusive and self-reported) data, this paper
aims to provide insights into the use of ESMs in group-based classrooms which
is a theme of great importance given the need for high-quality online education
experiences, especially during the current pandemic.

Keywords: Enterprise Social Media · Educational settings · Group-based
learning ·Mixed-methods · Affordances

1 Introduction

In recent years, there has been a rapid growth in Enterprise Social Media (ESM), which
are web-based platforms adopted by organizations to improve internal communica-
tion, collaboration, interaction, and different aspects of workflow between coworkers
(Leonardi et al. 2013). ESM are designed to be more multi-functional than traditional
office tools (e.g., email) or even group-based communication tools (e.g., Slack) since
not only are such functionalities included in ESMs, but they also provide novel features
more aligned with social media (e.g., group creation, social networking, blogging);
moreover, unlike previous forms of computer-mediated communication, ESMs allows
users to broadcast messages within the organization and have all activities recorded to be
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accessed at any time (Chin et al. 2019; Leonardi et al. 2013; Van Osch et al. 2015). These
unique ESM affordances, specifically in terms of making content and connections more
visible, and allowing content to be persistent (i.e., remain available and accessible), help
explain the transformative impact of ESMs in organizations.

Pandemics such as COVID-19 (which forced organizations, including schools and
universities, to rapidly shift to an online-only modus operandi) will increase the popu-
larity of ESMs in both organizational and educational settings. When considering online
learning contexts, ESMs can become suitable and preferable tools of choice especially
when considering settings where group work can benefit substantially from ESM’s
unique affordances designed to facilitate collaboration and knowledge sharing (Rice
et al. 2017; Treem and Leonardi 2013).

In order to maximize the effectiveness of group-based learning, educators should
consider not only factors leveraging team cognition, accountability, and classroom col-
laboration (He et al. 2007; Scott et al. 2016; Smart and Csapo 2003), but also choose
ESM platforms which are specially tailored to fulfill project-related purposes, such as
Microsoft Teams1. Microsoft Teams is a fitting tool for educational contexts because
it allows the creation of a virtual learning environment through the quick transition
from conversations to content creation (Martin and Tapp 2019). From both a design and
an educational point of view, it is important to explore the affordances that Microsoft
Teams has to offer, but more generally, how to improve ESMs to better fit group-based
educational settings.

Therefore, the primary goal of this paper is to investigate the use and design of a
group-based ESM (i.e., Microsoft Teams) as a collaboration system in learning settings.
In order to do so, this paper aims to answer three overarching research questions: 1)
if students’ perceptions of ESM affordances affect their ESM interaction perceptions
(RQ1); if these users’ ESM interaction perceptions affect their perceptions of the ESM
impact on team productivity and level of usage (RQ2); and if there are ESM-specific
(here, Microsoft Teams) features which could be redesigned for improvement when
considering their use in educational settings (RQ3).Basedonfindings fromdata collected
from a mid-size undergraduate I.T. project management course - including surveys,
appreciative interviews, and server-side (i.e., objective) usage data related to content
creation within Microsoft Teams – we propose a model connecting ESM affordances,
user perceptions of their interactions with the ESM, and the impact of the latter on
perceived team productivity and actual ESM usage.

Results suggest that Microsoft Teams affordances can indeed positively impact per-
ceptions of ESM functionality, ESM efficiency, and team productivity. Surprisingly, we
found a negative impact of ESM interaction perceptions on the users’ actual level of
ESM usage, which seems to be largely explained by students’ preferences for more
familiar tools, but also reveal areas where Microsoft Teams could be improved to sup-
port the specified context of use, which will be explored in detail in this paper. Beyond
implications for research in terms of extending ESM studies to the educational realm,
our findings also lead to recommended improvements in ESM design to facilitate team
communication, reinforcing the importance of user experience design.

1 https://www.microsoft.com/en-us/microsoft-365/microsoft-teams.

https://www.microsoft.com/en-us/microsoft-365/microsoft-teams
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2 Literature Review

2.1 Collaboration Systems for Learning Settings

Virtual collaboration is an integral part of online learning settings, and group-based
learning can yield more effective experiences given the increased frequency of commu-
nications and higher levels of participation, accountability, and decision making (Smart
and Csapo 2003), especially when dealing with complex projects involving high degrees
of technical knowledge such as when managing I.T. projects (He et al. 2007). The adop-
tion of an ESM in the classroom can help with the formation of team cognition and
positive learning outcomes as ESMs have the potential to become “a persistent, pri-
vate community that contains both time-bound, formal class groups in addition to open
learning spaces that allow for community members to interact with each other without
direction from a teacher, and yet the possibility for teaching presence to exist on some
occasions” (Scott et al. 2016).

One ESM that has a great potential in educational contexts rooted in group-based
settings is Microsoft Teams, a digital teamwork hub focused on team collaboration.
Microsoft Teams offers communication functionalities (e.g., persistent chat, video calls,
messaging capabilities) along with usage of the Office suite (e.g., Word, Excel, Power-
Point, OneNote) in a web-based integrated solution. Since its launch in 2017, Microsoft
Teams has achieved 75 million daily active users, and it is now available in 53 languages
across 181 markets (NTT Ltd. 2020; Warren 2020). The pandemic was responsible for
an overall increase of 70% in Microsoft Teams user base (Warren 2020) as well as the
expansion of the ESM to educationalmarkets, including the development of new features
to better assist online classes (Moorhead 2020).

Microsoft Teams allows collaborative learning to be enacted around peer interaction
(mediated or not by the instructor) which has the potential to boost team productivity
in educational contexts. While the connection between usage of Microsoft Teams and
increased productivity is well-known in organizational settings, we wonder how the
ESMwill be perceived by and impact students in educational settings. Research focusing
specifically on the use of Microsoft Teams in classrooms is still very novel and mostly
centered around a descriptive pedagogical approach (Martin and Tapp 2019; Poston
et al. 2020; Triyason et al. 2020), rather than investigating the measurable connections
between variables such as ESM affordances, students’ perceptions of the ESM tool, and
usage outcomes, thus underscoring the importance of this study.

2.2 ESM Affordances

ESM affordances are unique and can have positive impacts in organizational settings;
according to Treem and Leonardi (2013), core ESM affordances include: 1) association
(i.e., connections are established from known people/information in order to find new
people/information), 2) visibility (i.e., information is visible to other users), 3) persis-
tence (i.e., past information is accessible and stored in a permanent fashion), and 4)
editability (i.e., files are created collaboratively and/or edited after they have been cre-
ated). Although alternative classifications have been suggested offering variations on
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these four affordances, the above-mentioned framework is the most widely cited at the
time of this manuscript’s preparation and the one used to guide our model development.

Due to their affordances, ESMs have been adopted and utilized in organizational set-
tings in order to improve workplace processes such as social capital formation, boundary
work, attention allocation, and social analytics (Leonardi andVaast 2017; VanOsch et al.
2015). As ESMs’ primary goal is to encourage collaboration and communication within
the organization, these affordances are usually part of ESMs’ inherent design making
ESMs extremely useful tools to facilitate team dynamics. ESM research to date has
focused largely on the visibility affordance, with limited research exploring the effects
of the other affordances (Brzozowski 2009; DiMicco et al. 2008). Furthermore, as afore-
mentioned, the exploration of the effects of ESM affordances in an educational context
represents a novel avenue of investigation using an affordance lens.

2.3 ESM Interaction Perceptions and Performance and Usage Outcomes

SpecificESMs’ affordances have been studied in terms of their impact on communication
and collaboration, knowledge transfer, improved job performance and efficiency, among
other factors. ESMs can be especially useful when workers need to share complex
and/or domain-specific knowledge (Pee 2018) and ESMs can promote workers’ creative
performance (Sun et al. 2020), enhance communication and collaboration processes
leading to improvedworkers’ efficiency (Kane et al. 2014; Leonardi 2014) and contribute
to innovation in the workplace (Ali et al. 2015).

As mentioned before, literature exploring the use of Microsoft Teams in classroom
settings is still in its infancy, but there are reasons to believe that ESM affordances
can yield positive outcomes similar to those observed in organizational settings. It is
important to note that, given the educational context of this particular study featuring
only closed networks within the ESM (i.e., student groups using Microsoft Teams), the
affordance of association (which highlights the active networking component of ESM)
was neither relevant nor applicable. The other three affordances (visibility, persistence,
and editability) are relevant because the highly collaborative nature of the group work
performed in Microsoft Teams for the course (e.g., editing files together, discussing
assignments) will most definitely trigger peer interaction and knowledge transfer.

Specifically, visibility enables users to effortlessly access information or browse
content shared by others in the organization (Treem and Leonardi 2013) and without
hindrance (Alanah et al. 2009). As a result, visibility should not only contribute to
perceptions of efficiency—as itwill be easier and faster to find and retrieve information—
but also to perceptions of functionality, by making it more convenient to access required
knowledge and information and improving one’s ability to accomplish tasks that require
access to information provided by others (Treem and Leonardi 2013), thus contributing
positively to perceptions of functionality.
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Similarly, persistence makes all information and content permanently recorded and
allows users to use and reuse it in the future, thus further reinforcing the ability of users
to access information freely and easily as initially enabled by the visibility affordance
of ESM (Treem and Leonardi 2013). Furthermore, persistence of information provides
users with greater choice to deal with problems encountered during their course of
work or projects (Treem and Leonardi 2013). Therefore, persistence not only increases
efficiency, but should also positively affect perceptions of functionality, by making it
more convenient to access required knowledge and information once shared without
having to ask others again to repost or reshare such information and thus improving
one’s ability to accomplish tasks.

Finally, editability allows users to freely modify or revise content created by them-
selves or by others. Hence, it gives users the ability to improve or correct content.
Furthermore, this high level of editorial control enables users to strategically edit or
adapt content based on specific problem situations. Therefore, not only can projects be
performed more efficiently by allowing users to collectively edit and improve materi-
als, but also can contribute to positive perceptions of functionality by improving the
usefulness and quality of generated content.

Hence, we propose the following hypotheses:

• H1: ESM affordances of a) editability, b) persistence, and c) visibility will lead to
more favorable interaction perceptions vis-à-vis ESM functionality.

• H2: ESM affordances of a) editability, b) persistence, and c) visibility will lead to
more favorable interaction perceptions vis-à-vis ESM efficiency.

In turn, the ability to successfully accomplish tasks using the ESM (i.e., functional-
ity) and to do so efficiently should have a positive effect on teams’ perceptions of the
ESM’s role in aiding the team to be productive and enhance their performance (i.e.,
the impact of ESM on performance). Furthermore, more favorable initial perceptions
of ESM functionality and efficiency should yield greater overall usage of the system,
as measured upon the conclusion of the project by the volume of total content created.
Thus, the following hypotheses are proposed:

• H3:ESMperceived functionality will lead to (a)more favorable perceptions of ESM’s
impact on performance, and to (b) greater level of usage.

• H4: ESM perceived efficiency will lead to (a) more favorable perceptions of ESM’s
impact on performance, and to (b) greater level of usage.

The conceptual model in Fig. 1 summarizes the constructs used in our study and our
hypotheses:
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Fig. 1. Conceptual model

3 Study Context

This study was carried out at a large midwestern university, in the context of a cap-
stone I.T. project management course attended by 87 students majoring in various areas
(e.g., business-related: Finance, Supply ChainManagement; technology-related:Media,
Computer Science).

As a capstone project course, students participate in groups so as to further develop
students’ project management, teamwork, and communication skills, among others. Stu-
dent teams were to complete a 10-week real-world I.T. project management challenge in
partnership with local companies or organizations (e.g., non-profits or university labs).
At the beginning of the course, 17 different I.T. projects were assigned to 17 teams, each
comprising either four or five student members, based on project requirements, stu-
dents’ skills and interests. The primary point-of-contact within each project-sponsoring
organization was known by student teams as “their client”.

In order to support students’ learning, ensure the use of proper project management
tools and processes aswell asmonitor teams’ progress in the real-world project,members
of the instructional team (i.e., two instructors and two teaching assistants) were assigned
to mentor and oversee specific projects. The mentor was known to the student team as
their “project director” (one director per project; each director oversaw either four or
five project teams).

The primary project management tool chosen to be used in the course was Microsoft
Teams (free access was provided by the university). Specific team spaces (or channels)
were created for each project (restricted to team members and their project director), in
addition to one general course space (used formessages from the instructional team to all
students enrolled in the course). Team spaces hadmandatory uses such as communication
with project directors, submission of a weekly project status to project directors, and
organization of team files. Furthermore, optional uses of team spaces included within-
team communication and file sharing with the client.

It is important to note that Microsoft has a version of Microsoft Teams tailored
specifically toward education (Teams for Education), which showcases different features
from the regular version. However, since Microsoft Teams was only meant to be used in
the course as a place for mentoring and group interaction, the regular ESM version was
used instead of Teams for Education.
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4 Mixed Methods

4.1 Design

Two rounds of voluntary online surveys were conducted to provide insights into how stu-
dent teams collaborate, what drives such collaboration, and what is the role of Microsoft
Teams in this context. Participants were offered 1% extra credit in the course and were
entered in a raffle for one out of six $100Amazon gift cards as an incentive to participate.

The first survey was administered at the start of the project, which preceded by two
weeks the onset of the COVID-19 pandemic that forced all classroom interactions to
become online-only. Hence, the first survey reflects students’ perceptions at the begin-
ning of their project (consisting of both in-person/online classroom interactions), while
the second survey reflects perceptions at the end of the project (based on online-only
classroom interactions). This allows us to explore whether the mandated virtual interac-
tions impacted the nature and level of Microsoft Teams usage. In addition to collecting
self-reported data via online surveys, we also extracted basic server-side (i.e., objective)
data from Microsoft Teams in order to measure actual—as opposed to self-reported—
usage level. Instructor access to server-side data was restricted to the amount of content
created in teams’ message boards, hence, no other server-side data could be extracted.

For the qualitative portion of this study, seven appreciative interviewswere conducted
to gain further insights regarding the use of ESMs in a classroom setting, specifically
Microsoft Teams, as well as students’ perceptions of group work, team collaboration,
and team productivity. The appreciative interviewing method was chosen as it allows
an exploration of organizational and technological ESM aspects, as well as individuals’
positive changes and constructive feedback related to the use and design of ESMs (Avital
et al. 2009; Schultze and Avital 2011). Participants were offered $50 Amazon gift cards
on a first come first served basis, as an incentive to participate.

Originally, interviews were planned to be conducted in-person, but due to COVID-
19, interviewswere conducted virtually via Zoom, an online video communications tool.
Two interviewers were present in each interview; one member facilitated the interview
while the other one took notes and focused on probing when needed. Interviews were
conducted following a semi-structured script to ensure that interviews were conducted
uniformly. All interviews were voice recorded via Zoom and transcribed with the aid of
a paid online audio to text transcription service called Scribie. Interviews ranged from
45 min to one hour.

4.2 Participants

From the 87 students taking the I.T. capstone course, a sample of 62 students vol-
unteered to participate in the study by completing the surveys. The sample included
students from 16 different projects, categorized as: market/UX research (5), website
(4), social media/SEO (3), database (2), or video (2). Most participants (71%) iden-
tified as male (female: 29%), and the age of participants ranged from 20 to 29 years
old (M = 21.87 years). Most participants (76%) were domestic students (international:
24%), and participants’ ethnicity was distributed as follows: White/Caucasian (56%),
Asian (35%), Hispanic/Latino (5%), Black/African American (3%). Most participants
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were seniors (87% vs. 13% for juniors) and business-related majors (77% vs. 23% for
technology-related).

For the qualitative portion of this study, seven students (a sub-sample of the quan-
titative sample) were interviewed – see Table 1 below for a summary of participants’
information (note: all names are pseudonyms).

Table 1. Qualitative data: summary of participants’ information

Name Team Id Position Gender

Edwin Database1 Security Engineer Male

Keith SocialMedia1 Project Manager Female

Tammy SocialMedia1 SEO Campaign
Director

Male

Liam SEO1 Project Manager Male

Sarah Research1 Project Manager Female

Jacob Video1 Project Manager Male

Dalton Research2 Project Designer Male

4.3 Measures

The survey included self-report measures that were adopted and adapted from existing
research as summarized in Table 2. Although the table only reports the Cronbach’s
alpha (α) and convergent validity (AVE), all constructs in the model displayed adequate
reliability aswell as convergent and discriminant validity per an examination of loadings,
cross-loadings, Cronbach’s alpha, Composite Reliability, Fornell-Larcker test, and latent
variable correlations. The last variable included in our researchmodelwas extracted from
Microsoft Teams thus statistics are not available and therefore not reported.

The interview protocol started out by asking students to describe their project and
to think of a positive collaboration experience they had with their team, in line with
the appreciative interviewing method. After this opportunity for a positive reflection
on teamwork, interviewees were asked questions related to Microsoft Teams use cases
and affordances, their perception of its impact on team productivity, and the level of its
usage.
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Table 2. Variables and variable statistics

Variable Example item α AVE

Editability (Rice et al. 2017) “Microsoft Teams allows me to
edit others’ information after they
have posted it”

0.86 0.77

Persistence (Rice et al. 2017) “Microsoft Teams allows my
information or comments to stay
available after I post them”

0.92 0.93

Visibility (Rice et al. 2017) “Microsoft Teams allows me to see
other people’s answers to other
people’s questions”

0.89 0.81

Perceived Functionality (Mithas et al.
2006)

“Please rate the usefulness of the
services provided on Microsoft
Teams”

0.86 0.88

Perceived Efficiency (Bruni 2004) “Using Microsoft Teams is fast” 0.95 0.87

Performance Impact of IS (Goodhue
1995)

“Microsoft Teams has a large,
positive impact on my productivity
in the team”

0.94 0.95

Content Creation [Microsoft Teams’
data]

# of messages posted by each
individual on their teams’ message
board

N/A N/A

5 Results

5.1 Quantitative Model Findings

Overall, our results suggest that two affordances (namely persistence and visibility) had
significant positive effects on perceptions of Microsoft Teams in terms of its functional-
ity (H1b and H1c supported) and efficiency (H2b and H2c supported). The affordance
of editability only showed a positive effect on perceptions of functionality (H1a sup-
ported), but not on perceptions of efficiency (H2a not supported). In turn, perceptions
of functionality and efficiency had a significant positive effect on perceptions of team
productivity as a result of Microsoft Teams (i.e., performance impact of IS – H3a and
H3b supported). Furthermore, the paths from the perceptions of the interaction with
Microsoft Teams (functionality and efficiency) to objective usage levels (in terms of
content creation) were both significant, however, whereas the path from functionality
was positive (H4a supported), the one for efficiency was negative (H4b not supported).
See Table 3 for detailed statistical information related to these results.

It is worth mentioning that pre-post comparison analysis between all variables of
interest were performed to assess if there was any significant impact due to the required
transition to a fully virtual modus of operandi due to COVID-19, but no significant paths
were found. Therefore, rather than focusing on whether there was a change in students’
perceptions due to the pandemic, our findings are generalizable and reflect students’
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perceptions at large. Our quantitative findings will be further discussed in the discussion
section together with findings from the qualitative data (interviews).

Table 3. Significant path model results

Path Coeff S.E R2

Editability > Perceived Functionality 0.26** 0.10 0.48

Persistence > Perceived Functionality 0.23* 0.10

Visibility > Perceived Functionality 0.32*** 0.09

Persistence > Perceived Efficiency 0.44*** 0.11 0.42

Visibility > Perceived Efficiency 0.22* 0.10

Perceived Functionality > Content Creation 0.31** 0.12 0.07

Perceived Efficiency > Content Creation −0.34** 0.12

Perceived Functionality > Performance Impact of IS 0.63*** 0.08 0.59

Perceived Efficiency > Performance Impact of IS 0.18* 0.08

5.2 Qualitative Findings: Microsoft Teams Affordances and Interaction
Perceptions

Interview findings support survey findings and underscore that users ofMicrosoft Teams
recognize the affordances of visibility, persistence, and editability, as illustrated by the
example quotes in Table 4 below.

Additionally, interviews provided detail by highlighting optimal use-cases for the
ESM. For example, interviewees reported that Microsoft Teams is best suited for team
projects (57%; n = 4) and quick communication settings (43%; n = 3) given its ease of
use related to file sharing/editing and messaging features - see Table 5. One interviewee
(Keith) even mentioned class settings as being an optimal use for the ESM: “I think
the message boards, allowing everyone to be able to see a message, to keep up-to-date
with what’s going on in a class setting, that’s really helpful”. In contrast, interviewees
consideredMicrosoft Teams not optimized for social media (29%; n= 2), heavy storage
setting (29%; n = 2), and video communication (29%; n = 2); these perceptions were
consequent of using an ESM in an educational setting composed of closed networks yet
lacking social networking features, experienced issues when uploading large files (e.g.,
Sarah: “it like pretty much just shut down the whole app”) and when performing video
calls (e.g., Keith: “I prefer Zoom just because it allows everyone to be up on the screen
at the same time, on Microsoft Teams you can only see four people at a time. I’ve also
noticed some lagging”).

In regard to perceived efficiency (H2), overall, interviewees deemedMicrosoft Teams
effective due to features such as built-in communication tools (e.g., tagging/direct men-
tions, video, chat) and file organization/storage – see Table 6. For example, Liam said
that “I think it’s pretty effective that the instructors can have messages with everyone to
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Table 4. Qualitative data: Microsoft Teams affordances

Name

Participant’s quotes: visibility

“If we want to update each other, we just put a message on the message board
allowing everyone to see it”

Keith

“It’s easy to have a posting and tag the whole team, you can tag individual members
to look at certain stuff”

Sarah

“If someone is working on Microsoft Teams, I’m gonna get that notification” Liam

Participant’s quotes: persistence

“you could open up Microsoft Teams when you want to reply to that message” Jacob

“(a team member) was taking some notes so now we have that chat, it has the time
stamp on it”

Devon

“when I’m on my phone, I can just click the files tab and pull up anything” Edwin

Participant’s quotes: editability

“If you needed to edit a document really fast, you could easily make that change” Sarah

“It’s just really easy to upload, edit and work on things all at the same time” Liam

“We use a lot of the files ‘cause it allows you to work on files at the same time” Keith

let everyone know what’s going on, but they can also send you individual messages, or
messages to your whole group. They can also see anything that you upload immediately”,
and Keith said that “It’s allowed us to basically stay in touch, and just all have access
to the same information at the same time, and just basically be able to store everything
that we’re working on, so we don’t have to worry about sending it”. Interestingly, some
of these features are identical to those mentioned by others as not ideal, highlighting
that the experiences may be highly dependent on the individual’s user experience.

However, most interviewees mentioned that the user interface should be improved in
order to make it more effective in team project settings. For example, Dalton highlighted
design issues with both the ability to make calls (“I know there’s the Call function, but
with like Discord it’s a one-click thing, and [on Teams] it’s on the tab of our specific
project or whatever”) and to get notifications (“I’m just gonna compare it to GroupMe.
It’s easy to see notification settings and I think it’s better formulated, to where the
messages are a little more cleanly played, whereas if I open up my Microsoft Teams chat,
I see a bunch of stuff that isn’t really applying to me”), Tammy mentioned visual design
issues with the file system (“I don’t really like the organization or how they look [files
system]”), and Edwin brought up that “archiving and searching through old messages is
typically really difficult”. Other interviewees mentioned formatting issues/glitches (e.g.,
Tammy: “I have had issues with trying to edit names and move files to folders, it’s hard
to do”) and connectivity issues (e.g., Sarah: “I had a lot of instances where it would just
crash on me a lot when I’d been uploading things on it. And a lot of the team members
had similar experiences with that”). Although it is unclear if these issues were only
isolated cases or not (which might help explain the lack of significant path connecting
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Table 5. Qualitative data: Microsoft Teams use cases

# Mentions (%)

Featured used in Microsoft Teams

File sharing 4 (57%)

Chat 3 (43%)

File editing 3 (43%)

Message board 3 (43%)

File storage/organization 2 (29%)

Video calls 2 (29%)

Use-cases Microsoft Teams is best suited for (i.e., features viewed as positive)

Team projects 4 (57%)

Quick communication setting 3 (43%)

Highly collaborative setting 2 (29%)

Workplace/professional setting 2 (29%)

Class setting 1 (14%)

Use-cases Microsoft Teams is not suited for (i.e., features viewed as negative)

Heavy storage setting 2 (29%)

Social media 2 (29%)

Video communication 2 (29%)

E-commerce 1 (14%)

editability with perceived efficiency as in H2a), interviews provide valuable insights into
the perception of efficiency or lack of efficiency in Microsoft Teams.

5.3 Qualitative Findings: Microsoft Teams Impact on Team Productivity
and Microsoft Teams Level of Usage

Supporting the quantitative findings related to H3, Microsoft Teams was perceived as
a tool able to foster team productivity by most interviewees based on its perceived
functionality and efficiency (71%; n= 5). Intervieweesmentioned the fact thatMicrosoft
Teams can be considered an “all-encompassing collaboration platform” (Edwin) since
it seamlessly integrates traditional office programs in one single collaborative space,
easy to be accessed by the whole group during their classroom project, as pointed out by
Keith: “you can edit Word documents together, Excel documents. We’ve used OneNote
once or twice, PowerPoint for all of our weekly memos we use. I think two of our team
members actually built the Gantt Chart off of Microsoft Teams”. Such features helped
to increase team organization, collaboration, and productivity, as mentioned by a couple
of different interviewees; for example: Sarah said that “it helped us to collaborate more
‘cause it was all just like a central location where all of our documents were, so we
didn’t have to look at several different emails” and Liam said that “It’s just so easy to
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Table 6. Qualitative Data: Microsoft Teams effectiveness

# Mentions (%)

What makes Microsoft Teams effective

Built-in communication tools 3 (43%)

File organization/storage 2 (29%)

OS/device/platform independent 1 (14%)

File editing via Microsoft Office 1 (14%)

Project coordination/collaboration tools 1 (14%)

User-friendly 1 (14%)

Features that could make it more effective

Improved user-interface 5 (71%)

Fixed formatting issues/glitches 2 (29%)

Less connectivity issues 2 (29%)

Assign roles to team members 1 (14%)

Improved adding members functionality 1 (14%)

Pinning messages to message board 1 (14%)

Video chat function while editing files 1 (14%)

work on things together. I can’t think of a better platform that I’ve used so far to work
on things with people”.

Casting a light into the contradictory quantitative findings forH4 related toESM level
of usage, it seems that although Microsoft Teams was the primary communication tool
used when interacting with project directors, the ESM was not frequently or primarily
used for team communication, and teams preferred to use the ESM only in desktopmode
(see Table 7).

Additionally, as the project progressed requiring more complex team collaborations,
and as communication became solely online due to the pandemic, some projectmanagers
realized they should have enforced the use of Microsoft Teams for team communication
and group work since the beginning. When asked what they would do differently if
they could start over, Jacob said “I would definitely use Microsoft Teams more. I think
it would’ve been great for communicating with our team rather than doing a group
message”, and Liam said “We probably would have taken advantage of Microsoft Teams
a little bit more at the start when we first were introduced to it at the beginning of the
semester. We were like, oh, (…) we’ll just use Google Docs or something else. But then
we realized its potential and the things that you could do with Microsoft Teams”.
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Table 7. Qualitative Data: Microsoft Teams level of usage

# Mentions (%)

Frequent team communication on Microsoft Teams

No 4 (57%)

Uncertain 2 (29%)

Yes 1 (14%)

Team preference for Microsoft Teams platform use

Only desktop 3 (43%)

Both desktop and mobile app 2 (29%)

Unsure/did not answer 2 (29%)

Primary communication tools used

With the Project Director

Microsoft Teams 7 (100%)

Email; Zoom 1 (14%)

With the Client

Email 6 (86%)

Zoom/Skype/WebEx 5 (71%)

With team members

GroupMe/iMessage 6 (86%)

Zoom 5 (71%)

6 Discussion

This study, via a mixed-method approach, aimed to explore the effects of ESM affor-
dances on perceptions of functionality and efficiency, and in turn on perceptions of the
performance impact of ESM and actual ESM usage. We constructed a model rooted in
our expectations that ESM affordances will lead to greater interaction perceptions (H1,
H2), which in turn will positively affect team productivity and level of usage of the ESM
(H3, H4). Our research model was validated using quantitative analyses of survey data
and qualitative interviews served to add depth and explain the quantitative results.

Overall, our findings suggest that Microsoft Teams contains three core affordances
of ESMs, namely editability, persistence, and visibility, allowing the ESM to serve its
intended goal of assisting team projects by enhancing collaboration primality via file
sharing/editing and messaging features. Still, we saw differences between the impact of
such affordances on ESM interaction perceptions. It seems that persistence and visibility
tend to have positive effects on users’ perceptions of Microsoft Teams as a functional,
useful, easy to use, and efficient tool. After all, being able to store, access and see
information posted by members and their peers in an efficient and reliable way is a
pivotal part of teamwork. Both affordances are also extremely important in classroom
settings when considering instructor-to-students’ announcements in message boards or
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tagging/notifying specific students/their teams in order to bring attention to specific
matters.

Unexpectedly, the affordance of editability was only significantly and positively con-
nected to Microsoft Teams’ perceived functionality (i.e., not to perceived efficiency),
perhaps because even though editing is possible and perceived as a useful functionality,
some students more than others might have experienced issues when editing files collab-
oratively (e.g., connectivity or formatting glitches, system crash when uploading large
files, difficulty of searching though old messages, non-intuitive file system organization
and appearance), thereby undermining the anticipated effect on perceived efficiency.

Regardless, participants interaction perceptions of functionality and efficiency were
both positively connected with team productivity, a finding strongly supported by inter-
views. It seems that ESM tools, such as Microsoft Teams, can indeed boost team perfor-
mance, given, for example: 1) their ability to serve as a central shared hub thus saving
teams’ time in storing, organizing, and searching for files; 2) the integration with appli-
cations (such as Microsoft Office) facilitating the usage of editing tools collaboratively;
and 3) availability of built-in communication tools.

Ironically though, based on our findings it seems that students’ teams did not take
full advantage of such communication tools for team communication. Because the only
mandatory use of Microsoft Teams was for turning in weekly course deliverables, orga-
nizing team files, and interacting with their project directors, instead of learning how
to use the ESM to facilitate team communication, students preferred to use tools they
were already familiar with such as GroupMe/iMessage (messaging) or Zoom (video).
Such finding is consistence with findings in organizational settings (Van Osch et al.
2015). It seems that given the plethora of competing tools providing solutions for team
communication, teams do not utilize the ESM built-in chat/video feature but rather con-
form to their own preferences by choosing tools the team is already comfortable with,
or tools that were specifically designed to afford seamless/optimal communication thus
perceived as more efficient than the novel ESM and associated with lower switching
costs.

This observation might be even stronger in educational settings given the younger
user sample (i.e., undergraduate generation Z students) who seems to be more likely to
value communication tools (even in educational settings) which are mobile-based, pop-
ular, and afford quick-exchange of messages (McGrath 2019). Based on our interviews,
it seems that many teams preferred to use the desktop version of Microsoft Teams (as
opposed to the mobile version), making the ESM not as pervasive and easily available
as other messaging tools. The reasons behind such decision are unknown thus one lim-
itation of this study, but perhaps students wanted to keep the classroom environment
separated from their personal lives, or they thought that installing the Microsoft Teams
app on their phones was too invasive.

Still, our model suggests that although perceived functionality is indeed positively
connected with level of usage (measured by content creation in Microsoft Teams), per-
ceived efficiency was actually negatively connected with such measure. Perhaps this is
due to the fact that interviews highlighted issues with editability, which although not
confirmed by survey data might have led to more negative perceptions of efficiency,
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which in turn undermined the level of usage. Moreover, content creation was objec-
tively measured based on numbers of posts and replies posted on the message board,
which does not account for messages exchanged privately via chats between the team,
which is another limitation of this study. Future studies should further explore the role of
team communication in team productivity and collaboration, invest in using more ESM
server-side (objective) data (such as private group chats data) as objective measures sup-
porting findings from self-reported data, explore differences between team/individual
knowledge building and how the ESM can facilitate or hinder those learning processes.

Our theoretical contributions are related to the impact that ESM affordances have
on users’ interaction perceptions, and the impact of users’ interaction perceptions on
team and system outcomes. By applying traditional organizational-based constructs in
the context of group-based online learning, we aim to contribute to the growing body
of literature exploring the use of social information systems in educational settings, a
promising opportunity to create a better understandingof the impact ofESMsaffordances
and their effects in novel contexts.

From a strategic and practical point of view, our findings revealed several challenges
for the use ofMicrosoft Teams, and perhaps ESM at large, in educational settings, which
can be a starting point for designers in improving the design of such tools to provide
better support for educational contexts.

6.1 Challenge 1

As the demand for online education grows, collaborative tools such as ESMs should
strive to provide seamless experiences for multiple-user access to files and messages.
In Microsoft Teams, it seems that both file editing/organization and messaging features
could be improved as issues occurred when teammembers were trying to synchronously
collaborate in editing files, upload files into the team shared space (especially for larger
files), and search content in old messages. In group-based educational context, such
features are of the upmost importance otherwise group collaboration (and therefore
learning) will most likely be negatively affected.

6.2 Challenge 2

Microsoft Teams (and other group-based ESMs) should improve its visual design in
order to increase ease of use, user familiarity, and intuitiveness. After all, it seems
that in Microsoft Teams some functionalities are not particularly visually appealing,
reinforcing existing research that emphasized the importance of aesthetics and hedonic
considerations in user experience andwhich has shown that ‘unpleasant’ designwill lead
to low levels of system use and continued use (Coursaris and Van Osch 2016). Perhaps
the ability to customize the platform/app by allowing the customization of the design
theme of the interface (e.g., color palettes or object metaphors) would provide users with
an experience better tailored to their liking.

6.3 Challenge 3

Microsoft Teams appears to have an issue with learnability; i.e., students did not want to
bother learning something new as the user experience was significantly different from
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what they were accustomed to from other software, which seems partially related to
the fact that some features are hidden or take extra steps/clicks to be accessed, thus
undermining their use. Hence, a clearer and more intuitive understanding of all available
features is needed, thus both decreasing the learning curve associated with using the
ESM and increasing efficiency. Perhaps the ability to customize the platform/app by
allowing the customization or prioritization of features based on use preferences could
help overcome some of the issues with learnability.

6.4 Challenge 4

Team communication is a complex study topic which should be further studied since
providing students with choices for team communication, although a traditional practice
in educational settings, might be a setback when instructors are utilizing an ESM which
already provides communication features. Given the choice, students will fall upon
familiar tools therefore undermining the full potential for team collaboration through
the ESM. However, some identified design issues with Microsoft Teams such as lack of
specific video features and connectivity unreliability could have prevented an efficient
team communication via the ESM since the beginning of the project no matter what.
Interestingly, recentlyMicrosoft has fixed one video issue mentioned by our participants
(i.e., only having four video call participants in the screen at a time), which received
positive feedback, reinforcing the significance of our findings.

Finally, beyond implications for the design of ESM tools to improve their usage
in educational settings, the findings also point to a challenge that will be increasingly
pertinent for organizations today, which is how to get users to adopt and use voluntary
tools. As usage of ESM tools in organizations is typically not mandated, this problem
seems to be particularly likely in regard to such tools. For many organizations, ESM
tools were implemented given their platform functionality and thus their potential to act
as an umbrella tool where all kinds of mediated activities and communications can co-
occur therewith allowing to break down knowledge silos (Van Osch et al. 2015; 2018).
However, in an era where people are increasingly allowed to bring their own devices to
work (BYOD) and/or install software of their choice on corporate devices, the tendency
of users to stick to what they are familiar with or prefer could pose real challenges for
a high rate of adoption among employees and in turn, significant challenges from a
knowledge management and intellectual property perspective (Van Osch et al. 2015).

7 Concluding Remarks

ESMs and other collaborative platforms have been experiencing a drastic growth recently
in order to facilitate the high demand for online learning and team collaboration tools.
Even though such tools have the potential of bringing educational benefits in group-based
settings, some improvements in design features are much needed to enable users with a
full boost in team communication and productivity. Through amixed-methods approach,
our findings explore the uses and design of Microsoft Teams for educational contexts.
We expect that this paper can provide insights for educators faced with the choice for an
ESM tool best-suited for group-based classroom settings, as well as designers interested
in adapting ESMs to educational contexts, a promising avenue for market expansion.
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Abstract. ‘Digital mindfulness’ refers to the mindful use of digital technolo-
gies, such as smartphones. Despite being a topic of significant interest among
researchers and practitioners, there is limited empirical evidence about digital
mindfulness in existing HCI literature. This ongoing gap in empirical support led
to speculation that digital mindfulness might be an academic fad lacking theoreti-
cal rigor. As a response, this study is an attempt to investigate digital mindfulness
and uncover the mechanism(s) underlying the mindful use of digital technology in
the context of smartphones. Specifically, this study argues that ‘self-monitoring’
is an important dimension of digital mindfulness that can be objectively defined,
systematically measured, and practically supported by digital tools and technolo-
gies. Moreover, adding nuance to smartphone-enabled self-monitoring literature,
this paper sheds light on the role of digital mindfulness in the enhancement of pro-
ductivity as well. This in turn paves the way for theorizing the concept of digital
mindfulness specifically within an HCI context.

Keywords: Digital mindfulness · Self-monitoring · Smartphone · Productivity ·
Perceived possibility · Perceived agency · Perceived value

1 Introduction

Mindfulness is defined as the cultivation of conscious awareness and attention on a
moment-to-moment basis [1]. The incorporation of mindfulness practices is known to
decrease specific mental health conditions associated with addiction such as anxiety
[2]. An undeniable element of mindfulness practice is the self-monitoring of behavior,
feelings, or sensations, since it allows individuals to pay attention to what is occurring in
the present moment. This quality aids efforts to cultivate awareness in responding to the
internal or external stimuli. Hence, mindfulness is considered as an effective mechanism
to curb addictive behaviors [3].

In the context of this study, we posit that digital mindfulness can protect smartphone
users from overuse and its negative consequences while also helping them cultivate more
productive and meaningful smartphone use habits. To this end, the purpose of this study
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is to understand how the smartphone itself can help with digital mindfulness—i.e., the
implementation of mindfulness strategies via a digital medium. This study is an attempt
to understand how smartphones can be used as a self-monitoring tool to bring awareness
to unregulated smartphone use and ultimately aid individuals in using their smartphones
more productively.

2 Research Background

Theories of technology addiction stem from prior research regarding behavioral addic-
tion, which has similar behavioral patterns and biological causations to substance addic-
tion [4]. Addictive behaviors are often experienced subjectively as a ‘loss of control’ [5]
and typically characterized by instant gratification, often coupled with delayed effects
[6]. In the last two decades, psychology researchers looked at the additional character-
istics of technology addiction. For example, past research proposed active use of tech-
nology could present potential for addiction, specifically focusing on user “enjoyment”
as a driver of habituation and “hedonistic” usage [7, 8].

Given the current social and technological climate, especially during the COVID-19
pandemic, young adults may become increasingly obsessed with technology use, includ-
ing and especially smartphones [9]. More so, the excessive use of some smartphone
applications such as social media can significantly contribute to severe mental and psy-
chological health challenges [10, 11]. Hence, understanding technology addiction and
offering practical solutions are critical to young adults’ mental health and emotional
well-being.

2.1 Smartphone Use

The ubiquity of smartphones in every-day life can rightly be attributed to their enor-
mous functional capacity to simplify life for users, as smartphones provide an essential
“any time, any place” access into the entire world wide web of knowledge [12]. How-
ever, there is a downside to this expansive reach [13]. Smartphone use, much like other
habitual behaviors, substances, and experiences, can be extremely addictive, leading to
negative mental health outcomes as a result [14]. Given its significant rise over the past
years, smartphone addiction has led to problems with social interactions, school and
work interference, and impulse control disorders [15, 16]. Research has also illustrated
that smartphone addiction is associated with sleep disturbance, anxiety, and depressive
symptoms [17], and thereforemerits academic attention to assuage these potentialmental
health issues [18].

While this study aims to reduce addictive behavior and increase productive smart-
phone usage, these concepts are not defined by this study as being mutually exclusive
conditions of smartphone use, nor are they considered opposites. Instead, we take the
view that these categories of usage may in fact coincide, with overuse being a symptom
of productive smartphone use. However, as this study focuses specifically on smartphone
use in young adults, we frame this study as having behavior modification potential, and
not direct, interventive motivations. That said, despite their potentially negative overuse,
smartphones can play a significant role in enhancing productivity among young adults
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[19]. For example, while smartphones can negatively impact students’ academic per-
formance if they are used obsessively [20], their mindful use can provide benefits from
increased social capacity to educational engagement to improved mental health [21–
23]. Thus, smartphones present unparalleled networking and productivity options while
simultaneously threatening to eclipse users’ judgement and demand focus and time from
them.We argue that scholarship regarding self-monitoring andmindfulness practices can
provide theoretical context for strategies that can be employed to mitigate these risks.

2.2 Self-monitoring and Mindfulness

Self-monitoring is a low-intensity, secondary preventative strategy for altering one’s
behavior [24]. Self-monitoring is based on the idea that when people keep records of
their behaviors—for example, in the form of diary or checklist—they become aware of
gains and deficits of their action, which helps them act more mindfully the next time
they are tempted to repeat that behavior [25]. The capacity to self-monitor is contingent
upon several factors. “High self-monitors” can observe their behavior objectively, adapt-
ing to their environment faster than low self-monitors, and show higher extroversion,
agreeableness, and communication skills [26, 27]. High self-monitors also tend to be
more principled in their interaction, as there is a high correspondence between their
emotions, attitudes, and behavior. Besides this, they tend to be authentic and sincere in
their behavior, possessing a higher level of self-esteem and locus of control [28].

Self-monitoring has proved to be beneficial in various contexts, from increasing
attention span in students, to accelerating the recovery period for medical patients,
and even reducing sedentary behaviors in adults [29]. Moreover, self-monitoring can
positively impact behavior, learning productivity, and ultimately improve academic per-
formance in students [30]. For example, students who used standardized diaries as a
self-monitoring tool to support self-regulatory behavior shown improvements in learn-
ing outcomes [31]. Research has also revealed that self-monitoring can help smartphone
users decrease their addictive usage [32].

3 Hypotheses

The concept of self-monitoring as a mindfulness strategy is well established, with over
30 years of clinical research documenting its potential [33]. However, many conditions
must be met to increase the success of this strategy. To date, several studies have been
conducted to demonstrate the effectiveness of technology in recording and enhancing
the implementation of self-monitoring behavior [34]. For the purposes of this study we
identified three antecedent factors [35] for self-monitoring—perceived possibility, per-
ceived agency and perceived value—based on integrated behavioral theory and health
benefit models in a technology-enabled environment [36]. In our research context, tech-
nology is to be used as the main enabler of self-monitoring—since smartphone use
is a technology-enabled environment—and therefore, we modeled this investigation on
perceived self-monitoring possibility. Self-efficacy predicates perceived self-monitoring
agency, and its importance has been well-established in academic literature. The inte-
grated behavioral model, like other behavior models, recognizes value expectation as
the main driver of behavior—in this case, self-monitoring [37, 38].
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3.1 Perceived Possibility of Smartphone Self-monitoring

Previous studies have demonstrated the impacts of technology-based self-monitoring on
students [39–41]. Bedesem used smartphones as a functional tool to facilitate students’
self-monitoring and showed that normal on-task behavior increased from 45% to 71%
due to the intervention [39]. Numerousmobile applications have been developed to bring
awareness to users about their smartphone use [40]. The purpose of these applications
has primarily been for mental health improvement, which is well-supported by cognitive
behavioral therapy literature [41, 42]. Some of the intervention mechanisms for mediat-
ing smartphone overuse in these applications are screen-timemonitoring, screen locking,
nudging, and repeated encouragement. This type of intervention has been successful in
addressing smart phone addictionwhen users are receptive to it [43]. Therefore, the func-
tions of these intervention technologies are important to achieve a behavior change—not
necessarily a reduction use but mindful use [44, 45]. These technologies enable users
to cultivate awareness in responding to the amount of smartphone use and its positive
or negative consequences. We argue that the user perception of self-monitoring possi-
bilities enabled by technology—either as default smartphone capability or enabled by
third-party app—is one of the antecedents to the mindful use of smartphone. Therefore,
we propose the following hypothesis:

H1: The more positive the user perception of self-monitoring possibility enabled
by smartphone, the higher the likelihood of smartphone use self-monitoring.

3.2 Perceived Value of Smartphone Self-monitoring

The role of intention in self-regulation of behavior has received due focus among behav-
ioral researchers [46]. Studies show that intentions are a key determinant of behavioral
change and goal attainment [47] across contexts. For example, the self-monitoring of
intention-formation is key to controlling blood sugar in diabetes patients [48]. More-
over, research has shown that intention to self-monitor is a predictor of behavior. This is
demonstrated in the intention to self-monitor an increase in physical activity among gen-
eral population, as it is a good predictor of that behavioral change [49]. Self-monitoring
and implementation intention (which are highly related) appear to be promising predictor
of behavior change as well [50]. Many studies demonstrate the effectiveness of mindful-
ness intention on behavior change. A mindfulness intention approach (i.e. the intention
to be actively aware of a given behavior), suggests enhanced attention to present experi-
ences, which leads to an increase in self-monitoring and self-controlling one’s behavior
[51, 52]. Therefore, we assert:

H2: The more positive the user perception of self-monitoring value enabled by
smartphone, the higher the likelihood of smartphone use self-monitoring.

3.3 Perceived Agency of Smartphone Self-monitoring

Self-efficacymanifested in formof perceived agency is the third driver of self-monitoring
studied here [53]. We define the perceived agency as one’s confidence in own ability
to carry an goal-oriented action [54]. Having self-efficacy is an essential component
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of self-monitoring, as it is more likely for a person with high self-efficacy to complete
a task or achieve a goal [44, 55]. Many studies show the relationship between self-
efficacy and positive behavior change. Prior research has shown that self-efficacy enables
more commitment toward goals, especially the ones that are hard to attain [53, 56]. For
example, addiction literature showed that addicts with higher self-efficacy are confident
in their ability to resist the urge and are less likely to relapse [57–59]. Therefore, we
contend that:

H3: The more positive the user perception of self-monitoring agency enabled by
smartphone, the higher the likelihood of smartphone use self-monitoring.

3.4 Perceived Productivity After Smartphone Self-monitoring

Self-monitoring also helps with enhancing progress and performance [58], enabling
greater self-evaluation and facilitates a comparison of one’s self-judgments of present
performance to one’s goal [60]. Studies suggest that self-evaluation, combined with
self-efficacy through goal systems, leads to positive results [61]. In this sense, self-
monitoring increase the accountability and self-esteem in students and improve academic
performance [62].

Various studies have discussed the negative effects of smartphone addiction on pro-
ductivity, mental health and academic performance [63]. For example, Felisoni and
Godoi demonstrated that on average every 100 min spent using a smartphone per day
leads to 6.3 points of reduction in students’ position in school rankings [64]. Data has also
shown that excessive use of technology has negative effects on students’ sleep patterns,
concentration, and mental health [65]. Therefore, it is expected that self-monitoring
can enhance user productivity by enabling the user to be mindful about the utility of
time. Based on a study conducted by Rock and Thead, it is apparent that strategic
self-monitoring can have significant impacts on academic engagement, accuracy and
productivity [66]. Students who practiced intentional self-monitoring reported higher
academic interest and generally exceeded baseline conditions, comparing appropriately
to intervention effects. Self-monitoring not only encourages a better use of time but also
directs more mindful action [66]. In the context of this study, the self-monitoring of
smartphone use is not directly translated to less use, but rather mindful (i.e., productive)
use. Therefore, we hypothesize that:

H4:Thehigher the implementation of (smartphone use) self-monitoring, the higher
the user perceived productivity.
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Staying Mindful of Smartphone Use

Perceived 
Possibility 

Perceived Value Self-Monitoring 
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Productivity
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Agency
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H3

Social Desirability
Pre-Productivity (Baseline)

Demographics

Control Variables

How should I 
do it?

Why should I 
do it?

Can I do it? 

Fig. 1. Theoretical model: staying mindful of smartphone use

4 Methodology

To test our theoretical model (Fig. 1), we designed an intervention and tracked user
behavior longitudinally through a survey on self-monitored smartphone usage among
college students. We focused on college students since research has shown that younger
generations are more susceptible to smartphone addiction than older generations due
to earlier exposure to the technology [67]. More so, the rate of smartphone addiction,
smartphone-related mental health issues such as depression and anxiety, and physical
problems linked to smartphone over-use are also higher among the younger generations
[68]. Thus, we collected data from three state universities in New York, California, and
Hawaii, where we asked students to download our application, Space, to monitor their
phone and application usage anonymously.

We conducted the study in four interrelated phases to measure, validate, and demon-
strate potentially problematic smartphone usage. We asked participants to complete a
questionnaire at the beginning and end of the first week; at the end of the second week;
and at the end of the third week of having Space installed. We leveraged this process
to identify and analyze the antecedents and outcomes associated with smartphone use.
We measured self-monitoring as well as baseline variables such as pre-intervention
productivity and social desirability, among others. The data was collected with several
demographic categories establishing participant gender, school year, and smartphone
operating system. However, for the ease of matching responses, we assigned a random
ID to each participant and asked them to use the same ID to submit all four surveys.

In the first phase of data gathering, we asked participants to install the Space app,
answering a set of pretest questions on their smartphone usage. Then, we instructed
participants to upload a screenshot of the app installed on their smartphone as initial
confirmation of their usage of the app. The second phase of data collection came at
the end of the first week, when we instructed participants to complete a short survey
and upload two screenshots of their “dashboard” in the Space app, displaying their
mobile usage for the past week. In the third phase (at the end of the second week), we
told participants to follow the same procedure as phase 2 (i.e., uploading screenshots
of the dashboard). In the fourth and final phase, we instructed students to complete a
short survey and upload two ultimate screenshots of their dashboard. We also asked the
participants to submit the screenshot of the app’s weekly report to ensure they had used
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the app as instructed. The participants who failed to submit this evidence or used the
app for five or less days during a week were removed from the dataset.

Our study adopts instrument items from previous studies and adjusts them for the
context of this investigation [69–73]. Our final survey included five first-order reflec-
tive constructs: perceived productivity, self-monitoring, perceived possibility, perceived
value, perceived agency anddemographics.Weemployed thePartial Least Squares (PLS)
modeling technique to assess the measurement and structural models of our research
model (Fig. 1).

5 Results

Of the 469 participants initially gathered, we removed 138 responses due to the respon-
dents’ lack of participation or incomplete data, leaving a final sample of 331 usable
responses for analysis. The survey sampled both male (59%) and female (41%) stu-
dents, with an average age of 22 years old. Most participants were pursuing a business
degree: Freshman (1%), Sophomore (31%), Junior (50%) and Senior (18%). To ensure
that we captured reliable data on self-monitoring behavior, by the end of the study, we
asked the participants to self-report how much they achieved the smartphone usage goal
that you set at the beginning of each week. About 14% reported ‘Fully achieved’, 21%
‘Mostly achieved’, 21% ‘Half achieved’, 27% ‘Mostly not achieved’, 17% ‘Not achieved
at all’. We also asked how frequently they checked their smartphone usage in the Space
app during the last 7 days. In total, 45% of participants reported they used the app to
monitor their screen time more than once during a day.

After the initial screening, we validated the measurement instrument. The evaluation
of reflective constructs involved testing construct reliability (item reliability and inter-
nal consistency), construct factorability, and construct validity (discrimination validity).
Based on our analysis, all the loadings of measurement items exceeded 0.7, showing
acceptable item reliability. Cronbach’s alpha and the composite reliability of all the con-
structs are higher than 0.7, indicating adequate internal consistency among the items
measuring each construct (Table 1).

All Average Variance Extracted (AVE) values are higher than 0.50, which evidences
adequate convergent validity. Further, all the pathological VIFs resulting from the full
collinearity test were lower than 5. Additionally, the loading of each indicator on its own
construct was higher than its loading on other constructs, indicating discriminant valid-
ity. As shown in Table 2, the AVE of each reflective construct was also higher than the
construct’s highest squared correlation with any other construct. The HTMT (Hetero-
trait–Monotrait) ratio of correlations values was also below 0.90, verifying discriminant
validity [74].

Our hypotheses were tested using controlled effects of factors that may impact smart-
phone addiction; namely: demographics, social desirability, and pre-productivity (base-
line value). To test the model, we first examined the significance of the direct effect
of the antecedents on self-monitoring. The results of data analysis show that positive
perception of perceived possibility positively affects self-monitoring (H1: β = 0.33, p<
0.001). The model reveals that perceived value has a positive impact on self-monitoring
(H2: β = 0.20, p< 0.001). Higher perceived agency is also associated with higher self-
monitoring (H3: β = 0.23, p< 0.001). Lastly, increase in self-monitoring has a positive
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Table 1. Construct reliability and validity

Construct α CR AVE

Perceived agency
Perceived value
Perceived possibility

0.90
0.81
0.88

0.93
0.88
0.91

0.78
0.64
0.67

Self-monitoring 0.83 0.89 0.67

Perceived productivity 0.90 0.93 0.71

Table 2. Discriminant validity*

Construct PAG PVL PPS SMN PPR

Perceived agency 0.88

Perceived value 0.45 0.80

Perceived possibility 0.45 0.64 0.82

Self-monitoring 0.46 0.50 0.55 0.82

Perceived productivity 0.46 0.29 0.32 0.39 0.85
*The diagonal elements are the square root of the shared
variance between the constructs and their measures.

effect on perceived productivity (H4: β = 0.30, p < 0.001). As a result, the findings
support hypothesis H1, H2, H3, and H4. The three antecedents account for 38% of vari-
ance in self-monitoring and self-monitoring accounts for 32% of variance in individual
perceived productivity (Table 3).

Table 3. Path coefficients and Significance*

Hypothesis β t R2 Q2

H1: Perceived possibility → Self-monitoring 0.33 5.42* 0.38 0.24

H2: Perceived Value → Self-monitoring 0.20 3.24*

H3: perceived Agency → Self-monitoring 0.23 4.12

H4: Self-monitoring → Perceived Productivity 0.30 5.45* 0.32 0.21
*p < 0.001

The findings also revealed the significant but small indirect effect of the antecedents
on perceived productivity (p < 0.001). The indirect effect of perceived possibility on
perceived productivity (β = 0.13, p < 0.001) was more dominant than perceived value
(β = 0.07, p < 0.005) and perceived agency (β = 0.08, p < 0.001).
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6 Discussion and Conclusion

This study was an attempt to uncover a possible mechanism underlying the mindful
use of digital technology in the context of smartphone use. Our study focused on self-
monitoring as the cornerstone of digital mindfulness and identified its antecedent (per-
ceived possibility, value and agency of self-monitoring) and outcomes (perceived pro-
ductivity). Our study revealed that the perceived possibility of self-monitoring when
enabled by technology (a smartphone app in the context of this study) is the main pre-
dictor of smartphone use self-monitoring. Our results also showed perceive value and
perceived agency also have positive relationships with self-monitoring, which supported
prior findings [25, 75, 76]. Furthermore, results of this study showed that when users
are committed to self-monitor their smartphone usage, they are more likely to perceived
higher-productivity as a result—further supporting established research on this topic
[77].

Given this relationship, it is apparent that interventive self-monitoring techniques
enabled by smartphones themselves have potential to effectively change behaviors for
smartphoneusers,which in turn could improve their productivity. This study is significant
not only for its verification of previous research in a new context, but also because of its
implications for implementing self-monitoring technologies. For example, the positive
relationship between monitored smartphone usage and productivity suggests that the
first step to increasing productivity is tracking the amount of time users spend using
their smartphone and present it to them in a meaningful way. This supports mobile
operating system developers’ decision to provide screen time report as a default system
capability (e.g., Apple provides such report since iOS 11 released in 2018). Moreover,
this study recommends developing more advanced smartphone tracking applications
beyond the default features to encourage self-monitoring. Likewise, this study provides
a more comprehensive understanding of self-monitoring drivers. Therefore, the results
can be used to inform the design of more effective self-monitoring interventions that
promote user agencies and expected values of self-monitoring along with the features
and functionalities.

We believe that the right combination of self-monitoring technology and behavioral
intervention can be implemented in both personal and social settings to enhance mindful
use of smartphones. Asmore digital natives are entering the workforce, the contributions
offered by this study derive greater importance for management staff across industries.
Our findings present considerable opportunity for employers to design contextualized
intervention that can help employees with self-monitoring and ultimately enhance their
productivity and mental health, two values at the forefront of many firms’ concerns
today.

This study also presents opportunities for continued scholarship on smartphone
addiction and may open new avenues for research. For example, future research can
extend the principles established in this study to investigate other potential drivers that
impact self-monitoring (such as users’ motivations, goals, and capabilities). The use of
technologies and mobile applications can further be investigated by analyzing different
factors such as user perception of usefulness, accuracy, and data privacy. Considering
contextual factors would also offer new research avenues, such as how the quality of
smartphone usage differs based on the usage context and user demographics and how
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these understandings can help them spend time more productively on their smartphones.
Further, this study focuses on sample groups that skew predominantly young and edu-
cated. Controlling (or manipulating) for demographic factors in future sample selection
could yield differing results. Lastly, in theorizing digital mindfulness with some practi-
cal implications, alternative or variant mindfulness strategies ought to be considered in
future studies. Future research can investigate the right balance between self-monitoring
technology and behavioral intervention, including goal setting, positive and negative
reinforcement, reflection, or self-enactment.
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Abstract. VR is becoming increasingly popular and is developing from a niche
market to a mass market currently experiencing thriving. Highly developed tech-
nology at affordable prices and a spectrum of applications ranging from gaming to
learning to e-business are shaping the VR landscape in 2021. There are attempts
to address many human senses through software and hardware to make the sce-
narios even more realistic. The integration of haptics is becoming the focus of
current trends and developments. This paper attempts to do justice to this trend
and looks at haptic interaction from different angles. Besides a brief excursus to
the development of haptic devices, we will also discuss physiological grounds to
grasp better the possibilities offered by integrating the sense of touch. Also, prac-
tical examples from the BMBF project SmartHands will illustrate how and when
haptic feedback in the form of haptic gloves can be usefully integrated into a VR
learning application. We will also attempt to build a direct bridge to application-
oriented e-business by outlining promising use cases to embed haptic feedback in
e-commerce.

Keywords: Virtual reality · Haptics · User experience · e-business

1 Introduction

The depiction of immersive virtual worlds is becoming increasingly popular – the VR
representation applies not only to games but also to e-business and education and training.
The worlds becomemore andmore detailed, and the achieved immersion and interaction
comes closer to the real world. We can already address several senses to enhance the
user experience in VR. However, it is still not so common to replicate the sense of touch,
although it can be crucial to the sense of presence and development of psychomotor
skills.

Therefore, the project SmartHands is researching learning methods integrating VR
and haptic devices in the field of manual medicine, i.e., the training of physiotherapists.
In manual therapy, the sense of touch is naturally essential, and in training, a great
deal of repetitive practice is required until the correct hand movements are mastered.
Particularly in the current situationwith the Corona pandemic, practicing on real patients

© Springer Nature Switzerland AG 2021
F. F.-H. Nah and K. Siau (Eds.): HCII 2021, LNCS 12783, pp. 562–577, 2021.
https://doi.org/10.1007/978-3-030-77750-0_36

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-77750-0_36&domain=pdf
https://doi.org/10.1007/978-3-030-77750-0_36


Haptic Interaction for VR: Use-Cases for Learning and UX 563

is challenging. Therefore, a digital learning environment can be conducive. Addressing
the sense of touch is vital for two reasons.

On the one hand, the haptics could directly affect the perceived user experience and
thus the acceptance of the application. On the other hand, it enables learning scenarios
previously only availablewith real training partners/patients. The embedding of the sense
of touch in VR worlds is by no means a pure “nice-to-have” requirement to make the
application “more attractive.” The haptic input and feedback are a self-contained form
of interaction in its own right: the interaction can solely occur in this channel. However,
the integration of haptic feedback in VR can lead to a significant advance not only in
the context of medical education. In e-business and especially in e-commerce, haptic
feedback can also generate added value for the user, which is also directly relevant to
the companies’ success. For example, the lack of haptic feedback in e-commerce is still
a significant driver of high return rates.

2 Virtual Reality

Historically, the foundations of VR and AR were grounded by Ivan Sutherland in the
1960s (Dörner et al. 2019). He invented “The Ultimate Display” (Sutherland 1965), a
kind of precursor of the later PC, and in 1968 the Head-Mounted Display System, which
can be seen as the first AR system, as it already had a see-through property (Sutherland
1968).However, the termARwasfirst coined in the early 1990s by apilot project inwhich
information was faded-into the visual field of Boeing workers to facilitate the relocation
of aircraft cables (Caudell and Mizell 1992). In the late 1980s, the term Virtual Reality
(VR) was first used by Jaron Lanier (Dörner et al. 2019). A few years later, in the early
1990s, researchmade enormous progress in that it was now possible to create projection-
based images (Dörner et al. 2019). For example, the University of Illinois developed the
CAVE (Cave Automatic Virtual Environment), a room-scale virtual environment with
four screens (Dörner et al. 2019). Since the release of the Oculus Rift data goggles in
2013, VR has experienced a real boom, which resulted in the Playstation VR, etc., for
example (Dörner et al. 2019).

2.1 The Difference Between VR and AR

Virtual reality (VR) can be defined in different ways in the literature; however, we can
find some similarities: For example, technically, in VR, a multisensory presentation of
3D content occurs while the user’s body movements are tracked (Dörner et al. 2019).
Tracking the user within the 3D environment allows, for example, to change the user’s
perspective as soon as the usermoves their head (ibid.). These actions are also interactive,
meaning that they receive sensory feedback matching their actions. One of the essential
characteristics is that the user’s perception of the real environment in VR is entirely
replaced by the perception of a virtual environment (Azuma 1997). In this context,
metaphors are of great importance, as they convey to users that virtual objects behave
as users know them from the real world, allowing them to interact naturally with virtual
objects (Dörner et al. 2019).
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In contrast to VR, AR extends the user’s perception of the real environment with
virtual content (Azuma 1997). AR systems can be characterized as follows according
to Azuma (ibid.): AR systems are a combination of virtuality and reality that interact
in real-time and in which the virtual content is displayed in 3D. Users thus perceive
the virtual content and the real environment simultaneously (Azuma 1997; Dörner et al.
2019). Since the virtual content behaves like real ones, it seems that the virtual content
has a fixed place within the users’ reality (Dörner et al. 2019). In this context, the virtual
content aims to appeal to users’ senses in such away that, in extreme cases, it is no longer
possible for them to distinguish between virtual and real sensory impressions (ibid.).

However, besides some similarities, such as an egocentric perspective, multimodal
presentation, or even real-time simulation and interaction, there are also other differences
between VR and AR (Dörner et al. 2019). E.g., VR is mostly used indoors, while AR
is more mobile and is also used outdoors (Dörner et al. 2019). Due to currently still
prevailing technical restrictions, haptic feedback, especially with haptic gloves, can be
predominantly integrated into VR.

2.2 Immersion, Presence and UX

Immersion, presence, and user experience, three factors that influence each other, are
considered essential factors in VR applications development. Immersion and presence
describe the degree to which a user can be absorbed (cf. Frank 2020) in the virtual world
and thus receive it as real. The term immersion is often used as an umbrella term for both
immersion and presence. But in the scientific community, the term immersion usually
describes the system’s specific technical properties such as resolution, viewing angle,
optics, and interactivity. It also means the degree to which a system can engage users in
the experience (Jerald 2015). These are all objective factors that can be easily quantified
for measurement (cf. Gerth and Kruse 2020, pp. 146–147).

Presence, by contrast, refers to mental and subjective aspects (Dörner et al. 2019).
Presence means the feeling of “being there” within the virtually created environment
(Dörner et al. 2019). It can be seen, for example, in the way users react within the VR
application as if it were the real world (Dörner et al. 2019).

Presence is further composed of place illusion, plausibility illusion, and involvement
(Dörner et al. 2019). Place illusion refers to the user having the feeling of being in
the place represented in virtual reality (Slater 2009). Plausibility Illusion refers to the
perception of virtual reality events as if they were actually happening (Slater 2009),
especially events that are not initiated by the user but affect them (Dörner et al. 2019).
Involvement refers to the user’s interest or attention in the virtual environment (Witmer
and Singer 1998). Involvement and plausibility are influenced by the content of virtual
reality (Dörner et al. 2019). It could be that a user feels part of the virtual world but is
bored, which indicates a strong place illusion but low involvement (Dörner et al. 2019).

In its technical meaning, the degree of immersion strongly influences the user’s
possibilities to also experience VR mentally, in the sense of presence. Both factors
together also have a substantial effect on the degree of user experience of the system.
Immersion corresponds to the usability, as an element of the user experience, of the
application (cf. Bodendörfer 2016). On the other hand, presence is in exchange with the
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UX elements that address the psychological area, such as emotions, expectations, and
experiences (cf. Bodendörfer 2016).

Thus, both factors address different user experience elements and complement each
other in their impact on the UX. To acheive a high user experience, there should be a
certain degree of immersion and presence, and both must be implemented in a balanced
manner.

2.3 The Role of the Senses in Immersive Systems

To enable a high level of immersion and, consequently, a strong presence and user
experience, VR users’ sensory impressions must be addressed by several (the more,
the better) output devices (Dörner et al. 2019). According to Slater and Wilbur (1997),
output devices should isolate the user as completely as possible from the real world,
and thus not only limit the user’s view but also wholly surround the user, appeal to as
many senses as possible, and provide as realistic representation as possible. The focus of
previous VR developments was predominantly on the visual component, i.e., the sense
of “seeing,” flanked by the sound (sense of “hearing”) matching the graphic design. This
was mostly justified by the lack of technical possibilities to address other senses so that
they have a positive effect on presence and UX. Following the “Uncanny Valley Effect”,
it can be assumed that an unrealistic integration of the senses can even lead to a reduction
in presence and UX.

Accelerated by the rapid digitization and the increasing spread of VR, research on
the integration of other senses, such as tasting and smelling, has also emerged. However,
it can be stated that related projects such as Feelreal (https://feelreal.com/) on smelling
in VR or studies by the University of Tokyo (Niijima and Ogawa 2016) on tasting in VR
are not yet really suitable for the masses. The sense of touch as the largest sensory organ
of humans, on the other hand, can already look back on about 30 years of development.
Due to the challenges listed above, innovations in this area were for a long time seen
at best as a supplement to the preferred senses, but not as equivalent. The development
of marketable haptic gloves, in particular, has rekindled the topic of haptics and made
research and development aware of the enormous relevance of the human sense of touch.

3 The Sense of Touch

To illustrate how important the sense of touch is in the senses’ structure, especially in
virtual worlds in VR, it is worth taking a closer look at the sense of touch, specifically
from a physiological perspective.

A look at the receptors involved and the number of different possible stimulating
qualities reveals how complex the human sense of touch is. The receptors are located
not only in the skin, as a non-professional might assume, and in muscles, tendons,
joints, connective tissue, and even hair (cf. Grunwald 2017). The possible stimuli are
expressed primarily in pressure, stretching, and vibration, which is also highly relevant
in haptic devices. However, the number of different receptors and their density in the
body illustrates the importance and sensitivity of tactile sense. In direct comparison to
the other senses, the sense of touch is the most sensitive, with up to 700–900 million

https://feelreal.com/
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(Grunwald 2017) touch-relevant receptors in the human body. As the sense with the
second most receptors, the sense of sight only has approximately 126 million receptors
(per eye) in comparison (Grunwald 2017).

Not all touch-relevant receptors can be addressed in the context of haptic devices. To
identify which ones are relevant, one must consider the functions of the tactile system.
These can be divided into the exteroception, the proprioception, and the interoception
(cf. Grunwald 2012). The first function, in particular, plays a decisive role when it comes
to integrating haptic feedback into virtual worlds. The exteroceptive part of the sense of
touch makes use of the receptors located at the interface of the entire body (skin, hair).
These are used to detect physical environmental properties and their changes actively and
passively (hard/soft, rough/smooth, warm/cold, etc.). Here one can differentiate between
tactile and haptic perception (Grunwald 2006) in its narrower sense.

Tactile perception describes the passive sensitivity to touch. The perceiving subject
does not move actively (Grunwald 2006). In this context, the human body - the skin
- is differently sensitive to touch in different body regions. This can be measured, for
example, using the so-called two-point threshold. This is the distance at which two
pressure stimuli are perceived as only one stimulus at one point (Grunwald 2006). For
example, the two-point threshold at a particularly touch-sensitive location, such as the
inside of the index finger, is about 2 mm (Kern 2009), while the two-point threshold on
the back only begins at about 50 mm (Birbaumer and Schmidt 1999).

On the other hand, haptic perception describes perception through movement activ-
ities, i.e., in contrast to tactile perception, it is actively driven by the perceiving subject.
As a further contrast, we can say that haptic thresholds, as active tactile perception, are
more significant than tactile thresholds, which are only relevant in experimental situa-
tions. The active threshold in active exploration is 1 µm (Grunwald and Müller 2017).
Considering that the beginning of an adhesive tape is about 41µm “thick,” this threshold
value concretely means that humans can actively sense even the most minimal structural
differences in fabrics.

Both types of perception serve as a basis for distinguishing haptic devices, especially
haptic gloves.

4 Development of Haptic Devices

Despite its importance for UX in virtual worlds and human-computer interaction, the
extensive lack of the haptic component is well known to researchers and developers. For
a long time, however, the technical capabilities were the bottleneck for overall end-user-
ready development. However, rapid digitization increasingly changed this, and in the
area of VR in particular, the growing economic influence of the gaming industry also
served as an accelerator for development.

In the course of the last 30 years of development, various directions of haptic feedback
development emerged.
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One can identify three main directions, which are also suitable for the selective
classification of haptic devices (cf. Wang et al. 2019):

• Desktop haptic
• Surface haptic
• Wearable haptic

Desktop and surface haptics primarily address 2D and 3D applications with lower
immersion, while wearable haptics has relevance specifically and almost exclusively in
highly immersive virtual worlds (VR). Although recent developments are predominantly
in wearable haptics, it can be stated that all three areas still play a role in certain use
cases.

4.1 Desktop Haptics

Desktop haptic devices are also referred to as “end effector displays” (Grimm et al. 2019,
p.215). The basis of these devices is typically the combination of a multi-jointed robotic
arm with an input-output device, usually in the form of a pen, which is attached to a
tabletop for use, for example (hence the name) (Wang et al. 2019).

The user interacts directly with the pen and controls virtual tools, such as a scalpel,
while the robotic arm tracks movements, and haptic feedback is provided to the user via
force feedback (Wang et al. 2019). Desktop haptics is widely used in virtual assisted
medicine, especially within surgery (Wang et al. 2019). A widely used representative of
this class of devices is the Phantom Omni (Grimm et al. 2019).

4.2 Surface Haptics

Surface haptic devices are predominantly based on touch displays of different sizes.
In contrast to the desktop haptics class devices, where physical contacts between the
user and virtual objects only occur indirectly via the input-output stylus, the surface
haptics class’s devices aim to simulate direct interaction between the user’s fingers and
the virtual objects (Wang et al. 2019). For example, users should feel the contour of
an image displayed on a cell phone (Wang et al. 2019). The most common form of
feedback used here is vibration, or vibrotactile feedback, which can already be found
in most smartphones (Wang et al. 2019). The feedback granularity ranges from very
general vibration, which the user cannot assign to a specific position on the display, to
vibration feedback which can be discriminated with near pixel accuracy.

Pressure-sensitive mats, e.g., in the form of loungers (Laak et al. 2018) or entire
floors (Fraunhofer IFF 2021), also belong to the class of surface haptics but are not very
well represented. It must be added here, however, that the focus of these mats is on
detecting pressure and less on generating haptic feedback.

4.3 Wearable Haptics

Althoughwearable haptics is themost recent and current category in terms of feedback in
virtual worlds, the first developments took place as early as 1987 with the “Data Glove”
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a glove that could collect finger data using optical fibers on the top of the hand (Dörner
et al. 2019). Wearable haptics refers to all haptic feedback devices that the user can “put
on.” These range from full-body suits, such as the Tesla Suit (https://teslasuit.io/), which
allows stimulation of different body regions using haptic feedback, to haptic gloves,
which can be worn either individually or in pairs. Compared to desktop haptics, haptic
gloves, for example, offer users the possibility to manipulate virtual objects directly and
intuitively with their own hands (Wang et al. 2019). Especially the latter group of haptic
gloves is fascinating in the context of VR.

On the one hand, there is a surge in development and innovation in this sector
particularly, as the gloves can be applied in many different industries, such as medicine,
rehabilitation, education, gaming, or e-business (cf. Wang et al. 2019). As a result, the
processing, prices, and availability of the devices are becoming increasingly suitable for
a mass consumer market. On the other hand, haptic gloves do not exclusively enable
the generation of haptic feedback. They can also serve as an alternative and innovative
interaction modality (not least due to their system-immanent finger tracking). This is
particularly important in theSmartHands projectwith its target groupof physiotherapists,
as hands are essential in diagnostics and therapy. Virtualization of the training can only
be implemented in a demand-oriented manner if both the active (interaction) and the
passive functions (receiving haptic feedback) of the hands can be represented in VR.

Haptic gloves can be divided according to the type of feedback. For example, there are
gloves with tactile feedback, with force feedback, and gloves based on a combination
of both (Cf. Grimm et al. 2019). In gloves with tactile feedback, such as the glove
fromCynteract (https://www.cynteract.com/), the feedback is implementedvia vibration,
mostly through so-called actuators. Depending on the technology used, it is possible
to stimulate even the fingers and hands’ smallest areas with pinpoint accuracy. Force
feedback gloves, the gloves from Senseglove (https://www.senseglove.com/), make it
possible to feel resistances of different strengths, such as those that occur when grasping,
pressing, and lifting objects, by incorporating small exoskeletons (cf. Grimmet al. 2019).

To achieve the highest possible immersion, tactile and force feedback can be
combined in one glove, as is the case with the Haptx glove (https://haptx.com/), for
example.

5 State-of-the-Art of Haptic Gloves

To have a better overview and based on the project’s goals illustrated below, this section
of work provides a selective overview of commercially available haptic gloves. This
form of devices is highly demanded and, at the same time, the most complex in terms
of development (Perret and Vander Poorten 2018), and, thus, the most relevant for e-
commerce and e-business. We summarized the essential information about some of the
commercial gloves in Table 1.

There are several classifications of the gloves. E.g., Perret andVander Poorten (2018)
propose distinction based on the form between traditional gloves (made of some flexible
fabric which fits contours of the hand), thimbles (have contact with the hand only on the
fingertips), and exoskeletons (structures that one wears over the hand with the transmis-
sion of forces to the fingers). However, it somehow aligns with the types of feedback
provided: exoskeletons rely on force feedback, whereas thimbles mostly on the tactile.

https://teslasuit.io/
https://www.cynteract.com/
https://www.senseglove.com/
https://haptx.com/
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Table 1. Comparison of haptic gloves.

Category Cynteract Sensorial XR
(former
AvatarVR)

VRgluv SenseGlove SenseGlove
Nova

HaptX

Feedback Vibrotactile Vibrotactile Force
Feedback, Palm
vibration

Force &
vibration

Force &
vibrotactile

Force & tactile
(microfluidic)

Resolution n/a 10 low latency
vibrotactile
actuators, 1024
vibration
intensity levels

10 lbs. (45N)
on each finger

9lbs.(40N)
per finger

4 passive force
feedback
modules
delivering a
max. force of
4.5 lbs. (20N)

40 lbs. (175 N)
per hand, 130
points of
feedback per
hand

Hand tracking
DoF

Flexion,
extension, and
spreading of
fingers, the
hand, and, to
some extent,
the arm

All the degrees
of freedom
gathered by 7
9-AXIS IMUs
(2 in the thumb,
1 in the back of
the hand, 1 in
the rest of the
fingers),
absolute and
local rotations,
and positions

3 DoF fingers
incl. lateral
movement, 5
DoF thumb, 28
DoF total

Total 24 DoF
per hand

5 DoF per
finger, 9-axis
absolute
orientation
sensor in the
wrist

6DoF per
finger, 30 DoF
total

Wireless No Yes, via
Bluetooth

Yes, via
Bluetooth

Yes, with the
use of an
additional
Wireless Kit

Yes, via
Bluetooth

No, external
console

Weight n/a n/a n/a 300g each n/a 450g

Published
price

Starting from
ca. e1000 per
paira

Starting from
1500e per
pairb

n/a Starting from
e2.999,00
per pairc

Starting from
4.499,00$d

n/a

The information in the table is based on openly published information.
a https://cynteract.com/de/faq.
b https://sensorialxr.com/product/sensorial-xr-pair-2/
c https://www.senseglove.com/product/developers-kit/
d https://www.senseglove.com/product/nova/

Force feedback interfaces were the earliest ones. They usually weigh more and are
bulkier, as they typically need to be grounded to the desk or ground, and recently, to the
hand’s back. This type of glove focuses on providing sensations of weight, inertia, and
collision with virtual objects. Devices with tactile feedback give the feeling from the
surface: roughness, slippage, sometimes temperature.

Cynteract (https://www.cynteract.com/) gloves were developed with a particular
focus on medical use, i.e., rehabilitation use cases. A young German company’s product
represents traditional gloves made of fabric, available in three sizes (S, M, and L).

Sensorial XR (https://sensorialxr.com/) is also looks like a pair of traditional gloves,
but compared to Cynteract, it is possible to use them wirelessly. They are made
from antibacterial & fireproof lycra. As Cynteract, Sensorial XR provides vibrotactile
feedback.

https://cynteract.com/de/faq
https://sensorialxr.com/product/sensorial-xr-pair-2/
https://www.senseglove.com/product/developers-kit/
https://www.senseglove.com/product/nova/
https://www.cynteract.com/
https://sensorialxr.com/
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VRgluv (https://www.vrgluv.com/) focuses on the active force feedback, although
they do not look like an exoskeleton.

The same applies to SenseGlove Nova, an updated version of SenseGlove produced
in the form of an exoskeleton (https://www.senseglove.com/).

HaptX provides probably the bulkiest equipment (the gloves per se, and they are also
tethered to a backpack module) and the most realistic haptic experience, at the expense
of microfluidic technology. The gloves provide a combination of tactile and dynamic
force feedback.

Nonetheless, it seems that the majority of providers decided on the manufacturing
of haptic gloves, looking more or less to resemble gloves in their general understanding.
Probably, this is affected by the ease of use and pleasant view factors. Gloves are com-
fortable to put on and less customization with straps needed. This, however, does not
solve the problem with hands of different sizes. Still, not all of the companies provide
their products in various sizes.

An interesting question in times of pandemic is the question of hygiene, e.g. disinfec-
tion of such devices. While it is easy to disinfect plastic and exoskeletons (for example,
SenseGlove made out of ABS), it is not so straightforward when the device consists
predominately out of fabric. This also includes the issue of sweat.

A particular question is the usability of those devices. The research highlights the
importance of usability throughout the whole product development process. Usability is
sometimes defined as “ease of use,” but this does not say a lot about the interface itself,
especially itsmeasurability. A better definitionwould be the ability to be used effectively,
efficiently, and enjoyable for tasks that need specific tools within a given environment
(Falcão and Soares 2012). Though, best to our knowledge, there is a lack ofworks aiming
directly to compare the devices’ usability. We believe that for widespread wearable
haptics, the devices should provide all kinds of haptic sensations, less rely on unnatural
ones, like vibration, and generally comply with the human’s senses characteristics.

Thehaptic devices should also be intended for longwearwithout threatening comfort.
There is an issue of the so-called gorilla-arm effect (Hincapié-Ramos 2014), which
significantly complicates the widespread use of haptic gloves. The hands are prone to
fatigue and feeling of heaviness due to mid-air interactions. At the expense of the extra
weight, the use of gloves can accelerate the onset of this effect.

Usually, haptic devices such as wearable ones are being used to enhance the UI, e.g.,
to feel feedback from a button, and are typical for entertainment and game scenarios.
However, as we can demonstrate in the next sections, they provide more excellent value
for training and e-business.

6 The Project SmartHands

The project SmartHands aims to integrate innovative media for the domain of healthcare
learning. The enabling technological framework for the project is a learningmanagement
system. Serving as a unifying platform and as a single point of access, it brings together
all the learning actors, technologies, and content. The project’s other technical base is
the utilization of virtual & mixed reality head-mounted displays and haptic devices.

https://www.vrgluv.com/
https://www.senseglove.com/
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The project consists of several scenarios; in this paper, we will focus specifically on the
virtual reality simulator for practicing case-based learning.

Theprimary learning audience are thosewhocontinueprofessional education inman-
ual medicine, e.g., further qualification of physiotherapists. Conventionally, the learning
in medical domains takes the form of apprenticeship. The student traditionally learns
over a range of presentations during study years and practices predominately with peers
and lab sessions. Considering the barriers to that (lack of teaching and tutoring resources,
COVID-associated restrictions), we try to integrate alternatives to traditional skills devel-
opment methods. We propose to support the learning with a head-mounted VR system,
enabling the learner to train without a partner, with the help of haptics-enabling gloves.

A distinct part of this project is virtual reality and haptic devices in introducing them
into the curriculum.We aim to tackle the problems of the lack of teaching staff, the lack of
a personalized approach to each student, the lack of practice, especially in a pandemic
environment, and to show that these technologies can stimulate the development of
professional and methodological skills, as well as the self-reflection of the learners.

An integral part of this domain is the sense of touch, applied pressure, and psy-
chomotor skills. Consider, for example, palpation, a physical examination technique. It
is used for localization of body landmarks, for evaluation of dysfunctions, for master-
ing treatment techniques. The palpation task is complex and requires various types of
knowledge, perceptual and motor skills, and practical experience (Aubin 2014; Ulrich
2012). Moreover, palpation skills and associated diagnostic findings affect the accuracy
of clinical reasoning (Esteves 2011), the processes of thinking and decision making in
the patient-centered care, which quintessence is autonomous clinical practice, including
the social interaction and interplay of declarative and procedural knowledge (Higgs et al.
2008). Having the goal to recognize if there is a somatic dysfunction (asymmetry, restric-
tion of movement, stiffness, and texture abnormalities), this diagnostic procedure is an
engagement in information evaluation provided by senses. Also, this domain’s medical
professionals heavily rely on manipulations of various types, e.g., joint mobilization
techniques, a sequence of movements that are applied to joints or muscles to restore
optimal mobility and reduce pain.

Clinical reasoning usually is defined as a context-dependent way of thinking and
decision making to guide practice (Higgs et al. 2008). As it is usually embedded in the
construction of narratives and makes sense of many variables, its development involves
a solution similar to real-world problems, sometimes with simulators allowing that.
That is the main reasoning behind our VR solution. The final system should enable
the learners to see patients, engage in clinical reasoning, make therapeutic hypotheses,
collect anamneses and administer/perform interventions.

A significant challenge in this project is a reality-approximate simulation of a patient.
Here, the users (doctors and medical students) should engage in problem-solving by
communicating and interacting with the virtual patient. The simulation will be designed
to improve learners’ effectiveness by running a case scenario in a safe environment. The
communication between the patient and the learner will be done in a game-like manner
via selection from a set of questions and answers. At the end of the run, the learner will
be given prompts to engage in self-reflection and to request feedback on actions and
decisions made.
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As hands and psychomotor manual skills are an essential component of manual
medicine education,we also have set a goal to transfer this into the virtualworld.Depend-
ing on the learners’ experience, there will be the possibility to adjust the gameplay’s
difficulty and the concurrent feedback.

While the hands and sensations from them, beyond the shadow of a doubt, are
the critical elements in the way the therapists perceive patients, it is also an interesting
questionhowmuch the visual information contributes to diagnosis and clinical reasoning.
In the medical communities, it is believed, a good practitioner can identify the source of
the problem at the exact moment a patient walks into the office: based on the subtle cues
from the pose, the pace, the stride, etc. The visual information from the tissues can also
affect the diagnosis: e.g., stiffness, redness, and asymmetry can be inferred visually. This
question certainly needs further investigation.We believe that the visual information can
be the key to higher presence when the haptic information is scarce or shallow.

Current advances in the hardware and graphics provide quite a good representation of
medical procedures in VR, however, there is a significant gap in the haptic technologies’
integration. A considerable amount of work in this direction in healthcare domains has
been done for surgical simulations. The simulators for that domain particular and not
easily transferable to other fields. E.g., the surgeons rely on haptic feedback from tools
like a scalpel. In our case, on the contrary, the therapist uses hands primarily, but also
sometimes the whole body (e.g., to put an entire weight, to lift extremities, or for the
leverage). The users should also be provided with the believable reconstruction of body
tissues to palpate and administer/perform interventions.

In the project, we are currently using SenseGlove and considering its potentials as a
force feedback source. It is an interesting question if the force feedback will be enough
to provide adequate feedback for palpation and treatment, or the users won’t be able
to disconnect from the absence of the usual cues like smoothness and temperature of
the skin, etc. If the force feedback is not enough, we will proceed to other options of a
combination of force and tactile feedback types.

To summarize the challenges and outline the directions of the future work:

– Towhat extent can the visual information substitute or augment the haptic information.
Specifically, is it possible to achieve the goals of the project with the low-budget state-
of-the-art devices?Will it be feasible to use only force feedback or tactile information
necessary for that specific use-case and impact the sense of presence, learnability, and
ability to diagnose and treat patients in the domain of manual medicine?

– How critical are the haptics and the sense of weight for shoulders and overall smooth
experience and presence?

– Is it possible to discriminate body tissues and create a reality-similar touch to a human
body?

– Which interaction techniques do come to the fore in this regard?

The answers to these questions in the future will determine the success of the project
and overall user experience, as well as have implications for the research community
and e-business.
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7 Implication for e-business

The integration of haptic feedback in VR enables creation of virtual worlds that corre-
spond even more closely to their real-world counterparts. It is precisely the possibility
of a previously unrealizable real-world representation that also opens up new e-business
opportunities. With the increasing spread of VR glasses and the rapid development and
spread trend of haptic glasses, the consideration of B2C e-commerce and its pain points
is becoming interesting.

One pain point is undeniable here: the avoidance of returns. After all, lowering the
returns rate in e-commercewould be awin-win situation for both customers and retailers.
A recent survey by elaboratum GmbH (2020) on frustration factors in e-commerce puts
a customer-unfriendly returns process in third place among the top 10 frustration factors
for online customers. In 2018, 490 million items were returned in Germany, according
to a study by the University of Bamberg (Asdecker 2019). Apart from the fact that
retailers do not have the items available for resale during the returns process, in the vast
majority of cases, they also have to bear the costs of returns (if not factored into the
mixed calculation). This is particularly sensitive for business sectors with a high returns
rate, such as the fashion sector with up to 30% (Statista 2019) or also the furniture
sector, whose items incur additional return costs (shipping delivery) due to their size.
The advantages of falling return rates then seem immense.

The following use cases show how the integration of haptic feedback can help reduce
return rates:

• Use Case 1: Virtual trial living

Jasmin, a customer, wants to buy a new real wood closet for her bedroom to match
her existing furniture. To do this, she tries out the latest VRHaptic app from her furniture
store. After recording her bedroom furnishings on her smartphone and importing them
into the app, she selects the item she wants in the store and clicks to have it appear in her
virtual bedroom. With VR glasses’ help, she can now look around the bedroom and see
whether the new closet does fit visually into her bedroom. Besides, she can virtually run
her hand over the wardrobe’s surface using a haptic glove and thus feel and experience
the structure of the article in addition to its appearance. She thus grasps the complete
“look and feel” (as an essential factor of the user experience) and is now sure that the
wardrobe suits her. A return will not be necessary.

• Use Case 2: Virtual dressing room

The customer Tom wants to buy a new suit for his sister’s wedding. Like most of his
purchases, this special occasion item will be purchased online. To do this, he tries out
his fashion store’s new VRHaptic app. After the app measures his body, he can enter the
virtual fitting room with VR glasses’ help. Here he has the choice of all available suits,
and with one click, he sees himself in the chosen suit in a virtual mirror. He can now
quickly check the look and fit of the suit. Besides, he can use a haptic glove to check the
texture of the suit’s fabric virtually. To do this, he runs his hand over the suit’s surface
and pulls lightly on the material. In this way, he captures the complete “look and feel”
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(as an essential factor of the user experience) and is now sure that the suit is the right
one. A return will not be necessary.

Both use cases have in common that articles can be realistically felt and experienced
with the help of haptic feedback. For a long time, the lack of haptics, the inability to
touch an item, was a significant difference between off- and online retail and a driver
for returns. In the future, this gap can be closed by integrating VR and haptic feedback
into store structures.

8 Conclusion

It can be stated that the consideration of haptic feedback in virtual worlds has a positive
effect on the degree of immersion and presence and, as a consequence, on the level of
user experience perceived by the user. However, implementing haptic feedback does not
per se lead to a better experience. The following factors should be considered:

• Use Case
• Haptic function
• Multi-modality

The UX achieved as an aggregate of immersion and presence is highly dependent on
the use case at hand and the technology used for this purpose. Initially,wemust clarify the
question which functions the haptics will take on. Should it only be an addition to round
off the scenario or represent a modality of its own, integral to the setting? Furthermore, it
must be determined how fine-grained haptic feedback should be generated to correspond
to the original real-world scenario. If haptic feedback serves as a modality, even small
deviations fromuser expectations (cf. expectation conformity)will be perceived as active
interference with the interaction. In the learning context, the expectations towards such
accuracy will also be significantly higher than, for example, in the gaming context.
Taking SmartHands as an example: if it is not possible to experience the forces and
resistances during the virtual learning of a grip technique in the same way as the learner
would experience them during a real treatment, the desired learning success will fail to
materialize. The success will depend not only on the learning process itself but also on
the possibility to have haptic sensations from the virtual patient.

This example also shows the influence of the selected technology on the UX. When
decidingwhether to use a tactile or a force feedback glove, the use casemust also be taken
into account. In the SmartHands example above, a force feedback glove is mandatory
because the focus is on resistances and pressures. With a tactile glove, it would only be
possible to determine the correct position of cartilage, for example, but not properties
such as size and hardness. Ideally, one should use techniques that allow both tactile and
force feedback.

But even if the choice of technology, the granularity of the feedback, and the technical
implementation are tailored to the use case, it is still essential that the haptic component
corresponds with other modalities and elements. In particular, the visuals must match the
haptic feedback to enable positive effects on UX. For example, it is not enough that the
user can feel the resistance when squeezing a virtual tennis ball, the visual representation
of the ball must correspond to this.
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Concerning the outlined use cases for e-business, the listed factors are also relevant.
Because haptic feedback is still a little-discussed topic, especially in B2C e-commerce,
it can be assumed that the user or better the customer will be willing to tolerate more
“teething troubles” for the time being. This means that, in terms of agile, iterative devel-
opment, products can also be rolled out initially at MVP status. This means that they
reach the customer earlier. However, it must also be clear that success in terms of reduc-
ing the return rate correlates with the accuracy of the haptic feedback and is therefore
likely to be even lower in MVP status.

Despite all the positive developments, the integration of haptic feedback in virtual
worlds is not yet a game-changer in immersion, presence, and UX. However, this is
less due to this new modality per se than to the devices’ current technical possibilities
and development. We hope that the development will continue to progress as rapidly as
it currently does in the area of haptic gloves. In particular, work must be done on the
feedback’s sensitivity to enable the sensing of different materials, different temperatures,
or weights of objects. Initial research and products such as the ThermoReal process from
the companyTegway (http://tegway.co/tegway/) for haptic feedback of temperatures give
rise to hope and provide a glimpse of what may be possible.

Acknowledgments. The results of this work were supported by the Bundesministerium für
Bildung und Forschung within the project “SmartHands” which was funded under the project
reference 01PG20006.
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Abstract. This paper aims to utilize AI technology to solve the challenge of
medicine compliance check. More specifically, we propose a Logic-BERT model
to estimate whether certain medicine can be used in specific situations of a patient
based on electronic medical record. We design a sentence level architecture that
distill the text content by segmentation, selection and recombination to solve
the length limitation of bidirectional encoder representations from transformers
(BERT). We also apply data augmentation integrating logic rules to enhance the
performance of our proposed model. Experiments based on real data have verified
the effectiveness of our model.

Keywords: Artificial intelligence · BERT ·Medicine overuse · Logic rules

1 Introduction

The usage of medicine is a critical issue in treatment. Regulators have made strict and
detailed regulations to guide and restrict the usage of medicines. However, the situation
is still far from optimism. Misuse and improper-use of medicine happen frequently in
real practice. Various reasons, such as lack of experience, misjudge of condition, or
brokerage of a certain medicine, may contribute to this situation. Thus, there is a serious
call for a more effective medicine compliance check method to guarantee the usage of
a medicine in a treatment meet the criterions.

Medicine compliance check is a very difficult task in real practice, given complex-
ity of the situations in real treatment. Regulators mainly rely manual checks to detect
medicine improper-use. Some recent systems employ simple rules and shallow text
mining techniques (e.g., string match) as assistant to conduct medicine improper-use
detection. The drawbacks of these systems are obvious. The efficiency is rather low
while the cost is relatively high. Considering the amount of the data (e.g., case reports)
that need to be checked every day, current systems cannot meet the basic requirement in
medicine compliance check. In this paper, we leverage artificial intelligence (AI) tech-
nology to conduct medicine compliance check. More specifically, we incorporate the
latest deep learning techniques to mine electronic medical record (EMR) and determine
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whether the usage of certain medicine meets the specification according to patients’
physical situation and treatment history.

In our research, we utilize the latest bidirectional encoder representations from trans-
formers (BERT) framework to construct our system. The effectiveness of BERT [1] in
complex text mining tasks has been proved by previous research. Despite the effective-
ness, BERT has an obvious weakness that it is incapable of processing long texts due to
its quadratically increasing memory and time consumption. In our design, we propose
a sentence level architecture that distill the text content by segmentation, selection and
recombination to solve this problem. The superiority of deep learning in various tasks
relies heavily on the abundance of labeled training data. It is well known that expres-
sions in EMR are extremely concise, leaving little redundant information (e.g., term
co-occurrence) for algorithms to learn. Moreover, although the total records of EMR are
extremely large, the labeled data are relatively few, especially considering the varieties
of medicines and diseases. In our design, we adopt data enhancement techniques to
alleviate these problems.

The contributions of our research are threefold: (1) We design a deep learning model
to mine the electronic medical record (EMR) to conduct medicine compliance check;
(2)We propose a sentence level architecture that distill the text content by segmentation,
selection and recombination to solve the length limitation of BERT; (3) We develop a
data enhancement model to increase the data usage efficiency.

The rest of the paper are organized as follows. In Sect. 2, we review and summarize
the related literatures that close to our research. In Sect. 3, we describe the details of our
model design. The experiments are shown in Sect. 4. We make the conclusion of this
research and clarify the future direction in Sect. 5.

2 Literature Review

2.1 Existing Work on Medicine Compliance Check

Previous works have paid a long attention to medical overtreatment and have made some
achievements. There are two main directions in medical overtreatment study: one is the
analysis of the overall phenomenon of medical overtreatment in the field of medical
insurance [2–4], and other studies are about medical overtreatment of specific diseases
(including the Necessity analysis of some common examination methods for a specific
disease) [5–7]. However, these studies are mainly focused on the medicine knowledge
exploration. The combination of artificial intelligence is rare to see. This fact is largely
due to the particularity of medical data. Most of the medical data is in free text format.
The data is complex and has a wide range of sources, which contains many proper nouns
[8]. It has high requirements for semantic understanding, which is beyond the capability
of traditional neural network based electronic medical records processing methods [9].
The traditional unidirectional language model cannot extract patient’s information well,
and easy to miss and misjudge.

2.2 Bidirectional Encoder Representations from Transformers (BERT)

It has long been noticed that pre-training could enhance the performance of deep learn-
ing significantly [10]. Following research also verified the effectiveness of language
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model pre-training for natural language processing (NLP) tasks [11–13]. Strategies for
incorporating pre-trained language representations to NLP tasks can be summarized into
two streams: features-based [12] and fine-tuning [13]. In feature-based approaches, pre-
trained representations are embedded in task-specific architectures as additional features.
A typical example is Embeddings from Language Models (ELMo) [12]. In fine-tuning
approaches, the power of pre-trained language representations are transferred by mini-
mal task-specific parameters and the enhancement is achieved by the simple parameter
fine-tuning process. A typical example is Generative Pre-trained Transformer (OpenAI
GPT) [13]. The unidirectional design of these models limits the flexibility of the archi-
tectures in pre-training. To deal with this weakness, Google AI language lab proposed
the Bidirectional Encoder Representations from Transformers (BERT). BERT utilized
a “masked language model” to overcome the unidirectionality constraint [1]. Given a
sequence of input, the masked language model masks some randomly selected tokens,
then uses information of the left, including both left and right context, to predict these
masked tokens. It could significant enrich the information learnt by pre-training. BERT’s
impressive high performance has made it widely used in various language processing
tasks, such as sequential recommendation [14], dialogue state tracking [15] and answer
selection [16]. Some attempts also have been made to utilize BERT to solve health care
related problem [17, 18].

2.3 Long Text Challenge of BERT

Despite these impressive advantages of BERT, it also has some flaws in current version.
One of the most obvious flaws that limits its application is real practice is the restriction
of the text length. Since the memory consumption will exponentially increase when
the length of input embedding increases, max position embedding is usually limited to
512 in practice [1]. Even though, it still surpass the capacity of common GPUs [19].
In this case, when a long sequence is fed, it will be broken into small fragments that
no longer than 512. Apparently, it breaks the long dependence among terms, which
finally decrease the performance. Considering the high frequency of long sequence in
real setting (e.g., EMR in our study) and the importance of long dependence in NLP,
this length restriction will be serious challenge both researchers and practitioners need
to face. Some successful attempts have been made since BERT was proposed.

One simplest way to address this problem is slicing the text by a sliding window [20]
or simplifying transformers. A long text can be divided to many small pieces. BERT
can process these pieces individually and summarized them as result. Although sliding
window is easy to achieve, it has a terrible performance on long-term attention. If the
key fragments which influence the result greatly cannot always in a same window, this
model will hardly get a right result. This method sacrifices the possibility that the distant
tokens “pay attention” to each other, which becomes the bottleneck for BERT to show
its efficacy in complex tasks. Some researchers [21, 22] tried to use different way to
integrate information from different window, such as max-pooling and mean-pooling.
However, these models are still weak in long-term memory. Some other methods pay
attention to simplify transformers [23, 24], but most of them have not yet applied to
BERT.
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As the sliding window method cannot solve long-term attention problem, Zhang
[25] combined the BERT with multi-channel LSTM. This method increases the consid-
eration of the relevance between different fragments. Even if the key sentence is not in
a same small fragment, it can be identified and extracted. However, such methods do
not consider the importance difference among divisions of fragments. Simply using the
longest processing length of BERT for division does not provide a good understanding
of semantics. The interpretability of the model remains to be enhanced.

According to the characteristics of human working memory, Ding [26] proposed
the cognize long texts model (CogLTX). It identifies key sentences by training a judge
model, concatenates them for reasoning, and enables multi-step reasoning via rehearsal
and decay. This model greatly improves the ability to understand and expand semantics,
but if the key sentence is not selected in the first round, it will not enter the final model
calculation, and the correct answer cannot be selected. The subsequent BERTmodel can-
not extract full text information. At the same time, due to the particularity of the question
answering model, there are initial problems that can calculate the similarity. For some
unsupervised initial training, the initial key sentence can only be calculated according to
the word frequency weight. The experiments on various datasets proved the superiority
than other methods. Moreover, the scenario we involve is similar to the situation they
intended to solve. For instance, in EMR not all sentences are equally important. Experts
need to identify some relevant important sentences, then make decisions based on them.
As a result, we take CogLTX as the foundation for our model design. We borrow the
idea of their model and make adjustments and improvements on it.

2.4 Data Enhancement

Deep learning provides a powerful mechanism for learning patterns from massive data.
It has shown new levels performance on many tasks, such as machine translation [27],
image classification [28], text classification [29], document summarization [30], and so
forth. Despite the impressive advances, the widely used deep learning methods have a
serious limitation.Thehighpredictive accuracyheavily relies on large amounts of labeled
data. The quality and quantity of data determine their performance. When the labeled
dataset is not sufficient enough, the deep leaning models will either suffer the problem
of under-fitting or over-fitting, which finally limits the generalization and accuracy. In
fact, when we are dealing with real problems, there is rarely enough available label
data. Preparing a large annotated dataset is very time-consuming. In many cases, only
professional experts can provide reliable suggestions for labels. Considering the rareness
of professional experts, it is almost impossible to obtain enough no say sufficient labeled
data. For instance, only experienced doctors couldmake reliable judgment based onEMR
in our medicine compliance check.

To solve this dilemma, data augment techniques was proposed. The data augment
technique was firstly used in the field of image classification [31]. Given its obvious
performance enhancement capability, especially when lack of labelled data, it was soon
introduced into language processing andmany variants were proposed.Widely used data
argument methods in language models include back translation with different language
[32], easy data augmentation (EDA) [33], deep learning [34], contextual augmentation
[35] etc. The EDA method, is simple and effective, consists of four simple but powerful
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operations: synonym replacement, random insertion, randomswap, and randomdeletion.
Besides, EDA demonstrates particularly strong results for smaller datasets.

3 Model Design

3.1 Design of Logic-BERT

The maximum length limit in BERT naturally reminds us the limited of human memory.
Whenwemake a decision, we utilize some key information instead of all information we
have learned. Then the problem shifts to how to select and make best use of accessible
knowledge. In this paper, we propose a Logic-BERT model to select the key sentences
andmake use of key sentences to solve downstream tasks. Ourmodel can be decomposed
into four steps as shown in Fig. 1.

In the first step, raw medical long texts are segmented into short sentences. These
short sentences shouldmeet two conditions: shorter than a thresholdSLmax (e.g.,SLmax =
10) and containing relative competed meaning (e.g., a meaningful phrase). Generally,
punctuations could do the job. In some special cases, such as extremely long sentences,
additional helps (e.g., conjunctions and phrase mining techniques) are needed.

In the second step, short sentences obtained from the first step are filtered and key
sentences are identified. In our specific task, only limited key sentence determine the
result of the medicine compliance check. Most of these sentences are redundancy or
noises.Ononehand, these sentenceswill increase the burdenof computation; on the other
hands the noises brought by these sentences will reduce the classification performance.
Thus, filter and selection is necessary and important. In our model, we use the score
from the self-attention as the criterions of the key sentence selection. Intuitively, these
selected key sentences could be combined into a much shorter text with most significant
information for the medicine compliance check.

In the third step, selected key sentences in the second step are recombined into texts.
The reason we recombine these key sentences is to achieve certain dependence during
learning. To achieve optimal performance, dynamic recombination is utilized. That is
key sentences with highest scored are selected with priority. The score of the left key
sentences will be updated accordingly during each iteration.

In the fourth step, the recombined texts are fed into BERT to carry binary classi-
fication task. The classification results in this step is the final results for the medicine
compliance check.

By segmentation and recombination, we solve the problem of the length limitation
of BERT. In next section, we try to incorporate logic rules and data augmentation to
alleviate the challenge brought by lack of labelled data.

3.2 Data Augmentation with Logic Rules

The scenario like medicine compliance check has specific preconditions, which usually
exist as series of rules. In human based checking, the process is extremely straightfor-
ward—if the situation satisfies certain preconditions, then given corresponding labels.
Although it suffers the problem of low efficiency and recall, the human based approach
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Fig. 1. The Logic-BERT illustration for text classification. The long text x is broken into blocks
[X 1...Xn]. In the second step, X 2 and X 3 get a high score which means they are key sentences.
Then the long-BERT classify the new long text L which consists X 2 andX 3. If the short-BERT
cannot get a sentence has high score, this long text will be directly classified.

could reach pretty good performance (e.g. precision). It would be great loss if these
specific preconditions are omitted. Thus, in our design, we aim to allow deep learning
algorithms to learn both from labelled examples and predefined rules.

Given a set of rules, the situations can be classified into three categories: “and
condition”, “or condition” and “joint condition”.

In “and condition”, a case will be labelled as “positive” (i.e. pass the check in out
scenario) only if all preconditions are met. For instance, the preconditions of a medicine
named “Argatroban Injection” is “limited to diagnosis of acute cerebral infarction and
signs of motor nerve palsy and medication within 48 h after onset”. There are three
preconditions: “acute cerebral infarction”, “signs of motor nerve palsy” and “medication
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within 48 h after onset”. Only all of these three preconditions are met, the case will be
labelled as “positive (pass)”.

In “or condition”, a case will be labelled as “positive” if one of these preconditions is
met. For instance, the preconditions of medicine “Dynastat” is “limited to postoperative
analgesia patient who cannot take oral medicine or the effect of oral medicine is not
satisfactory”. If one of the preconditions “cannot take oral medicine” and “the effect of
oral medicine is not satisfactory” is met, this medicine will be approved.

The “joint condition” can be seen as a mixture of “and condition” and “or condi-
tion”. The preconditions can be divided into several fragments. Each fragment is a “and
condition” that including some rules. Only all these rules are satisfied, the fragment will
be labelled as “positive”. Then these fragments will form a “or condition”. If one of
the fragments is labelled as “positive”, the final label will be positive. For instance, the
preconditions of medicine “Clopidogrel sulfate” is “use in acute phase for no more than
12 months; use in non-acute phase requires evidence of aspirin intolerance”.

In our preliminary design, we simply incorporate the usage of logic rules with the
data augmentation. That is we use these logic rules to recombine the key sentences
selected in last section to form new instances to enrich our data set. It will on one hand
alleviate the problem of lack of labelled data; on the other hand bringing in knowledge
from logic rules in our learning process. Figure 2 illustrate two simple examples for “and
condition” and “or condition”.

Fig. 2. Illustration of data augmentation. When we prepare training dataset of Long-BERT, we
simulate the result of Short-BERT by random choose sentences. When the medicine limitation
is to meet the condition A and condition B at the same time, splitting the original text data and
obtain a lot of short sentences. Some of them can meet the condition A or condition B, and the
other cannot meet any condition named normal sentences. These short sentences generate many
new labeled samples for Long-BERT.
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4 Experiment

To verify the effectiveness of our proposed model, we conduct experiment on a real
dataset. In our preliminary test, the dataset contains 1511 positive (pass) instances and
1490 negative (fail) instances. The label of these instances are offered by a group of
experienced doctors. The mechanism of deep learning and traditional machine learning
techniques are quite different. The performance of traditional machine learning tech-
niques, such as support vector machine, decision tree and logistic regression, relies
heavily on the richness of feature set which need to be predefined manually. Deep learn-
ing, as representative learning models, could learn directly from the raw data. Thus, it
is nonsense to compare our deep learning based model with traditional algorithms. In
our experiments, we choose Long Short Term Memory (LSTM), short BERT, and long
BERT as baselines.

The short BERT is original BERT with only limited text fed into the model [1]. In
fact, we use commas, periods and semicolons to divide the original sentences to small
pieces. The longest fragment is 77 characters. The long BERT uses the sliding window
methods follow Wang et al.’s [20] approach. The results are summarized in Table 1.

Table 1. The results comparison of various models

Model Positive instances Negative instances

Precision Recall F1-Score Precision Recall F1-Score Overall
accuracy

LSTM 0.862 0.902 0.882 0.883 0.873 0.878 0.875

Short BERT 0.852 0.848 0.850 0.869 0.811 0.839 0.858

Long BERT 0.901 0.923 0.912 0.915 0.940 0.927 0.904

Logic BERT 0.957 0.945 0.951 0.970 0.960 0.965 0.962

From Table 1, we can observe that our proposed logic BERT could improve the per-
formance both in positive instances and negative instances. It verifies that our proposed
model could make better use of knowledge embedded in the training dataset.

5 Conclusion and Future Work

In this paper, we propose an artificial intelligent model to conduct medicine compliance
check. The advanced pre-training model BERT is adopted to automatically classify the
check results based on electronic medical record. To overcome the length limitation of
BERT, we propose a sentence level architecture that distill the text content by segmen-
tation, selection and recombination. Furthermore, we also introduce data augmentation
mechanism to enrich our dataset. Logic rules are also incorporated during the data aug-
mentation process. Experiments based on a real dataset verify the effectiveness of our
proposed model.
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In this preliminary attempt, we onlymake shallow use of logic rules.We believe these
logic rules could play more important roles in the learning and classification process. In
the future work, we would try to make better use of these logic rules.
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Abstract. Google’s People and AI Guidebook (Guidebook) was accessed online
and an analysis performed of text associated with privacy, ethics, trust, usability,
user experience, and intuitive interaction. Significant privacy, ethical, and trust
issues related to the management of training data, AI human-like interfaces, and
feedback were identified. In addition, novel components of UX design related to
AI were revealed: (1) deciding if AI adds unique value, (2) assessing the need for
automation vs. augmentation, (3) designing & evaluating the reward function, (4)
considering precision & recall tradeoffs, and (5) monitoring negative impacts of
the product’s decisions. The analysis presented in this paper also reveals greatly
increased complexity and a dynamic process in assessing/providing usability/user
experience/intuitive interaction; preliminary novel measurement items are pro-
posed. Future research could seek to develop new or modify existing instruments
for measuring privacy, usability, user experience, and intuitive interaction of AI
technology and the integration of the novel concepts with current concepts. A
design-based approach may also be indicated.

Keywords: Privacy · Ethics · Trust · User experience · Intuitive interaction ·
Google · AI

1 Introduction

While there have been references to theGoogle People&AIGuidebook (Guidebook) [1]
in the human-computer interaction literature [2–4], most notably in the paper Seven HCI
Grand Challenges [5], as far as can be determined there has been no thematic analysis of
the Guidebook [1]. The method used was to review the text of the Guidebook, consistent
with grounded theory [6], to develop themes. There is a strong focus in this paper on
privacy, ethical and trust issues with specific concerns identified relating to training data,
AI like human interfaces, and feedback provided by the user. Additionally, there has been
an attempt to outline novel salient issues related to human computer interaction and AI.
There is no representation that the analysis or presentation is complete, the paper seeks
only to be representative.

A key precept of the Guidebook is “Take time to critically consider how introducing
AI to your product might improve, or regress, your user experience” [1, p. 4]; it is
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hoped this paper will contribute to this injunction, with an emphasis on privacy and
related issues, providing a basis to extend research into the design of human computer
interaction, usability, user experience, and intuitive interaction in regards to AI systems;
some preliminary novel measurement items are provided.

The remainder of this paper is organized as follows. Section 2 presents a brief review
of the literature; Sect. 3 presents the method used; Sect. 4 is the results; Sect. 5 is the
discussion; Sect. 6 outlines limitations of and future research; Sect. 7 is the conclusion.

2 Literature

Ethics, privacy and security is identified as one of the seven grand challenges in the
keynote Seven HCI Grand Challenges paper [5]. “Ethics, privacy, trust and security have
always been important concerns in relation to technology, acquiring yet new dimensions
in the context of technologically augmented and intelligent environments” [5, p. 1239].

Because privacy, ethics, and trust are identified together in this paper and because they
are closely related, these issues are investigated together. It is important to understand
the nature of privacy, Kizza provides a definition which mirrors a number of the issues
identified in this paper, particularly in regards to training data and feedback:

Privacy can be defined as “a human value consisting of a set of rights including
solitude, the right to be alone without disturbances; anonymity, the right to have no
public personal identity; intimacy, the right not to be monitored; and reserve, the
right to control one’s personal information, including the dissemination methods
of that information” [7, p. 303] as cited in [5, p. 1240-1241].

Existing measurement instruments for usability, user experience, and intuitive inter-
action design do not contain items for privacy, ethics, security, and trust. Interestingly,
trust has been found to be important in technology adoption particularly in relation to
online shopping [8]. In the traditional UX framework an AI system would be evaluated
in terms of usability, user experience and intuitive interaction. The usability of the AI
system would be evaluated in terms of effectiveness, efficiency, and satisfaction [9].
User experience would be assessed in regards to (1) attractiveness, (2) ease to learn and
understand, (3) efficiency. (4) dependability, (5) stimulation, and (6) novelty [10]. The
ISO definition of user experience also does not mention privacy, ethics, or trust [9]. The
intuitive interaction would be assessed in terms of (1) familiarity, (2) ease of use, (3)
feedback/feedforward mechanisms, (4) error tolerance, and (5) goal achievement [11].
A novel finding of this paper is that as a result of AI, usability, user experience, and
intuitive interaction becomes a dynamic process.

The Guidebook provides practical guidelines for optimal user experience with AI.
Some of the content of the Guidebook has been already been described in the academic
literature. In an ACM paper [12], in which all but one of the co-authors are employees
of Microsoft corporation, design guidelines have been proposed for AI which mirror
elements extracted from the analysis of the Guidebook. In this ACM paper, a key point
is made:

AI-infused systems can violate established usability guidelines of traditional user
interface design. For example, the principle of consistency advocates for mini-
mizing unexpected changes with a consistent interface appearance and predictable
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behaviors.However,manyAI components are inherently inconsistent due topoorly
understood, probabilistic behaviors based on nuances of tasks and settings, and
because they change via learning over time [12, p. 2].

The above underlies a key premise of this paper, not only usability specifically
mentioned in the above quote, but also user experience and intuitive interaction evolves
as part of the dynamic process inherent to AI – this leads to the conclusion that we need a
new way of measuring usability, user experience, and intuitive interaction in AI systems
which can be postulated as an additional challenge to the Seven HCI Grand Challenges
[5].

Hassnzahl [13] has advocated for design in human computer interaction “The expe-
rience approach to designing interactive products, thus, starts from the assumption that
if we want to design for experience, we have to put them [the experiences] first, that is,
before the products” (p. 2–3). The proposal for the design of usability, user experience,
and intuitive interaction in the AI context can be seen as an extension of this insight.

3 Method

TheGuidebook [1] was accessed online and reviewed three times. A textual analysis was
performed using a method consistent with the grounded theory of Corbin and Strauss
[6]. Matrix analysis was also used [14]. Miles & Huberman comment: “Think, display,
and invent formats that will serve you best” [14, p. 240, emphasis in the original].
In this paper matrices are used to identify and comment on key extracted text from
the Guidebook in a manner consistent with the creation of memos in grounded theory
[6]. This resulted in the creation of three tables (1) Extracted Text Relating to Privacy,
Ethics, and Trust, (2) New Conceptual Elements Related to Usability, User Experience,
and Intuitive Interaction, and (3) Proposed Measurement Items. After reflection it was
decided to group privacy, ethics, and trust findings together in Table 1. This was done
because of the close relation of privacy and ethics appearing in the Seven HCI Grand
Challenges [5]. Trust was included because of its close relation to privacy and ethics
which can be seen in the following quotation.

In summary, trust is hard to come by, and requires initial trust formation and
continuous trust development, not only through transparency, but also through
usability, collaboration and communication, data security and privacy, as well as
goal congruence [5, p 1243].

The methodology was limited primarily in regards to scope; only the most salient
results were identified. In regards to Table 3 – Proposed Measurement Items – the
approach provides some salient candidates for novel measurement items, numerous
additional measurement items could be developed, perhaps of greater significance, than
the measurement items presented here.

It would not be possible to suggest that theoretical saturation as prescribed by Corbin
and Strauss [6] has been achieved. A reflective approach was used in the sense of Schön
[15], potentially mitigating this concern.
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4 Results

Distinct issues related to privacy, ethics, and trust were identified in regards to training
data, AI like human interfaces, and feedback provided by the user: these are summarized
in Table 1. The analysis of the text revealed novel aspects of AI not presently identified
with usability, user experience, and intuitive interaction: these are summarized inTable 2.
Finally, additional measurement items were identified for potential inclusion in existing
usability, user experience, and intuitive interaction instruments; these are described in
Table 3. Because of space limitations only salient results are reported.

Table 1 below includes both privacy, ethics, and trust issues. As previously described,
these are listed together as they are closely related. Also included in Table 1 are related
potential new measurement items.

Table 1. Extracted text relating to privacy, ethics, and trust

Section Relevant text Comments

Data collection + evaluation
Manage privacy & security

“What limits exist around user consent for data
use? When collecting data, a best practice, and
a legal requirement in many countries, is to
give users as much control as possible…You
may need to provide users the ability to opt
out or delete their account.” [1, p. 23]

This would suggest new measurement items:
(1) Was the training data collected with
optimal privacy considerations? (2) Were the
individuals providing the data permitted to opt
out or delete their account?

Data collection + evaluation
Manage privacy & security

“Is there a risk of inadvertently revealing user
data? What would the consequences be? … if
an AI assistant reminds the user to take
medication through a home smart speaker, this
could partially reveal private medical data” [1,
p. 23]

This would suggest a new measurement item:
Has a risk assessment been made of the
consequences if personal data was revealed?

Data collection + evaluation
Commit to fairness

“Data is collected in the real world, from
humans, and reflects their personal
experiences and biases—and these patterns
can be implicitly identified and amplified by
the ML model” [1, p. 25]

This would suggest a new measurement item:
Has an evaluation been made related to human
bias in the selection of training data?

Data collection +
evaluation
Use data that applies to different groups of
users

“Your training data should reflect the diversity
and cultural context of the people who will use
it” [1, p. 26]

This would suggest a new measurement item:
Does the training data reflect the diversity and
cultural context of the eventual user base?

Data Collection + Evaluation
Source your data responsibly

“Once you’ve identified the type of training
data you need, you will figure out how and
where to get it. Make sure that whatever you
decide, you have permission to use this data
and the infrastructure to keep it safe” [1, p. 28]

This would suggest a new measurement item:
Have steps been taken to ensure the security
of the data?

Data collection + evaluation
Protect personally identifiable information

“No matter what data you’re using, it’s
possible that it could contain personally
identifiable information” [1, p. 30]

This would suggest a new measurement item:
Have steps been taken to ensure protection of
personally identifiable information?

Data collection + evaluation
Ensure rater pool diversity

“Think about the perspectives and potential
biases of the people in your [rater] pool…In
some cases, providing raters with training to
make them aware of unconscious bias has
been effective in reducing biases” [1, p. 32]

This would suggest a new measurement item:
Have steps been taken to minimize rater pool
biases?

Mental models
Account for user expectations of
human-like
interaction

“When users confuse an AI with a human
being, they can sometimes disclose more
information than they would otherwise, or rely
on the system more than they
should…Specifically, your messages should
make it extremely clear that the product is not
a human, in a way that’s accessible to all users
regardless of age, technical literacy, education
level or physical ability” [1, p. 54]

There can be issues related to the disclosure of
personal information to a chatbot interface.
This would suggest the measurement item: “Is
the AI chatbot interface clearly identified as
not human?”

(continued)
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Table 1. (continued)

Section Relevant text Comments

Explainability + trust
Articulate data sources

“… say you’re installing an AI-driven
navigation app, and you click to accept all
terms and conditions, which includes the
ability for the navigation app to access data
from your calendar app…Later, the navigation
app alerts you to leave your home in 5 min…If
you didn’t read, realize, or remember that you
allowed the navigation app to access to your
appointment information, then this could be
very surprising” [1, p. 65]

This privacy issue results because the user was
not explicitly advised that this data was being
collected. This can be remedied by ensuring
the user click specific accepting check boxes,
prominently identified as relating to privacy
issues, when accepting the terms and
conditions

Explainability & trust
Help users calibrate their trust

“Help users calibrate their trust…based on
system explanations, the user should know
when to trust the system’s predictions and
when to apply their own judgement” [1, p. 61]

Trust is a new concept to usability/user
experience/intuitive interaction. This would
suggest a new measurement item: Does the
user know when to trust the system?

Explainability + trust
Help users calibrate their trust

“…you could become suspicious of the app’s
data sources; or, you could over-trust that it
has complete access to all your schedule
information. Neither of these outcomes are the
right level of trust… In fact, regulations in
some countries may require such specific,
contextual explanations and data controls” [1,
p. 62]

This relates privacy concerns to trust
indicating that to gain the trust of the user
privacy concerns must be clearly addressed

Explainability + trust
Help users calibrate their trust

“Whenever possible, the AI system should
explain the following aspects about data use:
Scope. Show an overview of the data being
collected …and which aspects of their data are
being used for what purpose
Reach. Explain whether the system is
personalized to one user or device, or if it is
using aggregated data across all users
Removal. Tell users whether they can remove
or reset some of the data being used” [1, p. 63]

The section indicates key information should
be communicated to the user to respect their
privacy including:
1. The scope of data collected
2. The degree to which the system is

personalized to the user
3. How the user’s personal data can be

removed from the system

Feedback + control
Align feedback with model improvement

“…it’s important to let users know what
information is being collected, what it’s for,
and how its use benefits them” [1, p. 83]

There are additional privacy issues related to
the collection of feedback

Feedback + control
Align feedback with model improvement

“Implicit feedback is data about user behavior
and interactions from your product
logs…Often, this happens as part of regular
product usage … you should let users know
you’re collecting it, and get their permission
up front…In particular, you should allow users
to opt out of certain aspects of sharing implicit
feedback—like having their behavior
logged—and this should be included in your
terms of service” [1, p. 83]

There is a need to disclose gathering of
implicit feedback in the terms of service and
the user should be able to opt out

The use of AI will result in new concepts being introduced in usability, user experi-
ence, and intuitive interaction. Also included in Table 2 are potential new measurement
items salient to these concepts.

Preliminary novel measurement items for usability, user experience, and intuitive
interaction are proposed in Table 3. This is an only illustrative of the process that might
be undertaken to generate new measurement items that could then be evaluated based
on recommended procedures [16].
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Table 2. New conceptual elements related to usability, user experience, and intuitive interaction

Section/concept Relevant text Commentary

User needs +
defining success
Decide if AI adds unique value

“Once you identify the aspect you want
to improve, you’ll need to determine
which of the possible solutions require
AI, which are meaningfully enhanced
by AI, and which solutions don’t
benefit from
AI or are even degraded by it” [1, p. 4]

A novel issue with AI is the value
proposition. This would suggest a
new measurement item: Does AI add
unique value?

User needs +
defining success
Assess automation vs. augmentation

“…evaluate the different ways AI can
solve the problem and help users
accomplish their goals. One large
consideration is if you should use AI to
automate a task or to augment a
person’s ability to do that task
themselves” [1, p. 7]

A novel issue with AI is whether to
automate or use augmentation. This
would suggest a new measurement
item: Is AI best used to automate or
augment?

User Needs +
Defining Success
Design & evaluate the reward function

“Any AI model you build or
incorporate into your product is guided
by a reward function… This is a
mathematical formula, or set of
formulas, that the AI model uses to
determine “right” vs. “wrong”
predictions. It determines the action or
behavior your system will try to
optimize for, and will be a major driver
of the final user experience” [1, p. 11]

A novel issue with AI is to assess the
suitability of the reward function.
This would suggest a new
measurement item: Has careful
consideration been given to the effect
of false positives & false negatives in
the reward function?

User needs + defining success
Consider precision & recall tradeoffs

“Precision and recall are the terms that
describe the breadth and depth of
results that your AI provides to users,
and the types of errors that users see.
Precision refers to the proportion of
true positives correctly categorized out
of all the true and false positives. Recall
refers to the proportion of true positives
correctly categorized out of all the true
positives and false negatives” [1, p. 13]

A novel issue with AI is the trade-off
between precision and recall. This
would suggest a new measurement
item: Has careful consideration been
given to the relative importance of
precision and recall in AI results?

User needs + defining success
Assess inclusivity
Account for negative impact

“You’ll want to make sure your reward
function produces a great experience
for all of your users…As AI moves into
higher stakes applications and
use-cases, it becomes even more
important to plan for and monitor
negative impacts of your product’s
decisions” [1, p. 15–16]

New measurement items could be
developed around these themes.
There are close connections to correct
design of the reward function and
ethical concerns inclusive of fairness
and inclusiveness

Feedback + control
Weigh situational stakes & error risk

“In some situations, AI errors and
failure are inconvenient, but in others,
they could have severe
consequences…errors in AI-suggested
email responses have very different
stakes than errors related to
autonomous vehicle handling” [1,
p. 106]

Situational stakes & error risk is a
new concept to usability/user
experience/intuitive interaction. This
would suggest a new measurement
item: Does the system correctly
weigh situational stakes & error risk?

Feedback + control
Provide paths forward from failure

“Your primary goal in these fail states
should be to prevent undue harm to the
user and help them move forward with
their task” [1, p. 114]

This would suggest new measurement
items: (1)
Does the system provide a path
forward after failure? (2) Does the
system prevent undue harm after
failure?
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Table 3. Proposed measurement items

Section/concept Relevant text New measurement item

Mental models
Fail gracefully

“The first time the system fails to meet
expectations, the user will likely be
disappointed. However, if the mental
model includes the idea that the system
learns over time…then
failure…becomes an opportunity to
establish the feedback relationship” [1,
p. 51]

This would be a new measurement item
related to error management: Does the
system explain that when it fails it
learns over time through feedback?

Explainability & trust
Understanding

“In some cases, there may be no
explicit, comprehensive explanation for
the output of a complex algorithm…In
other cases, the reasoning behind a
prediction may be knowable, but
difficult to explain to users in terms
they will understand” [1, p. 61]

This would be a new measurement
item: Can the user understand the
system?

Explainability & trust
Confidence levels

“If, when, and how the system
calculates and shows confidence levels
can be critical in informing the user’s
decision making and calibrating their
trust” [1, p. 61]

This would suggest a new measurement
item:
Does the system correctly display
confidence levels?

Explainability & trust
Articulate data sources

“Every AI prediction is based on data,
so data sources have to be part of your
explanations” [1, p. 62]

This would suggest a new measurement
item:
Does the system use data sources as
part of its explanations?

Feedback + control
Easy to understand

“The question and answer choices you
provide in explicit feedback should be
easy for users to understand” [1, p. 85]

This would suggest a new measurement
item:
Is the explicit feedback mechanism
easy for users to understand?

Feedback + control
Adaptability

“For AI-driven products, there’s an
essential balance between automation
and user control. Your product won’t
be perfect for every user, every time, so
allow users to adapt the output to their
needs, edit it, or turn it off” [1, p. 94]

This would be a new measurement
item: Can the user adapt the output?

Feedback + control
Balance control & automation

“When first introducing your AI,
consider allowing users to test it out or
turn it off. Once you’ve clearly
explained the benefits, respect their
decision not to use the feature.” [1,
p. 104]

This would be a new measurement
item: Can the user turnoff an AI
feature?

Feedback + control
Failstates

“Your system can’t provide the right
answer, or any answer at all due to
inherent limitations to the system.
These could be true negatives: the ML
is correct in discerning that there’s no
available output for a given input, but
according to users, there should be” [1,
p. 104]

This would be a new measurement
item: Has the user been informed about
the system’s limitations?



Privacy, Ethics, Trust, and UX Challenges as Reflected in Google’s 595

5 Discussion

This discussion is limited to highlighting the most significant observations that can be
made from the textual analysis. There are additional insights that can be identified in
the Guidebook but because of the limited scope and length of this paper they are not
identified here. One notable example is “One of the most exciting opportunities for
AI is being able to help people make better decisions more often. The best AI-human
partnerships enable better decisions than either party couldmake on their own” [1, p. 73].
This would appear to be a new type of human computer interaction beyond usability,
user experience, and intuitive interaction, whichmight be identified as HumanComputer
Cognitive Enhancement.

The results section has analyzed the text of theGuidebook in terms of three issues, (1)
privacy, ethical, and trust issues (which are closely related), (2) novel concepts specific
to AI that do not appear in standard UX instruments, (3) new measurement items that
emerge out of the context of AI that could be integrated into existing UX instruments.

In Table 1 - Extracted Text Relating to Privacy, Ethics, and Trust - the most salient
finding is that privacy, ethics, and trust are closely related such that they should be
considered as one integrated entity. There is also a close association of privacy to security;
security is necessary but not sufficient to protect privacy. In the analysis of theGuidebook
three foci related to privacy, ethics, and trust emerged; (1) training data, (2) AI human-
like interfaces, and (3) feedback. One approach to these related issues would be the
creation of a combined instrument containing measurement items on privacy, ethics,
and trust component factors. Another possible approach would be the addition of a
privacy subscale to existing usability/user experience/intuitive interaction instruments.

In Table 2 - New Conceptual Elements Related to Usability, User Experience, and
Intuitive Interaction – the concepts described in this table are outside of the scope of
existing UX instruments. This would suggest a new UX instrument be created which
specifically addresses these concerns. As already mentioned, this could be preliminary
identified as the Human Computer Cognitive Enhancement instrument. In the comments
section of Table 2 possible measurement items for such an instrument are provided: two
examples of such items are: Does AI add unique value?, Is AI best used to automate or
augment?

In Table 3 – Proposed Measurement Items – it is conceivable that existing UX
instruments could be modified using the measurement items proposed in this table to
become more suitable for AI applications, Again, what has been presented here is only
indicative of how this may generally proceed, established procedures [16] would need
be followed in regards to instrument measurement item validation. Notably a degree of
triangulation, providing general support, for the novel usability/user experience/intuitive
interaction measurement items proposed in this paper is found in the ACM paper [12]
Guidelines forHuman-AI Interaction paper primarily authored by individuals associated
with Microsoft. Table 4 below presents some of the corresponding text.

The remainder of the discussion section focusses on the unique challenges of AI and
on the need for design in all aspects of AI related to human-computer interaction. The use
of human-like interfaces like Cortana, Alexa, or Siri which are characterized as chatbots
and “defined as tools that allow us to pursue a certain goal through a natural language
dialogue with a machine, either text-based or voice-based [17. p. 36]. As outlined in
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Table 4. New measurement items as compared to Guidelines for Human-AI Interaction [12]

Section/concept Proposed measurement item Concept from guidelines for human-AI
interaction paper [12]

Mental models
Fail gracefully

Does the system explain the that when it
fails it learns over time through feedback?

Support efficient correction. Make it easy
to edit, refine, or recover when the AI
system is wrong
[12, p. 3]

Explainability & trust
Understanding

Can the user understand the system? Make clear what the system can do. Help
the user understand what the AI system is
capable of doing. [12, p. 3]

Explainability & trust
Confidence Levels

Does the system correctly display
confidence levels?

Make clear how well the system can do
what it can do. Help the user understand
how often the AI system may make
mistakes [12, p. 3]

Explainability & trust
Articulate data sources

Does the system use data sources as part
of explanations?

Make clear why the system did what it
did. Enable the user to access an
explanation of why the AI system behaved
as it did. [12, p. 3]

Feedback + control
Easy to Understand

Is the explicit feedback mechanism easy
for users to understand?

Encourage granular feedback. Enable the
user to provide feedback indicating their
preferences during regular interaction with
the AI system

Feedback +
control
Adaptability

Can the user adapt the output? Learn from user behavior. Personalize the
user’s experience by learning from their
actions over time. [12, p. 3]

Feedback + control
Balance control & automation

Can the user turnoff an AI feature? Support efficient dismissal. Make it easy
to dismiss or ignore undesired AI system
services. [12, p. 3]

Feedback + control
failstates

Has the user been informed about the
system’s limitations?

Make clear what the system can do. Help
the user understand what the AI system is
capable of doing. [12, p. 3]

the Guidebook such chatbot interfaces can interfere with the mental models related to
the AI technology, distorting the user interaction with the AI, particularly in relation to
issues of trust.

An example of such distortion would be issues related to the disclosure of personal
information to a chatbot interface. Google recommends that the user be clearly informed
that the interface is not human, suggesting a novel measurement item in any related
instrument relating to an AI chatbot “Is the AI chatbox interface clearly identified as
not human?”. The Guidebook specifically notes, “This topic is the subject of ongoing
research, and these considerations are just a first step” [1, p. 54], indicating a need for
academic research.

Intuitive interaction is defined by Blackler as “applying existing knowledge in order
to use an interface or product easily and quickly, often without consciously realizing
exactly where that knowledge came from” [11, p. ix]. Intuitive interaction is important in
relation toAI. In theGuidebook this is highlighted, “Examples can help users understand
surprising AI results, or intuit why the AI might have behaved the way it did. These
explanations rely on human intelligence to analyze the examples and decide how much
to trust the classification.” [1, p. 70]. The use of examples is a form of metaphor, a
key component of intuitive interaction [11]. Adaptability is a component of intuitive
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interaction [18]. These factors indicate that the additional research of intuitive interaction
in relation to AI systems is warranted.

There is a strong focus in AI on design, “The User Needs + Defining Success
chapter illustrates how to design and evaluate the reward, function, which the AI uses
to optimize its output” [1, p 109]. As previously outlined, this corresponds to call for
experience design made by Hassnzahl [13]. This is also emphasized in the Seven HCI
Grand Challenges paper “In conclusion, a new code of ethics needs to be established,
pursued in three directions: ethics by design, in design, and for design (Dignam, 2018).
In this new code, user privacy should be further shielded,” [5, p 1244]. As Simon notes
“Everyone designs who devises courses of action aimed at changing existing situations
into preferred ones” [19, p. 111]. In summary, AI is designed, but design also must be
extended to privacy, ethical issues, usability, user experience, and intuitive interaction
related to AI.

Given the current limited content of the ISO definition of usability a new expanded
definition specific to AI applications may be indicated inclusive of a privacy, ethics,
and trust components. Optimally, usability/user experience/intuitive interactions would
benefit from a design process.

6 Limitations and Future Work

In this paper only a high-level overview of the potential changes to privacy, ethics,
trust, usability, user experience, and intuitive interaction relating to the emergence of AI
technology has been outlined. This limitation was amplified by the decision to report
only the most salient results because of the space limitations. Further, there was no
check on the textual and tabular analysis of the author who was the sole researcher. This
paper is limited to the AI technology as represented in the Guidebook; this may not be
representative of AI technology in general.

Futurework specifically related to privacy could include the development of a privacy
subscale that could be added to existing usability/user experience/intuitive interaction
instruments. Future work could review additional emerging AI guidelines from other AI
technology providerswith a view to identify additional factors and dynamics related toAI
technology that have not been identified in this paper and that can be related to usability,
user experience, and intuitive interaction design. As briefly mentioned in this paper
privacy, usability, user experience, and intuitive interaction are now dynamic processes
that would be open to design, future research could both identify and conceptualize
design related elements and provide normative standards.

7 Conclusion

This research has found significant privacy, ethics and trust issues in relation to training
data, AI human-like interfaces, and feedback processes found in AI systems. In addition,
novel components of UX design related to AI have been identified which could indicate
the need for a novel UX instrument specific to AI. Preliminary relevant measurement
items are proposed that could potentially be integrated into existing UX instruments. A
design process for human computer interaction with AI is proposed. Future research is



598 D. McAran

indicated in relation to the privacy, ethics, and trust issues identified in regards to AI with
a view to including measurement items and also a privacy subscale into new or existing
instruments measuring usability, user experience, intuitive interaction. Modification of
existing instruments may be indicated for privacy, ethic and trust factors specific to
AI. Privacy issues related to AI continue as a “Grand Challenge” to Human-Computer
interaction [5].
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Abstract. Artificial intelligence (AI) has made considerable progress in a variety
of fields and is suggested to do as well or better than many experts, creating great
expectations about its potential to improve decision-making.Whilemuch progress
has been made in refining the accuracy of algorithms, much remains to determine
on how these algorithms will influence decision-makers, especially in life or death
decisions such as in medicine. In such fields, human experts will remain for the
foreseeable future the ultimate decision-makers. Literature suggests that reliance
on algorithms by decision-makers may be influenced by the accuracy of algorithm
and by the information on how the algorithm reached its conclusions.

The objective of this paper is to determine the propensity to influence pathol-
ogists’ decision-making using algorithmic expertise and information on AI algo-
rithm accuracy and model interpretability. To test our hypotheses, we will con-
duct an online, quasi-experimental survey studywith 120 respondent pathologists.
Each participant will provided with a series of prostate cancer samples and asked
to assess the Gleason grade. Our hypothesis is that increasing the level of infor-
mation will lead to increased reliance in automated systems. This research will
provide insight into trust in AI: first, the extent to which pathologists trust AI
advice; second, the extent to which each type of information contributes to trust.

Keywords: Artificial intelligence · Pathology · Trust · Reliance

1 Introduction

1.1 Background

The COVID-19 pandemic has revealed the need to provide testing capacities that are
scalable and can substitute for human resources until it is safe to meet with patients
in-person. In the last few years, artificial intelligence has made great strides in the field
of pathology, however, these types of findings are limited by their inability to generalize
beyond a traditional laboratory setting.

Computers have been used for a long time in clinical practice to support image
analysis [1]. However, such tools only analyze information and there are still very few
commercial AI-driven software tools available yet for pathology [2, 3]. The limited
use of AI in the field of pathology is about to change quickly. In the last few years,
artificial intelligence has made great strides and multiple papers have tested algorithms
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that achieved significant performances in accuracy [4]. As a consequence, eighty percent
of pathologists anticipate that AI will be introduced into their pathology laboratories
within the coming decade [5].

The implementation of AI systems into medical practice will require pathologists,
solution providers and healthcare organizations to overcome significant challenges [6,
7], which have thwarted many promising medical technological innovations in the past
[8]. And beyond implementation, research within the field needs to establish whether the
alleged performance of algorithms will translate into better clinical decisions and better
health outcomes for patients and, furthermore, under what conditions these changes
would be most effective [6].

Decision makers (pathologists) will play a key role in this translation into health
outcomes.ManyAI studies compareAI algorithms to pathologists,who are blinded to the
algorithm’s results, often reaching accuracy rates very similar or better than pathologists.
But when these systems will be implemented, pathologists and AI systems are unlikely
to be competing or blinded to each other. For the foreseeable future, pathologists are
expected to retain the final say as to whether to rely on algorithms’ conclusions or not
[9]. As a result, algorithms are likely to be used as tools that augment pathologists’
skills rather than substitute them [6, 10]. This corresponds to a level of only 3 or 4 on
Parasuraman et al.’s scale of autonomy of human interaction with automation (10 being
a fully autonomous system) [2].

As a consequence, and for the foreseeable future, the impact of AI on clinical deci-
sions and health outcomes will be mediated by the behavior of pathologists and their
reliance on AI expertise. Experiments suggest that AI does indeed influence patholo-
gists’ decisions and improve clinical outcomes [9], and a survey suggests that 73.3%
of pathologists are interested or excited about integrating AI [5]. However, there is also
a societal skepticism towards AI for vital decisions related to healthcare [8, 11] and
pathologists may distrust AI expert advice and decide not to rely on it, which could
slow down the adoption of these tools [8, 11, 12]. Moreover, surveys and opinion papers
reflect an abstract opinion towards “AI”, which is often a loaded and fantasized word
and it is yet to be determined whether such beliefs translate into avoidant behaviors.
Pathologists may express optimism towards the role and impact of AI, but the question
remains whether they will rely on it to make decisions that are critical to their work and
the welfare of their patients.

While not all decision-makers will rely on AI, we anticipate that a significantwill.
Therefore, we posit that:

• H1: The presence of AI recommendations will influence decisions

Second, while automated aids are introduced with the expressed goal of reducing
human error, several studies showed that that their use does not automatically lead
to human error reduction, but instead often bring new types of errors, which may be
summarized under the labels of complacency (overreliance, that is, non-vigilance about
machine states) and bias (“tendency to ascribe greater power and authority to automated
aids than to other sources of advice.”) [13]When decision aids are imperfect, automation
bias drives both omission, which “occur when operators do not take an appropriate
action, despite non automated indications of problems because they were not informed
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on an imminent system failure or problem by an automated decision aid”, [14] and
commission errors “that occur when people incorrectly follow an automated directive or
recommendation, because they do not verify it against other available information, or in
spite of contraindications from other sources of information of which they are aware.”
[14] Both complacency and bias are observed for either novices and expert machine
operators, and cannot be attributed to lack of knowledge or skill [13].

For instance, in an experiment, [14] automated aids enhanced performance in amulti-
task environment when the aid provided accurate feedback but when the aid provided
inaccurate feedback (e.g. it missed a system event), participants in the non-automated
condition performed much better than participants in the automated condition on these
same events.

People may blindly trust technology and that complacency may induce excessive
reliance on decision support systems [15]. Physicians have also been proved to rely on
beliefs rather than actual data when provided with AI advice [16]. As a consequence,
we posit that:

H2: Participants will make more wrong decisions with wrong AI recommendations than
without.

Beyond the effect of the presence of AI recommendations, a mature stream of
research has investigated the antecedents of reliance on automated systems, to which
artificial intelligence systems belong [17, 18]. This stream of research highlights that
trust in the automated system is a key determinant of reliance and use of the system
- “People tend to rely on automation they trust and tend to reject automation they do
not” [18]. Decision makers may be more likely to rely on AI when the task is complex
10,17, since it helps process information and problem solve.17 But decision makers
may struggle to switch from concrete data to objective data provided by the automatized
machines. Zuboff identified a “crisis of trust” meaning the lack of trust of operators
in automatized machines is driven by two main factors.18 First, the lack of intellective
skills to understand the significance of data, whichwere removed from the action context
while they used to rely on data related to their direct experience in the action-centered
world. Second, the ambiguity of action i.e. the feeling about the real effects using the
machine. Therefore, operators expressed a feeling of “losing touch with reality” and
important contextual information.

Experience and knowledge about AI play a role in building that trust. Information
about performance is the key factor in generating trust in machines but real conditions
testing may not be available for new or updated systems where real conditions cannot be
replicated in a lab. Other kinds of information have been shown to influence decision-
makers’ trust. In this study, we focus on two key pieces of information: the accuracy of
the AI and the transparency about its inner working and logic.

1.2 Algorithm Accuracy

Research suggests that information about performance is the key factor in generating
trust in machines [19]. Specifically, providing confidence level helps users adjust their
level of trust towards a decision aid system [17]. Disclosing accuracy rate estimates with
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predictions of AI tools may thus help pathologists build trust in the tools’ results [11].
As a result, we posit that:

H3: pathologists will rely more on an AI associated with higher accuracy.

1.3 Model Interpretability

Researchers and surveys of decision-makers suggest that even highly accurate algorithms
could face adoption challenges if AI remains a black box [20]. The opacity of AI tools
and their “black box” nature may thus impede adoption [11].Model interpretability (or
explainability) means, for the user, the ability to understand how the algorithm works
and how it reaches its conclusions [6]. Multiple studies have confirmed that transparent
automation systems are associated with greater trust [17, 18] and lack of interpretability
in AI conclusions is a primary concern when implementing AI technology [15]. It has
been argued that machines should be as comprehensible and transparent as possible [21],
to the extent that more simple systems may lead to more trust and reliance than more
efficient but more complex systems [18]. As a consequence, we posit:

H4: pathologists will rely more on an AI associated with more model interpretability

Finally,weposit thatmodel interpretability and algorithmaccuracyhave a cumulative
effect. Therefore:

H5a: pathologists will rely more on an AI associated with more model interpretability
and algorithm accuracy than on an AI associated with model interpretability alone
H5b: pathologists will rely more on an AI associated with more model interpretability
and algorithm accuracy than on an AI associated with algorithm accuracy alone

In this study, we investigate the hypotheses above to answer the following research
question: to what extent does AI model interpretability and decision accuracy influence
reliance on AI by pathologists? To test these hypotheses, we will conduct an online
survey of pathologists who will assess the Gleason grade for a series of prostate images.

2 Methodology

In this study, we focus on pathologists, some of the most highly trained professionals,
performing a decision that is routine but also critical to patient outcomes: assessing
prostate cancers.

A review of the pathological tasks was conducted to identify an adequate task meet-
ing the following requirements: 1) can be completed by most pathologists via an online
survey 2) shows potential for improvements in future applications of AI; 3) is ambiguous
enough so that variance between pathologists can be expected; 4) is an important task
with significant clinical implications; 5) can be performed quickly. The Gleason grading
system was identified as an assessment that a large proportion of pathologists are famil-
iar with; it is performed relatively quickly and it often defines key outcomes that lead
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to important clinical decisions for patients with prostate cancer diagnoses. Furthermore,
previous pathologist assessments of prostate cancer have shown significant heterogene-
ity with low-moderate agreement scores, ranging from 47%–70% [22] suggesting an
opportunity for the implementation of machine learning tools to improve accuracy.

An online experimentwill be developed via the online survey platform,QualtricsTM.
120 participants will be recruited from medical associations and social media groups to
review a series of biopsy sample images and assess the Gleason grade of prostate biopsy
samples. Eligible participants will include practicing or retired pathologists as well as
pathology students, residents and fellows with adequate knowledge to assign a Gleason
Grade. The research team.

Prostate biopsy samples will be provided by The Radboud University Medical Cen-
ter and Karolinska Institutet as part of the 2020 Prostate cANcer graDe Assessment
(PANDA) Challenge, which made public around 11,000 whole-slide images to explore
the potential of automated deep learning systems in pathology [29]. Samples from both
datasets were scored by 3 experienced pathologists with a subspecialty in urological
pathology to determine the consensus Gleason scores used for the study [30]. For the
study, theAI advicewill be expressed as a result of algorithmic processes, but these scores
were based on these predetermined ground truths. By using deception, it is possible to
measure reliance on AI advice based on decision accuracy, which will be computed
as the number of cases where respondents made the same decision as the true score.
Respondents will be told that recommendations come from an algorithm.

Transparency will be operationalized as a brief summary in lay terms of the steps
followed by the algorithm model to reach its conclusion. These functional steps were
extracted from previous studies of automated Gleason grading tools [4, 23] and revised
by a team of researchers to improve readability and ensure that it is accessible to most
pathologists. The algorithm accuracy will be expressed as the accuracy rate (70%) rel-
ative to typical pathologist agreement (61%) based on a previously developed experi-
mental deep learning system (DLS) used for whole-slide image Gleason scoring [22,
24]. Participants will be instructed to review the prostate sample image and read any
additional information provided before recording their own clinical decision.

The research design is a 2×2 between subjects, quasi-experimental design, as
illustrated in Table 1 below.

Table 1. Experimental conditions

No model interpretability Model interpretability

System accuracy Condition 2. Accuracy
No interpretability

Condition 4. Both accuracy and
interpretability

No system accuracy Condition 1. Neither accuracy nor
interpretability

Condition 3. No accuracy
interpretability

All participants will answer 6 questions without any aid in order to assess their
performance. For the remaining 6 questions, participants will be assigned to one of the
four conditions:
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Condition 1: Participants will received a Gleason grade recommendation that they will
be told comes from an “AI” system, with no further information.
Condition 2: Participants will received a Gleason grade recommendation that they will
be told comes from an “AI” system. They will be provided with a rate of accuracy for
the AI system, which will be compelling compared to typical human error rates.
Condition 3: Participants will received a Gleason grade recommendation that they will
be told comes from an “AI” system. They will be provided with information to provide
transparency on how the AI proceeded to reach its recommendation.
Condition 4: Participants will received a Gleason grade recommendation that they will
be told comes from an “AI” system. They will be provided with both the accuracy rate
and the transparency information.

There will be 30 respondents per condition.
Within each image batch will consist of three samples from Groups 2 and 3 and one

sample from Group 1, 4 or 5. Grades 2 and 3 require additional analysis of proportions
of patterns 3 and 4 [25], which represent the most common cancer grades according to
previous studies [26]. The order of the items within each batch will also be randomized.

Finally, in all conditions, some of the expert advice provided will be “correct” and
some will be “incorrect”. The correctness will be determined based on well established
pre coded training databases.

Upon completing theGleasongradingquestions, the participantswill fill out a follow-
up questionnaire and standard demographics formmeasuring age, gender, location, type
of organization where they work, position and discipline. Level of trust in AI advice,
perceived efficacy of diagnostic AI tools and overall confidence in assessing Gleason
Grades will be measured on a 5-point likert scale. Upon completing the survey, all
participants will receive a debrief form explaining the use of deception and a summary
of their answers to allow for constructive reflection.

One of the key challenges in this project will be the recruitment of pathologists to act
as respondents. Pathologists are a relatively small population of busy, highly paid profes-
sionals who, like other physicians, often get solicited to participate in research studies.
To improve our chances of recruiting enough respondents, all included participants will
receive a $20 gift card.

3 Conclusions

This study is a step towards understanding the impact of AI on professionals’ decision.
AI holds promises of giant progress but for critical decisions, its impact will be medi-
ated by professionals. Beyond healthcare, this project could lead to applications with
professionals and organizations interested in developing AI tools. These findings will
help assess reliance on AI and some factors leading to reliance that could be applicate to
various settings. It is crucial to focus on the interaction between operators and systems
in healthcare and in non-medical contexts to help organizations achieve the full potential
of AI.

It is also important to acknowledge the role and responsibility of humans and to put
the human back in the center of decision-making. For all its potential and “intelligence”,
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AI remains a tool that will be put in the hands of professionals. Taking these professionals
into account and ensuring that they are in the position to take the best decisions, rather
than stacking them in competition with AI, should be fundamental to practitioners,
developers, implementers and regulators alike.
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Abstract. Due to the pandemic of 2020, many teaching and research institutions
are confrontedwith extraordinaryworking conditions. In order to enable empirical
data collection under these special circumstances, teachers and scientists need to
respond flexibly and new concepts need to be developed. This paper deals with the
challenges that arise in day-to-day teaching and provides different approaches to
meet these challenges. It covers quantitative surveys, remote UX-testing methods
as an alternative to eye tracking studies in the lab, as well as face-to-face user
experience testings under strict hygiene measures.
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1 Relevance

Providing the customer with the best offers, the best platform or the best type of com-
munication is key to success. The identification of their needs is essential within this
context. In order to create the optimal framework for the customers, it is important to
fully understand their specific behavior and needs. Who are my customers? What do
they want and what do they expect from me as a provider? What is the best way to get
in touch with them and how can they find their way along my platforms? These are the
central questions that need to be addressed.

Surveys, interviews or user experience (UX) testings enable us to find answers to
these questions. But what could we do if we can no longer talk to our customers in person
and the usual UX testings are no longer possible?

Empirical data collectionmust not be neglected in times of contact restrictions during
the corona pandemic of 2020/21. Customers continue to evolve, understanding of wishes
and personalized user interaction remain essential. In addition, the importance of online
presence increased dramatically, which is why an investigation of the user experience
has now become even more important.

The critical challenge we had to cope with as professors and teachers at Offenburg
University was a large number of marketing students who were faced with the challenge
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of continuing their work and projects, so research could not remain a deadlock. This
paper presents practical examples of data collection in the framework of surveys and
UX testings to master health critical situations.

2 Quantitative Marketing Research – A Case Study

As part of the lectures “Quantitative Methods in Marketing” and “Consumer Behavior
andMarketing Research”, students of the bachelor’s program in business administration
conducted a quantitative online survey during the summer term of 2020, a time period
which was in many ways highly affected by the Corona virus.

The marketing research project took place in cooperation with an industry partner
who was in the process of developing a new product and wanted to use market re-search
techniques to achieve a better understanding of consumer preference structures.

The project enabled the students to gain practical insights into the systematic phases
of the marketing research process (see Fig. 1) [2], even under strict conditions. The
individual phases of the project with further information on how the students adjusted
to the Covid 19-guidelines are described in more detail below.

Phase 1: 
Problem 

Defini on

Phase 2: 
Data Collec on

Phase 3: 
Data Analysis

Phase 4: 
Communica on

Fig. 1. Phases of the marketing research process based on Meffert et al. [2]

Phase 1: Briefing and Problem Definition
The clear formulation of the marketing problem is an important prerequisite for deter-
mining the data collection requirements [2]. Therefore, the project started with a briefing
by the decisionmakers of the cooperating company on the objectives and requirements of
the study. In order to avoid physical contact, the meeting was held in a videoconference
using the software Zoom.

The marketing problem was determined in reference to new product development
plans of the industry partner. The company’s main objective was to determine consumer
preferences for a variety of product alternatives which differed in terms of:

• price
• benefits for the consumer
• benefits for the environment (for each sold product a contribution would be made to
an ecological project e. g. tree planting, ocean plastics cleanup or local environmental
protection measurements).

The central question was: “Which product attributes influence the preference of
potential buyers the most? Is it the price, the consumer benefits or the contribution to
environmental projects?”
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In addition, the question arose as to whether intergenerational preference differences
occur: “Do Generation Z (up to 20 years), Generation Y (20–40 years), and the ‘Silver
Surfer’ generation (50+) evaluate product features differently?”.

With the defined research questions at hand the following stages of planning and
designing data collection started.

Phase 2: Data Collection
In the second phase of a marketing research process data needs to be collected in order
to find an answer to the central research questions. The researchers determine which
tools of secondary or primary research are suitable, conceptualize the research design
and gather data.

Research Method: In order to answer the central research questions, a survey was
conducted in the target group (primary research). The students decided to use an online
survey as a method for data collection rather than a personal interview. This method has
the advantage of being implemented at low cost, allowing respondents to be contacted
quickly, achieving a high reach, and enabling automated data compilation [2]. In view of
the Corona situation another advantage is that these surveys can be conducted without
direct contact. However, this has the consequence that the response situation could not
be controlled.

After reviewing a wide range of online questionnaire tools, it was decided to use
the software LimeSurvey [1] for conducting the survey. LimeSurvey is a free online
survey applicationwhichmakes it possible to develop and publish online surveyswithout
programming knowledge. The tool offers a comprehensive package of functions that
also meet scientific requirements. A particular advantage is that data privacy can be
guaranteed since the software and the surveys are provided on your own server.

Research Design: During the survey design the students dealt with different types of
scales and question formulations. The survey comprised a total of 15 questions, five
of which were about the participants’ general interests, environmental awareness and
media consumption, one ranking question about the product variants and nine questions
about the socio-demographic features of the respondents.

The ranking question had the highest priority for the central research objective.
The participants were asked to rank eight product variants which were specified by the
characteristics of different attributes, combined in various ways. Due to a confidentiality
agreement details on the product cannot be shared but Table 1 shows an exemplary
overview of the product variants and their specifications:

The participants were asked to sort the variants per drag and drop in a ranking
according to their preferences, with the highest-ranking item at the top.

Research Scope: The cooperating company provided an e-mail address database of
approximately 180,000 e-mail addresses of people belonging to the target group. The
e-mail addresses were segmented into three groups according to their age: Generation Z
(up to 20 years), GenerationY (20–40 years) and ‘Silver Surfer’ (50+). The specifications
of the product characteristics in the ranking question were formulated differently for the
various generations (Z, Y and Silver Surfer), all other questions were the same for all
groups.



Empirical Research as a Challenge in Day-to-Day Teaching 611

Table 1. An exemplary overview of the product variants and their specifications

Specifications

Price Consumer benefit Environmental benefit

Product variant 1 10 e Benefit X Planting a tree

Product variant 2 15 e Benefit X Planting a tree

Product variant 3 10 e Benefit Y Planting a tree

Product variant 4 15 e Benefit Y Planting a tree

Product variant 5 10 e Benefit X Ocean cleanup

Product variant 6 15 e Benefit X Ocean cleanup

Product variant 7 10 e Benefit Y Ocean cleanup

Product variant 8 15 e Benefit Y Ocean cleanup

The mailing of the invitation to participate was managed by the industry partner.
Students provided the subject line, the text and the link to the survey. To achieve the
highest possible response rate a prize was raffled among the respondents.

A total of 2066 people took part in the survey, 201 of whom belonged to the “Gener-
ation Z” age group, 275 to the “Generation Y” age group and 1590 to the “Silver Surfer”
age group.

Phase 3: Data Analysis
The results of the survey were analyzed using the SPSS statistical and analysis software.
For this purpose, the data was first exported from LimeSurvey and imported into SPSS.
During this process it was noted that the results of the ranking question were mapped
differently in LimeSurvey than in SPSS: In SPSS, the product variants are mapped as
variables and the assigned values correspond to the rank number whereas in LimeSurvey
the rank number is mapped as a variable. Therefore, an intermediate step was necessary
before the data could be analyzed with a conjoint analysis.

Conjoint analyses are primarily used in the market launch of products. Its most
important goal is to determine the influence of individual product characteristics on
the emergence of an overall preference in order to better assess buyers’ preferences for
alternative product concepts [3].

As described above, a controlled set of potential products was shown to the par-
ticipants in the ranking question. A conjoint analysis was used to determine how the
individual elements making up the product (in this case: price, consumer benefit and
environmental benefit) are evaluated by the consumer.

The data analysis showed that the price was the attribute with the highest influence
on consumer preferences.

Phase 4: Communication
In the final phase, the students prepared the results and presented them to the decision
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makers of the cooperation company within a video conference. The students interpreted
the figures and used them to draw up valuable recommendations for upcoming decisions.

Conclusion: Students were perfectly able to gain practical empirical research expe-
rience with primary marketing research methods via online teaching. The large e-mail
address database of the industry partner, as well as the survey software LimeSurvey, and
the analysis tool SPSS enabled the collection and analysis of relevant marketing data,
as well as the creation of decision-oriented recommendations.

3 User Experience Testing by Using Customer Experience Tracking

In addition to extensive surveys, empirical studies in the field of user experience were
also realized. At the beginning of the contact restrictions, no testing could take place
in the Customer Experience Tracking Laboratory of the Offenburg University, which is
why all studies were conducted online until the laboratory was reopened. The challenge
was to replace common modules such as eye tracking in a meaningful way in order
to guarantee the preservation of nearly equivalent data. For this reason, we used our
proven Customer Experience method, which includes a number of additional modules
that provide information besides the eye tracking data and, in general, the interactionwith
a digital application. These are measurement tools such as facial expression analysis,
Think Aloud and qualitative questionnaires as well as other options like mouse tracking
[4, 5].

The Customer Experience Tracking (CXT) procedure (see Fig. 2) is a multi-stage,
modular and scalable procedure for investigating the usability of interactive systems,
applications and products, which was developed at the Offenburg University. [4] It is
based on themeasurement procedure for user experience, but differs from commonways
of procedure implementation. Although the components heuristic evaluation, usability
test and questionnaire form the basis for the measurement procedure, the approach
changes in the selection of the used methods. Significant in the composition is the
orientation and thus the focus of the procedure on the emotions triggered by the various
stimuli [6].

As a result of many previous investigations of applications in e-commerce using
the CXT method, it has been validated and can be safely used for the optimization of
applications of any kind. In doing so, the CXT laboratory uses various survey methods,
such as eye tracking, facial expression analysis, Think Aloud and questionnaires and
data entry reports to develop targeted recommendations for action [4].

Kick off Meeting: Fundamental for the kick off meeting is the specification of the
research objectives, which includes the definition of the problem, the research framework
and the target group. The first meeting provides communication and an essential basis
and starting point for a goal-oriented investigation [7].

Expert Evaluation: Expert evaluation is the first step in the analysis of an interactive
system, application or product. During the expert evaluation, weak points or irritations
are identified and potential factors are explored that could influence the user experience
negatively [4].
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Fig. 2. CXT procedure

Preparation of the Testing: Following the expert evaluation, the upcoming testing has
to be planned and organized. This includes the selection and preparation of the CXT
modules (see Fig. 3), the definition of the tasks, i.e. the tasks that a participant has to
perform in the course of the testing and which are developed on the basis of the expert
evaluation, and the acquisition of the participants, which is oriented toward the target
group [4, 7].

Testing, Analysis and Presentation of Results: As soon as the preparation of the test-
ing has been completed and the appointments have been made, the testing can be carried
out. During this time, the participant is observed by the test leader, which ensures that
issues can be addressed. After the testing has been completed, the data is evaluated and
analyzed and made available to the client as documentation and recommendations for
action as part of the presentation of the results [4].

As mentioned above the following modules or measuring instruments can be used
as part of the CXT procedure.

Eye Tracking: In the context of the CXT, eye tracking is considered the central mea-
suring instrument for determining irritations and user behavior. The eye tracking system
enables the measurement of the gaze course by means of four cameras and infrared
technology. As a result, it is not necessary to wire the persons to the technology, so that
the measurement can run unnoticed and motionless. Eye movements are recorded in real
time in the form of fixation points and saccades as well as changes in pupil diameter,
which is an additional indicator of emotional activation [4].

Facial Expression Analysis: Facial expressions are considered an essential instrument
for the expression of emotions and attitudes and occur simultaneously with emotion [8].
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Fig. 3. CXT modules

Due to the 43 muscles in the human face, an exact and versatile reproduction of the
emotions is possible [9] - an expression of emotions.

By means of a webcam, the participants can be recorded and the data subsequently
analyzed and evaluated, independently and unnoticed by the participant [10]. During the
recording and analysis, the six basic emotions according to EKMAN, joy, anger, disgust,
surprise, fear and sadness [11], are recognized and assigned with the help of EmFACS,
EKMAN’s classification. EmFACS is a modification of the scheme for classification
called FACS, with the difference in the number of expressions in the face (action units)
used for analysis [12] (Fig. 4).

Fig. 4. Basic emotions in facial expression analysis (Ekman/Friesen, 1977)

Think Aloud: Important for studies using the CXT method is the “thinking aloud” of
the participants, who are supposed to actively comment on the tasks while completing
them. The method can be divided into two types - the Retrospective Think Aloud (RTA),
where the questioning and the comments take place after the completion of the execution,
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i.e. retrospectively, and the Concurrent Think Aloud (CTA), which takes place during
the investigation and is mainly used for user experience testings. The advantage of the
concurrent variant is the recording of natural behavior and the expression of irritation at
the time of occurrence [13].

Questionnaire and Interview: In order to capture a holistic view of the customer
experience and the user experience, the questionnaire and interview serve to capture the
expectations and emotions of the participants before and after use. In the analysis phase,
the results are then compared, allowing to identify differences that can be attributed to
the usage and experience with the product. In addition to specifically created question-
naires, the online platform AttrakDiff is used for this purpose. AttrakDiff is an online
tool (INTERFACE DESIGN GmbH) and was developed for interactive applications to
investigate the perceived pragmatic, hedonic quality and attractiveness [14].

3.1 User Experience Testings Performed Online

Due to the Corona pandemic, the CXT lab at Offenburg University of Applied Sciences
was forced to close. Already plannedUX studies could no longer take place on site, so the
testings were conducted online, in our case via Zoom. Cancelling the studies altogether
was out of the question due to the need for research. Final papers, study projects and
lectures are fundamental to ensure the educational purposes.

As a result of the decision to conduct user experience testings online, both the CXT
process and the available modules were considered closely. Important for ensuring a
beneficial examination, the focus had to be slightly shifted.

The CXT procedure itself was not adapted; only the expert evaluation became more
prominent. Since bias effects and other types of influence were now more likely as a
result of the online implementation, the system had to be checked for irritations by
the students themselves with a high standard of accuracy. Depending on the research
objective, expert evaluation may nevertheless play a lesser role and only serve as a basis
for creating the tasks and orientation. In this case it is essential to obtain beneficial
results.

Furthermore, not all modules can be used in online testing. Eye tracking and the
facial expression analysis via software have to be used locally, so that the choice of the
correct modules and their adaptation is decisive.

Therefore, essential for online testings, besides expert evaluation, is the information
that is verbally communicated by the participant. Think Aloud also provides significant
insights into the participant’s thoughts, feelings and opinions while offline. In addition,
the focus of this type of research is on the interview. During the interview additional
insights are gained, details are collected, and behavior and feelings are explored in detail.

Within an interview,moreover, information canbeobtained that provides information
about the gaze pattern and thus the perception of the test object. Of course, no definitive
statements can be made, but specific questions allow a rough assessment of the gaze
behavior. At the beginning of an interview it can be helpful to ask what the person
remembers (information about memories or what was noticed always immediately after
testing), in order to determine what was “seen”. On the other hand, it is also possible to
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ask directly about certain images, functions, buttons or the like, if they are relevant to
the research objective, in order to check their perception and thus positioning.

In addition, the analysis of facial expressions can be used to capture emotions. Here
it is necessary to switch on the camera of the test person and in the best case to have the
permission to record the testing in order to do a following analysis as accurate as possible.
It should be noted that the quality of the analysis in this case may be more difficult and
depends significantly on the quality of the camera images. In addition, a briefing of
the investigator, in this case students, is an essential requirement. We conducted a brief
“training” in advance on the most important and significant action units to guarantee the
effectiveness of the investigation.

One aspect that needs modification, and is essential in UX testings that involve
recording video and audio, is to clarify and ensure consent and privacy. In offline testings,
a privacy statement is presented to the participant prior to the testing, which is then signed
by the participant. In online testings,wedecided to sendprivacy statements to test persons
as part of the appointment clarification process and ask for written confirmation in order
to have the students’ assurance. Moreover, participants are asked for consent again at
the beginning of the Zoom meeting and asked to repeat their consent after the recording
has been started. Thus, both written and verbal data have been recorded. The recordings
can also be saved on the student’s own computer and used for analysis and evaluation.

3.2 User Experience Testings Performed Offline During a Pandemic

In the summer of 2020, we were given the permission to open the UX Lab at Offenburg
University. This required compliance with current hygiene regulations, which is why the
organization and implementation of testings was adjusted. In contrast to online testing,
all modules of the CXT laboratory can be used without restrictions.

First and foremost, the disinfection of hands and any surfaces must be assured.
Here, in addition to a disinfection dispenser at the building entrance, a possibility for
disinfection is provided before entering the room. To ensure that these are also utilized,
the test person is picked up by the laboratory staff. Between each participant, the objects
touched (mouse, back of chair and keyboard, if applicable) and the table surface are
disinfected.

Additionally, testing sessions are now scheduledwith longer time intervals so that test
subjects do not cross paths, the room is aired properly, and, as in our case, the keyboard
is exchanged. This requires scheduling generous time buffers between appointments and
means a comparatively slower pace of testing.

To ensure increased safety and also due to current regulations, thewearingof amouth-
nose protection is mandatory. For the protection of the testing supervisor (student), this
protection is not removed during the testing. In addition, the test leader accompanies the
testing in the same room, but at a distance of 2–3 m from the participant and only with
an open window to ensure air circulation.

After the test, it is no longer possible to analyze and evaluate the data on site, which
is why the data is exported immediately afterwards and passed on to the student. For a
correct evaluation, a specific briefing of the student is already carried out in advance, in
which the criteria, process steps and advices to be followed are given.
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To sum up, although the current situation has made the organization of a test more
extensive and the scheduling more detailed, it has not made its implementation impos-
sible. Despite minor restrictions, such as the wearing of a mouth-nose protection or the
indispensable disinfection, no disadvantages affecting the previous examinations have
been identified.

4 Final Evaluation and Recommendation

The pandemic teaching situation has challenged all of us. It has been important forOffen-
burg University to ensure its practical research workshops and teaching can continue,
which is why it was mandatory to adapt quickly to the new framework conditions.

Indeed, many hurdles arise for students and staff, such as the fact that not all students
have a computer with a camera and microphone, or that there is a poor internet connec-
tion and thus an insecure basis for online examinations and lectures. However, reliable
technical solutions were found so that final papers, student projects, and research papers
are successfully submitted.

The findings show that surveys can be conducted online using suitable tools such as
LimeSurvey and that effective data collection is achievable in order to overcome health
critical situations where no physical contact is possible. Moreover, even UX testing
can be implemented with minor modifications, so that studies can also be performed
alternatively online in the future, of course always depending on the research objective.
Applying this research procedure with specific technical and methodical modifications,
projects can be realized, which in other cases had to be rejected e.g. due to lack of
capacity or wide distances between research object and researcher.

In conclusion, the pandemic has put us as a lab in a predicament, but we have
discovered andmade use of new innovativeways for us tomaintain research and teaching
ongoing.
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Abstract. Grounded in the user experience driven innovation (UXDI) framework,
we designed and developed a chatbot, ERIN, to help college students with finding
resources about sensitive issues such as mental health and Title IX. ERIN was
designed to be accessed via different devices. Throughout the design process, the
analysis of user interviews suggested that the service experience of the chatbot
and its adoption may strongly be influenced by the medium through which it is
accessed. To test this possibility, we conducted an experiment comparing user
reactions to the chatbot using two different devices: laptop and smart phone.
The preliminary results showed that user experience of the chatbot was almost
significantly better in the mobile group and people in that group were almost
significantly more likely to adopt the chatbot. These results and their implications
are discussed.

Keywords: Empathetic chatbot · Chatbot adoption · Chatbot design · Chatbot
medium

1 Introduction

Conversational user interfaces (UI) such as chatbots are becoming increasingly popular
because they offer users an intuitive way to interact with often a large ecosystem of smart
and connected technologies [4]. Human-chatbot interaction allows users to complete a
task (e.g., complete a form or request for a service) as if they were talking to a human
actor [19]. More and more companies across industries (e.g., Royal Bank of Scotland,
Disney, and Domino’s to name a few) utilize chatbots to provide a more engaging and
interactive service experiences for their customers [19].

Chatbots can be particularly useful when users seek anonymity. Users feel more
comfortable sharing personal issues (such as sexual harassment) with a chatbot because
they feel embarrassed and ashamed, or fear judgement from people [13, 14]. Users,
especially teenagers, believe that bots will not reveal their secrets when shared [14]. In
such circumstances, empathetic conversational UIs allow users to interact with chatbots
by accessing the needed resources or information without having to face another person.
Hence, these chatbots can provide users with the anonymity and privacy they desire.

Using the user experience driven innovation (UXDI) framework [8], in this study, we
designed and developed such a chatbot. Our chatbot, ERIN, is designed to help college
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students to find resources about sensitive issues such as mental health and Title IX [21].
The latter often leads to experiencing serious mental health issues such as anxiety and
depression, which form the top two mental health illnesses in American young adults. If
not properly addressed anxiety and depression can lead to serious health concerns such
as suicidal thoughts or actions. In the US, suicide is the second leading cause of death
among young adults [17].

Because mental health issues and Title IX cases have been increasing across all
college campuses in United States [22], a chatbot like ERIN could serve as a useful tool
for Student Development and Counselling Centers in universities to expand their reach
and serve a broader population of students [20].

In this paper, we discuss ERIN’s iterative design process based on UXDI framework
[8]. One main objective of this project is to explore the influence of medium on ERIN’s
user experience (UX). People tend to prefer to use desktop and laptop computers to
communicate confidential information but for short messaging services they tend to
prefer mobile technologies (e.g. mobile phones and tablets) [5]. The ERIN chatbot uses
a conversational UI to communicate typically short sensitive information. Hence it is
important to investigate user reactions to this chatbot when accessed via laptop and
mobile phones. Another objective of the study is to examine whether and how users’
reactions to the chatbot could impact their intention to adopt it.

2 Background

Using chatbots to provide information about available mental health resources offers the
opportunity to respond to many people who seek help simultaneously anytime they need
help [7]. For such chatbots, it is essential to use natural empathetic (human-like) conver-
sational scripts to communicate with their users [15, 19]. The empathetic design of such
a chatbot can reduce the possibility of aggravating a user’s already existing heightened
negative emotions. While reducing cognitive effort is generally an accepted design prin-
cipal, a recent eye tracking study shows that minimizing cognitive effort can particularly
be important for decision tools that deal with sensitive and emotion-laden issues. For
example, reduced cognitive effort (operationalized as improved navigation experience)
resulted in significantly better engagement (improved fixation to visit ratios) with the
provided online material [9]. Although humans are naturally better than machines in
exhibiting empathy when sensitive issues are communicated, machines are typically
better in satisfying users’ need for anonymity. Fear of embarrassment and being judged
by others when sharing sensitive information often lead to a great need for anonymity
[13, 14]. Therefore, it is important for a chatbot that provides sensitive information (e.g.
mental health resources and/or resources for victims of sexual harassment) to offer its
users both empathy and anonymity [18].

To design and develop our empathetic chatbot, we used the UX driven innovation
(UXDI) framework, which highlights the centrality of UX in designing novel products
and services [8]. This framework requires a development project to start by gaining a
deep understating about the target users and their needs. We achieved this objective by
developing proto and research-based personas [12]. Personas refer to vivid representa-
tions of user groups revealing their explicit and tacit needs. Personas are used by the
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development team to discuss design issues, set design priorities, and make informed
design decisions. Proto-persona development is a process in which the key stakeholders
of the design process brainstorm the needs, goals, frustrations, and other critical aspects
of the users. Proto-personas are then often verified using research-based personas to
detect gaps and or identify further opportunities for innovation [12].

The UXDI framework also requires an iterative process for developing and testing
prototypes to improve theUXof a product/service. Ultimately, the goal of any innovation
is to achieve market success, i.e., achieving target users’ acceptance and adoption of the
product/service [8].

One of the most prominent models to evaluate adoption behavior of a product is
the Technology Acceptance Model (TAM) [6]. According to TAM, a user’s technology
acceptance behavior (BI) is influenced by the degree to which the user finds the technol-
ogy easy to use and useful. A recent study [11] suggests that BI may also be impacted
by the perception of task effort indirectly through its impact on users’ perception of
usability. Therefore, we will use these two models to explore adoption behavior for the
chatbot in our study. Type of device (medium) may also have an impact on adoption
behavior as people tend to favor different types of devices to perform different types
of activities. For example, research shows that desktop and laptop is typically preferred
for sharing confidential information while tablet and smartphone is often preferred for
short messaging [5]. Therefore, we will also explore to see whether device type (laptop
vs. mobile phone) has an impact on user experience of ERIN.

3 Designing and Developing ERIN Chatbot

3.1 Step 1: Key Informant Interviews

Using the UXDI framework [8], interviews with two key informants were conducted
to identify and assess the need for a chatbot that can provide resources for sensitive
issues, such as sexual harassment, gender discrimination, and/or mental health issues
for college students. These interviews revealed that developing such a chatbot would be
useful to students (especially undergraduate students) because it can cue a stronger sense
of anonymity and privacy. The interviews also emphasized the need for an empathetic
look and feel for the UI. This is because ERIN is intended to be used for addressing
sensitive issues and hence its users are likely to experience heightened negative emotions
when they are interacting with the chatbot.

The interviews with key informants also provided insight for developing proto
personas, which are essential in designing successful products and services [8, 12].

The conversational scripts for this chatbot were initially developed using training
manuals for Student Support Network program at a North Eastern university. These
scripts, which were designed to address the need of the developed personas, were then
reviewed and refined by an expert, a counselor who provides mental health services for
university students [20]. Figure 1 provides the snapshot of the initial prototype that was
developed based on key informant interviews.
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Fig. 1. Look and Feel of Chatbot 1.0.0 Design

3.2 Step 2: User Study

The insight obtained from key informant interviews were tested via user interviews with
15 undergraduate students. Open-ended questions were used to verify user needs and
preferences. The analysis of these open-ended questions verified the developed personas
and confirmed students’ need and preference for a chatbot that can anonymously and
privately provide them with information/resources for handling sensitive cases.

Unstructured user interviews were also used to solicit user feedback and reactions to
the chatbot design in Fig. 1. User interviews revealed preference for an intuitive chatbot
interface, a UI similar to those in text messaging applications. User interviews also
revealed preference for simple (minimalistic) and clean design for ERIN. Participants
seemed to find the light blue (pastel) colors to provide a calming and welcoming look
and feel for the chatbot.

Next, each participant was given 4 different scenarios randomly selected from a
predefined set of 8 scenarios outlining a stressful situation such as experiencing anxiety
and depression due to receiving a bad grade. The scenarios were developed based on key
informant reflecting top major issues for which students seek consoling at universities.

After reading the scenario, participants were asked to assume that they have discov-
ered a chatbot provided by their university to help them find resources for dealing with
stressful situations. Showing them the prototype design in Fig. 1, the participants were
instructed to walk the experimenter through the conversation that they would have with
the chatbot and the responses they would expect to receive back from the chatbot. This
think-out-loud methodology not only provided feedback about user expectations of the
chatbot but also provided user utterances which were used to improve human-chatbot
interaction.

3.3 Step 3: Prototype Implementation

Feedback and preferences captured from user interviews were used to design the next
version of the chatbot, which incorporated design decisions (e.g., larger font size, fore-
ground/background contrast, a more pronounced border design and chatbot icon) to
reduce cognitive effort and improve visual appeal (Fig. 2).

To implement the chatbot we used the single page application (SPA) and Node.js
framework. This allowed an implementation infrastructure that was quick in response
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Fig. 2. Look and Feel of Chatbot 1.0.1 Design

time and scalable for accommodating growth. We used two main libraries to develop the
chatbot: conversational-formandnode-nlp. The conversational formallowed for a simple
integration of a chatbot user interface (UI) by taking an HTML form and converting it
into a text message style conversational UI. It also allowed to easily modify the HTML
form to include conditionals (e.g. true false statements) and facilitated the ability to
dynamically add responses to the chatbot (e.g., by using the flowCallback function)
which was necessary for continual update/development of the chatbot.

Interpreting user utterances was facilitated by using a library named ‘node-nlp’,
which converts user utterances into intents in order to match to the resource entities.
This library utilizes a Natural Language Generation Manger (NLGM) to take a keyword
library (intents) to generate a resource entity (answer) and calculate the Levenshtein
distance between a substring of the utterance and a string in the keyword library to
find the smallest distance [16]. Using the NLGM functionality allowed for the keyword
library to be developed through the creation of a manager document for each keyword.
The keywords were gathered through rich user interviews, as well as synthetically using
pre-defined similar word databases and Google Trend statistics. Upon completion of the
NLGM, a user utterance was passed to the keyword library to develop a confidence score
(0 to 1) from the Levenshtein distance [16]. The intent with the highest confidence score
would return its resource entity from the NLGM.

4 Exploring UX and Adoption Behavior

Interviews provided an opportunity to gather rich information about users. The analysis
of interviews suggested that chatbot experience maybe influenced by medium because
many users expressed a preference for a chatbot UI that resembles text messaging UI
of mobile phones. To test this possibility and to gain a better understanding of what
factors could affect chatbot experience and adoption, we developed another user study.
The study design and preliminary results are discussed in the following sections.
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4.1 Method

It is important to note that this is an ongoing project. For this paper, we report the pre-
liminary results that was obtained by the first set of data, gathered by recruiting twelve
undergraduate students to participate in an exploratory between-subject design experi-
ment. All participants were provided with 2 scenarios, which as before were randomly
selected from a predefined set of 8 major scenarios. Participants were asked to read the
scenario and then use the chatbot to address the situation described in the scenario. Par-
ticipants were randomly assigned to two groups: laptop and mobile. In the former group
participants accessed the chatbot via their laptop, in the latter group they accessed the
chatbot via their mobile phones. Participants completed a set of surveys after completing
the task.

4.2 Measurements

To measure users’ experience of the chatbot, we employed the widely used system
usability scale (SUS) [2]. SUS is a 10-item Likert scale with standardized scores that
range between 0 and 100. Higher SUS scores indicate better user experience. SUS scores
larger or equal to 85 are considered to represent excellent experience [3]. Because of its
UI’s resemblance to those of text messaging apps, we anticipated a better SUS score in
the mobile group.

We also used the MUX survey [24] to measure mobile user experience. Because our
experience has shown that people tend to consider laptops and mobile phones both as
portable devices, we did not anticipate significant differences in MUX score between
the two groups.

Perceived task effort (PTE), which refers to experience of task difficulty was mea-
sured on a 5-point Likert scale [23]. Higher PTE scores in our study represented lower
task difficulty. Because the chatbot UI was similar to text messing apps, we expected to
see a more favorable ratings for PTE in the mobile group.

For adoption behavior wemeasured behavioral intention (BI) to use the chatbot [10].
Because a previous study shows that SUS can impact BI [11] and because we expected
better SUS ratings in the mobile group, we expected people in the mobile group to
provide better BI ratings. Similarly, we expected more favorable ratings for perceived
ease of use (PEOU) and usefulness (PU) [1] in the mobile group.

4.3 Results

In order to interact with ERIN, participants formed their own wording to interact with
and solicit a response from the chatbot. It is important to note that chatbot responses
to user inputs were 100% accurate and context sensitive (i.e. the chatbot provided the
correct resource for the specified situation). This was not only verified by experimenter
(observation) but also was revealed through user feedback and self-reported measures
used in the study. These results provided support for ERIN’s effectives in interpreting
user utterances and providing them with correct support.

We assessed possible differences in user reactions between the two groups by com-
paring their self-reported measures through a series of t-tests. The results showed that
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average SUS score in the laptop group were in the “good” range (79.58), the same scores
in the mobile group were in the “excellent” range (91.67) [3]. The difference in SUS
scores between the two groups was almost significant (p = 0.07).

We did not find significant differences (p = 0.78) in MUX scores between the two
groups. MUX scores in both groups were in the above average range (4.33 and 4.44 out
of 5). These scores indicated, as we expected, that participants considered both devices
to be portable, providing similar mobile experiences.

Our results did not show that PTE was experienced differently in the two groups.
The average PTEs in both groups indicated that participants were able to complete the
task easily; the rating in both groups were in the above average range (4.28 and 4.39
out of 5) indicating that participants in both groups experienced little to no difficulty to
complete the task.

The comparison of the BI scores revealed a more favorable adoption behavior in the
mobile group (with mean of 4.00 on a 5-point scale indicating that ratings were in the
above average range) compared to the laptop group (with mean of 2.67 indicating ratings
in the lower range of the 5-point scale), this difference was also almost significant (p
= 0.06). PEOU, and PU ratings in both groups were in the above average range (3.83
and 4.44 for PEOU, 4.28 and 4.83 for PU on a 5-point scale) indicting that users in both
groups found the application easy to use and useful. While the differences between the
two groups for these variableswere not significant, as shown in Table 1, participants rated
these two variables more favorably in the mobile phone group. These results together
show an almost significantly better user experience (SUS score) and more favorable
adoption behavior (BI score) in the mobile phone group.

Table 1. t-test comparing user reactions

Mean (SD) Laptop Mobile p-value

SUS 79.58(10.54) 91.67(10.45) p = 0.07

MUX 4.33(0.35) 4.42(0.60) p = 0.78

BI 2.67(1.23) 4.00(0.89) p = 0.06

PTE 4.28(0.39) 4.39(0.49) p = 0.67

PEOU 3.83(0.72) 4.44(0.46) p = 0.11

PU 4.28(0.71) 4.83(0.41) p = 0.13

To gain a deeper understanding of user experience and adoption behavior in our
study, we looked at the relationship between perceived task effort, SUS scores, and
behavioral intention. A recent study [11] suggests that BI is impacted by PTE indirectly
through its impact on SUS. To test this possibility, we used regression analysis (Table
2).

Consistent with the argument put forward by Jain et al. [11], our results showed that
the impact of PTE on BI was mediated by SUS. Table 2 shows that SUS had a strong
significant (p = 0.00) impact on BI; 54% of variation in BI was explained by the SUS
score. Similarly, perceived task effort (PTE) had a strong significant impact (p = 0.00)
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Table 2. Analysis for UX-BI model

Relationship Values

PTE –> SUS Adj R2 = 0.62, t-Stat = 4.39, B = 22.5, p = 0.00

SUS –> BI Adj R2 = 0.54, t-Stat = 3.70, B = 0.08, p = 0.00

PTE –> BI Adj R2 = 0.17, t-Stat = 1.81, B = 1.44, p = 0.10

on user experience; 62% or variance in SUS was explained by PTE. Like the results
obtained by Jain et al., 2020. we did not find a significant direct relationship between
PTE and BI.

Behavioral intention is known to be influenced by ease of use and usefulness of a
technology. Hence, the next logical step in our exploratory analysis was to estimate TAM
(Table 3).

Table 3. Analysis for TAM

Relationship Values

PEOU –> BI Adj R2 = 0.17, t-Stat = 1.80, B = 22.5, p = 0.10

PU –> BI Adj R2 = 0.25, t-Stat = 2.14, B = 22.5, p = 0.06

PEOU –> PU Adj R2 = 0.79, t-Stat = 6.53, B = 0.85, p = 0.00

The results of this model estimation showed only a strong significant positive rela-
tionship between PEOU and PU with 79% of variance in PU explained by PEOU. The
results, however, did not show a significant relationship between PEOU and BI. The
results showed only a marginally significant relationship (p = 0.06) between PU and
BI. These results show that the UX-BI model (Table 2) provided a stronger predicting
power than TAM (Table 3) for behavioral intention of the chatbot in our study.

Because PTE impacted BI, indirectly in the UX-BI model, we conducted an
exploratory analysis to see if PTE had any impact on PEOU and PU. The relation-
ship between PTE and PEOU, and between PTE and PU are displayed in Table 4. These
results show that PTE had a marginally significant effect on PEOU (p= 0.07). While the
results show a significant relationship between PTE and PU (p = 0.04) once the impact
of PEOU on PU was taken into consideration, this relationship became non-significant.
These results provide further support that behavioral intention for ERIN in our study
was best explained with the UX-BI model estimated in Table 2.

4.4 Discussion

In this study, we used the UXDI framework to design and develop a chatbot to help
students find relevant resources for dealing with sensitive and emotionally laden cases
such as mental health and Title IX issues. The insight gathered by rich user interviews
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Table 4. PTE and TAM constructs

Relationship Values

PTE –> PEOU Adj R2 = 0.22, t-Stat = 2.02, B = 0.83, p = 0.07

PTE –> PU Adj R2 = 0.31, t-Stat = 2.41, B = 0.89, p = 0.04

indicated that the medium with which the chatbot is accessed may have an impact on its
user experience and as such may influence its adoption. We tested this possibility via an
experiment.

The preliminary results of this experiment showed that, as we expected, participants
found both laptops and mobile devices to serve as portable mediums for technology
usage. The result also confirmed our expectation by showing that SUS and BI scores
in the mobile groups were rated almost significantly better (p = 0.07 and p = 0.06
respectively). We found that ratings for PTE, PEOU, and PU were all in above average
range in both groups, the ratings were slightly better (although not significantly better)
in the mobile group.

While PTE scores showed favorable ratings for task effort via laptop and mobile
phone (with no significant differences between the two groups) regression analysis sug-
gested that task effort may have had a significant influence on chatbot experience, which
in turn may have significantly impacted behavioral intention to use the chatbot.

The results showing that the relationship between SUS and BI was stronger than the
relationship between PU and BI, confirm the role of UX in technology adoption [11]
and suggest that UX-BI may serve as a useful model for predicting chatbot adoption.
Obviously, these are only preliminary results and they must be verified with larger
datasets and extensive future studies.

From a theoretical point of view, the UX-BI model discussed in this study, according
to theUXDI framework, refers to a dynamic phenomenon, a phenomenon that is carefully
developed in the designworld but can reveal its full potential only after it is released in the
usage world [8]. UX driven innovations raise people expectations of technology. Raised
user expectations demand technology development to go beyond satisfying utilitarian
attributes. People demand novel delightful user experiences with the release of every
new product [8]. Technologies that have the potential to learn from and/or adopt to user
needs, such as the chatbot developed in this study, can provide continual context sensitive
data artifacts, which can be used to develop and refine UX-BI focused predictive models
[8].

From a practical point of view, this study developed a chatbot that can assist students
in finding help for sensitive issues. This chatbot is not only helpful to students but also
is beneficial to universities. By providing relevant information in real-time to students,
universities can improve the health and wellness of their communities.

4.5 Limitations and Future Research

As a preliminary investigation, the sample size was low in this study. Increasing the
number of participants in future studies can help to overcome this shortcoming. Despite
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low sample size, our preliminary results showed that user experience and behavioral
intention was almost significantly better in the mobile group. This finding, captured with
a low sample size, not only suggests a possible impact of medium on chatbot experience
and adoption behavior but also indicates that such impact is likely to be large. Similarly,
despite low sample size the significant relationships between task effort, user experience,
and behavioral intention in our study suggest that these association are strong. Future
studies are needed to test these possibilities.

As in any experiment, the generalizability of our study results is limited to the task
and setting. In this study, the task required participants to responded to two scenarios,
which were randomly selected from a pool of top issues that students typically suffered
from. Expanding the number and type of scenarios presented to each participant can
strengthen and refine the results.

We tested user reactions to only two devices. Future studies are needed to expand
this investigation to other devices such as desktops and tablets.
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Abstract. Hubert Dreyfus is one of the professionals who has done some research
on epistemology in the field of artificial intelligence research. He made an epis-
temological assumption in the field of artificial intelligence. As artificial intel-
ligence develops, it becomes more connected to the field of knowledge. In the
field of knowledge, the more you will connect with the field of philosophy that
emphasizes knowledge. In this paper, we examines the epistemological assump-
tion in the philosophy of artificial intelligence and attempts to identify some key
questions. The purpose of this paper is to provide a close, detailed analysis of
the frequency, nature, and depth of visible use in an epistemological assumption
and artificial intelligence of Hubert Dreyfus’s early works “What computers can’t
do”. This research investigates the trend as the consequences of the epistemology
assumption concerns and experiment of epistemology assumption experience are
analyzed. The results show that contrary to initial expectations, the epistemology
assumption related works in question are relatively little used by AI scholars in
journal articles, and where they are used, such use is often only vague, brief, or
in passing. The need to intensify human-centred research in artificial intelligence
research is clear fromHubert Dreyfus’s epistemological assumption. Furthermore,
in order to develop artificial intelligence, it is necessary to develop brain function
and physical body interaction together.

Keywords: Artificial intelligence · Human-computer interaction · Philosophy ·
Epistemology

1 Introduction

The field of artificial intelligence (AI) research has been developing since 1956. Since
then, artificial intelligence has been actively searching for what components to have and
what exactly to study. Artificial intelligence’s researchers and other related professionals
have always focusedon improving their knowledge ofwhat they are studying. Philosophy
is oneof themost important fields for updating and improvingknowledge. For this reason,
some researchers have linked the study of artificial intelligence to philosophy.

This is because philosophy helps redefine some of the concepts in the field. As a
result, the field of philosophy itself is being renewed as rich. On the other hand, an
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interest in philosophical questions always helps artificial intelligence researchers to see
their work in a bigger picture. The field of philosophy is a unique field that seeks to
understand a wide range of concepts. Such coherent research can be very beneficial in
both areas. Researchers also recognize the importance of such mutualistic research. In
such a mutualistic way, artificial intelligence has been linked to epistemology, a branch
of philosophy, and has been effective in both fields.

Additionally, artificial intelligence approaches create epistemological boundaries
between research groups, which further clarify the nature of research and other complex-
ities. Novel approaches in AI such as critical realism and phronesis defy such restrictive
epistemological categories. These restrictive categories become epistemology matters,
and they play a role in research. Its critical role is realised only when it is conceived to
be closely related to all the other philosophical fields such as metaphysics, axiology, and
rationality.

The topic of this research article is Hubert Dreyfus’s epistemological assumption
in philosophy of artificial intelligence. Hubert Lederer Dreyfus (1929–2017) was an
American philosopher and professor of philosophy at theUniversity ofCalifornia,Berke-
ley. His main interests included existentialism, phenomenology and the philosophy of
both psychology and literature, as well as the philosophical implications of artificial
intelligence.

Hubert Dreyfus has been a critic of artificial intelligence research since the 1960s.
In a series of papers and books, including Alchemy and AI (1965), What Computers
Can’t Do (1972; 1979; 1992) andMind over Machine (1986), he presented a pessimistic
assessment ofAI’s progress and a critiqueof the philosophical foundations of thefield.He
was one of the first scientists to emphasize the development of human-centred artificial
intelligence.Hewrote “WhatComputersCan’tDo:TheLimits ofArtificial Intelligence”,
1972.

In this work, he speculative four assumptions:

1. A biological assumption that on some level of operation usually supposed to be that
of the neurons the brain processes information in discrete operations by way of some
biological equivalent of on/off switches.

2. A psychological assumption that the mind can be viewed as a device operating on
bits of information according to formal rules. Thus, in psychology, the computer
serves as a model of the mind as conceived of by empiricists such as Hume (with the
bits as atomic impressions) and idealists such as Kant (with the program providing
the rules). Both empiricists and idealists have prepared the ground for this model of
thinking as data processing a third-person process in which the involvement of the
“processor” plays no essential role.

3. An epistemological assumption that all knowledge can be formalized, that is, that
whatever can be understood can be expressed in terms of logical relations, more
exactly in terms of Boolean functions, the logical calculus which governs the way
the bits are related according to rules.

4. Finally, since all information fed into digital computers must be in bits, the com-
puter model of the mind presupposes that all relevant information about the world,
everything essential to the production of intelligent behavior, must in principle be
analyzable as a set of situation-free determinate elements. This is the ontological
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assumption that what there is, is a set of facts each logically independent of all the
others [1].

One of those is the epistemological assumption. In his work, the epistemological
assumption is explained in two parts. The first is: AMistakenArgument from the Success
of Physics.

The second is: A Mistaken Argument from the Success of Modern Linguistics. He
emphasized the difference between human and artificial intelligence.

The academic significance of this article is that it asks questions about “What com-
puters can’t do” and answers them in a specific order. This article consists of a brief pro-
fessional biography, abstract, introduction, literature review, discussion, methodology,
results, conclusions, and references.

2 Literature Review

In writing a literature review, we focused on two things.

1. The views of Hubert Dreyfus in the philosophy of artificial intelligence.
2. The epistemological assumption’s effect of Hubert Dreyfus in the philosophy of

artificial intelligence.

2.1 The Views of Hubert Dreyfus in the Philosophy of Artificial Intelligence

In recent years, artificial intelligence (AI) has progressed from an emergent concept to
an increasingly common function in philosophy sector.

How to effectively use people’s minds is an AI issue. It is verymuch related. Philoso-
phers are trying to create new knowledge. Consequently, the production of knowledge
is based on people’s thoughts and interests.

An example is the production of knowledge-based AI. Philosophers therefore pro-
pose their ideas to change their minds and preach their ideas. This is to say that you
need the philosophy of AI to arrive at the contents of the field, to describe how knowl-
edge is developed and advanced, how knowledge is justified and/or validated, and how
traditional questions of philosophy may be manifest within the field.

It’s important to relate new knowledge into artificial intelligence. Dreyfus just cared
about that. He believed that the human mind and knowledge depended primarily on
unconscious processes rather than conscious symbols. Therefore, it has been proven
that unconscious abilities can never be fully mastered by formal rules.

This critique is based on the understanding of the philosophers Heidegger and
Merleo-Pontius. In the first wave of artificial intelligence research, attempts were made
to express reality, use high-level formal symbols, and reduce intelligence to symbolism.
When his idea was first introduced in the mid-1960s, few people supported it. By the
1980s, however, many of his prospects had been discovered by researchers in the fields
of robotics and new communications. It is called “sub-symbolic” because it emphasizes
the high-level signs of early artificial intelligence research.
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In the 21st century, a statistical approach tomachine learningmimics the unconscious
process of perceiving, noticing, and making quick conclusions about brain defects.

These methods are very successful and are currently widely used in industry and
research.

Historian and AI researcher Daniel Crevier writes: “time has proven the accuracy
and perceptiveness of some of Dreyfus’s comments [2].

Indeed, his assumption brought the right direction to the philosophy of artificial
intelligence. So, Dreyfus said in 2007, I figure I won and it’s over—they’ve given up
(Quoted in Fearn, 2007). In order to theorize artificial non-human intelligence while
remaining true to Dreyfusian intuitions, it is therefore necessary to expand Dreyfus’s
analysis [3].

Daniel Susser’s proposal highlights many of the correct features of Hubert Dreyfus’s
assumption. My goal in what follows is to show how we might begin to do that, and to
offer some thoughts on what expanding the analysis means, theoretically and practically,
for future artificial intelligence research [3].

Let’s find out now from his very interesting findings.
In order to do so, I attempt to bringDreyfus’s work into conversationwith thework of

Mark Bickhard, whose “interactivist” theory of cognition resembles Dreyfus’s theory of
skillful coping in crucial ways… Instead of being framed in terms of human intelligence
and human bodies, Bickhard’s account is framed in terms of physical systems generally.
And thus it offers a way of extracting fromDreyfus’s picture the basic features of bodies,
common to all intelligent, embodied beings [3].

Anotherway togain anunderstandingofDreyfus’s views is to read togetherDreyfus’s
theory of skilful coping and Bihard’s cognitive interactive theory.

The crux of Dreyfus’s argument is that contrary to formalist desires, (1) meaning is
inherently context-dependent, and (2) context-dependence in principle can’t be formal-
ized, because contexts are inherently indeterminate. Therefore, categorizing these issues
and conducting research in a specific context is another opportunity to further explore
that research.

Because there are so many issues like this, the most important thing is to understand
the nature of the person behind it. However, philosophers such as H. Dreyfus believe
that AI cannot understand human language because it cannot understand the context in
which language is used [4].

Therefore, categorizing these issues and conducting research in a specific context is
another opportunity to further explore that research. This problem, known in linguistics
and AI research as the “Frame Problem,” is at bottom a matter of determining relevance.

“Framing” something means determining the appropriate context within which to
understand it, and doing that amounts to determining what is and isn’t relevant to its
meaning [3]. The importance of the dependencies, which can be considered important,
becomes clearer than the exclusion of the exceptions.

At each moment and in every situation the body guides our sense of what is relevant,
he claims, and it does so in three ways. The first has to do with brain architecture:

The possible responses to a given input must be constrained by […] this innate
structure [which] accounts for phenomena such as the perceptual constants that are
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given from the start by the perceptual system as if they had always already been learned
[5].

The brain, that is, acting as a transducer of sensory information intrinsically limits,
by virtue of its physical architecture, the possible ways a situation can be perceived. We
see only a certain part of the light spectrum, hear only certain wavelengths of sound,
and the brain, though flexible, combines and interprets such sensory input in a relatively
stable manner. The second way Dreyfus calls “body-dependent order of presentation”.

This describes how the physical structure of the body delimits the possible ways one
might act in or interact with a given situation, and thus determines the range of possible
ways one might understand it [3]. All of this reminds us of the need to balance Dreyfus’s
study of the relationship between the physical body and the brain.

In sum, on Dreyfus’s account the body anchors us at the center of a perspective; it
opens up aworld.And it does so in threeways: first, by acting as a sensorial sieve, limiting
at the outset what about the physical world can be perceived; second, by structuring the
immediate environment around possibilities for action; and third, by pre-reflectively
orienting movement toward the optimal relationship to (and understanding of) a given
situation or some object in view. In other words, the body is what makes it possible to
discover at any given moment that certain parts of the world are relevant to our interests
or that they aren’t, indeed to have interests at all. Our bodies embed us in a world of
meaningful relations, make those relations matter to us, enable us to understand them
(and ourselves in relation to them), and guide our activities in and through them [3].

2.2 The Effect of Hubert Dreyfus’s Epistemological Assumption on the Philosophy
of Artificial Intelligence

All knowledge can be formalized. This has to do with the problem of epistemology, or
the study of knowledge. Dreyfus argues that this assumption cannot be justified because
much of human knowledge is not symbolic.

Epistemology is ‘away of understanding and explaining howweknowwhatwe know
[6]. Also, Epistemology is also ‘concerned with providing a philosophical grounding
for deciding what kinds of knowledge are possible and how we can ensure that they are
both adequate and legitimate [6].

To prove this philosophical direction, we do some research and make some assump-
tions. Although human performance might not be explainable by supposing that people
are actually following heuristic rules in a sequence of unconscious operations, intelli-
gent behavior may still be formalizable in terms of such rules and thus reproduced by
machine. This is the epistemological assumption [1].

Let’s take a closer look at the epistemological assumption. The epistemological
assumption involves two claims: (a) that all nonarbitrary behavior can be formalized,
and (b) that the formalism can be used to reproduce the behavior in question. In this
chapter we shall criticize claim (a) by showing that it is an unjustified generalization
from physical science, and claim (b) by trying to show that a theory of competence
cannot be a theory of performance: that unlike the technological application of the laws
of physics to produce physical phenomena, a timeless, contextless theory of competence
cannot be used to reproduce the moment-to the Epistemological Assumption moment
involved behavior required for human performance; that indeed there cannot be a theory
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of human performance. If this argument is convincing, the epistemological assumption,
in the form in which it seems to support AI, turns out to be untenable, and, correctly
understood, argues against the possibility of AI, rather than guaranteeing its success [1].

The epistemological assumption is that all activity (either by animate or inanimate
objects) can be formalized in the form of predictive rules or laws.

Claim (a), that all non-arbitrary behavior can be formalized, is not an axiom. It rather
expresses a certain conception of understanding which is deeply rooted in our culture but
may nonetheless turn out to be mistaken. We must now turn to the empirical arguments
which can be given in support of such a hypothesis. It should also be clear by now
that no empirical arguments from the success of AI are acceptable, since it is precisely
the interpretation, and, above all, the possibility of significant extension of the meager
results such as Bobrow’s which is in question.

Since two areas of successful formalization physics and linguistics seem to support
the epistemological assumption, we shall have to study both these areas. In physics we
indeed find a formalism which describes behavior (for example, the planets circling the
sun), but we shall see that this sort of formalism can be of no help to those working
in AI. In linguistics we shall find, on the other hand, a formalism which is relevant to
work in AI, and which argues for the assumption that all non-arbitrary behavior can be
formalized, but we will find that this formalism which expresses the competence of the
speaker that is, what he is able to accomplish cannot enable one to use a computer to
reproduce his performance that is, his accomplishment [1].

It’s because of the epistemological assumption that workers in the field argue that
intelligence is the same as formal rule-following, and it’s because of the ontological one
that they argue that human knowledge consists entirely of internal representations of
reality.

A digital computer is a machine which operates according to the sort of criteria
Plato once assumed could be used to understand any orderly behavior. This machine,
as defined by Minsky, who bases his definition on that of Turing, is a “rule-obeying
mechanism.” As Turing puts it:

The…computer is supposed to be following fixed rules…. It is the duty of the control
to see that these instructions are obeyed correctly and in the right order. The control is
so constructed that this necessarily happens.” So the machine in question is a restricted
but very fundamental sort of mechanism. It operates on determinate, unambiguous bits
of data, according to strict rules which apply unequivocally to these data. The claim is
made that this sort of machine a Turing machine which expresses the essence of a digital
computer can, in principle, do anything that human beings can do that it has, in principle,
only those limitations shared by man [1].

On the basis of these two assumptions, workers in the field claim that cognition is the
manipulation of internal symbols by internal rules, and that, therefore, human behaviour
is, to a large extent, context free.

Daniel Crevier writes: “Time has proven the accuracy and perceptiveness of some
of Dreyfus’s comments. Had he formulated them less aggressively, constructive actions
they suggested might have been taken much earlier [2].

The press reported these predictions in glowing reports of the imminent arrival
of machine intelligence. Dreyfus felt that this optimism was totally unwarranted.
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He believed that they were based on false assumptions about the nature of human
intelligence.

Thus, given enough memory and time, any computer even such a special sort of
analogue computer could be simulated on a digital machine. In general, by accepting the
fundamental assumptions that the nervous system is part of the physical world and that
all physical processes can be described in a mathematical formalism which can in turn
be manipulated by a digital computer, one can arrive at the strong claim that the behavior
which results from human “information processing,” whether directly formalizable or
not, can always be indirectly reproduced on a digital machine [1].

We all know that because the nervous system is a physical process, mathematical for-
malism cannot replace the nervous system. These predictions were based on the success
of an “information processing” model of the mind, articulated by Newell and Simon
in their physical symbol systems hypothesis, and later expanded into a philosophical
position known as computationalism by philosophers such as Jerry Fodor and Hilary
Putnam [7].

The information processing model is not about imitating the human mental process,
but about finding and harmonizing its nature. Believing that they had successfully sim-
ulated the essential process of human thought with simple programs, it seemed a short
step to producing fully intelligent machines. However, Dreyfus argued that philosophy,
especially 20th-century philosophy, had discovered serious problems with this informa-
tion processing viewpoint. The mind, according to modern philosophy, is nothing like a
digital computer [3].

There is a difference between processing information with a digital computer and
processing information in the human brain. Abundant data, real-time and historical, are
easily accessible through AI devices [8]. New knowledge is the use of past databases for
the future [9].

The human mind depends on what symbol is used. Much depends on where, when
and how the symbol is used. Hubert Dreyfus is one of the scientists who has been
serious about the development and direction of artificial intelligence since its inception.
Although he criticized AI, his criticism was not a denial of AI at all.

But there was criticism that we need to focus on proper development. At the time, he
began to criticize artificial intelligence as an alchemybecause itwas raised by overly opti-
mistic scientists. In order for any science to develop properly and in the right direction,
it is important for leading scientists to participate and share their criticisms.

In this way, science will be able to correct its mistakes and develop better. That’s
exactly what Dreyfus feels. He made the mistake of thinking that the AI industry should
be developed properly, not developed. Those who fall back on the epistemological
assumption have realized that their formalism, as a theory of competence, need not
be a theory of human performance, but they have not freed themselves sufficiently from
Plato to see that a theory of competence may not be adequate as a theory of machine
performance either.

The idea here is that formalism is a code of behavior, not an original behavior.
Therefore, it is important to continue to carefully study the empirical evidence. There
is no point in just following the rules. Much depends on who develops the rules and for
what reason.
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This is presumably Turing’s generalization of Wittgenstein’s argument that it is
impossible to supply normative rules which prescribe in advance the correct use of a
word in all situations. Turing’s “refutation” is to make a distinction between “rules of
conduct” and “laws of behavior” and then to assert that “we cannot so easily convince
ourselves of the absence of complete laws of behavior as of complete rules of conduct.”
Now as an answer to the Wittgensteinian claim, this is well taken [10].

For Wittgenstein, the word must have a definite meaning. Turing is in effect arguing
that although we cannot formulate the normative rules for the correct application of a
particular predicate, this does not show that we cannot formulate the ruleswhich describe
how, in fact, a particular individual applies such a predicate [10].

The clearer the meaning of the word, the more important it is. In other words, while
Turing is ready to admit that it may in principle be impossible to provide a set of rules
describing what a person should do in every circumstance, he holds there is no reason
to doubt that one could in principle discover a set of rules describing what he would do.
But why does this supposition seem so self-evident that the burden of proof is on those
who call it into question? Why should we have to “convince ourselves of the absence
of complete laws of behavior” rather than of their presence? Here we are face to face
again with the epistemological assumption. It is important to try to root out what lends
this assumption its implied a priori plausibility [10].

The more ambiguous a word is, the more confusing it is. This is uncertainty. It is
important to be clear in word, behavior, and action. To begin with, “laws of behavior”
is ambiguous. In one sense human behavior is certainly lawful, if lawful simply means
orderly. But the assumption that the laws in question are the sort that could be embodied
in a computer program or some equivalent formalism is a different and much stronger
claim, in need of further justification [10].

If human behavior is orderly, then we need a law that can penetrate the depths of that
order and unravel its secrets. The idea that any description of behavior can be formalized
in a way appropriate to computer programming leads workers in the field of artificial
intelligence to overlook this question. It is assumed that, in principle at least, human
behavior can be represented by a set of independent propositions describing the inputs
to the organism, correlated with a set of propositions describing its output [10].

When programming a behavioral process for a computer program, someone should
always consider whether one fully understands the nature of the behavior. The clearest
statement of this assumption can be found in James Culbertson’smove from the assertion
that one could build a robot using only flip/flops to the claim that in theory at least it
could therefore reproduce all human behavior. Using suitable receptors and effectors we
can connect them together via central cells.

If we could get enough central cells and if they were small enough and if each cell
had enough end bulbs and if we could put enough bulbs at each synapse and if we
had time enough to assemble them, then we could construct robots to satisfy any given
input output specification, i.e., we could construct robots that would behave in any way
we desired under any environmental circumstances. There would be no difficulty in
constructing a robot with behavioral properties just like John Jones or Henry Smith or
in constructing a robot with any desired behavioral improvements over Jones and Smith
[10].
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Even though they think so,we still don’t know the secret behind the cells. Or putmore
baldly: Since [these complete robots] can, in principle, satisfy any given input output
specifications, they can do any prescribed things under any prescribed circumstances—
ingeniously solve problems, compose symphonies, create works of art and literature and
engineering, and pursue any goals [10].

We already know that such robots can work under human control. But we always
doubt whether we can think like a human being. Thus, given enough memory and time,
any computer—even such a special sort of analogue computer—could be simulated on
digital machine [10].

When simulating an analogue computer on a digital machine, keep in mind that the
nervous system is an integral part of the physical world. In general, by accepting the
fundamental assumptions that the nervous system is part of the physical world and that
all physical processes can be described in a mathematical formalism which can in turn
be manipulated by a digital computer, one can arrive at the strong claim that the behavior
which results from human “information processing,” whether directly formalizable or
not, can always be indirectly reproduced on a digital machine. This claim may well
account for the formalist’s smugness, but what in fact is justified by the fundamental
truth that every form of “information processing” (even those which in practice can only
be carried out on an “analogue computer”) must in principle be simulable on a digital
computer? [10].

This is not as easy as the formalists believe. We have seen it does not prove the
mentalist claim that, even when a human being is unaware of using discrete operations
in processing information, he must nonetheless be unconsciously following a set of
instructions. Does it justify the epistemological assumption that all nonarbitrary behavior
can be formalized? [10].

Someonewill have to remember to follow the instructions when processing the infor-
mation. One must delimit what can count as information processing in a computer. A
digital computer solving the equations describing an analogue information processing
device and thus simulating its function is not thereby simulating its “information process-
ing.” It is not processing the information which is processed by the simulated analogue,
but entirely different information concerning the physical or chemical properties of the
analogue [10].

The ability to process all information digitally is currently limited.
Thus the strong claim that every form of information can be processed by a digital

computer ismisleading.One canonly show that for anygiven typeof information a digital
computer can in principle be programmed to simulate a device which can process that
information. Thus understood as motion—as the input and output of physical signals—
human behavior is presumably completely lawful in the sense the formalists require
[10].

Because human behavior is a complex process, it is important not only to define
it by analogical calculations but also to go beyond the physical process.If the laws of
physical activity related to the human brain are not well understood, it will be difficult
to understand the functioning of the human body and other control systems.

There is a special kind of impossibility involved in any attempt to simulate the brain
as a physical system. The enormous calculations necessary may be precluded by the
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very laws of physics and information theory such calculations pre suppose. Yet workers
in the field of AI from Turing to Minsky seem to take refuge in this confusion between
physical laws and information processing rules to convince themselves that there is
reason to suppose that human behavior can be formalized; That the burden of proof is
on those who claim that “there are processes… which simply cannot be described in a
formal language but which can nevertheless be carried out, e.g., by minds [10].

Therefore, it is important to study the physical systems of the brain in relation to
the information processing process. Once we have set straight the equivocation between
physical laws and information processing rules, what argument remains that human
behavior, at what AI workers have called “the information processing level,” can be
described in terms of strict rules? [10].

This is more effective than simply copying and coding simulated behaviors that have
nothing to do with the physical system of the human body. If no argument based on
the success of physics is relevant to the success of AI, because AI is concerned with
formalizing human behavior not physical motion, the only hope is to turn to areas of the
behavioral sciences themselves.

Galileo was able to foundmodern physics by abstracting frommany of the properties
and relations of Aristotelian physics and finding that the mathematical relations which
remained were sufficient to describe the motion of objects. What would be needed to
justify the formalists’ optimism would be a Galileo of the mind who, by making the
right abstractions, could find a formalism which would be sufficient to describe human
behavior [10].

The advantages of formalism can be asserted as a result of abstraction, but the disad-
vantages can also be revealed.JohnMcCarthy expresses this longing for a rapprochement
between physics and the behavioral sciences: Although formalized theories have been
devised to express the most important fields of mathematics and some progress has been
made in formalizing certain empirical sciences, there is at present no formal theory in
which one can express the kind of means ends analys is used in ordinary life.

Our approach to the artificial intelligence problem requires a formal theory. Recently
such a breakthrough has occurred. Chomsky and the transformational linguists have
found that by abstracting from human performance—the use of particular sentences on
particular occasions—they can formalize what remains, that is, the human ability to
recognize grammatically well formed sentences and to reject ill formed ones. That is,
they can provide a formal theory of much of linguistic competence [10].

If linguistic competence can be provided by formal theory, that competence will be
the subject of research related to the functioning of the human body. This has its advan-
tages. This success is amajor source of encouragement for those inAIwho are committed
to the view that human behavior can be formalized without reduction to the physical
level, for such success tends to confirm at least the first half of the epistemological
hypothesis.

A segment of orderly behavior which at first seems non rule like turns out to be
describable in terms of complex rules, rules of the sort which can be processed directly
by a digital computer (directly—that is, without passing by way of a physical descrip-
tion of the motions of the vocal cords of a speaker or the physiochemical processes
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taking place in his brain).But such a formalization only provides justification for half
the epistemological hypothesis.

Linguistic competence is not what AI workers wish to formalize. If machines are to
communicate in natural language, their programs must not only incorporate the rules of
grammar; they must also contain rules of linguistic performance. In other words, what
was omitted in order to be able to formalize syntactic theory—the fact that people are
able to use their language—is just what must also be formalized.

The question whether the epistemological hypothesis is justified thus comes down
to the test case: is there reason to suppose that there can be a formal theory of what
linguists call pragmatics? There are two reasons to believe that such a generalization of
syntactic theory is impossible: (1) An argument of principle: for there to be a formal
theory of pragmatics, one would have to have a theory of all human knowledge; but this
may well be impossible. (2) A descriptive objection: not all linguistic behavior is rule
like. We recognize some linguistic expressions as odd—as breaking the rules—and yet
we are able to understand them [10].

Assuming that there must be a theory of all knowledge, the theory of all things in
physics will somehow relate to it. If this is the case, it will be even more important
to uncover the unified nature of the problem, to make some changes in the process of
studying everything separately and piece by piece.

The question whether the epistemological hypothesis is justified thus comes down to
the test case: is there reason to suppose that there can be a formal theory of what linguists
call pragmatics? There are two reasons to believe that such a generalization of syntactic
theory is impossible: (1) An argument of principle (to which we shall turn in the next
chapter): for there to be a formal theory of pragmatics, one would have to have a theory
of all human knowledge; but this may well be impossible. (2) A descriptive objection
(to which we shall now turn): not all linguistic behavior is rule like. We recognize some
linguistic expressions as odd—as breaking the rules—and yet we are able to understand
them.

There are cases in which a native speaker recognizes that a certain linguistic usage
is odd and yet is able to understand it—for example, the phrase “The idea is in the pen”
is clear in a situation in which we are discussing promising authors; but a machine at
this point, with rules for what size physical objects can be in pig pens, playpens, and
fountain pens, would not be able to go on. Since an idea is not a physical object, the
machine could only deny that it could be in the pen or at best make an arbitrary stab at
interpretation. The listener’s understanding, on the other hand, is far from arbitrary [10].

It is difficult to see logically how rules can be formulated. Therefore, the more
balanced the development of one branch of linguistics, the more it is beneficial for the
development of both.

Any value depends on the data. Therefore, in order to apply the rule, it is necessary
to minimize the ambiguity as much as possible. If language as a whole is a calculation,
it should consist of strict rules. Since there are no such strict rules, there is no better
solution than to study language in relation to the functioning of the human brain.

It is a question of whether there can be rules even describing what speakers in fact
do. To have a complete theory of what speakers are able to do, one must not only have
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grammatical and semantic rules but further rules which would enable a person or a
machine to recognize the context in which the rules must be applied.

Thus there must be rules for recognizing the situation, the intentions of the speakers,
and so forth. But if the theory then requires further rules in order to explain how these
rules are applied, as the pure intellectualist viewpoint would suggest, we are in an infinite
regress. Since we domanage to use language, this regress cannot be a problem for human
beings. If AI is to be possible, it must also not be a problem for machines [10].

We should never confuse the rules of how to use language with the rules of how
to connect language with artificial intelligence. The rules we use in our language are
processes based on ready-made brain activity. As for artificial intelligence, it needs rules
and a detailed scheme of brain activity.

It cannot survive because it cannot cope with that particular situation. Therefore,
when the rules are not completely clear, there will always be ambiguities and uncertain-
ties related to the rules. This may be an idea that a more realistic answer can be obtained
by relying on specific sub-explanations in addition to well-designed data to generate
clear rules.

A full refutation of the epistemological assumption would require an argument that
the world cannot be analyzed in terms of context free data. Then, since the assumption
that there are basic unambiguous elements is the only way to save the epistemological
assumption from the regress of rules, the formalist, caught between the impossibility of
always having rules for the application of rules and the impossibility of finding ultimate
unambiguous data, would have to abandon the epistemological assumption altogether
[10].

3 Methodology

Artificial intelligence approaches create epistemological boundaries between research
groups, which further clarify the nature of research and other complexities. Novel
approaches in AI such as critical realism and phronesis defy such restrictive epistemo-
logical categories. These restrictive categories become epistemology matters, it plays a
role in research. Its critical role is realised only when it is conceived to be closely related
to all the other philosophical fields such as metaphysics, axiology, and rationality.

For how can one study something, when the essence of metaphysics of what to
study is as yet underdetermined? How can one be sure of the knowledge surrounding
AI strategy, for example, if both “AI” and “strategy” can take different forms depending
on who is researching, which articles are relied on, and how they are conceived?

It is in these situations that philosophy offers solutions and alternatives. The rela-
tionships between philosophy and methods are not as contrived or mechanical as is
commonly viewed in AI. Epistemology implies theoretical perspectives which in turn
dictates a particular research method. Notwithstanding the political, economic and soci-
ological demands that researchers face, starting with a focus on the metaphysics of the
problem, coupled with clear research questions, and judicious use of epistemological
choices, will best serve the researcher.
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Design/Methodology/Approach – The study involved conducting extensive full-text
searches in a large number of electronically available LIS journal databases to find cita-
tions of Hubert Dreyfus’s works, then examining each citing article and each individual
citation to evaluate the nature and depth of each use.

Findings – Contrary to initial expectations, the epistemology assumption related works
in question are relatively little used by scholars in journal articles, and where they are
used, such use is often only vague, brief, or in passing. A total of 40 scientific articles
related to this topic were collected and 10 of them were selected and used. Also, Hubert,
L. Dreyfus, What Computers Can’t Do: The Limits of Artificial Intelligence, published
in 1972, and Hubert L. Dreyfus, What Computers Still Can’t Do: A Critique of Artificial
Reason (1992) a version was also used.

Research Limitations/Implications – This study is limited to specific articles.
Other research methods, such as report analysis, social media analysis, and scholarly
interviews, may reveal patterns of use and influence that are not seen in journal articles.

Originality/Value – This study’s intensive, in-depth study of quality as well as quantity
of citations challenges some existing assumptions regarding citation analysis and the
sociology of citation practices.

Research Design and Data Analysis – In this paper, we analyzed the data collection
of the epistemological assumption.

4 Results

– The reason Hubert Dreyfus analyzed the epistemological hypothesis was to clarify the
boundaries of cognition. Because he did research onwhat computers can’t do andwhat
they can do. This research paper seeks to identify the limitations of what computers
can do. It has become clear that computers cannot completely replace human thinking.

– In order to develop artificial intelligence, it is necessary to develop brain function and
physical body interaction together.

– It is more important to develop and direct the activities of human-centred robots than
to promote robots beyond the human mind.

– The need to intensify human-centred research in artificial intelligence research is clear
from Hubert Dreyfus’s epistemological assumption.

5 Discussion

Artificial intelligence research is developing more and more year by year and month by
month. As it develops, it becomes narrower and narrower. It is developing in connection
with many industries. The field between artificial intelligence and philosophy is very
interesting and very successful. I hope that researchers will pay more attention to this
connection in the future.

Wewish researchers were more interested in artificial intelligence and epistemology.
Epistemology is a unique branch of philosophy that can be developed in any field at any



The Effect of Hubert Dreyfus’s Epistemological Assumption 643

time. Hubert Dreyfus’s philosophy of artificial intelligence is also very interesting. Some
of his seemingly pessimistic arguments at the time contributed to a new perspective on
the philosophy of artificial intelligence and a new level of correction. So why not look
back and study the work of this researcher in accordance with their respective fields?
For example, a biologist may study biological assumption in accordance with his or
her speciality. Psychologists can also study psychological assumption. Philosophers and
physicists can study epistemological assumption and ontological assumption.

6 Conclusions

The development of technology is an example of how artificial intelligence uses the
differences and controls of human thoughts to direct their thoughts to their own goals.
Moreover, thanks to this opportunity, it is becoming a source of change in the interests
of society, their minds and knowledge. In particular, the goal of this century is to create
knowledge using new technologies, and in return to share that knowledge and take
advantage of it.

The set of documents collected in this issue is intended to illustrate some of the
significance and significance of philosophical work in artificial intelligence. They should
be studied from a variety of philosophical perspectives and provide an important basis
for current and future research.

When studying the prospects for the creation of non-human artificial intelligence,
it is necessary to take an interest in the views of Hubert Dreyfus. Because Dreyfus’s
work is human-centred. Dreyfus believes that the body is the foundation of the mind.
Therefore, in order to develop a human-centred artificial intelligence, he emphasizes the
study of the physical body in relation to each other.

Hubert Dreyfus’s work on the philosophy of the mind proved that the body is the
foundation of all aspects of intelligent life. Thus, Dreyfus warned about the validity
of pure algorithms and formalist fantasies of the mind without the body. Furthermore,
Dreyfus’s phenomenological work argues that the creation of the human artificial intel-
ligence requires the human body to replicate, socialize, integrate into human daily life,
and gradually develop its capabilities in a way that is evolving.

It is hoped that a brief introduction to the philosophical possibilities in artificial
intelligence will inspire the flow of research to define artificial intelligence research as
a key reference area for the study of new and emerging technologies.
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Abstract. Human robot interaction (HRI) offers potential in fulfilling the social
needs of humans specifically, in the context of an interview setting. While human
robot interaction has proven potentials to provide relatively measurable outcomes
in experimentation, applications in real life are limited mainly due to primitive
HRI design and implementation. Research in HRI is thus the necessary first step to
the diffusion of robots and robotic technologies into social life. This study presents
the results a case study on HRI design for a formal interview process. The findings
are presented in a framework that elucidates the key expected robot affordances—
action possibilities afforded by a humanoid robot—and their relationships with
humans in the interactive interview context. This framework development has
been informed by the Needs-Affordances-Features perspective.

Keywords: Human robot interaction · Robots · Interview ·
Needs-affordances-features perspective

1 Introduction

Human-robot interaction presents an opportunity to extend the use of robots in everyday
life. These robots could help interview humans in settings where questions are repetitive
and therefore may cause humans to tire, be annoyed, and most dangerously, be biased.
In this study, we evaluate the degree to which a robot could help a human in performing
formal and systematic interviews. In this context, the robot is given a set of questions to
ask an individual and could have prescribed parameters regarding the answers they are
given back. We discuss a set of features that can make these verbal and non-verbal inter-
actions more trustworthy and comfortable, allowing the robot to complete its assigned
task. Lastly, to identify the affordances, we evaluate how this set of features can sat-
isfy the needs associated with the interview process. The list of affordances can help
future researchers with HRI design and evaluation for interviewing and other interactive
experiences. Moreover, the methodology presented here can be used to examine HRI in
different contexts or environments.
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2 Background

Since robots have been introduced to themanufacturing industry, the interest in designing
settings wherein robots and humans can work and communicate side-by-side grew.
Hence, the field of human-robot interaction (HRI) was born. To separate this idea from
human-computer interaction, HRI has a physical embodiment or casing that interacts
with humans, and this shell is what constrains as well as focuses the capabilities of the
robot.

Bartneck, et.al. Explains, HRI is a “multidisciplinary field of study that involves
designing and creating robotic hardware and software, analyze human behavior when
interacting with robots in different social contexts, the design of the environments that
involve said interactions, and the subject matter expertise of the field of application” [2].
Because of this multi-faceted approach as well as the evolution of actuators, sensors, and
software, robots not only became increasingly instrumental in industry and commerce,
but in communication and gaining the trust of humans as well. Such social robots are
further explained below.

2.1 Social Robot

The idea of a social robot was born during the industrial robot was created in the 1950’s:
the Unimate [12]. Initially, controlled by humans, they became partially and eventually
fully autonomous because their ability to execute and react to human commands and
non-verbal behavior evoked a semblance of social presence among humans. The two
factors that determine human-robot engagement are a focal point or a “face” to look at
and determine responsiveness from, and the ability to respond behaviorally. The robot’s
exterior does not need to look human, but there does need to be a focal point [18] by
which humans can anthropomorphize the robot with. This can be achieved physically or
behaviorally. Physically, facial features or a semblance of them can be fashioned as in the
Kismet robot, a “neck-and-face” combination that could mimic and simulate emotion
[12]. Kismet has enlarged eyes, nose, and mouth but does not look human. Another
non-humanoid robot that has a physical focal point is the Paro robot, that comes in the
form of a seal, so it has eyes as the focal point, but also has tactile sensors as input, so
it can respond to physical touch. Other examples of physical focal points are humanoid
robots, such as the SoftBank’s NAO Robot, Pepper, and Sophia.

What is noteworthy is that such focal points can also present themselves by the
way that the robots respond to human social cues. For example, the Keepon robot is
composed of two spheres placed on top of each other. Its ability to “bob” up and down
and bend side to side in response to music or human movement indicated a clear focal
point on its upper sphere [2]. However, it cannot convey emotions since it has no facial
features. Equally important, it is robots’ responsiveness to human behavioral cues. To
dissect this responsiveness further, we must understand the sequence of events. To start,
the robot must be able to recognize and process any visual, audio, or tactile input from
the human. This human input will then have to be analyzed by the robot, much like
a function, and then deliver an output that is recognizable and sensible to the human.
What is key is that the human understands this output. In an interview setting, this loop
must happen as smoothly as possible. The software for this responsiveness to human
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social cues has been present since the conception of chatbots and even automatic call
distributor systems. Over time, the responses become more fluid to the point where it is
almost human-like. The combined focal point and behavioral response to its environment
make a social presence that undeniably allows humans affordability depending on the
robots’ design [2, 5, 18].

2.2 Social Robot

TheNeeds-Affordances-Features Perspective asserts that robot featuresmust allowaffor-
dances that satisfy human needs in HRI. To understand this, we explore general robot
advantages over humans that make working with them convenient. Because robots are
good at repetitive tasks, they do not tire or complain, making consistency and reliability
their salient advantages. Because of this reliability, their outcomes can be measured,
making experimentation easier. In addition, robots are programmable. Their constraints
can be defined. What they can learn and absorb as input can be controlled. For exam-
ple, there are studies that are done in healthcare, there are settings in which certain
words or gestures that are natural to most humans can be psychologically triggering for
patients. Robots can bypass having to deal with self-control issues like most humans
would. Another example would be humans can program how autonomous they would
like the robot to be. Depending on how the robot is designed, all their features can be
calibrated accordingly for their function. The same control can be said about what pool
of knowledge the robot is connected to. A good example is Alexa or Google Home. The
convenience of having the information on hand is priceless.

2.3 Human Context in HRI

The factor that will contribute the most variability to HRI experimentation is habitus
which encompasses the “full social experience and context of practices” and therefore
unique to every human [8]. This also cannot be controlled by anyone in the study except
for the human actor. For example, people may have had experiences prior to the exper-
iment that shape their natural predisposition to robots or technology in general. Some
may choose to engage with the robots gladly and others may not choose to at all. Because
of the nature of habitus, affordance is not enough to account for all results of experi-
mentation. Instead, both habitus (context) and affordance (action possibility) paint the
results of the experiment together [8]. In addition, since habitus introduces so much
variability, it is important for studies to factor in habitus to help standardize practice. In
truth, the human experience cannot fully be captured, but the field can come close to it
by including it in future studies.

3 Case Study

3.1 Robot as an Interviewer

We propose to use SoftBank’s Pepper robot to conduct an interview with human par-
ticipants, measuring the human interviewee’s perception of the affordances provided by



648 K. N. H. Zaballa et al.

Pepper that facilitate the interview. Pepper was designed as a service robot to assist in
home and business settings, making it well suited for communication research in HRI.
Pepper robot has 20 degrees of freedom between its 17 joints. These include Pepper’s
head, shoulders, elbows, wrists, hands, hips, knee, and base plate. These allow Pepper
to move gracefully and express a range of gestures and other non-verbal communi-
cation. An array of microphones allows Pepper to speak via built-in speakers. Pepper
was intentionally designed to not appear male or female to avoid the consequences of
anthropomorphizing human gender [2]. This also applies to Pepper’s voice, which is
intentionally androgenous.

Pepper is also equippedwith several cameras for eye tracking and navigation. Andrist
[1], found that well timed gaze aversion can make a robot conversational partner appear
thoughtful. Eye tracking helps Pepper to respond to human gaze behavior further enrich-
ing the nonverbal communication channel. An LED screen located on the chest can
provide an additional communication avenue [1], provides a more complete review of
Pepper’s features and capabilities.

Fig. 1. The Taxonomy of Pepper as defined by Onnasch and Roesler [18]

Figure 1 implements Onnasch’s [18] taxonomy for classifying HRI using Pepper
in our proposed case study. Although the primary field of application is in service,
the interview scenario could be applicable in police, therapy, and education as well. In
our proposed interview, Pepper will be 2 m from the human participant in a laboratory
setting. Pepper is an embodied, anthropomorphic robot with a high degree of information
acquisition and information analysis robot autonomy. For our case study, Pepper will
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have low decision-making autonomy and will be used as a puppet for a human operator
to operate out of sight of the interviewee. Pepper will have a medium degree of action
implementation autonomy in this case study. Even though a human will be coordinating
verbal responses, Pepper will still use built-in gaze management and natural movement
settings. The single human participant will be a cooperator in this case study, working
with Pepper to complete the interview.

3.2 ‘Needs’ Associated with the Interview Process

Karahanna [16] devised a Needs-Affordances-Features framework that sought to dis-
cover how social media features provide affordances that satisfy human psychological
needs. We seek to utilize this same framework to codify the needs, affordances, and fea-
tures associated with a human-robot interview. During an interview, human participants
have a set of relatively stable needs that - if fulfilled - will facilitate the interview pro-
cess. Self Determination Theory [3] states that humans have three basic psychological
needs: competency, relatedness, and autonomy. In an interview scenario competency
and relatedness offer the best opportunities for psychological need fulfillment.

Competency refers to the innate desire to have some level of mastery or proficiency
towards accomplishing a task. In a novel interview situation like a robot-conducted
interview, a human who is confident in their competency interacting with other humans
may not feel that same confidence when speaking to a robot interviewer. This new
situation allows a human to build competency with human-robot interaction, satisfying
their need. This could take the form of competency in communicating clearly with the
robot and understanding the robot’s communication (verbal and non-verbal) towards the
robot. Part of satisfying the human need for competency in the interaction is having a
robot interviewer that can execute the tasks they were designed for well.

Relatedness presents another psychological need that can be satisfied in an interview
scenario. Relatedness at its most basic level refers to the need for humans to interact
with others. At this basic level, a positive interactive experience during an interview can
constitute satisfaction of this need. Interaction between a robot interviewer and a human
interviewee is primarily verbal and non-verbal, physical interaction is optional. Pepper
has microphones for listening, speakers to verbally communicate, and various nonverbal
communication features – making Pepper a good candidate for an interview robot.

3.3 Key Affordances

The essential affordances that can be provided by a robot interviewer in anHRI interview
scenario are interactivity, communication, and sourcing. Reviewing existing literature
on affordances in HRI, HCI, and communication research shows varied definitions of
affordances, with some efforts to arrive at an essential definition [6]. Evans [6], provides
criteria for determining if a proposed affordance is in fact an affordance. The first of
these criteria requires the proposed affordance is neither the object itself nor a feature
of the object providing the affordance. The second requires that the affordance is not an
outcome, affordances should invite outcomes. The third criterion is that the proposed
affordance has a variable range.
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Interactivity affordances refer to the degree human actions will prompt robot reac-
tions [15]. In an HRI interview where the robot is conducting the interview, this will
constitute both verbal and nonverbal cues that features of a robot interviewer can afford.
Interactivity is not a feature, but rather an affordance provided by a collection of fea-
tures. Interactivity is also not an outcome, but an affordance that allows for the outcome
of interaction. Interactivity can vary in degree from highly responsive and to a more
subdued responsiveness. This is largely influenced by the capability and limitations of
robot features. For example, a robot interviewer could have a low or high threshold for
responding to a human interviewee fixing their gaze on something. However, the variable
nature of the interactivity affordances is due to the context of the interaction. Interaction
context includes the environment the interview takes place in as well as the habitus of the
human interviewee [8]. When the interactivity affordances are adequately presented via
enabling robot features, the psychological need for relatedness will motivate the human
interviewee to act on interactivity affordances they perceive.

Communication affordances refer to affordances that enable various verbal and non-
verbal communications with humans. The communication affordances are not features
of a robot interviewer, but the possibilities that are perceived by humans for verbal and
non-verbal communication. A robot’s face is a feature of the robot that affords verbal
communication if pairedwith other features like audio output and chatbot software.Many
affordances in HRI exist in this “web of mediators” where different pieces of technology
together provide different affordances than alone [14]. Communication affordances are
not the outcome of communication, but the combined perceived potential of several
robot features to enable communication. Both verbal and non-verbal communication
affordances have variable ranges due to the relational nature of HRI. Different humans
will perceive different possible communication actions due to their combined experience,
temperament, and capabilities. The psychological needs for relatedness and competency
will motivate the human to act on perceived communication affordances.

Sourcing affordances enable human interviewees to both provide and request infor-
mation or resources. In an HRI interview context this could include both physical sourc-
ing for documents and informational sourcing during questioning. Sourcing affordances
are separate from the features that create them. The features that allow a robot to direct a
line of questioning towards a human with appropriate language and timing are not affor-
dances, but they do enable the affordance to be perceived. Sourcing affordances are not
the outcome of sourcing information and resources, but rather the combined perceived
potential for sourcing to or from a robot interviewer. Due to the same relational nature of
HRI and subjective habits of individual humans, sourcing affordances have variability
in the degree they are perceived and acted on. The psychological need for competency
will motivate humans to act on sourcing affordances.

4 Discussion

4.1 Theoretical Contribution

Experimentation of features shouldmove the future studywith the needs and affordances
in mind. We have discussed two needs which are competency and relatedness. First,
because we know that competency is one of the needs robot interviewers can fulfill, we
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need to explore ways by which humans feel that they can master interaction with the
robot. Maybe prior training before meeting with a robot detailing how exactly to engage
can help. Additionally, robotic features that increase familiarity to natural interactions,
such as incorporating more human-like responsiveness to behavioral cues can help. In
addition, we can experiment on the robot-to-human ratio in the interview setting [18].
Much like how the self-checkout lines in the grocery stores, one dedicated employee
is assigned to help sort out issues in the self-checkout machines in case anything goes
wrong with the transactions. Similarly, we can find out differences in affect when there
are more humans than robots, equal number of humans and robots, and more robots than
humans [18]. What we must realize here is that the robot and human interviewee are
collaborators in defining successful interviews, meaning they share a common goal and
are dependent on each other for the achievement of said goal [18]. Due to the idea of
habitus [8], responses can vary, as mentioned. In addition, having humanoidmorphology
can contribute to higher perception of a more natural communication such as speech and
human mimicry in conversation [18].

Next, we can experiment on the relatedness need that robot interviewers fulfill. We
have discussed about how responsiveness helps in helping humans better perceive robots.
Part of this response to behavioral and verbal cues is their ability to be mobile or mimic
human response.We can experimentwith thismimicry by conducting experimentswhere
we vary the degrees by which the robot can be mobile. For instance, we can have one
where the robot just speaks and does not move anything else. In another we can have a
robot that is totally fluid in movement in response to humans. In addition, any variables
in tone and language and ability to make the interaction a positive one. Here is where
emotion detection and analysis counts. Because if robots can recognize and analyze
emotions better, then they can respond accordingly and maintain the positivity of the
interaction. They can for example be programmed not to say any trigger words for
patients with post-traumatic stress disorder or autism spectrum disorder.

Affordances are elusive because they are a collection of features that allow the human
to interactwith the robot as opposed to one specific feature that has a single goal.Knowing
this, we now explore how we can experiment with interactivity, communication, and
sourcing. For interactivity, we can explore limiting or expanding features that relate to
mimicry, like the number of axes of mobility or the tone of voice that the robot responds
with. For instance, think about a robot asking for a boarding pass and travel documents in
an airport versus a robot asking for latest symptoms from a patient in a medical setting.
There is an urgency thatmust be conveyed in thefirst scenario and sensitivitywhen asking
for patient health information in the latter. Next, we have communication which allows
humans to interact with each other verbally and non-verbally. Here we can play with
input sensors, like infrared, auditory, visual input devices. To add, we can experiment
with the engines that process these inputs. This is where machine learning techniques,
software for emotion detection, sentiment analysis, and natural language processing, can
be explored. In addition, we have output mechanisms, such as speakers, facial features
like blinking, and a plethora of facial expressions to play around with. Moreover, the
mechanisms by which we can make communication easier for example, multilingual
capabilities and additional output devices like screens can supplement communicative
affordances. As mentioned, Pepper can speak fifteen languages and has a screen on
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its chest that can supplement any auditory and visual response, like a diagram or a
photo. Last is sourcing, which allows human interviewees to provide and request for
information. Aside from input, processing, and output devices that can be improved,
studies that can be done by experimenting on the number of input and output devices.
For example, if the robot has requested for a piece of information but has numerous
modes of input. It may appear confusing to the user and will not contribute to mastery.
Think of a bill-to-coin changer machine, as opposed to an ATM with a keypad, slots for
deposit slips, and various other buttons to facilitate the transaction. Affordances are, after
all, supposed to help humans perceive action possibilities. In this case, experimenting
with the number of input and output devices may or may not contribute to information
overload rather than helping with humans’ day-to-day activity. As we can see, both
affordances and satisfaction of needs can be explored accordingly.

4.2 Practical Implications

Designers trying to build a robot that fulfills interview functions can use key interview
needs and affordances identified here to inform their design choice and feature selection.
Some examples of the robot types that would benefit from these are: receptionist robots,
robots in healthcare specifically for the elderly and psychotherapy, robots for learning,
and robots for security in travel ports and border patrol offices.

Receptionist robots can be designed to interview incoming clients in a business
setting. In many instances, they were also used for navigational purposes so that they can
direct clients to the specific room they are having a meeting in. There is a short interview
in the beginning to ask the client for what they need. In such cases, it is more helpful to
have extra communicative features since humans need more information from the robot,
for example, Pepper’s monitor can showmore information while she is speaking [2, 22].

Robots in healthcare can serve as medical intake assistants and socially assistive
robots or SAR’s [2]. As medical receptionists, they can interview the incoming patient
with a standard questionnaire [2, 4]. A study with a humanoid NAO robot was found
to need studies that deal with increasing the robot’s social presence [2]. To delve into
the idea of robots in this setting, we understand that doctors in medical settings are
stretched too thin between patients. In addition, they, like a lot of medical personnel,
have arduously long shifts that have an undeniable effect on their well-being and their
mood. Such factors can negatively impact significant exchanges with their patients. In
this setup, robots can help by being the information-givers regarding extended questions
of a lab result. That way, any extra information they need can be addressed for however
the patient needs, and the doctors can tend to their other patients or appointments.More of
this information dissemination will be discussed in robots for education below. Another
aspect that robots in healthcare can contribute is in providing personal assistance for the
elderly, such as helping them with “pre-clinic and tele-clinic appointments at home,” as
well as providing themwith companionship, which then reduces costs and improves their
psychological well-being [2]. These interviewsmay take amore conversational approach
wherein the robotmust remember certain input from the elderly to build trust and provide
information. Extra features to be explored include assessment of consciousness and
improved conversational abilities. This situation is where we can experiment with the
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communication and sourcing affordances we have discussed, specifically tone of voice
and choice of words.

Robots for education can provide one-on-one education [2]. For enhanced teach-
ing, Pepper, as mentioned, has a monitor on her chest to show different diagrams [23].
Increased studies on the robots’ behavioral responses may contribute to students’ learn-
ing. As in other scenarios, the robot can go over any clarifications that the student may
need at the pace of the student, which in a normal classroom setting, may cause delay
in other pupils’ learning or frustration on the part of the educator. Communication,
interactivity, and sourcing affordances can be enhanced in this context.

Last, we discuss robots for security in travel ports and border patrol offices. These
round-the-clock high stress environments are the prime reason that robots can help in
interview scenarios. Humans can tire, complain, and be biased. Since robots do not
fatigue or do not complain, they can produce the personalized interviews that these
situations require. To add, since robots are programmable and therefore can produce
relatively predictable outcomes, their efficacy can be measured. For instance, robots
have been considered for deception detection in deceptive interviews and mock crime
[5]. The affordances to explore in design would be communication, interactivity, and
sourcing.

In summary, the contexts above can be used to explore distinct features that can
increase affordability and help further ease the human needs of competency and relat-
edness. As we can observe, each of the interview settings have overlapping affordances
and corresponding features that can be improved on.

5 Conclusion and Future Research Avenues

We have established key affordances to be provided by interview robots. After estab-
lishing the key affordances that a robot interviewer can provide in an interview, further
research on what robot features and combinations of features specifically provide these
affordances is warranted. Affordances are unanimously defined as being shaped by
the context and environment they take place in [8]. Therefore, the effect that varying
interview scenarios and contexts have on perceived affordances should be studied. In
addition, the reverse interview situation where a social robot is interviewed or ques-
tioned by a human should be examined. The affordances desired and features required
for a question-answering social robot may differ from those of a question-asking robot.
Identifying both sets of features will allow for a better understanding of the possible
constraints and synergies of features that will allow for a truly versatile generation of
social robots that can provide a full range of affordances.
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