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Abstract This paper discusses the potential benefits of images assimilation in the
context of operational oceanography, with the goal of eventually exploiting the
dynamical information contained in sequences of ocean images to improve ocean
model predictions. Successful assimilation of ocean images will provide a positive
answer to the question whether meaningful dynamical information can be extracted
from sequences of satellite ocean color images for the improvement of analyses
and forecasts of the ocean circulation. Because in situ observational campaigns are
costly and usually very limited in space and time, and satellites with visible bands
are increasing in number, coverage and providing images with very high temporal
frequency. Operational centers should consider making image assimilation an inte-
gral part of their future assimilation systems. Beyond the motivation, we also discuss
whether images should be assimilated directly or indirectly, the latter consisting of
assimilating information derived from images.

1 Introduction

Velocity is a fundamental and necessary quantity in the dynamics of any fluid. Ocean
currents are responsible for the transport of heat, salt, nutrients, and they also impact
the movement of ships, gliders, drifting buoys, waves and ice. Currents play a signif-
icant role in the variability of ocean conditions at both regional and global scales.
Accurate knowledge of ocean currents is critical for navigation, search and rescue.
The potential of ocean surface currents observations to drastically improve ocean
circulation analyses and forecasts was demonstrated in recent experiments (Carrier
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et al. 2016; Ngodock et al. 2015; Muscarella et al. 2015). Other studies have shown
improvement of ocean predictability by assimilating ocean observed velocity data
(Mariano et al. 2002; Fan et al. 2004; Taillandier et al. 2006; Nilsson et al. 2012).
However, apart from coastal high frequency (HF) radar and sparse moored buoys,
ocean currents are hardly observed.

The majority of observations used in correcting the ocean circulation consist of sea
surface temperature (SST), sea surface height (SSH), and subsurface temperature and
salinity (T/S) profiles. Assimilation of these observations provides some correction
to the velocity field. For example, SSH assimilation provides geostrophic correction
of the velocity field for the mesoscale circulation, and T/S profiles assimilation
provides correction of the velocity field through the pressure gradient. However, the
spatial distribution of these observations does not allow a reliable reconstruction
of the velocity field, and accurate forecasts may be needed in locations where T/S
profiles cannot be sampled or in coastal waters shallower than 200 m where SSH
is not available. Thus, other types of remotely sensed observations that enable the
correction of the circulation need to be exploited.

Sequences of ocean color images from satellites can capture the dynamics of the
ocean, as they depict optical evolution of physical quantities and properties in the
ocean. For example Fig. 1 shows a couple of Gulf Stream eddies from the infrared
channel (Sea Surface Temperature) and the visible channel (Chlorophyll concen-
tration) onboard MODIS. The similarity of the structures from those two channels
shows that information from model variables (e.g. Temperature) can be obtained
from other quantities (Chlorophyll concentration). Lateral displacements of these
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Fig. 1 Image of Sea Surface Temperature and Chlorophyl (Courtesy of NASA for research and
educational use, oceancolor.gsfc.nasa.gov)
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quantities are mainly due to advection from ocean currents. The evolution of images
thus contains information about ocean currents, fronts and eddies. This information
can be either extracted or exploited through the assimilation of image sequences, in
order to provide more accurate analyses and forecasts of the circulation. There are
areas where in-situ observations cannot be collected, and only satellite observations
are available. Sometimes traditional SST and SSH are not enough to constrain the
circulation, and velocity observations are not available either. Satellite images in this
case will contain information that can be used to correct model forecasts via data
assimilation.

Ocean images from satellites are abundant and not exploited for dynamical correc-
tion of the ocean circulation. Several satellites exist that provide frequent imagery
of the ocean, in different locations around the globe. They are available up to the
coast, where SSH is not reliable and in-situ observations cannot be sampled. The
assimilation of sequences of images will improve the analysis and forecast of ocean
currents, fronts and eddies, a gap that has been identified in the US Navy operations.

Prior studies show that velocity fields can be extracted from a sequence of images.
Methods of extraction ranges from the particle image velocimetry (Adrian 1991) to
the assimilation of images into simple models describing the image motion (Herlin
et al. 2006). Velocity derived by such methods can be used as observation of the
velocity; that is the case of cloud motion vector used in data assimilation for atmo-
spheric models (Schmetz et al. 1993). The drawback of such approach is that the
model considered for the image evolution is totally decoupled from the underlying
physical process, thus yield unrealistic velocities. The inferred velocity is usually
not accurate because the process of inferring the velocity is not constrained, i.e., is
detached from the dynamics of the modeled fluid.

Other studies show that images can be successfully assimilated directly into
models like the shallow water coupled with the image evolution model (Titaud 2009;
Souopgui 2010). Because of the density of velocity generated by such method, the
combination of images or velocity extracted from images, directly with observations
of other variables of the model (temperature, surface elevation, etc.) requires the
construction of cross-covariance between variables, or a data assimilation method
that can inherently handle the cross-covariances.

2 Images Source and Processing: The Ocean Example

At the present time the earth is permanently observed by a large number of satellites
in several wavelengths. For the ocean, quantities of interest captured by satellites
are sea surface temperature (SST), sea surface height (SSH), ocean color and other
quantities in the satellite visible bands, e.g. Fig. 1.

Note that images of the ocean are two dimensional signatures of three dimensional
phenomena. These images are basically a set of pixels. However, they contain visible
structures such as fronts, vortex and singularities. The information in the image is
transported by these structures. Therefore it can be considered from two viewpoints:
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the Eulerian viewpoint in which the evolution of the flow is described from a fixed
frame, and the Lagrangian viewpoint in which the description is follows the evolu-
tion of the flow). A difficulty arises when a flow may have both an Eulerian and a
Lagrangian character. Such is the case for Lenticularis clouds in the atmosphere: they
look almost steady state, but in reality they are the signature of a strong wind. If the
winds where estimated from the displacement of the lenticularis cloud then the result
will be far away from the truth. Cloud are particles of water; they are gaseous phase
near the ground, in liquid phase when they lift up and become visible, then turn back
to vapor/gaseous state again during the descent. As a consequence, it is necessary
to take into account the physics of “what is seen”. This means that images should
be assimilated directly, not the effects seen in the images. It follows that sequences
of images should be considered for assimilation rather than individual images, as
the latter contain very limited information about the underlying dynamics. Another
reason to consider sequences of images is that they contain information about the
dynamics of discontinuities such as fronts and singularities. Single or flat images do
not provide such information. It is thus important to isolate or extract the disconti-
nuities and define them in a functional space with adequate topology that allows for
variational calculus in conjunction with the dynamical model at hand. Care should
be taken so that the topology is not too regularizing, otherwise the information in the
discontinuities will be lost.

For The particular case of the ocean, images can be obtained from visible-band
imagery at high temporal frequency or geosynchronous, and at high horizontal reso-
lution from meteorological satellites. Examples of existing such satellites are listed
in Table 1.

The GOES-R series satellites are geostationary meteorological observation plat-
forms and the Advanced Baseline Imager (ABI) is the primary instrument on board.
ABI is a passive imaging radiometer with spectral bands from the visible through
the infrared. The horizontal spatial resolution is 500 m to 2 km and the observa-
tion frequency is 5 min in conus mode (GOES-East) and as high as 30 seconds in
mesoscale mode. Despite this very high temporal frequency, the obstacle for utiliza-
tion of these data for oceanographic applications has been that the ABI contains only

Table1 examples of existing meteorological satellites with visible bands that provide ocean images
at very high spatial and temporal resolution

GOES MeteoSat | Himawari Geo-Kompsat
Visible bands (nm) | 470, 640 600, 800 | 470, 510, 640, 860 | 470, 509, 639,
863
Frequency (mins) 5 15 2.5-10 <10
Resolution (km) 0.5 (conus mode) 3 0.5-1 0.5-1
Imager Advanced baseline | SEVIRI Advanced Advanced
imager Himawari imager | meteorological
imager
Owner UsS European | Japanese South Korean
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two very broad bands in the visible (470 and 640 nm); the visible bands are not
designed for detecting the comparatively weak radiant signal emanating from the
surface ocean, also known as the water-leaving radiance (Lw).

For many coastal scenes, however, these limitations may be overcome by new
techniques that convolve the GOES-ABI visible band data with information from
coincident and dedicated ocean color radiometers (Visible and Infrared Imaging
Suite [VIIRS], and the Ocean and Land Colour Imager [OLCI], Jolliff et al. 2019).
These sensors are on board polar-orbiting satellites (NPP, NOAA-20, Sentinel 3A/B)
and thus provide only 1 image per day (barring any cloud cover), yet, the calibra-
tion/validation activities that support these sensors enable very precise determination
of Lw across the visible. When this information is used to post-process GOES-ABI
data for coastal scenes, unprecedented details on coastal circulation are immedi-
ately evident in the true color image sequences. Particularly conspicuous in the
high temporal frequency images (every 5 min) is the movement of turbidity plumes
emanating from rivers and estuaries as well as the frontal boundaries between turbid
shelf waters and the open ocean. Previous studies have shown that it is feasible to
extract ocean surface velocity estimates from ocean color image sequences (Yang
etal. 2015), but the major obstacle to any pragmatic application has been that without
very high temporal frequency (O ~minutes) these estimates are prone to significant
errors. Ideally, the frequency of color-enhanced GOES-ABI image sequences is more
than sufficient to overcome this obstacle. Yet, aerosol correction, ABI signal noise,
and other issues remain to be addressed and require a dedicated research effort in
order to exploit the full oceanographic potential of GOES-R datasets.

3 Methods for Image Assimilation and Their Limitations

Data assimilation is the process that minimizes any discrepancies between the
observed and modeled phenomena. It requires a direct relationship between the
observed and modeled: the model must have variables that relate to the observed.
The assimilation of images can then be classified as indirect or direct. In the indi-
rect assimilation, observations are transformed into model variables counterparts,
e.g., radiances to temperature or images to atmospheric motion vectors (AMV). In
the direct assimilation, the model variables are transformed into observations or a
common transformation (into the same metric space) is applied to both the model
variables and the images so that they can be compared.

3.1 Indirect Assimilation of Image

Velocities are first estimated from the evolution of images, then they are assimilated
as regular observations. As stated above in the introduction, the drawbacks of this
approach are that the model considered for the image evolution is totally decoupled
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from the underlying physical process, thus yields unrealistic velocities with large
observation errors in addition to being correlated. Extracting velocities assume linear
dynamics from frame to frame, different from the modeled dynamics. The inferred
velocity is usually not accurate because the process of inferring the velocity is not
constrained, i.e., is detached from the dynamics of the modeled fluid. In the general
case, transforming observations into model counterparts is an ill-posed problem
(image sequence to velocity, radiances to temperature). It should thus be avoided,
especially in the case of images, since they are two dimensional signatures of three
dimensional phenomena, and the underlying physics and dynamics are unknown.

3.2 Direct Assimilation of Images

In the direct image assimilation, no attempt is made to extract the equivalent of model
variable; rather a well-suited mathematical space of image is chosen or defined and
the calculus of variation is carried out in that space. The question here is how to
define such a space. There are three main difficulties in this process. The first is the
definition of the space of images, i.e. what is it that is really “seen” in the images:
discontinuities, fronts, vortex or singularities? The second difficulty is that images
have to be defined in a metric space so that the usual optimization procedures applied
to the assimilation or regular observations can also be carried out for the images. The
third difficulty is that the observed-modeled relationship that is fundamental to data
assimilation requires pseudo or modeled images from which the discrepancies to the
observed images are computed. The latter is an expansion of the dynamical model
that now includes a component simulating the image evolution.

3.2.1 Mathematical Spaces for Images

Images are a two-dimensional array of pixels. Dynamic information seen in a
sequence of images are located in discontinuities and their evolution. For that reason
the consideration of an image as an array of pixels is not appropriate for image assim-
ilation; this is confirmed by prior studies (Titaud et al. 2010; Souopgui 2010) and
illustrated by Fig. 2, which compares the image assimilation in the pixels and other
spaces.

The first clue in the definition of a mathematical space for image is the isolation of
discontinuities, which is a pre-processing stage forimages. Titaud et al. (2010) defines
the space associated with discontinuities in the image as the “space of structures.”
Discontinuities are well characterized in spectral spaces using familiar tools such as
the Fourier, wavelet or curvelet transformations. An example of curvelets is shown in
Fig. 3. Another candidate in this category is the levelset method. The assimilation of
images then requires two additional operators: the image-to-structure operator and
the model-to-structure operator. The first operator converts the images from their
original space given by the array of pixels to the space of structures, and the second
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Fig.2 Analyzed initial velocity field computed by direct image sequence assimilation with different
image observation operators: Identity operator (top left); curvelet decomposition and hard thresh-
olding (top right); curvelet decomposition and scale by scale thresholding (bottom left); curvelet
decomposition and hard thresholding zeroing coarsest scale (bottom right)

operator converts the model solution to the space of structures. These two operators
enable the computation of the image innovations, i.e. the discrepancy between the
observed and modeled images, to be minimized in the cost function.

On the model side, the literature identifies three methods to define the model-to-
structure operator: advection of passive tracer, advection of structures and Lyapunov
exponents. The method of advection of passive tracer extends the model state to
include a passive tracer that is advected by the model velocity and its concentration
defines the model counterpart of the image. The image-to-structures operator is then
used as the observation operator for image observation. The method of advection of
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Fig. 3 Schematic view of a single scale approximation of a circle with multiscale decomposition
wavelet (left) and curvelet (right)

structures extends the model state with structures of interest and advects those struc-
tures with the model velocity. The Lyapunov exponents method defines Lagrangian
coherent structures (LCS, Haller, 2015) as the structures in the model and compare
them to the structures in the images. In the first two methods, the advection defines
the image model and the velocity field provides a coupling between the ocean model
and the image model. Advection is not only the coupling mechanism between image
propagation and ocean model; it is the dominant dynamical driver (Ren et al. 2011)
on the short time scales between consecutive images in a sequence of high temporal
frequency. In general, the image model is assumed to be two-dimensional because
images are assumed to be of the surface of the ocean.

The assimilation process requires the observation operator and its transpose, so
it is important to limit the degree of complexity and nonlinearity in the observation
operator as much as possible. Lyapunov exponents and Level sets transformations are
complex and nonlinear, and as such present a challenge for the transposition. On the
other hand, wavelets and curvelets define a linear transformation and are discussed
below. For more information on the Lyapunov exponents in image assimilation, see
(Titaud et al. 2011; Le Dimet et al. 2015). Figures 4 and 5 show the potential of
the backward Finite-Time Lyapunov Exponents (BFTLE) and the backward Finite-
Time Lyapunov Vector (BFTLV) fields (Haller 2001) in extracting structures that are
comparable to those present in images.

3.2.2 Multiscale Analysis of Images: Curvelets

Recent years have seen a rapid development of new tools for harmonic analysis. For
geophysical flows, there are coherent structures evolving in an incoherent random
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Fig. 4 Backward FTLE (day~! (left) and corresponding Backward FTLV orientations (angular
degree) (right) computed from the surface velocity of a simulation of the North Atlantic Ocean
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Fig. 5 Sea Surface Temperature field (left) and the corresponding orientations (angular degree) of
the gradients (right)

background. If the flow is considered as an ensemble of structures, then the geomet-
rical representation of flow structures might seem to be restricted to a well-defined
set of curves along the singularities in the data. The first step in using images as
observations in data assimilation is to separate the resolved structures, which are
large, coherent and energetic, from the unresolved ones, which are supposed to be
small, incoherent and bearing little energy. One of the first studies in this sense
(Farge 1992) shows that the coherent flow component is highly concentrated in
wavelet space. Wavelet analysis is a particular space-scale representation of signals
which in the last few years has found a wide range of applications in physics, signal
processing and applied mathematics. The literature is rich regarding wavelets (Mallat
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1989; Coifman 1990; Cohen 1992) for example. A major inconvenience of wavelets
is that they tend to ignore the geometric properties of the structure and do not account
for the regularity of edges. This issue is addressed by the curvelet transform. The
curvelet transform is a multiscale directional transform that allows an almost optimal
nonadaptive sparse representation of objects with edges (Candes and Donoho 2004,
2005a, b; Candes et al. 2006). In R?, the curvelet transform allows an optimal repre-
sentation of structures with C2-singularities. As curvelets are anisotropic, e.g. Fig. 3,
they have a high directional sensitivity and are very efficient in representing vortex
edges.
A function f € L(Rz) is expressed in terms of curvelets as follows:

f= Z(f’ VWL, (D

Jjk,l

where ; ; ; is the curvelet function at scale j, orientation / and spatial position k
(k = (ky, k»)). The orientation parameter is the one that makes the major difference
with the wavelet transform. The set of curvelet functions v ;x does not form an
orthonormal basis as it is the case for some families of wavelets. However, the
curvelet transform satisfies the Parseval relation so that the L,-norm of the function
f is given by:

AP =" crju ©)

okl

where ¢; j i = ( i, k) are the curvelet coefficients.

Figure 2 shows an illustrative comparison of the approximation of a circle by
wavelets and by curvelets. The curvelets provide a better approximation of this
perfectly anisotropic object. The convergence of curvelets is also better: the best
m-term approximation f,, of a function f,, has the representation error

If = full ®m™!

for wavelets and

If = full = Cm~" (Inm)?

for curvelets.

Another interesting property of curvelets in the framework of variational data
assimilation is that the adjoint of the curvelet transform is the inverse of the curvelet
transform. Therefore, to represent an image, we will consider the truncation of its
curvelet development.
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3.2.3 Level-Set

The use of the level-set theory has also been proposed for assimilating the information
contained in images (Li et al. 2017). Two-dimensional shapes of features (eddies, oil
slick) on the ocean surface can be represented by a subdomain €2 whose boundary
is defined by the zero level-set of the mapping ¢ : R?> — R

¢(x) <0, x € Q
Vx e R?, {¢(x)=0, x € 0Q 3)
d(x)>0, x ¢Q

with the inclusion of time, the function ¢ (¢, x) defines the evolution of the shape as
advected by a velocity field v(¢, x), following the advection—diffusion equation.

2 +v.V¢p —kA¢p =0. 4
ot
The evolution of the subdomain €2 is thus equivalent to the evolution of a concen-
tration given an advecting velocity field. The initial condition for this equation can
either be a control variable, of which the first guess is obtained by extracting the
shapes in the first image in a sequence, given a threshold of what can be seen in
the images. The shape extraction is an “image-to-shape” process that also serves
as the “shape” observation operator, i.e. what is now assimilated is the shape or
set of shapes extracted from the image. The same process is applied to the evolu-
tion of the concentration that simulates what is seen in the images, providing the
model-to-shape process. In this case, the discrepancy between the observed and
modeled images is expressed as the discrepancy between the shapes extracted from
the observed images and those from the evolved concentration. Note that the shape
extraction in a nonlinear and non-differentiable process. Some modifications of the
process are thus necessary so that it can be linearized and transposed as required by
the formulation of the variational assimilation technique.

4 The Cost Function

Once the “image model” or “shape model” has been added to the dynamics, and the
image space and the image observation operator (i.e. the relationship between the
observed and modeled images) defined, a new cost function can be defined as the
extension of the original cost function (for assimilating regular ocean observations) to
include the discrepancies between the observed and modeled images. Images should
only be assimilated in the context of the extended cost function as it is the only
means of constraining the corrections from image observations to the regular ocean
observations and dynamics of the ocean model.
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The minimization of this cost function can be carried out with the existing algo-
rithms for the assimilation of regular ocean observations. We note here that the use of
sequential methods or filters such as the three-dimensional variational (3DVAR) or
the ensemble Kalman filter (EnKF) should be avoided. They assume that observations
are sampled at the analysis, thus freezing the time dimension in the observations and
their underlying dynamics, which is essentially what the assimilation is seeking to
extract from images. Methods such as the four-dimensional variational (4DVAR) or
the ensemble Kalman smoother (EnKS) are therefore better suited for image assim-
ilation. In the EnKS, the time-dependent cross-correlation between variables of the
ocean and image models is inherent to the ensemble covariance and allows correc-
tions from the images to propagate through the ocean model variables and vice versa.
In 4dvar that adjoint of the image model allows the image corrections to flow back
to the adjoint of ocean model through the adjoint velocity variables, and the ocean
corrections also flow to the image model through the forward coupling by the ocean
velocity field.

The literature abounds with the formal derivations and algorithms related to the
minimization of the cost function, especially with 4DVAR. Those are not repeated
here. For detailed formulation of the 4DVAR algorithm for the minimization of
the cost function we refer the readers to an excellent academic resource, Bennett
(2002) and references therein. Li et al. (2017) also contains derivations using both
the physical and the tracer concentration evolution models.

Assimilation of image sequences with 4DVAR requires the implementation of the
image evolution model that is coupled with the ocean circulation model through the
velocity field. The lateral evolution of the image is assumed to result from advection
by the lateral velocity field. The adjoint of the image evolution model will also need
to be developed, and both the forward and adjoint of the image evolution model
will be integrated with the existing 4DVAR assimilation system. This will enable
the propagation of information from the image evolution to all other model variables
through the adjoint of the momentum equation.

The 4DVAR data assimilation system of Ngodock and Carrier (2014) is based
on the tangent linear and adjoint models of the Navy coastal ocean model (NCOM)
(Martin 2000). As a numerical model, NCOM already has components for the evolu-
tion of tracer fields such as temperature and salinity. The inclusion of an additional
tracer field for simulating the image evolution is thus straightforward in the model
dynamics, as well as in the tangent linear and adjoint models. This is how the capa-
bility of the NCOM-4DVAR system can be extended to include a tracer evolution
component that will be used assimilate ocean images directly, for the purpose of
correcting the ocean circulation. The same extension of a 4DVAR system can be
done at any research center to include image assimilation.

The assimilation of image sequences results in particular in the update of the
velocity variable at high resolution and large coverage. The resulting velocity field
can be validated against independent observations of surface currents, especially
in coastal areas where such observations are available from high frequency. And,
because velocity is correlated to other model variables through advection, the update
of velocity also contributes to the update of other model variables. This results from
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an implicit cross-correlation between the image model and the dynamical model vari-
ables. This cross-correlation is usually provided by the dynamics of the tangent linear
and adjoint models in 4DVAR. An interesting question is whether this dynamical
cross-correlation is sufficient to propagate dynamical information from the images to
all other model variables, or whether additional constraints or regularization terms are
necessary to ensure that the assimilation of images provides dynamically consistent
corrections of other model variables besides velocity.

5 Conclusion

This paper discussed the assimilation of images, particularly in the context of 4DVAR.
The latter is better suited for image assimilation because it takes into account the
model dynamics and the timeliness of observations. Images can be assimilated
directly or indirectly. In either case, the dynamical model needs to be extended
to include an image evolution component. The study is general enough to be applied
to many fields besides oceanography. We emphasized the ocean because it is poorly
observed and thus can greatly benefit from the assimilation of images arising from
the plethora of earth observing satellites. Image assimilation should be an inte-
gral part of the future of operational oceanography because in situ observational
campaigns are costly and usually very limited in space and time, but satellites with
visible bands are increasing in number, coverage and providing images with very
high temporal frequency, especially in regions where in situ instruments cannot be
deployed. Although images are treated as two-dimensional for the ocean surface,
their assimilation within a three-dimensional ocean model yields a correction to
other ocean model variables through the coupling provided by the model velocity
field. Implementation of image assimilation can be straightforward for research and
operational centers that already have a 4DVAR data assimilation system.
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