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Preface

In October 2014, School of Science, The University of Tokyo (UTokyo), jointly
with the Department of Civil Engineering, School of Engineering, established the
Students and Researchers Exchange Program in Sciences (STEPS) with Lomonosov
Moscow State University (MSU) and Saint Petersburg State University (SPbU) with
financial support from theRe-Inventing JapanProject,whichwas renamed later and is
now called Inter-University Exchange Project, of theMinistry of Education, Culture,
Sports, Science and Technology. Since then, we have been working to promote the
STEPS program not only by exchanging students and researchers but also by holding
scientific symposia and gatherings.

With support from the STEPS program, we held the 1st STEPS Symposium on
Photon Science on March 21 and 22, 2015, in the auditorium of the Chemistry Main
Building on the Hongo Campus of the University of Tokyo, and the contents of
the 28 lectures given at the symposium were compiled as a form of a book entitled
“Progress in Photon Science—Basics and Applications,” which was published in
2017 as the 115th volume of Springer Series in Chemical Physics. In order to keep
the momentum we gained through the fruitful discussion we had during the 1st
symposium, followed by a number of international research cooperation among the
attendees, we decided to keep holding STEPS Symposium on Photon Science in
cooperation with the research groups involved in the STEPS program.

The 2nd STEPS Symposium on Photon Science was held during March 14–16,
2016, in Hotel New Peterhof, Saint Petersburg, Russia, and invited talks were given
by 33 researchers from MSU, SPbU, and UTokyo. The third of this symposium
series was held on March 11 and 12, 2018, in Korston Hotel Moscow, Moscow,
Russia, and 36 researchers gave invited talks from the three institutes. The contents
of lectures in these two symposia were compiled into a second volume of “Progress
in Photon Science” series, “Progress in Photon Science—Recent Advances,” which
was published from Springer in January 2019.

The fourth and the final STEPS Symposium was held at The University of
Tokyo during March 20–22, 2019. The lectures were given by the following 34
researchers from MSU, SPbU, and UTokyo: Mikhail Federov, Kirill Griogriev,
Olga Kosareva, Konstantin Kouzakov, Vladimir Makarov, Vyacheslav Morozov,
Alexander Shkurinov, Svyatoslav Shlenov, and Andrey Stolyarov from MSU;
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vi Preface

Alexander Andreev, Alexander Konev, Alexei Kononov, Natalia Kopteva, Alina
Manshina, AndreyMereschchenko, ArtemRybkin, Alexander Shikin, Sergey Tunik,
and Oleg Vyvenko from SPbU; and Toshiaki Ando, Keisuke Goda, Takashi Hiroi,
Norikatsu Mio, Eiichi Nakamura, Hiroshi Nishihara, Yutaka Ohira, Shin-ichi
Ohkoshi, Jun Okabayashi, Tatsuya Tsukuda, Kana Yamada, Hideaki Yoshimura,
Junji Yumoto, Qiqi Zhang, and Youyuan Zhang from UTokyo.

All of the lectures were very exciting and informative, and we thought it appro-
priate to record the topics at the forefront of photon science addressed in the lectures
into a third volume of the series, which was entitled, “Progress in Photon Science—
Emerging New Directions.” We extended an invitation to the researchers who gave
a presentation at the 4th symposium to write a review-style chapter for the third
volume. Thanks to their enthusiastic responses, we were able to compile as many
as 10 peer-reviewed chapters. Each chapter of this book begins with an introductory
part, in which a clear and concise overview of the topic and its significance are given,
and moves onto a description of the authors’ most recent research results.

The chapters of this volume cover a diverse range of the research field of photon
science, and the topics may be grouped into six categories: light propagation and
plasma physics (Chaps. 1 and 2); molecules interacting with intense laser fields
(Chap. 3); photochemistry and novel materials (Chaps. 4 and 5); photobiology
(Chap. 6); photons and applications (Chap. 7); and optical responses of solid and
nanostructures (Chaps. 8–10). We hope this volume will convey the excitement of a
variety of activities in photon science to the readers and stimulate interdisciplinary
interactions among researchers, thus paving the way to explorations of new frontiers
in photon science. We also hope this book, together with the first two volumes, will
be regarded as a valued record of the STEPS program, which ended in March 2019.

We would like to take this opportunity to thank all of the authors who
kindly contributed to “Progress in Photon Science—Emerging New Directions,” by
describing their most recent work at the frontiers of photon science. We also thank
the reviewers who have read the submitted manuscripts carefully.

One of the co-editors (KY) thanks Ms. Mihoshi Abe, a secretary to his research
group, for her help with the preparation of this book.

Finally, we would like to thankMs. Takako Jono at the STEPSOffice of School of
Science, University of Tokyo, for helping us prepare for the 4th STEPS Symposium
on Photon Science, and Dr. Zachary Evenson at Springer for his kind support for
our third volume of “Progress in Photon Science” in the Springer Series in Chemical
Physics.
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Chapter 1
Self-action of Femtosecond Optical
Vortex in a Medium with Kerr
Nonlinearity

S. A. Shlenov, E. V. Vasilyev, V. P. Kandidov, A. A. Dergachev, and F. I. Soyfer

Abstract Wenumerically study the dynamics of the formation of optical vortex from
collimated Gaussian beam behind a spiral phase plate, and assess the characteristic
scale of azimuthal instability developing in a Kerr medium. The near zero values
of intensity on axes arise shortly after the plate but the ring profile is formed at the
distance of approximately half of the diffraction length. The break-up of the vortex
into several hot spots in the Kerr medium is more rapid for the large-scale noise. The
transformation of the vortex spatial spectrum is analyzed along with changes in its
phase profile. The interference of the self-focusing mode and the radiation extending
to the periphery leads to the formation of rings in the beam spectrum.

1.1 Introduction

The interest in the propagation of laser radiation in media with Kerr nonlinearity
is largely due to the actual problems of femtosecond filamentation, during which
extended high-intensity light filaments are formed [1]. The basis for the nucleation
of filaments is the self-focusing of radiation in a medium with cubic nonlinearity
[2, 3], which, together with other competing mechanisms, in particular, aberrational
defocusing in self-inducedplasma, ensures themaintenance of a highfluence in a bulk
transparent medium at distances substantially longer than the diffraction (Rayleigh)
length. Spatial effects are accompanied by a strong broadening of the frequency
spectrum of the pulse. In media with anomalous group velocity dispersion due to
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simultaneous spatial self-focusing and temporary self-compression of the pulse, the
formation of wave packets with a high localization of the light field, the so-called
“light bullets”, is possible [4]. The phenomenon of filamentation can be considered
as the basis of new laser technologies and applications related to the transmission of
light energy with high fluence over long distances, the creation of remote white light
sources, and the use of induced plasma channels of filaments [5].

The physical picture of femtosecond filamentation and the accompanying super-
continuum generation are well studied for the Gaussian and Bessel-Gaussian beams.
However, more and more studies have recently appeared on the filamentation of
beams of a more complex profile [6], including ring beams with a spiral phase dis-
location on the axis—optical vortices [7], which can be described by the expression
for the complex field amplitude using Lagger polynomials

Emn(r, ϕ, z = 0) = E0
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where m is the topological charge, ϕ is the azimuthal angle, Lm
n —generalized n-

order Laguerre polynomial, r0 is the characteristic spatial scale. In the simplest case
Lm
0 = 1 the beam at m > 0 has the form of a ring, the inner and outer diameters of

which depend on r0 and m. Note that the absence of a topological charge (m = 0)
transforms the formula (1.1) into an expression for a Gaussian beam of radius r0.
Vortex beams (1.1) have an orbital angular momentum and a helical phase front [7,
8], which prevents the “penetration” of the light field on the optical axis, where the
zero-intensity point is located.

Optical vortex generation can be performed in various ways. It can be formed
as a result of the interference of laser beams with an initially regular wavefront as
they pass through randomly inhomogeneous media, optic fibers or specially made
holograms [9]. In addition, the generation of vortex fields is possible directly in laser
resonators [10]. It is relevant to obtain femtosecond vortices as ring beams with a
phase dislocation in awide frequency range typical for ultrashort pulses. In particular,
dispersion-free schemes using uniaxial crystals and polarizing filters are proposed
[11]. In principle, it is possible to use relatively simple spiral phase plates, passing
through which collimated Gaussian beam acquires an annular intensity distribution
with a phase dislocation on the axis [12].

The propagation of optical vortices in a linear medium has much in common with
the diffraction of Gaussian beams. In [13], the behavior of the outer and inner radii of
an optical vortex’s ring-like profile as it propagated was analyzed, and a comparison
was made with an experiment using a He-Ne laser. It was shown that the maximum
intensity value at the diffraction length zd = kr20 both in the Gaussian and in vortex
beams decreases by 2 times, and the width of the spatial profile increases by

√
2

times.
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The study of self-focusing of optical vortices in a mediumwith cubic nonlinearity
in the quasi-optical approximation was first performed in [14]. The critical power
at which the self-similar solution corresponds to the collapse of the beam into an
infinitely narrow ring was found. It was shown numerically and analytically that the
critical power of an optical vortex increases with increasing topological charge m.
The dependence of the critical power for self-focusing of the vortex beam P (m)

V on
the topological charge m in units of the critical power of the Gaussian beam PG
is presented in [15]. For example, for m = 1 the critical power of optical vortex
is P (1)

V = 4PG . Experimental confirmation of the increase in critical power with
increasingm was obtained in [16] on the example of the optical vortices propagation
in air.

It was shown in [17] that the collapse of a self-similar ring intensity distribu-
tion during self-focusing of an optical vortex can stop without additional compet-
ing mechanisms—only due to diffraction, which occurs during self-focusing of slit
beams, corresponding to radial sections of vortex. One of the scenarios for further
self-focusing of optical vortices is the formation of a thin high-intensity ring, which
decreases in radius as it propagates.

In an experiment, the modulation instability in a cubic medium breaks the
azimuthal symmetry of the beam, and it breaks up into individual hot spots—regions
of filament formation. It was experimentally and numerically demonstrated that the
presence of 10% amplitude-phase noise leads to the decay of a femtosecond vortex
into several hot spots located along a circle, and the number of spots increases with
increasing topological charge and pulse power [18]. In [19] it is shown that in a
medium with the cubic-quintic nonlinearity optical vortices with a small topological
charge are linearly stable, provided that they are very broad. In other words, we can
get stable spinning spatio-temporal solitons as a result of the competition between
focusing and defocusing nonlinearities [20]. Another opportunity to observe a stable
propagation of the spatially localized single- and double-charge optical vortices in a
self-focusing nonlinear medium is to use partially incoherent light [21].

It is significant for pulsed radiation that the azimuthal instability does not occur
at the pulse front, where the instantaneous power is relatively small, and the optical
vortex retains its axisymmetric shape in the intensity distribution [22]. Nevertheless,
even when the intensity is high enough, so that the peak power exceeds the critical
power of self-focusing, the breakup into hot spots occurs after the nonlinear focus
[23] if the noise in the femtosecond vortex beam is small enough. This feature
allows us to use the axisymmetric approximation for modeling the propagation of
optical vortices at the initial stages of self-action. In [24], the decay of vortices with
various topological charges under conditions of instantaneous and inertial plasma
nonlinearity was studied. It is found that vortices with a topological charge m = 1
are more stable while propagating than vortices with a large topological charge. It
was also found that the frequency of pulse refocusing increases with a topological
charge of the beam.

Along with the spatiotemporal characteristics, the generation of the supercontin-
uum due to the self-action of optical vortices, particularly in calcium fluoride, has
been studied. The vortex nature of the beam in the near and far zones are shown, and
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the distribution of the spectral components of the radiation is obtained depending on
the position of the beam waist relative to the input face of the crystal [25]. It was
shown in [23] that, due to the high gradient of the intensity near the axis, the angular
spectrum of the vortex beam is wider than that of the Gaussian beam with the same
excess of the peak power over the critical value.

The propagation of femtosecond optical vortices under filamentation in a medium
with anomalous group velocity dispersion was studied in the axisymmetric approx-
imation in [26, 27]. It is shown that in the case of self-action of ring beams with a
phase dislocation with a topological charge m = 1 in fused silica at a central wave-
length λ0 = 1800 nm, a sequence of annular light bullets with a duration of about
10 fs and a radius of at least 10 µm is formed. In this case, the radiation has a multi-
focus structure with the sharpest last focus, where global maxima of the intensity and
plasma concentration on the propagation path are reached. Quantitative estimates of
the transformation of the spectral energy of the pulse from the central region to the
Stokes and anti-Stokes parts of the spectrum are obtained.

At the beginning of this paper,we numerically study the dynamics of the formation
of optical vortices fromGaussian beambehind a spiral phase plate in order to evaluate
the characteristic conversion distances and the possibility of using the same spiral
phase plate to obtain optical vortices at adjacent wavelengths. Then we assess the
characteristic scale of azimuthal instability development of the optical vortex in a
medium with cubic nonlinearity, and, finally, analyze the features of transformation
of its wave front and angular spectrum.

1.2 Vortex Formation from a Gaussian Beam in a Scheme
with a Spiral Phase Plate

The most common laser beams used in experimental studies have Gaussian intensity
profile (Fig. 1.1a) and plane or parabolic phase. To obtain an optical vortexwe need to
introduce the phase singularity into the phase profile (Fig. 1.1b), which can be done
with the use of specific phase plates. Free propagation of the originally Gaussian
beam with spiral phase, as we will show later, leads to a formation of an optical
vortex having a ring-like intensity distribution (Fig. 1.1c).

To estimate lengths of propagation needed for the formation of the vortex, we
used a 3D model of laser beam propagation:

2ik
∂A(x, y, z)

∂z
=

[
∂2

∂x2
+ ∂2

∂y2

]
A(x, y, z) (1.2)

The initial conditions for the slowly varying complex envelope A(x, y, z = 0)
were the following:
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Fig. 1.1 Intensity distribution in the cross-section of the original Gaussian beam (a), the phase
singularity in the beam after passing through the phase plate (b), intensity distribution in the cross-
section of the optical vortex (c)

A(x, y, z = 0) = A0 exp

{
− r2

2r20

}
exp

{
imϕ(x, y)

}
, (1.3)

where r = √
x2 + y2, tan ϕ = y/x . The topological charge of the vortex phase is

m = 1 throughout the study. The beam radius is r0 = 1 mm.
The simulation of the vortex propagation has several difficulties due to the phase

singularity on the axis x = y = 0. In the formed vortex, the intensity of the laser
field in the point of phase singularity is zero, but in our model, it is not zero right
after the phase plate. The intensity near the axis rapidly declines and it reaches near
zero values shortly after the plate. This is because of the destructive interference of
the field at which the phase varies by 2π along the path enclosing the singularity.
The ring-like intensity distribution is formed and is accompanied with the energy
exchange between the central and peripheral parts of the beam which takes the form
of ring-like waves from the central part to the peripheral, propagating at high angles
to the optical axis. In numerical simulation, a finite computational grid is used so that
these waves reaching the edges of the grid—reflect from them, return to the central
part and interfere with the beam, producing numerical artifacts.

To overcome the problem of the indeterminate phase on the axis, phase jump is
located between grid nodes (Fig. 1.2).

To overcome the interference with the reflected waves we extend the computa-
tional area in the cross-sectional dimensions so that there is some buffer areas around
the beam for the ring waves to propagate farther from the beam. The typical grid
has the size of 8192 × 8192 in the cross-section and the step along the propagation
axis z is about 10−4 of the diffraction length zd = kr20 , which allows us to correctly
reproduce the initial stages of the beam evolution.

We compared the process of the vortex formation from the Gaussian beam after
it passes through the phase plate and the propagation of the true vortex (see 1.1)
with the same power. Their intensity profiles I (r, ϕ = 0, z) are shown in Fig. 1.3.
Shortly after the plate (Fig. 1.3a), the intensity profile of the beam is close to the
original Gaussian form and far from the needed ring form of the vortex. At the
distance z = 0.01zd (Fig. 1.3b), the beam intensity in the area near the axis is close
to zero and the peak intensity is higher than the original Gaussian beam due to the
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Fig. 1.2 The scheme of the
Cartesian grid (black dots)
used for numerical
simulation of vortex
formation behind the phase
plate. The grayscale gradient
represents the phase obtained
after passing the plate. The
initial Gaussian beam is
shown in red. The picture
does not show the scale of
the used grid and beam size.
The typical size of the grid
was about several thousands
of points along each
cross-sectional coordinate

oscillations in the profile. The size of the low intensity area near the axis is also much
smaller than for the vortex. At the distance z = 0.5zd (Fig. 1.3c), the beam in the
simulation is very close to the vortex.

The radii of the optical vortex and the collimated Gaussian beam have the same
dependence on the propagation distance in a linear medium:

rv(z) = r0
√
1 + (z/zd)2. (1.4)

The radius of the beam in the simulationwas defined as the distance from the beam
axis and the position of the intensity global maximum. The obtained dependency of
the beam radius on the propagation distance is shown in Fig. 1.4.

The analysis shows that the size of the ring and its profile reaches the expecting
value at the distances of about 0.5zd . This value was taken as an estimate of the
vortex formation distance.

Weconsider the use of spiral phase plate designed for thewavelength of 1800nm to
obtain an optical vortex in femtosecond pulses at this central wavelength. The wide
spectrum of the femtosecond pulse means that the plate will be actually used for
wavelengths different from those it was designed for. It leads to different phase shifts
for different wavelengths in the spectrum. If the spectrum of the femtosecond pulse
has a half-width of about 80 nm, a part of the femtosecond pulse whose wavelength
is longer than the central wavelength by about 4.5% will also propagate through the
same phase plate.

We conducted a series of numerical simulations using the phase plate designed for
1800 nm, producing a vortex with topological charge m = 1 at this wavelength. We
used beams whose wavelengths are longer and shorter than 1800 nm. We found that
there is up to 25% difference in the wavelength of the beam and of the plate when a
clearly seen ring with a phase singularity is formed. Beams whose wavelengths are
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Fig. 1.3 Intensity profiles of the Gaussian beam after the spiral phase plate (red curves) and optical
vortex (blue curves) at the distances z/zd = 0.00001 (a), 0.01 (b), 0.5 (c); zd is the diffraction
length of the beam, I0 is the vortex peak intensity at z = 0

Fig. 1.4 The dependency of
the beam radius obtained in
simulation r (sim)

v and
normalized by the radius of
the vortex beam (1.5) rv(z)
on the propagation distance z
after the phase plate
normalized by the diffraction
length zd . The dashed
horizontal line stays for the
radius of the optical vortex
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longer than 2250 nm do not form a ring. Therefore, we hope that in the experiment
the same spiral phase plate can be used to form a femtosecond optical vortex up to
the central wavelength of 2100 nm.

1.3 Spatial Stability of the Optical Vortex in the Kerr
Medium

The seed for the break-up of the vortex beam in Kerr medium is either a non-ideal
beam profile or fluctuations of refractive index. We studied the process of the break-
up for the laser beam of the form:

A(m)(x, y, z = 0) = A0

(
r

r0

)m

exp

{
− r2

2r20

}
exp

{
imϕ(x, y)

}
, (1.5)

where tan ϕ = y/x . The central wavelength was 1800 nm, the beam radius r0 =
92 µm, topological charge m = 1. The peak intensity is Imax (z = 0) = 1/e ×
(cn0A2

0)/8π , the beam power is P = (cn0A2
0)/8π × πr20 , which is 5 times higher

than the critical power of self-focusing for the vortex. In LiF crystal, for instance,
the peak power would be 704 MW. For the 67 fs laser pulse, it corresponds to the
total energy of 50 µJ.

The propagation equation for the complex envelope A(m)(x, y, z) (1.5) in the Kerr
medium takes the form:

2ik
∂A(x, y, z)

∂z
=

[
∂2

∂x2
+ ∂2

∂y2
+ 2k2

n0
n2 I (x, y)

]
A(x, y, z) (1.6)

This model is valid for the first stage of the pulse propagation, self-focusing,
until the increasing intensity leads to the ionization of the medium. The intensity
distributions in the cross-section of the beam at different propagation distances z
obtained in the simulation illustrate the beam evolution in the nonlinear propagation
process (Fig. 1.5). In the first stage the ring of the vortex exhibits self-contraction, i.e.
its thickness decreaseswhile the radius of the ring remains practically unchanged.The
self-focusing in this stage does not lead to the beam collapse with the infinite increase
in intensity even in the absence of defocusing factors like self-induced plasma or
high-order nonlinearities. This is due to the fact that the energy concentrates only in
one dimension (radial) so that it is similar to the self-focusing of the beam passed
through a thin slit where the collapse is stopped by diffraction [17]. Therefore, the
first nonlinear focus in the multi-focusing structure of the vortex filamentation can
be achieved in the ionization-free regime [27].

At the distance z = 0.8 cm (Fig. 1.5c), a ring whose intensity is smaller than the
main ring starts appearing in the peripheral part of the beam, being detached from the
main ring, and the radius increases as the distance z increases.. After that, the radius
of the main ring decreases and the new nonlinear focus is formed. The profile of the
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Fig. 1.5 Intensity distributions in the cross-section of the vortex at different distances z in the
nonlinear medium: a 0 cm, b 0.6 cm, c 0.82 cm, d 1.36 cm, e 1.56 cm, f 1.58 cm. The intensity
is normalized by its maximum at the given distance. The size of the shown region is 0.5 mm ×
0.5 mm, total size of the grid is 1 mm × 1 mm

beam remains axially symmetric until z = 1.58 cm (Fig. 1.5f), where modulation
instability leads to the break-up of the ring into several hot spots clearly separated in
the azimuthal direction. Indeed, in the numerical simulation, the grid size is not fine
enough even when we adopt ideal initial beam conditions with a uniform medium,
that is, if the beam intensity becomes significantly large, a self-focusing proceeds,
leading to a smaller cross-section of the beam than the grid size.

In the experimental conditions, the initial beam has spatial non-uniformities.
Therefore the next series of calculations introduced somemultiplicative noise ξ(x, y)
in the initial conditions. The noise was Gaussian. We used two values of its corre-
lation radius rc that differed by an order, which we hereafter call the large-scale
(rc = 25 µm) noise and the small-scale noise (rc = 2.5 µm) (Fig. 1.6).

The total field amplitude had the form

Anoise(x, y, z = 0) = A(m)(1 + σξ(x, y)), (1.7)

where A(m) is defined by (1.5). The parameter σ was used to vary noise relative
amplitude. Large-scale fluctuations near the intensity maximum in the ring contain
the power of about 0.5Pcr for the Gaussian beam.

The discrepancy between maximum and minimum intensity at the same radius
may be initially small but increases while propagating in nonlinear medium. To
estimate the break-up quantitatively we introduced the decay coefficient kdecay(z) as
follows. We define the distance between the position of the intensity maximum and
the beam axis as the ring radius rring(z). We find the intensity minimum Ir,min and
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Fig. 1.6 The random noise distribution ξ in the initial conditions (1.7) with large-scale (a) and
small-scale (b) noise

maximum Ir,max over the circle centered on the beam axis with the radius rring(z).
The decay coefficient is defined as the relative difference between minimum and
maximum intensity on the circle:

kdecay(z) = (Ir,max − Ir,min)/Ir,max (1.8)

For the ideal ring with constant intensity, the decay coefficient equals 0, for com-
pletely broken azimuthal symmetry it tends to be 1.

Figure 1.7 shows the dependence of the decay coefficient on the propagation
distance. As it may be predicted, the increase in the noise ratio leads to the increase in
modulation instability and earlier break-up,which holds both for the large- and small-
scale noise. The value of the decay coefficient remains small until the propagation
distance reaches about 0.1, beyond which it grows rapidly, leading to the abrupt
break-up. The lesser the noise, the farther the beam propagates without break-up,
and the more abrupt is the decay. In all the cases, the break-up occurred earlier than
that in the noiseless beam. Therefore we proved that numerical instability and the
grid noise in our simulations added little in comparison with the explicit noise in the
initial conditions.

To estimate the distance to the visible break-up, we used the value zdecay at which
kdecay = 0.5 (Fig. 1.8). The optical vortex brakes-up faster in the case of large-scale
noise, because diffraction effectively smooths small-scale phase fluctuations.

1.4 Spatial Spectra of Annular Beams

Webegin the analysis of angular spectra features of the optical vortices by considering
the cross-section of the ring beam, which we set for simplicity as the sum of two
Gaussian beams of width w located at distances ξ to the right and to the left of the
point x = 0 (the axis of the ring beam):
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Fig. 1.7 The dependency of
the decay coefficient kdecay
from propagation distance z
for large-scale noise (1),
small-scale noise (2) and
noiseless (σ = 0) vortex (3).
Parameter σ = 10−3 (a),
10−5 (b), 10−7 (c). The
dashed line marks the
threshold value which was
used to determine the beam
break-up distance

Fig. 1.8 The dependency of
the break-up distance zdecay
from the noise magnitude
determined by σ for
large-scale (red) and
small-scaled (blue) noise.
The dashed line marks the
break-up distance for
noiseless vortex (due to grid
noise)

A(x) = A0

[
exp

{
− (x − ξ)2

2w2

}
+ exp

{
− (x + ξ)2

2w2

}]
. (1.9)

We will assume that ξ > w. The spatial spectrum S(kx ) of such a beam can be
easily obtained analytically:

S(kx ) = 4w2 cos2 kxξ exp

{
−(kxw)2

}
(1.10)

It has many local maxima (“spikes”, in the two-dimensional case, rings) at spatial
frequencies kx = nπ/ξ , n = 0,±1,±2. The distance between them isπ/ξ , and their
amplitude is modulated by a Gaussian envelope with characteristic width 1/w. With
an increase in the radius ξ , the width of each “spike” in the spectral space decreases,
and their number within the envelope increases at a constant value of w. For clarity,
Fig. 1.9 shows the beam profile and its spectrum for various values of ξ (a) and w

(b).



12 S. A. Shlenov et al.

Fig. 1.9 The intensity distribution I of the diametrical cut of a three-dimensional ring beam (on
the top) and the normalized spectral intensity S (at the bottom) for different beam radius ξ and ring
width w

The behavior of the angular spectrum can be understood in terms of interference
from two point sources, which are local maxima of the initial field distribution at
distances ξ from the axis. The characteristic width of the interference fringes is
inversely proportional to the distance between them. Therefore, the angular distance
between the maxima decreases with increasing ξ .The smaller width w of the partial
beams gives a wider spatial spectrum, that is the envelope width of local maxima
in the spectrum grows and the spectral energy is redistributed to the region of high
spatial frequencies. The relative magnitude of the central (global) maximum in the
spectrum decreases.

In fact, the spatial distribution of intensity in the beam and its spectral components
are visually similar to the radio pulse and its spectrum. Now the high-frequency
packing and the envelope take place in the spectral space, and in ordinary coordinate
space we have two maxima displaced with respect to zero, the width of which is
determined by the width of envelope in the spectrum.

Similar conclusions are valid for a two-dimensional ring beam, but in this case
one-dimensional local maxima will turn to rings. An important difference is that in
the two-dimensional case one can also consider ring beams with a phase singular-
ity on the axis, which leads to the disappearance of zero spatial harmonic in the
spectrum. Instead, two maxima of smaller amplitude appear at spatial frequencies
approximately corresponding to the firstminimum in the spectrum for a beamwithout
phase singularity. To illustrate the idea, consider a two-dimensional annular beam:

AR(r) = A0 exp

{
− (r − ξ)2

2w2

}
, (1.11)

where ξ is the radius of the ring, andw is its characteristic thickness. Adding a helical
phase to (1.11) converts a collimated ring beam into an optical vortex, keeping the
beam power unchanged:
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Fig. 1.10 Spatial distributions of the intensity I (x, y) (a) and the spatial spectrum S(kx , ky) for
an annular beam without phase singularity (b) and for an optical vortex with a topological charge
m = 1 (c) for a narrower (w/ξ = 0.1) (I) and wider (w/ξ = 0.3) (II) ring

AV (r) = AR exp

{
imϕ(x, y)

}
, (1.12)

Figure 1.10 shows the intensity distributions I (x, y) in the beam cross-section
and its spatial spectra S(kx , ky) for w/ξ = 0.1 (I) and 0.3 (II), where ξ = 100 µm.
The spatial spectrum of the annular beam without phase singularity has a Bessel-
like structure with a maximum at zero frequency and additional rings, the relative
amplitude of which increases with decreasing width of the annular distribution of
the beam intensity. At a relative ring width w/ξ = 0.3 (Fig. 1.10b, II), the spatial
spectrum is almost unimodal—the second ring in it is very weak. In the case of a
narrower ring with w/ξ = 0.1 µm, two additional rings with relatively low spectral
intensity are clearly visible in the spectrum (Fig. 1.10b, I).

At the center of the spatial spectrum of the vortex there is always a minimum
(Fig. 1.10c). It can be explained on the basis of the idea that at a distance ξ from
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the optical axis there are many out-of-phase point sources of radiation. In particular,
for an optical vortex with a topological charge m = 1, the out-of-phase sources are
at the other end of the diameter. For a vortex beam with a relative ring thickness
w/ξ = 0.3 µm, the spatial spectrum has mainly one pronounced ring. As in the case
of a ring beam without a phase singularity, a decrease in the parameter w leads to an
increase in the relative spectral intensity in the secondary rings.

1.5 The Self-focusing Effect on the Wavefront and Spatial
Spectrum of an Optical Vortex

The wavefront of the optical vortex (1.5) is a spiral isosurface z = m/kϕ(x, y),
several steps of which are shown in Fig. 1.11a. Note that form = 0, expression (1.5)
describes a collimated Gaussian beam.

Intensity I (x, y) and phase ϕ(x, y) distributions in beam cross section of the
optical vortex with m = 1 propagating in a linear medium are presented in Fig. 1.12
at various distances z. Hereinafter, the phase ϕ(x, y) of the complex field A =
�[A] + i�[A] in the plane z = const is calculated in the range of −π to +π as
atan2(�[A],�[A]). Because of the beam diffraction, boundary at which the phase
jump occurs turns from a straight line into a curve spinning clockwise (Fig. 1.12b–d).
A similar picture was observed the interferograms obtained after the diffraction of
the Gaussian beam transmitted through a vortex plate [12].

Self-focusing of the optical vortex (1.5) can be described by a nonlinear wave
equation (1.6). Consider an optical vortex with a topological charge m = 1 and a

Fig. 1.11 The wavefront (phase isosurface) of the vortex beam at the beginning of the medium (a)
and after self-focusing at a distance z = 0.07zd (qualitative picture, obtained in the approximation
of a thin nonlinear lens) (b)
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Fig. 1.12 Intensity (left), phase (center) and spectrum (right) distributions during optical vortex
diffraction with a topological charge m = 1 at the beginning of the medium (a) and distances
z = 0.33 (b), 0.66 (c) and 1.0 zd (d) along the propagation direction zd = kr20

spatial parameter r0 = 100 µm at a wavelength of λ = 1800 nm propagating in
lithium fluoride. The excess of power over the critical value is chosen to be equal to
P/P (1)

V = 5, which corresponds to a nonlinear focus at a distance z = 0.5zd in the
case of a Gaussian beam.

Figure 1.13 shows the intensity and phase spatial distribution of the beam, as well
as its spatial spectra at different distances along the direction of the beampropagation.
At the beginning of the medium (Fig. 1.13a), the intensity distribution has the form
of a relatively wide ring with an e−2 width w = 185 µm, the phase across the beam
has one jump by 2π , and one ring appears in the spatial (angular) spectrum. The
self-action of an optical vortex begins with an increase in the peak intensity in the
ring and a decrease in its width (Fig. 1.13b). Due to nonlinearity, the addition to the
phase is larger in the high-intensity annular region; therefore, a phase jump of 2π
does not occur along the radius across the beam. The boundary of the phase jump
turns from a straight line into a curved one. The spiral surface of the wavefront in
this case becomes convex (Fig. 1.11b), which corresponds to the stage of reducing
the thickness of the ring intensity distribution. The twisting of the phase jump line
at the periphery of the beam cross-section is associated with diffraction (Fig. 1.12).

Further propagation of the optical vortex twists counterclockwise the phase jump
line in the beam cross section even more (Fig. 1.13c). Similar changes in the phase
jump under self-focusing of the optical vortex were observed in [21]. Note that the
direction of twisting is determined by the sign of the topological charge, i.e. in the
case m = −1, the corresponding twist would be clockwise. In the spatial spectrum
a small plateau forms on the outer side of the ring.

At a distance z ∼ 0.20zd (Fig. 1.13d), the width of the ring in the intensity distri-
bution achieves itsminimumvalue,while the peak intensity reaches a localmaximum
(first nonlinear focus). At this distance, a decrease in the radius of the ring becomes
noticeable, and the self-focusing mode of the optical vortex changes. A decrease in
the width of the annular distribution while maintaining an almost constant average
radius is replaced by a decrease in the radius when power is contracted to the axial
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Fig. 1.13 The spatial distribution of the intensity I (x, y) (left) and the phase θ(x, y) (center), and
the spatial spectrum S(kx , ky) (right) upon self-focusing of an optical vortex with a topological
charge m = 1 at distances z/zd = 0.0 (a), 0.07 (b), 0.14 (c), 0.20 (d), 0.25 (e), 0.31 (f), 0.36 (g),
0.43 (h) in nonlinear medium

region. In this case, aberrations appear on the beam profile—a new less intense ring
appears, which, as the vortex propagates, shifts to the periphery of the beam, and the
peak intensity of the main ring decreases.

Simultaneously, in the transverse distribution of the phase of the beam, three
circular regions with distinct boundaries are formed, nested within each other along
the aperture. In the inner circle, the phase behavior is similar to that of an optical
vortex at the beginning of the medium (Fig. 1.13a). In the outer rings, the line of the
phase jump is not straight but curved due to self-action, and resembles a spiral.

Hypothetically, these three regions can be related to the phase distributions of
three different vortices of a limited aperture, nested in such a way that the vortex of
a larger aperture is a continuation of the vortex of a smaller aperture. The phase of
each of these spiral vortices is shifted by π relative to the closest vortex.

In the spatial spectrum of the optical vortex, the spectral intensity of the aberration
rings increases. Moreover, the brightest ring with the highest spectral intensity is no
longer the ring with the smallest radius. In the process of vortex propagation, the
resulting spectrum is a superposition of partial spectra from each of the rings in the
field distribution.An interference field fromeach of the rings is subject to a phase shift
due to the formation of the embedded vortex structure in the phase. The vortex phase
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leads to the absence of a central maximum in the spatial spectrum and the formation
of a radiation cone around the optical axis. In Fig. 1.13d, the central low-intensity
ring in the spectrum is generated by an external relatively wide, but low-intensity
ring in the field distribution. The next high-intensity spectral ring is mainly the result
of the high-intensity self-focusing mode formation, and the subsequent low-intensity
rings in the spectrum are the result of the partial spectra addition from both rings in
the field distribution.

We can explain the features of the formation of rings in the spectrum and their
mutual intensity using a synthetic example. Let us consider a simple case of two
out-of-phase embedded vortices with a topological chargem = 1 (Fig. 1.14). We set
the field in the form of two ring beams of different radius ξin and ξout and a phase
that experiences a jump at some distance from the axis of the beams:

A(r) =

⎧⎪⎪⎨
⎪⎪⎩
Ain exp

{
− (r−ξin)

2

2w2
in

}
exp

{
i atan2(x, y)

}
, r ≤ ξbound

Aout exp

{
− (r−ξout )

2

2w2
out

}
exp

{
i atan2(x, y) + π/m

}
, r > ξbound ,

(1.13)
where the values Ain (Aout ), win (wout ) describe the amplitude and width of the
inner and outer rings, respectively. This field distribution can be named as two nested
vortices. Let the circle boundary of the phase shift be at a distance from the axis equal
to ξbound = 0.5(ξin + ξout ). The radii and widths of the rings are chosen so that they
are far enough from each other and do not overlap: ξin = 100 µm, win = 10 µm,
ξout = 300 µm, wout = 50 µm. The initial field distribution (1.13) assumes that the
radiation from the inner ring has one vortex phase, and the outer ring has the other,
shifted by π .

The spatial spectrum of the field (1.13) also has two pronounced rings. The inner
spectral ring corresponds to smaller angles of divergence of radiation, i.e. to the larger
ring in the intensity distribution, and vice versa. The spectral intensity of the outer
ring in the spectrum depends on the field amplitude in the inner ring. The ratio of
amplitudes at fixed radii and widths of the rings determines their spectral intensities.
With Ain = 5Aout , the intensity of the rings in the spectrum coincides (Fig. 1.14b).
Deviation from the indicated ratio up (Fig. 1.14a) or down (Fig. 1.14c) results in the
outer or inner ring having a higher spectral intensity. In Fig. 1.13d, the transverse field
distribution formed during the self-focusing of the vortex is similar to distribution
(1.13). However, in this phase there are three ring regionswith clear boundaries. Each
of these regions generates its spectral ring, the most intense of which corresponds
to the middle spiral vortex, since the field with the largest amplitude is contained
within its aperture.

It should be noted that the width of the central minimum in spatial spectrum
increases with increasing topological charge. The nature of the pattern of maxima
and minima depends on the parameters of the vortex. The angular distance between
the maxima of the neighboring rings in the spectrum increases with the radius of the
vortex ring. The wider the spectrum, the smaller the width of the ring in the beam.
Since the optical vortex propagation is associated with the appearance of two modes:
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one that is self-focusing and the other that spreads to the periphery, the resulting
spectrum is the superposition of the ring systems that each mode generates.

Ongoing self-focusing of the optical vortex leads to a change in the twisting
structure of the phase distribution. The internal and middle spiral vortices become
in-phase and merge into one at a distance z ∼ 0.25zd (Fig. 1.13e). Moreover, the
corresponding rings in the spatial spectrum become similar in amplitude and prac-
tically merge. The radius of the self-focusing mode continues to decrease, and the
intensity becomes larger. The distance to the outer low-intensity ring increases. The
internal spiral vortex becomes in phase with the external spectral vortex, i.e. the

Fig. 1.14 The spatial distribution of the intensity I (x, y) (left), phase ϕ(x, y) (in the center) and
the spectrum S(kx , ky) (right) of the optical vortex defined by formula (1.13) with the ratio of the
coefficients field amplitudes of the inner and outer rings Ain/Aout = 10 (a), 5 (b) and 2.5 (c)
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spatial phase distribution becomes similar to the initial spectral vortex, only with a
strongly curved line of the phase jump (Fig. 1.13f). The spatial spectrum of radiation
is also similar to those of the initial vortex, i.e. it has a pronounced single ring. At a
distance z ∼ 0.36zd (Fig. 1.13g), the distribution of the intensity and that of the phase
become very similar to the synthetic example considered above (Fig. 1.14b), i.e. two
distinctly spaced rings with different intensities and two embedded spiral vortices
give rise to two spatial spectral ringswith approximately the same brightness. Further
propagation of the optical vortex (Fig. 1.13h) is accompanied by a decrease in the
radius of the central ring and the periodic appearance of nested spiral vortices in the
phase distribution.

1.6 Conclusion

We studied the process of the vortex formation after the spiral phase plate. We found
that the near zero values of the intensity on the axes arise shortly after the plate but
the ring profile is formed much further at the distance of approximately half of the
diffraction length. A better idea would be to produce the vortex in the waist of the
focused beam. The spectral width of the femtosecond pulse is not an obstacle for the
vortex formation. We showed that we could separate the effects of noise in the initial
conditions and the grid noise for typical sizes of the computational grid. The break-up
of the vortex into several hot spots in the Kerr medium due to modulation instability
is more rapid for the large-scale (in the conditions of the simulation) noise. The
revealed features of transformation of the phase profile of the optical vortex and its
spatial spectrum in a Kerr medium can be used in the analysis of spectral broadening
in the filamentation mode.

Self-focusing of the optical vortex was analyzed in detail. It is shown that in the
process of nonlinear propagation of a vortex beam, embedded spiral vortices appear
in the phase distribution. The constructive interference of the self-focusing mode and
the ring extending to the periphery leads to the formation of rings in the beam spatial
spectrum.
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Chapter 2
Diagnostic of Peak Laser Intensity
by Electron and Positron Production
from Laser Plasma

A. Andreev, Chen Lan, and Zs. Lecz

Abstract It is known that in the small quantum parameter regime the Breit-Wheeler
electron-positron pair creation cross section is extremely sensitive on the photon
energy and on the background field. We present the dependence of positron yield on
laser intensity in shaped laser under/over dense (gas/foil) plasma interactionswith the
help of analytical modeling and PIC simulations. This allows for establishing in situ
laser intensity diagnostic bymeasuring the positron yield in experiments wheremulti
PW lasers are used.

2.1 Introduction

Despite of the great success in the development of multi PW laser systems, [1] the
development of diagnostics used to determine its ultra-high peak has been left to be
explored. A relatively simple method is needed to find the peak intensity of a laser
pulse during the experiment at full energy level near the laser focal spot. Usually, the
peak intensity in the focal volume is determined from the characteristics such as pulse
duration and focal spot size separatelymeasured at significantly loweredpulse energy.
Therefore, the estimated peak intensity can be largely different from the correct value.
The low accuracy of this method makes it difficult to compare experimental results
achieved at different laser facilities [2]. For example, recompression errors, that are
specific for the CPA technique can lead to significant errors in determination of the
pulse duration in the focal region. Thus, the development of alternative methods
for the estimation of focused intensity directly in the experimental chamber is of
great importance for investigations in super strong laser field science. A variety of
different indirect techniques to diagnose the peak intensity was already proposed in
[3–10]. One of the techniques involves laser irradiation of a low-density noble gas
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target and the registration of multiple-stage ionization of the gas [3, 4], and another
concerns analysis of the accelerated electrons and backThomson/Compton scattering
[5, 6]. Most of these methods work in relatively narrow ranges of laser intensity
and require external beams of nearly mono-energetic electrons or ions of prepared
in a well-defined ionization state. This, strongly narrows the possibilities of using
such diagnostic techniques because of the required specifications of corresponding
additional particle source. Therefore, it has been awaited to find other methods of
to determine the laser peak intensity in a focal volume. In this paper, we analyze
some more simple and inexpensive variants of such diagnostics based on electron
and positron production from laser plasma.

2.2 Diagnostics of Peak Laser Intensity Based
on the Measurement of Parameters of Electrons
Emitted from Laser Focal Region

The method developed in [7–10] is based on the measurement of energy spectrum
of electrons, directly accelerated by a laser pulse from rarefied gas or an ultra-thin
foil in the beam waist. This allows one to omit impact from additional spurious
plasma effects and directly connects laser pulse parameters with electron angular-
spectral distributions. Direct electron acceleration by a focused laser pulse was
studied theoretically in numerous publications (see for example [11]]) and exper-
imentally observed just in a few studies [12, 13]. In the publication [7], we study
an approach, proposed recently [9]. This method is based on the measurement of
energies of electrons, accelerated in the focal volume that carry residual energy
comparable with the oscillation energy in the intense laser field. The electrons are
created via the ionization process of a low-density gas target (their concentration
is low enough to make the effects stemming from both the Coulomb interactions
between the charged particles and the collisions between them negligible, as well
as acceleration by plasma wake fields). Dynamics and energy distribution of elec-
trons expelled from the interaction area are determined by the laser pulse parame-
ters. Consequently, measurement of the particle energy distribution can serve as an
instrument of diagnosing the laser pulse parameters in the focal spot, in particular
the maximum intensity. It was shown that for a certain period of time the electron
remains trapped by the laser pulse and moves with it along the pulse propagation
axis. This approach (see Fig. 2.1) does not require any additional target or a particle
beam and can be used on an everyday basis for a fast control of the laser system.

In the research [7], we realized this method by diagnosing the peak intensity based
on the detection of the angular distribution of electrons accelerated in near-vacuum
directly by the field of tightly focused relativistic laser pulse. Using the analytical
test particle method and 2D PIC simulations, the spatial and energy distributions of
scattered electrons from the focal volumehave been studiedwith different sets of laser
pulse parameters. The results of numerical calculations and analytical expressions
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Fig. 2.1 Simulation and
experimental setup [7]

φ

are presented in Fig. 2.2, where we considered propagation of a Gaussian-shaped
laser pulse with intensity I ≥ 1019 W/cm2 in the Ar plasma of ion density ni = 1014

cm−3 along the Y-axis. The dependence of the average charge of Ar atoms on the
laser intensity was taken from the ADK model. The pulse duration (tL) is tL = 40 fs
and the beam diameter (dL) is dL = 10 μm. The size of the simulation box was 100
× 100 μm2 and the grid size was 40 nm. The time step was 0.1 fs and 20 particles
per cell were taken.

The particles were emitted with high residual momentum mostly in a relatively
narrow range of the angles from the beam axis. With the growth of the peak intensity,
this direction of electron emission moves toward this axis. At the same time in the
considered range of peak intensities (below 5× 1019 Wcm−2, not shown in Fig. 2.2),
the electron spatio-energetic characteristics are found to be weakly dependent on the
laser transverse energy distribution. This allows for monitoring the peak intensity
of the laser radiation by measuring the angular spectra of high energy electrons.
The experimental measurements [7] of the angular distribution of electrons being
exposed to the focused high power femtosecond laser radiation with a low density
helium gas were found to be in good agreement with the calculation results. We have

φ

a) b) 

Fig. 2.2 a The momenta distribution of electrons propagating out of the focal volume at laser
intensity 1020 W/cm2; b The position of the maximum of angular electron density distribution
(open squares—simulation results) and angle ϕ of single electron propagation in a plane wave
(closed circles—analytical results) [7]
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demonstrated that, with the use of our technique, the peak intensity may be estimated
and controlled in each laser shot.

2.3 Diagnostic of Peak Laser Intensity by Pair Production
in Low Density Plasma

The method considered above is based on the measurement of energy spectrum of
electrons, directly accelerated by a laser pulse from rarefied gas or an ultra-thin foil in
the beamwaist. This allows one to directly connect laser pulse parameters to electron
angular spectral distributions. At ultrahigh intensity (> 1022 W/cm2), this technique
cannot have a high accuracy mainly because of the radiation reaction, or photon
recoil effect. Moreover, secondary electrons are also produced via pair creation,
which can change the angular distribution of detected electrons. In this paragraph,
we consider another straightforward diagnostic of the laser intensity based on the
detection of the number and angular distribution of positrons generated from low
density plasma, which is created from residual gas in experimental target chamber.
A moderate intensity laser pre-pulse can produce such plasma. In such medium, the
electrons (shown by red) are directly accelerated in a laser caustic by the field of
a focused ultra-intense laser pulse, which is reflected at some point of a focusing
parabolic mirror M.

The dominant process responsible for pair creation in our conditions is the multi-
photon Breit-Wheeler process, which has a very sharp intensity threshold slightly
above I = 1022 W/cm2. Below this threshold no pairs are created, but, above the
threshold, the number of pairs increases extremely fast with laser intensity. The
highly sensitive dependence of the positron detection efficiency on the laser intensity
makes the precise diagnostic possible. In [14], we proposed a process to diagnose
the laser intensity by measuring the positron yield. The process consists of two steps.
First, the electrons (red dot in Fig. 2.3) with relatively low energy are accelerated by
the axial electric field generated from the reflected part (violet lines) of the incident
shaped laser pulse (blue lines) by dented mirror M, which is approximated by two
crossing pulses [8] with a small angle of propagation (see Fig. 2.3). In the second
step, the accelerated electrons then collide with the rest of the laser pulse in order

Fig. 2.3 Schematic diagram
of setup

M
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Fig. 2.4 The dependence of
positron-number with a ∈
[48,480] in the LCFA, where
laser pulse duration is 10 fs,
�φ = 23.56 and Ne− = 100

to produce electron-positron pairs. The laser intensities at each step satisfy a certain
relation, which is appropriate and can be prepared by shaping a laser with optical
apparatus. The electrons are supposed to be located on the horizontal axis with small
initial energy. Thus, the acceleration can be realized by a tightly focused laser beam.

To demonstrate this process, it is enough to consider only sinusoidal fields [15].
The electron energy can be written as: εmax = mc2(1 + 8a2), where a is the dimen-
sionless magnitude of the vector potential. In our case, a = eE/mωc � 1, which
is also known as local constant field approximation (LCFA), see e.g. [16]. Here E
and ω are strength and frequency of laser field, a = 6

√
I0[1020 W/cm2]λ0[μm]. In

LCFA all fields can be regarded as a constant crossed field, thus if all parameters
are the same, the shapes of the field would not affect the differential rate too much.
The corresponding probability P2 for constant crossed field can be represented via
the approximate formula of the differential rate Jγe (see for example [16, 17]): P2
≈ 0.5 × (a�φ)2 × (3α2/16χe) × ln(1 + χe/12) × exp(−16/3χe) × (1 + 0.56χe +
0.13χe

2)1/6, where fine-structure constant in the used units α = e2, χe = a × 10−4

× [−6.1 + 2.45a + 6.17
√
(1 + 0.16a2 − 0.79a)] and �φ are the formation phase

length, see [17]. The differential rate Jγe is valid in the range χe ∈ (1, ∞). Thus, the
positron numbers in one pulse can be estimated by Ne+ = P2Ne−, where Ne− is the
initial number of electrons, see Fig. 2.4.

Here the probability of pair production is carried out in LCFA, i.e. the background
field is regarded as constant crossed field. However, as several authors reported, see
e.g. [18–20], the production rate may be enhanced due to the finite extent of a laser
field. Therefore, the finite size effect of the diagnostics of intensity should be taken
into account in order to increase the accuracy of this method. These represent the
program for future research.

2.4 Diagnostic of Peak Laser Intensity by Pair Production
from Thin Foil Target

In the paper [21], we propose another simpler diagnostic of the laser intensity based
on the detection of the number and angular distribution of positrons generated from
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thin foil, which is a usual target in recent experiments. A moderate intensity laser
pulse, or a prepulse, can produce the desired density distribution at the surface of a
flat foil target. In such medium, the electrons are directly accelerated by the field of
focused ultra-intense laser pulse, which at some point is reflected in the overdense
region of the expanded plasma. In contrast with the previous schemes, in our method
a single laser pulse is sufficient to generate pairs instead of two counter propagating
pulses.

Figure 2.5 shows that in our numerical experiment, the high power laser pulse
(shown by red) is focused on the surface of a thin foil target. The generated positrons
are well separated from all other secondary radiations and are detectable at angle θ

with respect to the laser axis. The dominant process responsible for the pair creation
in our conditions is also the Breit-Wheeler process, which has a sharp intensity
threshold. Below this threshold no pairs are created but, above the threshold, the
number of pairs increases extremely fast with laser intensity.We used the 2DEPOCH
simulation code to demonstrate the dependence of positron number on the laser
intensity [22]. The P-polarized laser pulse has Gaussian temporal (longitudinal) and
transversal profiles with 30 fs (FWHM) duration and 3 μm focal spot diameter. The
incident angle was 30° and n0 = 350ncr is used for the maximum plasma density.
The preplasma has an exponential density profile with a scale length of Ln = 0.5 μm
and the total preplasma length of Lp = 2 μm. The thickness of the uniform plasma
(unperturbed target) was 1 μm. The simulation box was 16 μm long and 16 μm
wide which is resolved by 4000× 4000 grid cells. In each cell, 20 macro-particles of
electrons and ions were initially loaded. The target material was gold and 30+ charge
state is used. The length of the preplasma is important not only for seeding the pair
creation but also for determining the acceleration path of electrons. In this particular
case, the electrons are accelerated via the direct laser acceleration mechanism [20],
which provides electron energies high enough to emit gamma photons with several
hundred MeV energy. The propagation of low energy (< 75 meV) photons are not
included in the simulation, because they donot contribute to the pair creation, but their

Fig. 2.5 Basic setup of our
simulations and of possible
experiments [21]
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recoil on the emitting electrons is always calculated in the code for consistency. The
photons are generated inside the preplasma when the fast electrons collide with the
reflected pulse. During the pulse reflection, the positive amplitude of the laser field is
responsible for the pair creation. The electron-positron pairs are generated during less
than a quarter laser period, and the pairswill be separated by the positive electric field.
The positrons acquire a significant transversal momentum and are deflected with a
wide angular spread in a direction almost perpendicular to the original direction of the
incident pulse. The large angular spread can be attributed to the large energy spread of
photons which are emitted according to the quantum synchrotron function. The laser
electric field deflects lower energy positrons because they are less relativistic and their
initial momentum is smaller. After the pulse is fully reflected, we count the number
of positrons in the simulation domain. The results are presented in Fig. 2.6, where
for analytical calculations, different electron cut-off energies (γmax) are considered.

In Fig. 2.6, the number of positrons calculated from our analytical model (see
[21]) are shown by blue squares (joined by straight lines) integrated for all γ up
to γmax = 5a, by green up to γmax = 4a and by red up to γmax = 6a. The large
round marks show the simulation results. The positron number can be determined
with high accuracy by a standard experimental technique. Because of this sensitive
dependence of the positron detection efficiency, the very precise diagnostic becomes
possible. At lower intensities, pairs can be generated via the Bethe-Heitler process,
which involves the collision of bremsstrahlung photons with highly charged high-Z
ions using much thicker targets (∼ 100 μm or more) [23]. In this case, the positron
number increases very slowly with laser intensity, therefore the precision cannot be
high enough for diagnostics.

Fig. 2.6 The dependence of
total number of positrons on
laser intensity [21]
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2.5 Conclusion

In this paper, we present some possible methods to determine laser peak intensity in
the focal volume, based on electron acceleration or positron production from laser
plasma interactions. In the case of high power lasers well below the PW level, the
measurement of electron energy spectra is relevant, while near or above this level
the positron count can be used to estimate the peak intensity. It was shown that, by
using the production of positrons from different targets irradiated by high intensity
laser pulses, one can determine the laser intensity in the range above 1022 W/cm2 till
1025 W/cm2, and the peak intensity can be determined with the accuracy up to ~ 1%.
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Chapter 3
Theoretical Model for Simulation
of Rotational Excitation in Air-Lasing

Youyuan Zhang, Erik Lötstedt, and Kaoru Yamanouchi

Abstract The role of the rotational coherence in the air lasing at 391 nm, corre-
sponding to the coherent B2�+

u (v′ = 0) − X2�+
g (v′′ = 0) emission of N+

2 exposed
suddenly to an ultrashort intense near-IR laser field, is investigated theoretically by
referring to the recent experimental and theoretical studies on the air lasing that elu-
cidated the mechanism of the population inversion between the B2�+

u and X2�+
g

states in terms of the sudden turn-on of the interaction of N+
2 with the laser field

combined with the post-ionization coupling among the X2�+
g , A

2�u, and B2�+
u

states of N+
2 .

3.1 Introduction

When molecules are exposed to an ultrashort intense laser pulse, a variety of char-
acteristic phenomena can be induced such as high-order harmonic generation [1],
above-threshold ionization and dissociation [2], rotational excitation and molecu-
lar alignment [3]. Recent studies showed that another type of phenomenon called
filamentation can be induced by an ultrashort intense laser pulse. When an intense
laser pulse propagates in a gaseous medium, a thin plasma column called a filament
is generated [4] and a white light continuum is created [5–8]. Therefore, by shoot-
ing intense laser pulses into the sky, we can create a white light source at a distant
point in the sky, which can be an ideal light source for remote sensing and standoff
spectroscopy [9].
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Fig. 3.1 Potential energy
curves of electronic X2�+

g ,

A2�u, and B2�+
u states of

N+
2 . The transitions between

electronic states are shown in
deep-blue double arrows
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It has been known that unidirectional coherent emission is generated from a laser-
induced filament in air at specific wavelengths, showing that the populations are
inverted in oxygen atoms [5, 10], nitrogen atoms [10], neutral nitrogen molecules
(N2) [11–14] andnitrogenmolecular ions (N+

2 ) [15–18].Among them, the emission at
391 nm fromN+

2 [15, 19] assigned to the B2�+
u (v′ = 0) − X2�+

g (v′′ = 0) transition
created in a femtosecond near-IR (800 nm) attracted much attention in view of
the mechanism of the population inversion between the B2�+

u state and the X2�+
g

state. Through a series of our recent experimental and theoretical studies [19–23],
it was revealed that the sudden creation of N+

2 in an intense laser field plays a
primary role in creating the population efficiently in the vibrational ground state of
the second electronically excitedB2�+

u state, leading to the population inversion, and
the successive population pumping from the vibrational ground state of the electronic
ground X2�+

g state to the first electronically excited A2�u state, through which the
population in X2�+

g (v′′ = 0) is decreased, enhances further the population inversion
(see Fig. 3.1).

In the course of the creation of the inverted population between the B2�+
u state

and the X2�+
g state, the rotational motion of N+

2 is also excited, and the rotational
coherence has been studied by pump-probe measurements [16] and time-resolved
spectroscopy [24]. It was also shown that the rotational excitation also contributes to
the creation of the population inversion between the B2�+

u state and the X2�+
g state

[25–28]. The rotational excitation in N+
2 in the population inversion process was also

investigated in recent experimental studies by pump-probe measurements [22, 29,
30].

The theoretical treatment of the rotational excitation of molecules in an intense
laser field, leading to molecular alignment and orientation, has been well established
[31–34]. However, to the best of our knowledge, no report had been made on a
complete theoretical model by which we can simulate time-dependent population
transfer processes among the rovibronic levels of N+

2 by including the rotational
degrees of freedom explicitly before our recent studies [23, 35]. In this chapter, we
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will show how the rotational degrees of freedom of N+
2 play a role in the creation

of the population inversion between B2�+
u (v = 0) − X2�+

g (v′′ = 0) based on our
recent theoretical model.

3.2 Theoretical Model

3.2.1 Rotational Excitation

The dynamics of N+
2 can be obtained by solving the time-dependent Schrödinger

equation,

i�
∂

∂t
�(r, t) = H(t)�(r, t), (3.1)

where � is Planck’s constant divided by 2π , and H is the Hamiltonian operator.
To simulate the rotational motion induced by intense near IR laser field, we treat

N+
2 as a rigid rotor. The equations shown in this section closely follow the derivations

in [36, 37].When a diatomicmolecule is placed in a three-dimensional space without
an external field, the static Schrödinger equation becomes

− �
2

2μ
∇2�(r) = E�(r), (3.2)

where ∇2 = ∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2 . In the polar coordinate system composed of the radial
coordinate r , the polar angle θ , and the azimuthal angle ϕ, the x , y and z coordinates
in the space-fixed Cartesian coordinate system can be written as

⎧
⎨

⎩

x = rsinθcosϕ
y = rsinθsinϕ
z = rcosθ

(3.3)

When a diatomicmolecule is treated as a rigid rotor inwhich the internuclear distance
r is fixed, the Laplacian can be represented as

∇2 = 	

r2
=

(
1

sinθ

∂

∂θ

(

sinθ
∂

∂θ

)

+ 1

sin2θ

∂2

∂ϕ2

)
1

r2
. (3.4)

As the rotational basis functions, the spherical harmonics, Y J
m (θ, ϕ), are most com-

monly used, where J (= 0, 1, 2, ...) is the angular momentum quantum number and
m = −J,−(J − 1), ..., J is the projection of the angular momentum onto the z-axis
of the space-fixed coordinate system.



32 Y. Zhang et al.

In the case of N2 in the gas phase at temperature T , the population in the rotational
level having the rotational angular momentum quantum number J can be represented
as

PJ ∼ gJ (2J + 1)e− −EJ
kB T , (3.5)

where EJ , represented as EJ = BJ (J + 1) using the rotational constant B, is the
rotational eigenenergy, kB is the Boltzmann constant, T is the temperature, and gJ

is the nuclear spin statistical weight given by

gJ =
{
2, for even J
1, for odd J

(3.6)

The time-dependent Schrödinger equation for rotating N2 interacting with a laser
field can be expressed as

i�
∂

∂t
�(θ, ϕ, t) = H(t)�(θ, ϕ, t), (3.7)

where H(t) includes the field-induced angle-dependent potential energy U (θ, t) =
−δ−→μ · −→E , the change of which is

dU = −δ−→μ · d−→E = −δμ//dE// − δμ⊥dE⊥ = −α//E//dE// − α⊥E⊥dE⊥, (3.8)

where // and ⊥ represent respectively the parallel and perpendicular directions with
respect to the z-axis of the molecular axis, δ−→μ is the induced dipole moment, α is

the polarizability, and
−→E is the laser electric field. The angle-dependent U (θ, t) can

be obtained as

U (θ, t) = −1

2
α⊥E2 − 1

2
�αE2cos2θ, (3.9)

where �α = α// − α⊥. The first term in (3.9), which takes a constant value regard-
less of the orientation angle θ , can be dropped because it does not influence the rota-
tional motion driven by the external laser light field. Therefore the time-dependent
Schrödinger equation becomes

i
∂

∂t
�(θ, ϕ, t) = [BJ2 −U (t)cos2θ ]�(θ, ϕ, t), (3.10)

where −U (t)cos2θ = − 1
2�αE2cos2θ is the second term of (3.9) representing the

angular-dependent potential energy.
When theoscillationof the laser electric field represented asE(t) = E0 f (t)sin(ωt)

is sufficiently fast comparedwith themolecular rotation, the time-dependent potential
energy can be averaged over one optical cycle as
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U (θ, t) = − ω

2π

2π
ω∫

0

1

2
�αE2

0 f
2(t)sin2(ωt ′)cos2(θ)dt ′

= −1

4
�αE2

0 f 2(t)cos2θ = 1

2
U0(t)cos

2(θ).

(3.11)

Thus, in the numerical time propagation, only the time-dependence of the enve-
lope function needs to be considered, which reduces the necessary time steps, and
consequently, reduces the calculation time.

3.2.2 Electronic, Vibrational and Rotational Excitation

The theoretical model shown below is that presented in [23]. When N+
2 is generated

in the laser pulse, the rovibrational levels in the three electronic states, X2�+
g , A

2�u,
and B2�+

u , are involved in the post-ionization interaction induced by the laser field.
The time-dependent dynamics is described by 3.1, and the general solution can be
expressed as

�(r, t) =
∑

α=X,A+,A−,B

Vmax∑

v=0

Kmax∑

K=0

K∑

m=−K

cαvKm(t)ψαvKm(r), (3.12)

where r is the internuclear separation vector with r = |r| being the N-N internuclear
distance, K is the total angular momentum excluding the spin angular momentum,m
is the projection of the total angularmomentumonto the z-axis, PαvKm = |cαvKm(t)|2
represents the probability of finding the system in the rotational state, labeled with K
and m, in the vth vibrational state in the electronic state α, and α denotes one of the
four lowest-energy electronic states; the electronic ground X2�+

g state, the doubly
degenerate A2�u state, which is composed of the A+ and A− states, and the B2�+

u
state.

In the simulation, the maximum vibrational quantum number and maximum rota-
tional quantum number included on each electronic state are set to be Vmax and Kmax,
respectively, for all the four electronic states. The complete molecular basis wave
functions, ψαvKm(r), of N+

2 , are prepared first under the field free conditions using
the finite difference method with the potential curves of the X2�+

g , A
2�u and B2�+

u
states given in [38, 39]. The field-free basis set is obtained as the eigenfunctions
of Hamiltonian H0 under the field free conditions, that is, as the solution of the
Schrödinger equation,

H0ψαvKm(r) = εαvKmψαvKm(r), (3.13)
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where

H0 = − �
2

2μ

∂2

∂r2
+ Vα(r) + K (K + 1) − k2

2μr2
, (3.14)

and k is the projection of the electronic orbital angular momentum onto the N-
N molecular axis. In the calculation using the finite difference method, the space
is divided into a finite number of equally spaced nodes, separated by �r , so that
ψαvKm(r) is represented as a vector having the elements at all the points in the space
as

ψαvKm(r) =

⎛

⎜
⎜
⎜
⎝

ψαvKm(r1)
ψαvKm(r2)

...

ψαvKm(rmax )

⎞

⎟
⎟
⎟
⎠

, (3.15)

where rl = l · �r and r takes the value in the range of (0, rmax) covering the entire
internuclear distance region where the interatomic potentials are defined.

The second derivative of the kinetic energy part in H0 is estimated from the first
derivatives, that is, the first-order forward derivative at r = rl

∂

∂r
ψαvKm |r=rl forward = ψαvKm(rl+1) − ψαvKm(rl)

�r
, (3.16)

and the backward first-order derivative at r = rl :

∂

∂r
ψαvKm |r=rlbackward = ψαvKm(rl) − ψαvKm(rl−1)

�r
, (3.17)

so that the second derivative is represented using a difference operator by

∂2

∂r2
ψαvKm(r)|r=rl = 1

�r

(
∂

∂r
ψαvKm |r=rl forward − ∂

∂r
ψαvKm |r=rlbackward

)

= ψαvKm(rl+1) − 2ψαvKm(rl) + ψαvKm(rl−1)

�r2

. (3.18)

By substituting (3.15) into (3.13) and using (3.18),we can express theHamiltonian
as

Hil =

⎧
⎪⎨

⎪⎩

− 1
2μ

−2
�r2 + V (ri ) + K (K+1)−k2

2μri 2
when i = l,

− 1
2μ

1
�r2 when i − l = ±1,

0 when i �= l and i − l �= ±1.

(3.19)

As the solutions of the Schrödinger equation with the Hamiltonian above, we derive
the eigenvalues, {εαvKm}, corresponding to the rovibrational energies in the respec-
tive electronic states, and the eigen vectors, {ψαvKm(r)}, corresponding to the wave
function of the K -th rotational level in the v vibrational state.
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In order to describe the symmetry of the A2�u state, we label the corresponding
rotational basis wave function in the different electronic state as |K ,m〉α , defined as

|K ,m〉α =
⎧
⎨

⎩

|K ,m, 0〉 when α = X,B,

(|K ,m, 1〉 + |K ,m,−1〉)/√2 when α = A+,

(|K ,m, 1〉 − |K ,m,−1〉)/√2 when α = A−,

(3.20)

where the rotational basis wave function |K ,m, k〉 defined as [40]

|K ,m, k〉 = 1√
2

√
(K + m)!(K − m)!(K + k)!(K − k)!(2K + 1)

×
∑

σ

(−1)σ
[cos(θ/2)]2K+k−m−2σ [− sin(θ/2)]m−k+2σ

σ !(K − m − σ)!(m − k + σ)!(K + k − σ)!e
imϕ.

(3.21)

Note that the rotational basis functions, |K ,m, k〉, of the X2�+
g and B2�+

u states
having k = 0 are the standard spherical harmonicswhile the rotationalwave functions
|K ,m,+1〉 and |K ,m,−1〉 of the degenerate A2�u state having k = ±1 are not
symmetric with respect to the transformation θ → π − θ . By the subtraction and
addition, the two symmetric basis sets, |K ,m〉A+ and |K ,m〉A− of the A2�u state
are constructed as given by (3.20).

3.2.3 Rovibronic Dynamics in Time-Dependent Schrödinger
Equation

By substituting (3.12) into (3.1), and multiplying with ψ∗
βv′K ′m ′(r) from left and

integrating over r, we obtain

i�
d

dt
cβv′K ′m ′(t) =

∑

α=X,A+,A−,B

N∑

v=0

Kmax∑

K=0

K∑

m=−K

cαvKm(t)Hβv′K ′m ′αvKm(t), (3.22)

where

Hβv′K ′m ′αvKm(t) =
∞∫

0

π∫

0

2π∫

0

ψ∗
βv′K ′m ′(r)H(t)ψαvKm(r)dr sin θdθdφ. (3.23)

Under an intense laser pulse, the total Hamiltonian H of the system interacting with
the laser field becomes

H(t) = − �
2

2μ
∇2 + V + H1(t) = H0 + H1(t), (3.24)
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where μ is the reduced mass of N+
2 , V is the interatomic potential energy, and H1

stands for the interaction with the laser field. Therefore, Hβv′K ′m ′αvKm(t) becomes

Hβv′K ′m ′αvKm(t) = (H0)βv′K ′m ′αvKm + (H1)βv′K ′m ′αvKm(t), (3.25)

where
(H0)βv′K ′m ′αvKm = 〈

ψβv′K ′m ′
∣
∣ H0 |ψαvKm〉

= εαvKmδαβδv′vδK ′K δm ′m,
(3.26)

and
(H1)βv′αv(t) = 〈

ψβv′K ′m ′
∣
∣ H1(t) |ψαvKm〉

= 〈
ψβv′K ′m ′

∣
∣ DαβF

αβ

θ |ψαvKm〉 E(t),
(3.27)

representing the coupling between rotational states via the transition dipole moment
Dαβ . In (3.27), E(t) stands for the laser field strength at time t , defined as

E(t) = E0 f (t) cos(ωt), (3.28)

where f (t) is an envelope function, ω is the frequency of the laser pulse, and Fαβ

θ is
the angle factor representing the polar angle-dependent coupling among the X2�+

g ,
A2�u and B2�+

u states, defined as

Fαβ

θ = cos(θ)(δBαδXβ + δXαδBβ) + sin(θ)√
2

(δA±αδXβ + δXαδA±β). (3.29)

Because the laser field is linearly polarized, Fαβ

θ does not depend on the azimuth
angle ϕ, whichmeans that the quantum numberm is conserved during the interaction
with the laser field. The rotational transition probability is given by

|pK ,m
Xβ(�Kβ )|2 = |X〈K ,m|FXβ

θ |K + �Kβ,m〉β |2, (3.30)

where �KB = ±1 is taken for β = B, and �KA± = ±1, 0 for β = A±.
For given K and m,

pK ,m
XB(�KB) =

{
( (K−m+1)(K+m+1)

(2K+1)(2K+3) )
1
2 when �KB = 1,

( (K−m)(K+m)

(2K+1)(2K−1) )
1
2 when �KB = −1.

(3.31)
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pK ,m
XA±(�KA± )

= K !√(K + m)!(K − m)!(K + �KA± + m)!(K + �KA± − m)!
×√

(K + �KA± + 1)!(K + �KA± − 1)!(2K + 1)(2(K + �KA± ) + 1)

× ∑K−m
σ=0

{
(−1)σ

σ !(K−m−σ)!(m+σ)!(K−σ)!(2+2K+�KA± )!

×
[ ∑

σ ′ (−1)σ
′−1 (1−m+2K+�KA±−σ−σ ′)!(m+σ+σ ′)!

σ ′!(K+�KA±−m−σ ′)!(m−1+σ ′)!(K+�KA±+1−σ ′)!
+(−1)�KA± ∑

σ ′
s
(−1)σ

′
s+1 (2K−m+�KA±−σ−σ ′

s )!(1+m+σ+σ ′
s )!

σ ′
s !(K+�KA±−m−σ ′

s )!(m+1+σ ′
s )!(K+�KA±−1−σ ′

s )!
]}

,

(3.32)
where σ ′ starts from the larger of 0 and (1 − m) and ends at (K + �KA± − m), and
σ ′
s starts from 0 and ends at the smaller of (K + �KA± − m) and (K + �KA± − 1).
The envelope function is defined as

f (t) = e−t2/2σ 2
0 , (3.33)

where σ0 is chosen according to the intensity half-width of the laser pulse.

3.3 Rovibronic Excitation in N+
2

When N2 is ionized in an intense laser field at the field intensity of 2 × 1014 W cm−2,
the relative probability of N+

2 to be prepared in the electronic ground X2�+
g state

by the tunneling ionization of N2 can be estimated by molecular Ammosov-Delone-
Krainov (MO-ADK) theory to be 90% [41], which ismuch larger than the probability
to be prepared in the A2�u state (5%) and the B2�+

u state (5%). In addition, the
Franck-Condon factor of exciting the vibrational ground state of N2 to the vibrational
ground X2�+

g state of N+
2 is 0.9. Therefore we can assume that N+

2 is prepared only
in the vibrational ground state of the X2�+

g state at t = 0, hereafter referred to
as X(v = 0). Because N+

2 generated in the ground X2�+
g is suddenly exposed to an

intense laser field, a sudden turn-on pulse with an envelope function defined in (3.33)
for t ≥ 0 is applied in simulating the time-dependent dynamics in the rovibronic
transitions in N+

2 starting from the X(v = 0) state.
In calculating the interaction with the sudden turn-on pulse, the lowest four vibra-

tional levels are included (Vmax = 3 in (3.12)) in all the three electronic states, and the
temporal variation of the populations in the respective rotational levels are obtained
at a sufficiently small time step of 0.024 fs. Note that the transition dipole moment
between X2�+

g and A2�u is perpendicular to the N-N molecular axis, while that
between X2�+

g and B2�+
u is parallel to the molecular axis, and the numerical values

of these two transition dipolemoments are taken from [38, 39]. The initial population
is assumed to be represented by the Boltzmann distribution at T = 300 K, and Kmax

in (3.5) and (3.12) is set to be 40.
As the initial state is taken at t = 0, we adopt the respective rotational lev-

els and solve the time-dependent Schrödinger equation so that the populations in
the rotational levels

∣
∣αvK ′m

〉
at time t are obtained from the time-propagation.
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The final populations in the rotational levels after the laser pulse vanishes are
evaluated according to the initial populations in the respective rotational levels at
T = 300 K as

pαvK ′(t) = 1

ζ

Kmax∑

K=0

K∑

m=−K

|cX0Km
αvK ′m ′(t)|2gK e− −BX0K (K+1)

kB T , (3.34)

where cX0Km
αvK ′m ′(t) are the time-dependent coefficients obtained from the solution of

(3.22) using the initial conditions cX0Km
αvK ′m ′(t = 0) = δXαδ0vδKK ′δmm ′ , Bαv is the rota-

tional constant, kB is the Boltzmann constant, gK the nuclear spin statistical weight,
which takes the values of gK = 2 for even K and gK = 1 for odd K , and ζ is the
normalization factor given by

ζ =
Kmax∑

K=0

gK (2K + 1)e− −Bαv K (K+1)
kB T . (3.35)

The final population after the interaction with the laser pulse is denoted by PαvK ,

PαvK = lim
t→∞ pαvK (t). (3.36)

First, we consider the rotational excitation induced by the half pulse until just
before the ionization occurs. Such rotational excitation inN2 induced until just before
the ionization can be calculated numerically by solving the (3.10). We assume that
the rotational wavepacket is expressed as

�(θ, ϕ, t) = eimϕ

√
2π

Kmax∑

K=0

CKm(t)|K ,m〉N2 , (3.37)

where |K ,m〉N2 is the normalized associated Legendre functions. �α = 0.71 Å
3

[42] and the rotational constant of B = 1.9895 cm−1 [43] are adopted.
The calculations start with the respective rotational states of N2 from t = −50 fs

until t = 0, and the resulting coherent rotational state of the rigid rotor, calculated
as shown in Sect. 3.2.1, is taken as the initial state for the simulation of N+

2 , which
then interacts with the sudden turn-on pulse at t = 0.

We also perform the numerical simulation by neglecting the rotational excitation
within the neutral N2 manifold during the first half pulse until just before the ioniza-
tion and confirm that the final population distribution of N+

2 is very close to that we
obtained above by taking into account the rotational excitation in N2. As shown in
Fig. 3.2, for example, at peak laser field intensity of 4 × 1014 W cm−2, the differences
in the populations in the respective rotational levels are found to be only less than
0.20% and the population differences in the respective vibrational levels obtained by
the summation over the K and m quantum numbers are all less than 0.26%.
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Fig. 3.2 The difference in the final population distributions obtained when the rotational excitation
of neutral N2 in an intense 800 nm laser field during the period of the earlier half of the Gaussian
envelope between t = −50 fs and t = 0 fs and those obtained when no rotational pre-excitation
of neutral N2 is considered. The field intensities at t = 0 are set to be 4 × 1014 W cm−2. In the
calculation, it is assumed that N+

2 is prepared in the X2�+
g (v = 0) state at t = 0. For the A state,

the sum of the populations in the A+ and A− states is shown. The label “α(v = n)” stands for the
nth vibrational state of the α state

When the resultant rotational distributions at 4 × 1014 W cm−2 are fitted by the
Boltzmann distribution, the rotational temperatures for the rotational level distribu-
tion in the X2�+

g , A
2�u, and B2�+

u states are obtained to be 424 K, 295 K and
505 K, respectively. On the other hand, when the rotational pre-excitation in the
neutral N2 is not considered, the resultant rotational temperatures for the X2�+

g ,
A2�u, and B2�+

u states are obtained to be 401 K, 302 K, and 573 K, respectively,
which are close to the temperatures obtained with the rotational pre-excitation in
the N2 manifold. Therefore, it can be said that the variation in the rotational level
distributions after N+

2 interacts with the sudden turn-on laser pulse can be calculated
without considering the rotational pre-excitation in N2.

We calculate the final population distributions in the rotational levels in theX2�+
g ,

A2�u, and B2�+
u states at different laser field intensities by assuming that N+

2 starts
interacting with the sudden turn-on pulse by neglecting rotational pre-excitation of
neutral N2. According to the rovibronic selection rules, the population inversion
achieved between B2�+

u (v = 0) and X2�+
g (v = 0) can lead to the emission com-

posed of the P-branch and R-branch transitions. The population difference for the
P-branch transitions is given by

�PP = PB,v=0,K − PX,v=0,K+1, (3.38)

and that for the R-branch transitions is given by

�PR = PB,v=0,K+1 − PX,v=0,K . (3.39)

As shown in Fig. 3.3a, at the laser field intensity of 2 × 1014 W cm−2, the popula-
tion inversion is not achieved between the B2�+

u (v = 0) state and the X2�+
g (v = 0)

state. However, in Fig. 3.3c, at the laser field intensity of 6 × 1014 W cm−2, the pop-
ulation inversion is achieved in the entire range of the rotational quantum numbers,
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Fig. 3.3 Final population distribution in the rotational levels of N+
2 obtained after the interac-

tion with an intense 800 nm laser pulse. The field intensities are set to be a 2 × 1014 W cm−2,
b 4 × 1014 W cm−2 and c 6 × 1014 W cm−2. In the calculation, it is assumed that N+

2 is prepared
in the X2�+

g (v = 0) state at t = 0. For the A state, the sum of the populations in the A+ and A−
states is shown. The short downward arrows in (b) indicate the rotational levels in the B2�+

u state
from which the lasing emission occurs via the P-branch transitions to the X(v = 0) state. The label
“α(v = n)” stands for the nth vibrational state of the α state

and consequently, the total population inversion is achieved between the B(v = 0)
state and the X(v = 0) state, which is consistent with the previous experimental
results [27], in which both P-branch and R-branch emission lines are observed at
the laser field intensity of 6 × 1014 W cm−2. The zig-zag pattern reflects the nuclear
spin statistical weights of N+

2 appearing in (3.34).
What draws our attention is that, at the intermediate laser field intensity of 4 × 1014

W cm−2 shown in Fig. 3.3b, the population inversion is achieved in the rotationally
highly excited levels as shown in Fig. 3.3b. Indeed, the P-branch emission from
B(v = 0)becomes possiblewhen K ′ ≥ 15 and theR-branch emission fromB(v = 0)
becomes possible when K ′ ≥ 21. This situation can be realized in experiment, if the
light field intensity is chosen appropriately in the intermediate intensity range and the
B(v = 0)–X(v = 0) emission spectrum is recorded with sufficiently high resolution
so that P branch and R branch emission transitions are resolved.



3 Theoretical Model for Simulation of Rotational Excitation … 41

Another interesting aspect found in Fig. 3.3 is that the rotational population distri-
bution of the B(v = 0) state exhibits the peak at around K ′ = 10, corresponding to
the rotational temperature of 573 K, and the rotational population distribution of the
X(v = 0) state exhibits a peak at K ′ = 8, corresponding to the rotational temperature
of 401 K and that of the A(v = 0) state exhibits a peak at K ′ = 7, which corresponds
to the rotational temperature of 302 K. This discrepancy in the effective rotational
temperature in the B(v = 0) state and that in the X(v = 0) state can be ascribed to
the difference in the rotational selection rules of the B2�+

u –X
2�+

g transitions and
those of the A2�u–X2�+

g transitions as explained below.
As shown in (3.31), the B2�+

u –X
2�+

g rovibronic transition probability

|pK ,m
XB(�KB=±1)|2 is the squared modulus of B〈K ± 1,m| cos θ |K ,m〉X and the A2�u–

X2�+
g rovibronic transition probability |pK ,m

XA(�KA=0,±1)|2 is the squared modulus of
A〈K or K± 1,m| sin(θ)√

2
|K ,m〉X according to the rotational transition selection rules

of �KB = K ′ − K ′′ = ±1 for the B2�+
u –X

2�+
g transition and �KA = K ′ − K ′′ =

0, ±1 for the A2�u–X2�+
g transition. By considering the symmetries of the rota-

tional basis represented by the spherical harmonics in the X2�+
g and B2�+

u states,

we find |pK ,m
XB(�KB=1)|2 ∼ |pK ,m

XB(�KB=−1)|2. This means that the population in the K
level in the X2�+

g state can be transferred to the higher and lower rotational levels in
the B2�+

u state with almost equal probabilities and that transitions to the rotational
states with large K in the B2�+

u state can be populated by a sequence of transi-
tions X(K ) → B(K + 1) → X(K + 2) → B(K + 3) . . . On the other hand, for the
A2�u–X2�+

g transition, the probabilities of the Q-branch transitions are much larger
than those of the R (�KA = 1) and P (�KA = −1) transitions and the probability
of the R-branch transition is always larger than that of the P-branch transition, that
is, |pK ,m

XA(�KA=0)|2 � |pK ,m
XA(�KA=1)|2 > |pK ,m

XA(�KA=−1)|2, which means that the A2�u–
X2�+

g transition starting from a certain rotational level K preferentially stays in the
original or neighboring rotational levels, resulting in the suppression of the popula-
tion transfer to the higher K levels.

Because the X2�+
g state is coupled with both of the B2�+

u and A2�u states, the
rotational population distribution in the X2�+

g state is influenced not only by the
B2�+

u − X2�+
g rovibronic transitions, having a tendency to promote the population

transfer to the higher rotational levels, but also by the A2�u − X2�+
g rovibronic

transitions, having a tendency to suppress the population transfer to higher-lying
rotational levels, the extent of the rotational excitation in the X2�+

g state is smaller
than that of theB2�+

u state and larger than that of theA2�u state. These differences in
the extent of the rotational excitation in the X2�+

g , A
2�u, and B2�+

u states can make
the population inversion appear only among the highly excited rotational levels of
the B2�+

u (v = 0) and X2�+
g (v = 0) in the specific range of the laser field intensity,

resulting in the emission at 391 nm of N+
2 without achieving population inversion

between the B2�+
u (v = 0) and X2�+

g (v = 0) states.
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3.4 Summary

We show that the air-lasing emission at 391 nm originating from the population
inversion between B2�+

u (v = 0) and X2�+
g (v = 0) states of N+

2 induced by a near-
IR intense laser pulse can be understood theoretically based on the sudden turn-on
excitation model with the population pumping by the A2�u − X2�+

g transition [19–
23] and that the theoretical model in which the rotational degrees of freedom of N+

2
is explicitly included interpreted well how rotationally inverted populations can be
created in a specific range of the laser field intensity. The theoretical simulation repro-
duced well recent experimental findings, showing that the air-lasing phenomenon at
391 nm can be fully accounted for by our numerical simulator in which the rotational
and vibrational degrees of freedom are explicitly included in the optical couplings
in the three low-lying electronic states, X2�+

g , A
2�u, and B2�+

u , of N
+
2 .
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Chapter 4
Photocatalysts for Reduction
of Molecular Oxygen to Hydrogen
Peroxide

Daniil A. Lukyanov and Alexander S. Konev

Abstract A brief overview of compounds and materials exhibiting photocatalytic
activity in reduction of molecular oxygen to hydrogen peroxide is given with focus
on comparison of the performance of reported photocatalysts. The photocatalysts are
treated in two major classes: the inorganic semiconductors, which include various
metal oxides and chalcogenides, and carbon-based photocatalysts, which cover a
wide range of carbon-based compounds from small organic molecules to graphene
materials. The review is preceded by brief description of analytical techniques
available for quantification of hydrogen peroxide formation.

4.1 Introduction

The oxygen reduction reaction (ORR) may result in the formation of two stable
oxygen species. Formal two-electron reduction affords hydrogen peroxide, while
the four-electron process produces water. The product of the two-electron reduction,
H2O2, represents a low-hazardous energy-rich compound, which can serve either
as energy storage material [1] or as a “green” and strong oxidant, widely used in
chemical industries. Hydrogen peroxide is mostly produced via the anthraquinone
process of indirect oxygen hydrogenation developed by BASF [2]. In this process,
2-ethylanthraquinone is subjected to palladium-catalyzed hydrogenation to form the
corresponding hydroquinone, which then selectively reduces oxygen to hydrogen
peroxide. The anthraquinone process, in addition to hazardous reagents and expen-
sive catalyst, consumes a large amount of energy for the hydrogenation reaction.
An appealing new approach to H2O2 production exploits the solar energy in a
photocatalytic oxygen reduction.

For the first time, the photochemical formation of hydrogen peroxide upon expo-
sure to light of ZnO particles in the presence of oxidizable material was published
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by Baur and Neuweiler in 1927 [3]. Later, the photocatalytic formation of hydrogen
peroxide was observed on various heterogeneous and homogeneous photocatalysts.

In the middle of the previous century, natural photocatalytic systems for two-
electron ORRwere discovered. In 1951, AlanMehler showed that molecular oxygen
is reduced in chloroplasts to hydrogen peroxide under the action of sunlight [4]. The
reaction proceeded in two steps—the one-electron reduction of molecular oxygen to
superoxide anion by ferridoxine followed by its disproportionation to oxygen and
hydrogen peroxide under the action of superoxide dismutase.

In the recent decades, major advances have been achieved in the development of
photocatalysts for ORR. A great effort was made on the way to improve the photo-
catalytic performance of the metal oxide semiconductors. A number of the next
generation semiconductor catalysts based on 2D and 3D nanomaterials was devel-
oped, including graphene derivatives, graphene-like carbon nitride, etc. Molecular
photocatalysts for ORR were found amongst organic and metal-organic molecules.
Several reviews were devoted to the fundamentals and performance of organic [5, 6],
inorganic [7, 8] and nanostructured [9] ORR photocatalysts. In the present overview,
we aim to cover and compare these types of photocatalysts.

4.1.1 Oxygen Reduction Reactions

Themain redox reactions involvingmolecular oxygen and related particles are shown
in Latimer diagram (Fig. 4.1).

Standard electrode potential of the two-electron process of interest (4.1) is 0.695V.
The photocatalytic ORR may employ water as an electron donor in a so-called non-
sacrificial process, or consume any additional reductant as a sacrificial electron donor.
Depending on the nature of the sacrificial donor, reaction may be either exothermic
or endothermic. The non-sacrificial ORR reaction, described by 4.6, is endothermic
with�G of ca. 100 kJ per mole H2O2, thus requiring an external energy source (light
with λ < 1100 nm or external bias), but most of the sacrificial donors shift the ORR
to the exothermic region.

Fig. 4.1 Latimer diagram of oxygen. Standard redox potentials are reported in V versus SHE. The
number of digits reflects the accuracy of measurements. Estimated values are given in parentheses.
Data taken from [10]
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O2 + 2H+ 2e−→ H2O2 (4.1)

O2
e−→ O·−

2 (4.2)

2O·−
2 + 2H+ → H2O2 + O2 (4.3)

H2O2 + H+ e−→ HO· + H2O (4.4)

2OH· → H2O2 (4.5)

O2 + 2H2O → 2H2O2 (4.6)

However, the kinetics of the direct ORR is sluggish for both two-electron and four-
electron processes, even strong reducing agents are often unable to reduce oxygen
molecule without a catalyst. Photocatalysis facilitates this reaction, generally via one
of two processes that potentially lead to the formation of hydrogen peroxide. The first
process is the one-electron reduction of oxygen to the superoxide anion (4.2) with
standard potential of− 0.046 V. The superoxide anion can spontaneously or catalyti-
cally dismutate in the presence of protons (4.3). The secondprocess, occurringmainly
on the surface of a heterogeneous catalyst, is the reduction of the hydrogen peroxide
to afford hydroxyl radical (4.4) with a potential of 0.96 V. Hydroxyl radical may then
recombine according to (4.5). In addition, catalyst-specific reduction pathways are
known, mostly for molecular catalysts.

In practice, the two-electron ORR is accompanied by decomposition of the target
product, hydrogen peroxide. It was shown that at room temperature, hydrogen
peroxide decomposes quickly enough to affect the results of the photocatalytic
synthesis, but when the temperature drops below + 14 °C the decomposition rate in
the absence of impurities catalyzing the reaction becomes negligible [11]. In addi-
tion, the photocatalyst itself may catalyze the decomposition of H2O2, either as a
dark process or under illumination. As a result, a plateau of H2O2 concentration
corresponding to quasi-stationary concentration, [H2O2]QS, is often observed when
the decomposition rate of the hydrogen peroxide reaches its formation rate. Another
problem, is the degradation of the ORR photocatalysts over the time of operation,
which results in decreasing of the H2O2 concentration after it reaches the maximum.

4.1.2 Evaluation of Photocatalysts

Based on the aggregate state, ORR photocatalysts may be divided into solid state and
molecular catalysts. Solid state photocatalysts are continuous solids with two-band
electronic structure typical of semiconductors. Photoexcitation from the valence band
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promotes an electron to the conduction band, where the electron may traverse to an
oxygen adsorbed on the surface and reduces the oxygen molecule. Abstraction of
an electron from a reductant to the valence band of the photocatalyst completes the
photocatalytic cycle. Molecular photocatalysts are single molecules with discrete
levels of electronic energy. The catalytic cycle in this case includes photoexcitation
of the catalyst, abstraction of an electron from the photoexcited catalyst molecule
by oxygen and reduction of the oxidized catalyst by a sacrificial electron donor. The
mechanism of catalytic action is thus similar in both cases. However, the difference
in the aggregate state leads to a difference in possible operation modes of the photo-
catalytic process: the solid state photocatalysts inevitably lead to a heterogenous
reaction mode, while molecular photocatalysts can operate in a homogenous mode.

The photocatalytic performance of a catalyst in two-electron ORR is estimated
using different indicators, depending on the catalyst type. Turnover number (TON)
and turnover frequency (TOF) are used for molecular photocatalysts, while for solid
state catalysts H2O2 production per 1 g of catalyst and H2O2 production per 1 g
of catalyst in 1 s might be used instead of TON and TOF respectively. In case
of a sacrificial ORR, the conversion of the sacrificial donor, the yield of H2O2,
and selectivity are also used to characterize the photocatalytic process. Due to the
possible decomposition of H2O2, the maximal achievable concentration of H2O2

is a good indicator for comparison of different photocatalytic systems. Wavelength
specific quantum yields for the ORR photocatalysts or more practical solar light
utilization efficiencies are measured to determine the light utilization performance
of the catalyst. The coulombic efficiency, two- versus four-electron ORR selectivity,
and external bias value should also be determined for photoelectrocatalysts.

To determine the H2O2 content in the reaction mixture, a large variety of analyt-
ical methods are employed. Iodometric titration [12], which was employed in early
studies, is quite time-consuming and is rarely used now due to the low selectivity
and low sensitivity. More useful are photometric methods such as iodide photometric
[13], cobalt peroxide [14] and peroxotitanyl assays [15]. Iodide and cobalt peroxide
assays employ photometry using ultraviolet light at the wavelength below 300 nm,
which is absorbed by many sacrificial donor additives and organic solvents, inter-
fering thus with the results of analysis. In a titanyl assay, an absorption at 400 nm is
measured, which is more suitable for complex systems. Besides, formation of peroxy
compounds ofmetals is not influenced byother oxidants like dissolved oxygen,which
makes it a more selective method.

The most selective and sensitive photometric determination of hydrogen peroxide
is achieved with horse radish peroxidase assay [16]. The use of peroxidase enzyme
secures the selectivity of H2O2 determination in the presence of any oxidants, and the
working wavelength is determined by the peroxidase substrate, whichmay be chosen
from the large variety of commercial compounds.However, the possible interferences
from sacrificial donors should be studied in each case. Chemiluminescent luminol-
peroxidase assays for hydrogen peroxide delivers even higher sensitivity, providing
the quantitative determination with detection limit below 100 nM [17].

Many electrochemical sensors for the hydrogen peroxide determination are devel-
oped, including the enzymatic electrodes [18]. The chromatographic determination
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of H2O2 may be performed directly using HPLC with an ion exchange column [19]
or by analyzing the products of the derivatization [20]. Direct GC determination of
hydrogen peroxide is impossible due to thermal decomposition, but the headspace
determination of the oxygen released by its catalytic decomposition is possible [21].

Mechanistic studies of the photocatalytic ORR may be performed by different
techniques. For model studies, organic dyes are widely used as sacrificial electron
donors, since their concentrationmay be easilymonitored photometrically. However,
the dye degradation assays do not provide direct information on the oxygen reduction,
so the kinetic curves for hydrogen peroxide formation and/or oxygen uptake should
be obtained for more detailed investigation. In case of photoelectrocatalysis, the
reaction current may also be used.

The two-electron ORR is often accompanied with an intermediate formation of
reactive oxygen species (ROS), including superoxide radicals, hydroxyl radical and
singlet oxygen. The detection of radical ROS’s may be done using EPR technique or
radical scavengers. In case of solid state catalysts, the surface bound radical particles
may be determined by FTIR and/or Raman spectroscopy. Singlet oxygen, which also
may be produced during photocatalysis, exhibits chemiluminescence at 1270 nm,
which allows its facile fluorimetric determination [22].

4.2 Photocatalysis on Inorganic Semiconductors

Metal oxides were historically the first photocatalysts of the two-electron ORR
discovered following the observation of light-induced degradation of organic matter
in the presence of zinc and titanium white pigments. The photocatalytic activity of
these pigments in ORR is due to a good match of their conducting band edge and
the oxygen redox potentials (Fig. 4.2). Following this discovery, the photocatalytic
activities of other transition metal oxides and related compounds were studied.

Fig. 4.2 Valence band and
conductance band levels of
ZnO, TiO2, CdS and CdSe
(data taken from [23]) and
half reactions associated
with ORR



50 D. A. Lukyanov and A. S. Konev

4.2.1 Zinc Oxide

Zinc oxide is an n-type semiconductor with a band-gap of 3.37 eV [24], which effec-
tively absorbs light up to 385 nm [25] (Fig. 4.3) and has a surfacewith high capacity of
sorption ofmolecular oxygen [26]. The concentration of hydrogen peroxide achieved
by photoreduction of molecular oxygen with pristine ZnO was shown to reach a
plateau, with position determined by the form of the photocatalyst [27, 28], the
nature and concentration of the oxidizable substance [29–34] and temperature. The
highest level of H2O2 production comprising 0.06mMor 9μmol ofH2O2 production
per gram of pristine ZnO was observed in the absence of a sacrificial donor [35].

The mechanism of oxygen photoreduction by pristine ZnO was supposed to
include the following steps: one-electron reduction of water at ZnO surface (4.7),
addition of the resulting hydrogen radical to oxygen molecule (4.8), dismutation
of the resulting superoxide to hydrogen peroxide and molecular oxygen (4.3), one-
electron oxidation of the hydroxide anion at the surface of the photocatalyst to form a
hydroxyl radical (4.9), and recombination of two hydroxyl radicals to form hydrogen
peroxide (4.5) [11].

H2O
e−→ H· + OH− (4.7)

H· + O2 → HO·
2 (4.8)

OH− h−→ OH· (4.9)

ZnO + O2 + 2H2O → H2O2 + Zn(OH)(OOH) (4.10)

Fig. 4.3 Absorbance spectra
of ZnO, TiO2 and CdS.
Image adapted from [36],
Copyright 2015, with
permission from Elsevier
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The maximum quantum yield of the reaction, implying the formation of hydrogen
peroxide in step (4.3) is 0.5. Hydroxyl recombination (4.5) which could give a
quantum yield of up to 1, makes only a minor contribution to the formation of
hydrogen peroxide, themajority of the peroxide particles remain bound to the surface
in the form of zinc peroxyhydroxide, and eventually the material balance of the reac-
tion is described by 4.10, which is confirmed by partial photodissolution of zinc
oxide observed in the reaction [37]. Moreover, the adsorption of hydroxyl radicals
passivates the catalyst surface and inhibits the formation of hydrogen peroxide.

Later studies using isotopically labeled oxygen, water, and zinc oxide [38],
combined with the reaction kinetics studies [26, 39, 40] confirmed the one-electron
oxygen reduction (4.3) to be the key step in the photocatalysis. An additional contri-
bution to the formation of hydrogen peroxide is made by an electron transfer from the
photocatalyst to hydrogen superoxide (4.11) [28], while additional ways of hydrogen
peroxide decomposition are given by (4.12) and (4.13).

HO·
2 + H+ e−→ H2O2 (4.11)

H2O2 + O·−
2 → OH· + OH− + O2 (4.12)

H2O2
e−→ OH· + OH− (4.13)

The hydrogen peroxide formation obeys pseudo-zero order kinetics under contin-
uous aeration, since it occurs under tremendous excess of the reactants (water,
hydroxide ions and dissolved oxygen). The reactions consuming hydrogen peroxide
have at least the first order kinetics in hydrogen peroxide. This creates the quasi-
stationary conditions for the concentration of hydrogen peroxide, with the plateau
concentration, [H2O2]QS, depending only on the initial parameters of the system. In
accord with this, addition of a surplus amount of H2O2 over [H2O2]QS leads to the
restoration of a quasi-stationary value in the course of a photocatalytic reaction [11].

Sacrificial photocatalytic two-electron ORR on ZnO was reported for a wide set
of reductants including formamide, acetamide, acetanilide and other amides [11],
phenols [26, 29, 41], aliphatic alcohols [33, 35, 42, 43] and carboxylic acid salts [30,
38–40, 44]. The maximum H2O2 concentration achieved with pristine ZnO reaches
60 mM when isopropyl alcohol was used as a sacrificial donor [35].

In terms of the reaction mechanism, two principal schemes can be proposed for
reactions with the addition of an oxidizable substrate. The first scheme implies the
oxygen reduction (4.3) as anodic process and the oxidation of the sacrificial electron
donor as cathodic process. Further transformations are individual for each substrate
and can proceed both on the surface of the photocatalyst and in the solution. Most of
the organic substrates are subsequently mineralized to CO2, H2O andN2. The second
scheme involves the oxidation of the substrate by hydroxyl radicals formed during
the reduction of oxygen and the oxidation of water at the surface of the photocatalyst.
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4.2.2 Titanium Dioxide

Titanium dioxide is an i-type semiconductor with a 3.24 eV band gap, which effec-
tively absorbs light up to 400 nm [45] (Fig. 4.3). The advantages of titanium oxide as
a photocatalyst are its high chemical and photochemical stability, as well as low dark
catalytic activity with respect to the decomposition of hydrogen peroxide, unlike
ZnO [46, 47].

The molecular mechanism of photocatalytic oxygen reduction on pristine TiO2 is
similar to that of ZnO. Molecular oxygen adsorbed on the catalyst surface is reduced
at the catalyst surface upon photoexcitation of an electron from the valence band to
the conduction band of TiO2, the resulting superoxide particle then dismutates with
the formation of hydrogen peroxide [48, 49]. In the absence of sacrificial donors,
the holes in the valence band are quenched by the oxidation of hydroxide anions or
water molecules to produce hydroxyl radicals.

The role of the electron donor is not limited to its function as a reductant. Some
electron donors reduce the hydroxyl radicals formed in the above process, which
prevents the surface passivation of the photocatalyst [48]. Others, known as redox
mediators, such as formate ion, dimethylviologen dication or Cu2+ ions can facilitate
electron transfer from the photocatalyst to the oxygen molecule, moving the process
from the catalyst surface to the solution. The redox mediators may serve either
as oxidation mediators for sacrificial donors, or as formate ion, as electron donors
themselves [50].

Surface modification of TiO2 is widely used to increase its photocatalytic activity
in ORR by facilitating electron transfer, enhancing light absorption, increasing the
catalyst stability or by suppressing the catalytic decomposition of hydrogen peroxide.

The success of these modifications requires careful optimization of the photocat-
alytic system. For example, fluorinated titania shows high [H2O2]QS in the presence
of formate ions (7 mM), but with benzoate ions [H2O2]QS is much lower (0.035 mM)
and exceeds that of pristine TiO2 (0.07mM) [50, 51]. Formate serves as a redoxmedi-
ator, transporting an electron from the photocatalyst conduction band to dissolved
oxygen, and acts as an effective hole suppressor for the valence band, inhibiting
the oxidative photodecomposition of hydrogen peroxide. However, fluoride modi-
fication hinders the processes of electron transfer on the semiconductor surface for
bulky electron donors, which is the reason for the decrease in performance observed
in the case of benzoic acid [50].

The dopation of TiO2 surface with Zn2+ inhibits the sorption of the radical and
peroxide species, suppressing the unwanted side-processes [52]. More effective
surface protection may be achieved with SnO2 passivation coating [53].

A problem with the practical application of both TiO2 and ZnO is their zero
absorbance in the visible spectrum range. In case of TiO2, this problem can be
solved by dopation of the catalyst with nitrogen or sulfur atoms, which causes a
redshift of ca. 100 nm of the absorbance edge [54]. When irradiated with blue light
(λmax 442 nm), both N- and S-doped catalyst exhibited non-sacrificial photocatalytic
two-electron ORR activity and provided quasi-stationary peroxide concentration of
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60 nM. An alternative way to enhance light absorbance is the surface modification
with dyes, such as cobalt carboxylate [55] and phthalocyaninate [56]. The effect
caused by the surface modification of titanium dioxide by CuII ions is more complex
[57, 58]. On the one hand, due to the surface band gap narrowing, the material
becomes active when irradiated with a wavelength of 450 nm. On the other hand,
Cu2+ ions are reduced to Cu+ and Cu0 species, which serve as one- or two-electron
redox mediators [58]. Titanium dioxide modified with copper ions is able to generate
a quasi-stationary concentration of hydrogen peroxide 2.1 times greater than N-
doped titanium dioxide under similar conditions. Surface modification of titanium
dioxide by RhIII ions causes a similar effect [59]. However, unlike copper ions, the
main mechanism for the synthesis of hydrogen peroxide in this case is the two-
electron reduction of oxygen by RhI particles. In addition, rhodium ions catalyze
the oxidation of sacrificial electron donors on the surface of titanium dioxide. Direct
two-electron ORR on TiO2 can also be employed using 2-ethylanthraquinone as an
“electron condenser” [60]. The name originates from the role of the anthraquinone
compound, which undergoes two one-electron reductions followed by oxidation in
a two-electron process. This approach allows hydrogen peroxide concentrations to
reach up to 8.7 mM.

Nanoengineering of TiO2-based photocatalysts leads to significant enhancement
of its photocatalytic performance inORRbecause the photocatalytic activity depends
on the morphology of the photocatalyst particles [37, 45, 61]. Titanium dioxide
exists in two modifications, anatase and rutile, with different photocatalytic activi-
ties. Anatase has been shown to produce greater quasi-stationary concentrations of
hydrogen peroxide than rutile, and the mixed phase is superior in this respect to both
modifications of pristine TiO2 [62].

4.2.3 Other Inorganic Semiconductors

Other semiconductor oxides which demonstrate photocatalytic activity in two-
electron ORR include Ga2O3, [41] Sb2O3 [63] and CuO [64]. Sb2O3 works in the
UV-range (300 nm) and shows [H2O2]QS of 0.3 mM in non-sacrificial and 1 mM in
sacrificial modes with glycerol as an electron donor [65]. CuO, due to the low band
gap, absorbs light up to 660 nm, and exhibits a visible-light driven photocatalytic
ORR. Unfortunately, due to the high catalytic activity of CuO for the decomposi-
tion of hydrogen peroxide, the achievable quasi-stationary concentration of H2O2 is
relatively small [64]. The photocatalytic potential of Cu(II) is disclosed in combi-
nation with WO3 as inert light harvesting matrix. When WO3 is grafted with Cu2+

ions, which enable two-electron reduction of O2, a high rate of H2O2 formation
in the presence of acetaldehyde are observed upon illumination with 470 nm light.
Low concentration of Cu2+ ions secures a negligible rate of H2O2 decomposition on
WO3/Cu2+ photocatalyst [57, 58].

In addition to metal oxides, a number of metal chalcogenides show photocatalytic
activity in O2 to H2O2 reduction. These compounds have often more narrow band
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gap as compared to ZnO or TiO2 and can operate in visual spectral range (e.g., see
comparison of absorbance spectra for ZnO, TiO2 and CdS in Fig. 4.3). For example,
HgS shows catalytic activity at 600 nm providing up to 0.55 μM of H2O2 in a
non-sacrificial mode [65]. Photocatalytic activity in a sacrificial mode at 365 nm
with phenol as an electron donor has been tested for a wide set of chalcogenides,
including ZnS, HgS, CdS, Ga2S3, CdSe, CdTe and ZnTe [41]. Within this series,
CdS and CdSe exhibited the best performance, generating up to 1.7 and 1.0 mM of
H2O2, respectively. Significant amounts of hydrogen peroxide above 0.3 mM were
also detected in case of HgS and Ga2S3 [41].

4.2.4 Inorganic Composite Photocatalysts

The performance of the catalysts based on oxide or chalcogenide semiconductors
relies on the construction of nanocomposites with a semiconductor-metal contact.
Particles of noble metals such as platinum [66–69], gold [70–72] and binary Ag-Au
alloys [73], when in contact with the oxide semiconductor, increase its photocat-
alytic activity and light efficiency. Photocatalysts of this type show quasi-stationary
concentrations of hydrogen peroxide of up to 4.3 mM [68]. Particles of noble metals
enhance the light efficiency due to plasmon resonance [74], catalyze one- and two-
electron reductions of molecular oxygen [69] and increase the luminous efficiency
and quantum yield of the charge separation process collecting the electrons from the
semiconductor conduction band [71]. In some cases, nanoparticles of noble metal
were shown to lead the oxygen reduction reaction exclusively to a two-electron reduc-
tion path [70] (Fig. 4.4). In addition, the modification of the semiconductor surface
with noble metals prevents the accumulation of peroxide particles on the semicon-
ductor surface due to inertness of the noble metal. This can also be the reason for the
observed inhibition of the catalytic decomposition of H2O2 on catalyst particles by
Ag-Au alloys [73]. Nanoensembles of TiO2 with gold and platinum show enhanced

Fig. 4.4 Schematic representation of Au/TiO2 and Au/BiVO4 photocatalysts with energy diagram
for photocatalysis. Adaptedwith permission from [70]. Copyright 2016AmericanChemical Society
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ORR photocatalytic performance, providing [H2O2]QS of 1.5 mM in a sacrificial
mode [75, 76]. Only a subtle plasmonic resonance light utilization was observed in
these cases, while the catalysis of charge transfer to O2 is the main function of metal
nanoparticles in such ensembles. The same effect is observed using polyoxymetallate
covalent modification of TiO2 surface [77]. ZnO photocatalyst may also be improved
using the surface plasmon resonance of gold nanoparticles [74].

The second group of composite photocatalysts is a pair of semiconductors being in
contact [78–86]. Such composites show an increase in luminous efficiency due to the
electronic transitions now possible between the valence band of one semiconductor
and the conduction band of another directly, or through the formation of an electron-
hole pair in one semiconductor with the subsequent transition of an electron or hole to
the other semiconductor. The main mechanism of such photocatalysis in most cases
is photoelectrolysis, where the areas of electrode reactions are localized in different
semiconductors.

The H2O2 formation rate on ZnO photocatalyst can be increased using this
approach by dopation of ZnO with ruthenium oxide, which allows the harvesting
of visible light up to 800 nm due to the narrow band gap between the conduc-
tion band of zinc oxide and the valence band of ruthenium oxide [87]. A similar
effect is achieved with CdSe quantum dot sensitization [88]. Using CoFe2O4 spinel
nanocrystals, double catalytic effect was achieved, improving both oxygen reduction
and donor oxidation [89]. Recently, a great progress in the visible light harvesting
of TiO2 ORR photocatalysts was achieved by using nanostructured TiO2 ensem-
bles with quantum dots, which enhances the visible light absorption and facilitates
charge separation due to Shottki effect [90]. Using highly structured TiO2 parti-
cles, proton-form TiO2 nanotubes modified with carbon quantum dots (Fig. 4.5), the
millimolar concentrations of H2O2 may be achieved under 420 nm illumination [91].
WO3-based heterojunction composites are also able to photocatalyze ORR. WO3-
melam particles exhibit high photocatalytic performance, producing up to 40 μM of
H2O2 [92], as well as three-component composite particles, combining WO3:TiO2

heterojunction and WO3:Pt surface modification.
Platinized Bi2WO6 [93], Bi2O3 surface-modified with Au nanoparticles [94] and

mixed phase bismuth oxyhalides [95] also show the ORR photocatalytic perfor-
mance with H2O2 concentrations up to 40 μM under 420–480 nm illumination. A
sesame ball-like Ag3PO4@CoFe2O4 composite, irradiated with visible light, was
found to produce up to 40 μM of H2O2 [96]. MoO3/SnS2 composite nanotubes
deliver more than 120 μM of H2O2 under simulated sunlight [97]. The prominent
photocatalytic ability was demonstrated by nanoporous-carbon supported Co3O4,
which generates more than 1.5 mM of H2O2 under visible light [98]. An interesting
example is composite particles, containing CdS spheres and graphene sheets modi-
fiedwith PdII-porphyrin and 9,10-ethynylphenylanthracene (Fig. 4.6), which provide
up-conversion of photons in the red region of the spectrum and allow the use of light
up to 650 nm, which increases the overall luminous efficiency of the system [83].
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Fig. 4.5 a FE-SEM image and b TEM image of rGO/TiO2 (including 6 wt% of rGO) after the
irradiation for 3 h in the presence of cobalt and phosphate ions. c–f EELS mapping corresponding
to panel (b). Red, green, yellow, and blue colour represent (c) titanium, (d) carbon, (e) phosphorus,
and (f) cobalt element, respectively. Reprinted from [91], Copyright 2019, with permission from
Elsevier

4.3 Carbon-Derived Photocatalysts

A broad spectrum of carbon-based materials and organic compounds demonstrates
photocatalytic activity in two-electron oxygen reduction reaction. The solid state
photocatalysts are presented by graphene oxide, carbon nitride and polyaromatic
compounds. The molecular photocatalysts are presented mainly by anthracene,
acridine and isoquinoline derivatives.

4.3.1 2D Carbon Materials

Graphene, the most simple in terms of molecular structure representative of 2D
carbon materials, can enhance the photocatalytic performance of semiconductor
solids similarly to nanoparticles of noble metals [99, 100]. Hybrid materials
consisting of titanium oxide or cadmium sulfide in contact with graphene showed
photocatalytic activity greater than the components of the materials taken separately.

Graphene oxide, which can be considered a surface O-modified graphene
(Fig. 4.7), shows photocatalytic activity in two-electron oxygen reduction both as an
individual component or in combination with semiconductor additives. The obtained
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Fig. 4.6 Morphology of the composite up-conversion photocatalyst composed ofCdSnanoparticles
(NP) modified with graphene oxide nanodiscs (GOND). Republished with permission of The Royal
Society of Chemistry from [83] Copyright 2016, permission conveyed through Copyright Clearance
Center, Inc.

Fig. 4.7 2Dcarbonmaterials: graphene, graphene oxide (GO) andgraphitic carbonnitride (g-C3N4)

maximum quasi-stationary concentrations of H2O2 comprised 1.5 mM in pure water,
which could be increased to 4 mM when sacrificial reductants were used [101].
Further increase was achieved by modification of graphene oxide with cadmium
polynuclear complexes, which afforded up to 7 mM of H2O2 under visible light
irradiation [102].

Heteroatom-doped graphene quantum dots showed more modest performance as
oxygen reduction catalysts, yielding up to 0.5 mM H2O2 concentrations [103].
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The best performancewithin the family of carbonmaterials show graphitic carbon
nitride photocatalysts extensively studied during the past few years [9, 104–107]. The
g-C3N4 nanostructures (Fig. 4.7), modified with different inorganic and/or organic
compounds, are able to produce millimolar quantities of H2O2 utilizing nearly the
whole visible spectrum [108].

4.3.2 Polyaromatic Compounds

In addition to the classical inorganic semiconductors, organic and organometallic
semiconductors are used for photocatalytic oxygen reduction. An important advan-
tage of these catalysts is the possibility of fine tuning of their properties bymodifying
an organic molecule.

A series of p-type semiconductor cobalt, iron and zinc porphyrinates and phthalo-
cyaninates1–5 (Fig. 4.8) adsorbed onNafionmembraneswas tested [109]. Irradiation
of such membranes with visible light in the presence of triethylammonium perchlo-
rate in the system leads to the formation of micromolar quasi-stationary concentra-
tions of hydrogen peroxide on aμMscale. Better results demonstrated polythiophene
with 0.1 mM H2O2 concentration in a non-sacrificial photocatalitic ORR.

An improved ORR photocatalytic behavior of n-type organic semiconductors was
demonstrated using acene-based biscoumarins 6-8 (Fig. 4.8), which show the non-
sacrificial H2O2 production under visible light with a rate up to 3.3 mg per 1 g of
catalyst per 1 h [110]. Nearly the same non-sacrificial photocatalytic performance
was observed using the resorcinol-formaldehyde resins as n-type semiconductors,

Fig. 4.8 Structure of organic semiconductors 1-8
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harvesting light up to 700 nm and producing more than 60μMof hydrogen peroxide
in water [111]. Another n-type semiconductor, perylene diimide, produced up to
3 mM hydrogen peroxide concentration with oxalate as a sacrificial electron donor
[112]. Acetylene-extended triazine covalent frameworks afford up to 70μMofH2O2

under the same operation conditions [113].
The semiconductive microcrystals of coordination polymer derived from Cd2+

and thiocyanuric acid is an interesting example of a metal complex semiconductor
photocatalyst [114]. The maximum concentration of hydrogen peroxide achieved
with the addition of methanol was 8.75 mM. The authors suggest a single-electron
oxygen reduction mechanism.

4.3.3 Metal Complexes with Organic Ligands
as Homogeneous Photocatalysts

RuII complexes with N,N-bidentate ligands based on bipyridyl fragment, like
compounds 9 and 10 (Fig. 4.9) are well studied ORR photocatalysts with good
performance [115–120]. For example, compound 9was found to produce a hydrogen
peroxide with concentration of 0.57 mM upon visible light illumination in the
presence of ascorbic acid [116].

High chemical and photolytic stability, combined with a sufficiently long lifetime
of the triplet excited state (600 ns) and absorption in the visible region of the spectrum
(λmax ~ 450 nm)make them convenient photocatalysts [121]. Kinetic studies revealed
the one-electron oxygen reduction (4.2) to be the key step of Ru-photocatalyzedORR
[115]. Depending on the sacrificial donor, either dismutation (4.3) or the reduction
of superoxide by sacrificial donor leads then to the formation of H2O2.

In order to increase the electron transfer rate from the photocatalyst to molecular
oxygen, various redox mediators are widely used. The maximum concentration of
hydrogen peroxide achieved using 9 as a photocatalyst and dimethyl viologen as
redox mediator for one-electron oxygen reduction with the addition of formic acid
was about 0.35 mM [118].

Fig. 4.9 Structures of RuII

photocatalysts
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An alternative way to enhance electron transfer is to stabilize the resulting
product of one-electron O2 reduction, the superoxide anion. Hence, ions of rare
earth metals such as Sc3+, Y3+, Yb3+, Lu3+ were found to co-catalyze photocatalytic
ORR with ruthenium complexes by coordinating the reaction product, superoxide
anion [122–125].

For non-sacrificial photocatalytic ORR, water oxidation usually represents a
bottleneck of the process, which may be overcome using water oxidation catalysts.
Polynuclear complex Fe3[Co(CN)6]2 [122–124] as well as inorganic semiconduc-
tors Ir(OH)3, WO3 and BiVO4 [122, 125] can enhance the RuII catalyzed ORR by
mediating water oxidation. This approach allows to obtain a 0.4 mMquasi-stationary
concentration of hydrogen peroxide without any oxidizable additives.

A combination of these approaches in a multicomponent system for nonsacrificial
photocatalytical ORR, consisting of ruthenium-based ORR catalyst with Sc3+ as a
co-catalyst andNiFe2O4 nanoparticle for simultaneouswater oxidation, was reported
to produce up to 1.4 mM H2O2 concentration [126].

Due to the high cost of ruthenium, cheaper alternatives are actively sought. An
example can be zinc and magnesium complexes of flavins 11-14 (Fig. 4.10) or scan-
dium and lanthanoide 2:1 complexes with flavin 15, which also demonstrate photo-
catalytic activity in ORR. Under illumination with visible light, the complex of 11
with Mg2+ produces up to 2 mM concentration of H2O2 with benzylic alcohol as
a sacrificial electron donor [127]. Within this series, the highest quasi-stationary
concentration of hydrogen peroxide of 2.8 mM was achieved with 15-Lu3+ as a
photocatalyst and 4-methoxybenzyl alcohol as an oxidizable additive [128].
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4.3.4 Anthraquinone Derivatives

The ability of anthraquinone to photochemically oxidize organic matter, combined
with the well-known two-electron reduction of molecular oxygen by 2H-
anthraquinone, inspired the application of anthraquinone derivatives in photocat-
alytical ORR.

In the presence of a sacrificial hydrogen donor like ethanol, anthraquinone was
reported to be photoreduced to 2H-anthraquinone, which then reduces dioxygen in
a two-electron reduction step similar to the dark process (Fig. 4.11). For example,
a quasi-stationary concentration of hydrogen peroxide of ca. 360 mM was achieved
with 2-ethylanthraquinone at exposure to simulated sunlight [129].

When no convenient hydrogen source is present, the photocatalytic process was
described to proceed as one-electron oxidation of sacrificial donor followed by
one-electron reduction of dioxygen (Fig. 4.11). In both cases the active form is
the long-living triplet state of anthraquinone catalyst (ca. 10 μs), which either
abstracts hydrogen atom from a hydrogen donor or mediates electron transfer from
the reductant to dioxygen via radical anion species [130].

For practical applications, two-phase water/organic solvent systems are conve-
nient, like water/ethyl acetate, water/toluene, water/xylene and water/mesitylene. In
these systems, hydrogen peroxide formed during the reaction in the organic phase
is extracted into the aqueous phase. The highest H2O2 concentration of 0.5 M was
achieved within this series for water/mesitylene system [129].
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Fig. 4.11 Scheme of the photocatalytic production of hydrogen peroxide using anthraquinones
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Fig. 4.12 Structures of the
acridinium photocatalysts
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4.3.5 Acridinium Photocatalysts

9-Aryl-10-methylacridinium derivatives (Fig. 4.12) are an interesting class of homo-
geneous photocatalysts, due to the long lifetime and high energy of the charge shifted
state (2.37 eV for 16) formed upon photoexcitation of these molecules [131].

The formation of hydrogen peroxidewas observed as an oxygen reduction product
with a yield close to quantitative in the process of photocatalytic oxidation of
anthracene to anthraquinone with atmospheric oxygen catalyzed by 16 in acetonitrile
upon irradiation at 430 nm [132]. The extract of coal tar, which consists mostly of
anthracene,was proposed as a cheap oxidizable additive for the synthesis of hydrogen
peroxide [133]. Irradiation of an aerated solution of coal tar extract and photocatalyst
16 in acetonitrilewith light at 430nmresulted in the formation of a 0.47mMhydrogen
peroxide solution. In these reactions, oxidation of the anthracene with charge sepa-
rated state of 16 is the first step, followed by the electron transfer from the reduced
photocatalyst to an oxygen molecule. The electron transfer from the semi-oxidized
intermediate of anthracene, 10-hydroxyanthrone, leads to reduction of the superoxide
to yield the hydrogen peroxide molecule, efficiently suppressing its dismutation. The
formation of the hydrogen peroxide was also detected in photocatalytic oxidation of
cyclohexane [134] and FeII [135] complexes with 16.

Similar photocatalytic oxidation of methylbenzenes and benzylic alcohols to
corresponding benzaldehydeswith catalysts 16-18 leads to the formation of hydrogen
peroxide, although the non-polarized singlet excited state is responsible for the
process in case of 17 and 18 [136, 137].

The formation of the hydrogen peroxide was also detected in photocatalytic
oxidation of cyclohexane and FeII complexes with 16 [134, 135].

4.3.6 Quinolinium Photocatalysts

Quinolinium (19-22) and isoquinolinium (23) compounds (Fig. 4.13) demonstrate
both types of photoredox activity, through strongly oxidizing electronically excited
singlet state and through charge-separated state.
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Fig. 4.13 Structures of (iso)quinolinium ORR photocatalysts

An example of the first type, compound 21, has the first singlet excited state with
oxidative potential of 2.72V.This allows simultaneousH2O2 production and selective
oxidative transformations of a wide range of organic sacrificial donors [138].

The photocatalytic activity of compound 21 in the acetonitrile-water-benzene
systemwas investigated upon irradiationwith light with awavelength of 290–400 nm
[138]. During the reaction, the [H2O2]QS of 15 mMwas achieved, with phenol being
the main oxidation product in 41% yield, 98% selectivity and 16% quantum yield.
Catalysts 19-20 exhibit similar activity, but give lower yield and selectivity. The use
of chlorobenzene instead of benzene as an oxidizable additive leads to the forma-
tion of a mixture of 4-chlorophenol and 2-chlorophenol in 27% and 3% yields with
a selectivity of 31%. Along with hydrogen peroxide formation, an alkoxylation of
arenes takes place, when an alcohol is used as a nucleophile instead of water [139].
Similarly, using fluoride ion as a nucleophile, fluorination of benzene can be achieved
alongwith the formation of hydrogen peroxide [140]. Themaximumconcentration of
hydrogen peroxide in this photocatalytic system reaches 8 mM. The reaction mecha-
nism of ORR photocatalyzed by 21 in the presence of benzene includes preliminary
one-electron oxidation of arene by the singlet excited state of 21with subsequent one-
electron transfer from the reduced catalyst to oxygenmolecule.Nucleophilic addition
to the resulting benzene radical-cation occurs, followed by radical quenching with
oxygen molecule [138–140].

Compound 22 (Fig. 4.13) is an example of the second type of photocatalytic
activity, which proceeds through the formation of the charge separated state. This
molecule, due to the combination of donor and acceptor fragments, forms a charge
transfer state with a lifetime of 500 fs upon photoexcitation [141]. In the photoredox
catalytic cycle of oxygen reduction by oxalate ions in aqueous acetonitrile, the elec-
tronically excited 22 reduces the oxygen molecule and then the resulting dication-
radical oxidizes the oxalate ion. Overall, the yield of peroxide on oxalate reaches
93% and the quantum yield is 14%. The oxalate is a prospective sacrificial electron
donor as it is a by-product in wood industry and because it gives carbon dioxide as
the only oxidation product.

Photocatalytic oxygen reduction by oxalate ions is sensitive to pH of the medium.
A great enhancement of the H2O2 production was found with the addition of acetate
ions, and the maximum concentration of hydrogen peroxide of 70 mM was reached
in this case. The acetate ion was suggested to play the role of a proton transporter in
acetonitrile, facilitating deprotonation of oxalic acid and protonation of a superoxide
ion [142].
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Compound 22 can be used also in water but in a heterogenous mode, when sorbed
into a mesoporous silica-alumina sorbent [143]. The resulting composite catalyst
gives a quasi-stationary concentration of hydrogen peroxide of 4 mM and a quantum
yield of 10%.

Homogeneous photocatalytic ORR in aqueous solution was achieved with
pyrrolo-isoquinolinium dyad 23 [144]. With this photocatalyst in an oxalate-
containing aqueous solution illuminated with 420 nm light, a concentration of H2O2

exceeds 1 mM. The oxidation of the oxalate with the excited state of 20 was found
to be the first step of the process, followed by the electron transfer to the oxygen
molecule. Most probably, the active intermediate is the charge-separated state of 23.

4.4 Conclusions

Starting from the middle of twentieth century, a wide range of classes of inorganic
and organic materials were found to exhibit photocatalytic reduction of molecular
oxygen to hydrogen peroxide. To improve photocatalytic ORR performance of semi-
conductor photocatalysts, several pathways have been formulated. To increase the
luminous efficiency of the photocatalysts, the optical band gap may be narrowed by
heterojunction with another semiconductors or quantum dots, or by introduction of
ions or molecules which have discreet energy levels within the band gap of the semi-
conductor. Modification of semiconductor surface with noble metal particles enables
an extensive visible light utilization via the surface plasmon resonance, while modifi-
cation of semiconductor particles with dyes leads to its sensibilisation. ORR kinetics
may be facilitated using surface-bound or dissolved redox mediators, for example,
transition metal ions, or switched from unfavorable one-electron oxygen reduction
to the two-electron process using “electron condensers”.

Alternative to inorganic semiconductors, carbon-based materials or organic
compounds can be employed as photocatalysts for conversion of oxygen to hydrogen
peroxide. These compounds bear fused aromatic or electron-poor heteroaromatic
rings as a key structural motif. The mechanism of photocatalytic oxygen reduction
using these compounds proceeds through an energy-rich electronically excited state
of the catalyst, which can be of triplet or highly polarized singlet character.
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Chapter 5
Rare Earth Ion Based Luminescence
Thermometry

Ilya Kolesnikov and Alina Manshina

Abstract In this chapter, the contactless thermal sensors based on luminescence
properties of rare earth-doped nanocrystalline phosphors are discussed. The lumi-
nescence thermometry is considered nowadays as a remote and noninvasive approach
providing excellent functional parameters—high thermal sensitivity and spatial reso-
lution, wide working temperature range and short response times. The competitive
advantage of the luminescence thermometry is its applicability in specific environ-
mental conditions like external electromagnetic field, fast-moving objects, flows
and fluids of different nature. The key functional characteristics of temperature
sensors are described in the chapter together with different strategies of tempera-
ture readout including variants of ratiometric approach via thermally coupled levels,
Stark sublevels, spectral line position, and bandwidth and lifetime thermometry.
Further progress in this direction includes stimulated market demands and industrial
development of micro- and nanoelectronics, photonics, nanomedicine, micro- and
nanofluidics, as well as academic interest and scientific challenge in the improvement
of current intrinsic limitations. The presented analysis of emerging new directions in
the field of luminescence thermometry testifies an interest in widening the working
spectral range, development of multi-sensing devices based on multiple emission
centers, etc. All these open fascinating prospects of luminescence thermometry
in the future and development of even newer fields such as multimodal imaging
with temperature monitoring, 3D temperature mapping, and temperature-supervised
processes.
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5.1 Introduction

Temperature is one of the fundamental parameters characterizing systems, processes,
and phenomena. The notion of temperature is well established from the viewpoint
of thermodynamics and used for characterization of various systems (gas, liquid,
solid phases, micro and macro objects) in thermodynamic equilibrium. The accurate
temperature measurement is necessary for the reliable characterization and control
of processes in various fields from biology and medicine to industrial production.

Direct determination of temperature is impossible, but it can be measured via
control of various characteristics of bodies such as volume, pressure, conductivity,
etc. that are monotonically correlated with temperature change. For convenience,
the measurement methods can be classified into three categories, depending on the
nature of contact which exists between the sensor and the object of analysis [1]:

• Invasive. The monitoring device is in direct contact with the medium of interest
(thermistor- or thermocouple-based technologies).

• Semiinvasive. The medium of interest is treated in some manner to enable remote
observation (imaging of thermally sensitive paints).

• Noninvasive. The medium of interest is observed remotely (infrared and lumines-
cence thermography).

Traditional contact thermometers, such as liquid-filled and bimetallic thermome-
ters, thermocouples, pyrometers, and thermistors, are generally not suitable for
temperaturemeasurements at scales below 10μm [2–6].Moreover, contact measure-
ments require, in general, conductive heat transfer and thus need to reach equilibrium
between the sensor and the object. This thermal connection disturbs the temperature
of the sample during the measurement, especially for small systems (in which the
size is small compared to that of the sensor head) [5].

The rapid technological progress and limitations of contact thermometers for
small systems where the spatial resolution decreases to the submicron scale have
required the development of new noncontact (semi-invasive and noninvasive)
accurate thermometers with micrometric and nanometric spatial resolution [3–5, 7].

Among noninvasive spectroscopic methods for determining temperature, the
luminescence thermometry is one of the most promising and accurate techniques.
This method provides temperature measurements based on the monitoring of phos-
phor emission temperature dependence, for example, luminescence intensity (or
luminescence intensity ratio, LIR, spectral line position, bandwidth, and excited
state lifetime). Luminescence thermometry combines high relative thermal sensi-
tivity (> 1%K−1) and spatial resolution (< 10μm) in short acquisition times (<1ms),
and, as it operates remotely, works even in biological fluids, fast-moving objects, and
strong electromagnetic fields [3–5]. Phosphors of different nature have been utilized
as contactless thermal sensors through their light emission properties, e.g., polymers
[8, 9], DNA or protein conjugated systems [10], organic dyes [11, 12], quantum
dots (QDs) [13, 14] transition metals-based materials [15, 16] and rare earth-doped
phosphors [17–20].
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Rare earth-dopedmaterials are stable and narrow band emitters covering the entire
electromagnetic spectrum with, in general, high emission quantum yields (> 50%
in the visible range) [21–23]. In the last decade, many of these thermometers have
been reported covering a wide temperature range, from cryogenic (T < 100 K) to
technological (up to 1200 K) values, and including chelate complexes [24], metal
organic frameworks [25, 26], polymers [27], organic–inorganic hybrids [28], and
inorganic nanoparticles (NPs) [29–31].

This review focuses primarily on examples of recent successful applications
of different temperature dependent luminescence parameters for rare earth-doped
inorganic micro and nanoparticles and analysis of future trends in the field of
luminescence thermometry.

5.2 Temperature Sensor Performance and Characteristics

For reliable and reproducible temperature monitoring, temperature sensors should be
chemically and thermally stable. This is a general requirement to a sensor as a device.
As for the estimation of the temperature sensor performance and the comparison of
different luminescence thermometers, the following parameters are used:

• thermal sensitivity;
• temperature resolution;
• repeatability and reproducibility.

Absolute (Sa) and relative (Sr) thermal sensitivities are the most common char-
acteristics. The absolute thermal sensitivity shows the absolute change of chosen
thermometric parameter with temperature variation and is defined as follows:

Sa = d�

dT
(5.1)

It is obvious from (5.1) that Sa depends on the absolute � value, which can be
significantly changed bymanipulating the calculation procedure. Therefore, absolute
thermal sensitivity cannot be used for fair comparison among different thermometry
systems (e.g. mechanical or electrical thermometers) [3]. To compare thermometers
irrespective to their nature and sensing parameter, the relative thermal sensitivity
is introduced. Sr shows normalized change of chosen thermometric parameter with
temperature variation and is defined as follows:

Sr = 1

�

d�

dT
(5.2)

Another important thermometric parameter is the temperature resolution, which
provides information about accuracy of thermal sensing that can be derived using this
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Fig. 5.1 Temperature resolution of YVO4:Nd3+ 3 at.% obtained from a acquisition of several
consecutive emission spectra at a fixed temperature (�T II) and b analysis of the thermal relaxation
process (�T III) [32]

material. There are several experimental techniques to obtain the temperature resolu-
tion, whichwere discussed and compared in our previous work [32]. The temperature
resolution can be calculated from calibration curve (�TI = 1

Sr
δ�
�
), from acquisition

of several consecutive emission spectra at a fixed temperature (�T II), and from the
analysis of the thermal relaxation process (�T III). It was found that the tempera-
ture resolution obtained from abovementioned independent methods gives similar
values. For example, temperature resolutions of YVO4:Nd3+ 3 at.% thermometer
were determined as follows: �T I = 0.72 °C, �T II = 0.49 °C, �T III = 0.46 °C
(Fig. 5.1) [32].

One interesting strategy to quantify the minimum temperature uncertainty of the
thermometer was reported by Alicki and Leitner, in which the spin-boson model was
applied and size and system dependent properties were used [33]. For solid-state
nanothermometers, the relative fluctuation in temperature is linked to the number of
atoms in the sample (N) and its Debye temperature (TD):

�T = (
4T

3
√
3TD

e
3TD
8T )

1√
N
T (5.3)

For TD in the range 100–2000 K, the term in parenthesis changes between 0.9 and
1.3, meaning that the order of magnitude of the temperature resolution is determined
by �T = T√

N
[33], which means that the minimum achievable �T is fundamentally

controlled by the size of the thermal sensor. In quantum metrology, it is known that
for nonentangled particles, the precision δθ of a general quantity θ scales with the
inverse of the number of particles (NP) δθ = 1√

NP
[34], a relation called shot-noise

scaling (for entangled states, however, Heisenberg-scaling applies and δθ is inversely
proportional toNP). AsNP is proportional toN, the last formula supports the result of
the model derived by Alicki and Leitner [33]. There are very few examples reporting
the thermal resolution of luminescent thermometers as a function of its size. One
case is Alaulamie’s work [35] that examined experimentally the correlation between
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particle size and the temperature resolution based on the temperature readouts of
Er3+-doped up-conversion nanoparticle clusters of different sizes (ranging from 1 to
9 μm). Briefly, the larger the cluster size the higher the signal-to-noise ratio, leading
to better temperature resolution (low standard deviation value). The experimental
data present an unequivocal increase of the temperature uncertainty as the cluster
size decreases according to presented equations.

Thermal sensitivity and temperature resolution are important parameters, which
take into account both the potential of the temperature probes and the limitation of
the experimental setup; it is still possible that other factors contribute to a lower
temperature accuracy, such as systematic errors. Repeatability and reproducibility
are the two components of precision in a measurement system, and are the major
concerns in sensor engineering. Since the great majority of industrial and scientific
applications require continuousmonitoring, it is critical to achieve the same response
under the same external stimulus.

Repeatability refers to the variation in repeat measurements made under identical
conditions. A given quantity is considered repeatable if differentmeasurementsmade
using the same instrument or method, over a certain period, give the same results.
Variability in measurements made on the same subject in a repeatability study can
then be ascribed only to errors due to the measurement process itself [36].

Reproducibility, on the other hand, refers to the variation in measurements of the
same measurand carried out under modified conditions [37]. The changing condi-
tions may be due to different measurement methods or instruments being used,
measurements being made by different observers, or measurements being made over
a period of time within which the “error-free” level of the measurand could undergo
nonnegligible change [36].

The repeatability of a thermometric probe indicates the accord between its ability
to evaluate the temperature in comparison with a reference temperature probe (a
thermocouple, for instance). An acceptable repeatability coefficient can be obtained
when the deviation relative to the average measured temperature is lower than double
standard deviation of the data. This criterion ensures that, for stochastic processes,
95% of the measurements are less than two standard deviations away from the mean
value of temperature.

In a typical procedure, the repeatability of a thermal probe is estimated by cycling
the temperature in a given interval, ensuring that eachmeasurement is performedwith
the probe in thermal equilibrium with the temperature controller. The repeatability
of a thermometer’s readout upon temperature cycling can be quantified using the
expression:

R = 1 − max(�c − �i )

�c
(5.4)

where �c and �i represent, respectively, the thermometric parameter’s mean value
and the thermometric parameter measured at each temperature.

Another key feature of the thermometer readout is the ability to reproduce the same
results, even when different detectors are employed or the measurements are made in
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different ways. Although the reproducibility of a thermometer cannot be numerically
quantified, statistical analysis may be used if distinct calibration procedures are
significantly different. If the same calibration curve can be obtained in different
measurements within the experimental uncertainties of the fitting parameters, it can
be concluded than the thermometer produces reproducible readouts under the tested
conditions.

5.3 Luminescence Intensity Ratio

Generally, the emission intensity of a given transition is sensitive to temperature
changes due to the following mechanisms:

• Population redistribution over electronic levels according to the Boltzmann
statistics;

• Temperature-activated quenching mechanisms (e.g., cross-relaxation between
electronic levels);

• Nonradiative deactivations (the electrons relax from excited states to the ground
state generating heat, instead of light);

• Phonon-assisted Auger conversion processes.

Luminescence thermometers based on the intensity of a single transition are highly
dependent of eventual illumination oscillations, signal-to-noise detection, absorption
and scatter cross-sections, and local fluctuations on the phosphor concentration. As
recursive calibration procedures are not compatible with end-user applications, a
ratio of intensities must be employed [2, 5].

The ratiometric thermometry exploits the relative change in the intensity ratio of
two independent energy-close transitions. Both emission lines can be generated from
a single luminescent center (single-center thermometers), or they can result from two
distinct emitting centers (dual-center thermometers) [3, 4]. To date, majority of the
reported ratiometric luminescence thermometers are single-center thermometers.

In single-center ratiometric thermometers, � (or LIR) is defined using the emis-
sion intensities of the |2〉 → |0〉 (I2) and |1〉 → |0〉 (I1) transitions, where |0〉 denotes
the ground level and |1〉 and |2〉 the two thermally coupled excited levels (level |2〉 is
more energetic than level |1〉) [38–40],

� = I2
I1

= A02hν02N2

A01hν01N1
(5.5)

where N1 and N2 are the populations of the |1〉 and |2〉 levels, ν01 and ν02 are the
frequencies of the |1〉 → |0〉 and |2〉 → |0〉 transitions, and A01 and A02 are the total
spontaneous emission rates from levels |1〉 and |2〉 to level |0〉. If the depopulation
of the |1〉 and |2〉 energy levels involves other energy levels beyond |0〉, (5.5) must
be corrected by the β2/β1 ratio, where β i (i = 1, 2) are the branching ratios of the
|i〉 level, i.e., the percentage of the total emission from the thermalized level (|1〉 or
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|2〉) to the final |0〉 state. If the two high-energy levels are in thermal equilibrium
(they are called “thermally coupled levels,” with energy separations of the order of
the thermal energy kT ), N1 and N2 are related by

N2 = g2
g1

N1exp

(
−�E

kT

)
(5.6)

where g1 and g2 are the degeneracies of the two levels and �E is the energy gap
between the barycenters of the |1〉→ |0〉 and |2〉→ |0〉 emission bands. Equation (5.5)
is, thus, written as

� = g2A02hν02

g1A01hν01
exp

(
−�E

kT

)
= B exp

(
−�E

kT

)
(5.7)

with B = g2A02hν02
g1A01hν01

. The two light-emitting levels cannot be too separated in energy,
otherwise its thermalization is not detected. Typically, they are considered “thermally
coupled” (e.g., in a thermodynamically quasi equilibrium state) for�E ranging from
200 to 2000 cm−1 [41]. As thermally coupled levels could be two excited electron
energy levels or ground electronic energy levels, or two Stark sublevels.

Technically, LIR is calculated as the ratio between integral intensities of two emis-
sion transitions. This standard calculation technique canbe namedpeak-to-peak ratio.
It was found that temperature change sometimes affects the valley between emission
bandsmore significantly than the bands themselves. Thus, monitoring peak-to-valley
ratio could result in more sensitive thermal sensing in such a case. Comparison of
peak-to-peak and peak-to-valley ratios would be conducted in terms of thermometric
performances.

5.3.1 Excited Thermally Coupled Levels

An example of using excited thermally coupled levels for ratiometric thermometry
in wide temperature range of 123–873 K is descried below, in which thermal sensing
was performedwithYVO4:Nd3+ 2.4 at.%NPs [42]. Room temperature excitation and
emission spectra of YVO4:Nd3+ 2.4 at.% NPs are presented in Fig. 5.2a. As can be
seen, excitation spectrum consists of bands situated at 420–442, 455–490, 500–550,
550–640, and 670–700 nm, which are ascribed to the transitions from ground state
4I9/2 to higher levels 2D5/2, 4G9/2 + 4G11/2 + 2K15/2, 4G7/2 + 4G9/2 + 2K13/2, 4G5/2

+ 4G7/2 + 2H11/2, 4F9/2, respectively [43, 44]. Emission spectrum consists of narrow
lines attributed to the 4F3/2 − 4I9/2 (870–925 nm) and 4F5/2 + 2H9/2 − 4I9/2 (790–
850 nm) transitions. The energy levels scheme of Nd3+ ion in YVO4 host displaying
thermally coupled 4F3/2 and 4F5/2 + 2H9/2 levels is presented in Fig. 5.2b.

The temperature dependence of emission spectrum of YVO4:Nd3+ 2.4 at.% NPs
is shown in Fig. 5.3a. One can see that intensity ratio between 4F5/2 − 4I9/2 (808 nm)
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Fig. 5.2 a Excitation (black) and emission (red) spectra of YVO4:Nd3+ 2.4 at.% NPs (λem =
880 nm, λex = 532 nm) at room temperature; b energy levels scheme of Nd3+ ion in YVO4 host
[42]

Fig. 5.3 a Emission spectra of YVO4:Nd3+ 2.4 at.% at different temperatures (T = 123 K; 300 K;
498 K; 873 K); b temperature dependence of LIR between the emission peaks at 808 nm (4F5/2 −
4I9/2) and 880 nm (4F3/2 − 4I9/2) for YVO4:Nd3+ 2.4 at. % NPs [42]

and 4F3/2 − 4I9/2 (880 nm) transitions is significantly changed and can be used as ther-
mometric parameter. Taking into account the energy gap between the excited levels
and (5.7), we can write � = I808

I880
= A · exp(−�E

kT

)
. Figure 5.3b shows evolution of

LIR as a function of temperature on semi-logarithmic scale. The observed experi-
mental data is accurately fitted by the exponential Boltzmann formula with Adj. R2

= 0.99. Therefore, monitoring this spectral ratio could provide information about
temperature around YVO4:Nd3+ NPs and could be used for different applications.

Relative thermal sensitivity of YVO4:Nd3+ 2.4 at.% NPs obtained according to
(5.2) was found to be 1.5%K−1. This value is comparable with other Nd3+ based ther-
mometers. For example, sensitivity of Gd2O3:Nd3+ NPs based on LIR between 4F5/2
− 4I9/2 and 4F3/2 − 4I9/2 transitions was determined to be 1.75% K−1 at 288 K [45].
Nd3+-doped NaYF4 microcrystals showed maximum sensitivity of 1.12% K−1 at the
temperature 500 K [46]. In works [47] and [48], the authors presented CaWO4 and
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La2O2S bulk powders doped with Nd3+ ions, and the maximum of Sr was about 0.3%
K−1 at the temperature 668 K and 1.1% K−1 at the temperature 358 K, respectively.

AsYVO4:Nd3+ 2.4 at.%NPs can be used for thermal sensing in awide temperature
range, temperature resolution was obtained at significantly different temperatures
(313 and 673 K) suitable for biological and technical applications. Temperature
resolutions calculated from calibration curves were determined to be 0.5 K and 1.2 K
for 313 K and 673 K temperatures, respectively. The temperature resolution of other
Nd3+ based thermometers were reported as follows: 0.14 K at 288 K (Gd2O3:Nd3+)
[45], 2 K at 298 K (LaF3:Nd3+), [49] 1.13 K at 313 K (LiNdP4O12) [50]. So, we can
draw a conclusion that the thermometric performances of YVO4:Nd3+ 2.4 at.% NPs
is comparable with other Nd3+-doped thermal sensors.

Another example of contactless ratiometric sensing based on the LIR between
transitions originated from two thermally-coupled excited electron levels is shown by
Dy3+-dopedYVO4 nanophosphors [51].Normalized emission spectra ofYVO4:Dy3+

1 at.% nanopowders measured at different temperatures (298, 423 and 673 K) are
presented in Fig. 5.4a. The observed emission lines are originated from electron tran-
sitions from 4I15/2 and 4F9/2 excited states with energy separation of about 1000 cm−1

(Fig. 5.4b). According to definition, 4I15/2 and 4F9/2 are thermally coupled levels, and
therefore, a ratiometric approach for transitions from these excited states can be
utilized to determine the local temperature. The LIR between 4I15/2 − 6H15/2 and
4F9/2 − 6H15/2 transitions (LIR455/480), as well as the ratio between 4I15/2 − 6H15/2

and 4F9/2 − 6H13/2 transitions (LIR455/575) were used for thermal sensing.
The variations of the LIR values of YVO4:Dy3+ 1 at.% nanocrystalline powders

as a function of the temperature are presented in Fig. 5.5a, b. Temperature induced

Fig. 5.4 Normalized emission spectra of aYVO4:Dy3+ 1 at.% and bYVO4:Dy3+ 2 at.% nanopow-
ders at different temperatures. The colored areas are used for the integral intensity ratio calculations.
c Energy levels scheme of YVO4:Dy3+ nanophosphors [51]
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Fig. 5.5 Luminescence intensity ratio a LIR455/480 and b LIR455/575 of YVO4:Dy3+ 1 at.%
nanopowders as a function of temperature [51]

change of LIR is caused by electron re-distribution at the energy levels according to
the Boltzmann formula (5.7).

Performance of YVO4:Dy3+ 1 at.% thermometer is studied in terms of thermal
sensitivities, temperature resolution, and repeatability. The observed temperature
dependences of Sa and Sr demonstrate opposite behavior: the temperature increase
leads to a gradual growth of Sa and a monotonic decline of Sr. As the temperature
dependence in both LIRs originate from the same excited levels: 4I15/2 and 4F9/2,
it is not surprising that the maximal relative thermal sensitivity (T = 298 K) for
LIR455/480 and LIR455/575 ratios is similar: 1.8% K−1 (YVO4:Dy3+ 1 at.%). However,
the absolute thermal sensitivities differ significantly: 0.039 K−1 at 673 K (LIR455/480)
and 0.0013 K−1 at 673 K (LIR455/575). Compared to Er3+, Tm3+ or Nd3+ ions, the use
of dysprosium ions for temperature sensing are relatively rare. Among other Dy3+

single doped materials, the obtained Sr values are comparable to the values reported
in the literature: 1.7% K−1 for BaYF5:Dy3+ NPs [52], 1.6% K−1 for Gd2Ti2O7:Dy3+

NPs [53], 1.7% K−1 for YAG:Dy3+ microcrystals [54], 1.7% K−1 and 1.3% K−1 for
Dy:Y(acac)3 and Dy:Y(acac)3(phen) molecular crystals, respectively [55].

Temperature resolution of YVO4:Dy3+ 1 at.% thermometer was estimated from
consecutive emission spectra measured at fixed heating stage temperature. Due to
the rather wide temperature sensing region, �T was obtained for 323 and 473 K.
The obtained value lay in the range of 3–7 K depending on the measured temperature
and the luminescence intensity ratio used.

Repeatability of YVO4:Dy3+ thermometer was tested over cyclic heating-cooling
measurements (Fig. 5.5c). During the experiment, we increased and decreased the
temperature within the thermal range of 323–473K. Black squares indicate the actual
temperature of heater, whereas red circles and blue triangles present temperature
obtained with LIR455/480 and LIR455/575 luminescence intensity ratio, respectively.
Taking into account temperature uncertainties, we can conclude that the considered
YVO4:Dy3+ nanopowder has good repeatability: temperatures obtained using optical
thermometry are repeated from cycle to cycle and they are in good agreement with
the actual heater temperature.
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5.3.2 Ground Thermally Coupled Levels

In addition to excited levels with energy gap not exceeding 2000 cm−1, the ther-
moequilibrium between the two ground energy levels can be used for ratiometric
thermometry. This strategy was successfully demonstrated using 7F0, 7F1, and 7F2
europium ground levels in YVO4:Eu3+ nanophosphors [56]. It was notably the
first demonstration of thermal sensing based on excitation spectra of luminescence
nanoparticles.

Excitation spectra of YVO4:Eu3+ 16 at.% NPs monitored at forced electric
dipole transition 5D0–7F4 (698 nm) measured at different temperatures are shown
in Fig. 5.6a. The studied temperature range was 299–466 K. These spectra consist
of many bands, which can be used for thermal sensing based on electron popu-
lation redistribution of low lying levels. As 7F0, 7F1, and 7F2 levels are situated
within 2000 cm−1, the following luminescence lines were utilized to calculate LIR:
7F0–5D1 (526 nm), 7F1–5D1 (537 nm), 7F2–5D1 (555 nm), 7F1–5D0 (593 nm), and
7F2–5D0 (613 nm) (Fig. 5.6b). LIRs based on thermal electron population redistribu-
tion between 7F0 and 7F1, 7F0 and 7F2, 7F1 and 7F2 levels were compared. Moreover,
effect of excited level on LIR sensing properties was also studied. The following

Fig. 5.6 a Excitation spectra of YVO4:Eu3+ 16 at.%NPs obtained at different temperatures (λem =
698 nm); b thermal sensing scheme based on excitation spectra of 5D0–7F4 transition, c temperature
evolution of luminescence intensity ratio L I R698

4 ; d complex heating-cooling cycles [56]
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luminescence intensity ratios were calculated: 7F1–5D1/7F0–5D1 (L I R698
1 ), 7F1–

5D0/7F0–5D1 (L I R698
2 ), 7F2–5D1/7F0–5D1 (L I R698

3 ), 7F2–5D0/7F0–5D1 (L I R698
4 ),

7F2–5D1/7F1–5D1 (L I R698
5 ), and 7F2–5D0/7F1–5D1 (L I R698

6 ). Integral intensity of
each band was collected within spectral range equal to spectral slit width during
measurement (3 nm). In all cases experimental data were fitted by the exponential
function (5.7), which confirmed that LIR thermal dependence is governed by a Boltz-
mann process. All suggested LIRs are suitable to provide thermal sensing. A compar-
ison of the effective gap�Eeff obtained from the fitting procedure led to a conclusion
that L I R698

4 has the best thermometric performances among all calculated L I Rs6984 .
A calibration curve of themost promising R698

4 forYVO4:Eu3+ 16 at.%nanophosphor
is shown in Fig. 5.6c. The highest Sr value of YVO4:Eu3+ 16 at.% NPs was 1.25%
K−1 at 298 K, while Sa achieved 0.00475 K−1 at 466 K. Temperature resolution was
found to be 1 K at 323 K, which was obtained from the calibration curve. To monitor
the repeatability, a thermal cycling experiment with YVO4:Eu3+ 16 at.% nanophos-
phor, where the temperature was determined in consecutive complex heating-cooling
cycles, was carried out. The temperature was defined by two independent methods:
luminescence nanothermometry (L I R698

4 ) and thermocouple measurements. As can
be seen from Fig. 5.6d, measured and calculated temperatures are in good agreement
taking into account thermal uncertainties.

5.3.3 Stark Sublevels

LIR can be calculated not only by using different excited or ground electronic levels,
but also by utilizing different Stark sublevels. As the energy gap between Stark
sublevels is less than that between the electronic levels, relative sensitivity of ther-
mometers based on this approach is lower. However, some thermometry applications
require two emission bands used for LIR calculation within a certain spectral region,
for example, biological optical transparencywindows, which is of crucial importance
formedicine and biology. This requirement can be fulfilled byNd3+-dopedY2O3 NPs
possessing emission peaks originated from different Stark sublevels and situated in
both first (650–950 nm) and second (1000–1350 nm) biological windows (BW) [57].
Detailed emission spectra of Y2O3:Nd3+ 1 at.% NPs at different temperatures (26.5
and 58.5 °C) measured in the spectral range of 870–922 nm (I-BW) are presented in
Fig. 5.7a. The luminescence intensity ratio between 4F3/2(2)− 4I9/2(3) and 4F3/2(1)−
4I9/2(3) (hereafter denoted as L I RI

1 ) was chosen for nanothermometry (Fig. 5.7b),
because it should have a temperature dependence in biological range due to the
value of the energy gap between the Stark sublevels. As can be seen, the emission
lines used for thermal sensing are well resolved, thus, a deconvolution analysis is not
required. Temperature evolution of L I RI

1 demonstrated a monotonous pseudo-linear
trend within the studied temperature range (Fig. 5.7c). The observed pseudo-linear
trend appeared from usual Boltzmann function with small energy gap in the narrow
temperature range.
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Fig. 5.7 a Emission spectra of Y2O3:Nd3+ 1 at.% nanoparticles obtained at two different temper-
atures (λex = 808 nm); b energy levels scheme of transition 4F3/2(Ri) − 4I9/2(Xj) for Nd3+ ion in
the Y2O3 host; c luminescence intensity ratios L I RI

1 as a function of temperature [57]

Fig. 5.8 a Emission spectra of Y2O3:Nd3+ 1 at.% nanoparticles obtained at different temperatures
(λex = 808 nm); b energy levels scheme of transition 4F3/2(Ri) − 4I11/2(Yk) for Nd3+ ion in the
Y2O3 host; c luminescence intensity ratios L I RI I

1 as a function of temperature [57]

Thermal sensing using Y2O3:Nd3+ 1 at.% NPs was also performed in the II-BW.
Detailed emission spectra at different temperatures (26.5 and 58.5 °C) measured in
the spectral range of 1040–1090 nmare presented in Fig. 5.8a.Nanothermometrywas
based on the luminescence intensity ratio between 4F3/2(2)− 4I11/2(1) and 4F3/2(1)−
4I11/2(1) (hereafter denoted as L I RI I

1 ) (Fig. 5.8b). Figure 5.8c showed L I RI I
1 as a

function of temperature from which a pseudo-linear behavior was observed.
The relative thermal sensitivities of Y2O3:Nd3+ 1 at.% NPs were found to be

0.23 and 0.43% °C−1 for Stark sublevels L I RI
1 and L I RI I

1 , respectively. Careful
examination of earlier reported Stark sublevel-based LIR for other Nd3+-doped
thermometers (NaYF4, YAG, YNbO4, LaF3, YVO4, KGd(WO4)2, CaF2) led to a
conclusion that among NIR-to-NIR nanothermometers, Y2O3:Nd3+ nanophosphor
demonstrates the best relative thermal sensitivity. Sub-degree temperature resolution
(0.2 and 0.5 °C for L I RI

1 and L I RI I
1 , respectively) makes Nd3+-doped Y2O3 NPs

prospective candidates for accurate thermal sensing.
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5.3.4 Peak-to-Valley Calculation

As it was demonstrated in the previous paragraphs, ratiometric thermal sensing can
be successfully performed using emission transition originated from different Stark
sublevels despite the much lower relative thermal sensitivity compared to that of the
different electronic levels. To enhance thermal sensitivity, a new strategy based on
the monitoring of peak-to-valley ratio was developed [32].

Normalized emission spectra generated upon 808 nm excited YVO4:Nd3+ 3 at.%
NPs obtained at 26 and 58 °C are shown in Fig. 5.9a. A temperature increase results
in the increase of the relative contribution of the 4F3/2(2) − 4I11/2(3) transition due to
temperature induced population of 4F3/2(2) Stark sublevel [58]. The intensity ratio of
4F3/2(1) − 4I11/2(1) (1064.8 nm) and 4F3/2(2) − 4I11/2(3) (1072 nm) transitions (here-
after denoted as LIR3) has been previously used for nanothermometry [58]. As it can
be clearly seen from Fig. 5.9, temperature change also significantly affects relative
intensity of “valleys” centered at 1066.3 and 1063.7 nm. Therefore, luminescence
intensity ratios between the largest peak at 1064.8 nm and the valley at 1066.3 nm
(LIR1) or the valley at 1063.7 nm (LIR2) were used for thermal calibration to enhance
thermal sensitivity.

The intensity ratio demonstrated a monotonous pseudo-linear trend in the bio-
physical temperature range (25–60 °C) for all LIRs (Fig. 5.10). Strictly speaking,
luminescence intensity ratio should be fitted by the exponential Boltzmann formula,
but it was much more convenient to use a linear function to define local temperature
from the observed ratio [59–61].

Calculated thermal sensitivities for different LIRs gave the following values:
0.35, 0.32 and 0.20% K−1. A simple analysis showed that the new strategy for
LIR calculation (peak-to-valley) results in a remarkable enhancement up to 1.75
of the thermal sensitivity compared to standard approach (peak-to-peak). More-
over, the new strategy also significantly improved another important thermometric

Fig. 5.9 a Normalized emission spectra of YVO4:Nd3+ 3 at.% NPs obtained at different
temperatures (λex = 808 nm); b energy levels scheme of Nd3+ ion in the YVO4 host [32]
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Fig. 5.10 a Evolution of the integral intensity ratio between emission peak 1064.8 nm and valley
1066.3 nm; b evolution of the integral intensity ratio between emission peak 1064.8 nm and valley
1063.7 nm; c evolution of the integral intensity ratio between 1064.8 and 1072 nm emission peaks.
Red line corresponds to the best fitting [32]

performance, temperature resolution. �T was obtained using all three techniques
described above. However, here we provide calibration curve method. It was found
that the temperature resolution of YVO4:Nd3+ 3 at.% equals 0.6, 0.7 and 2.3 °C,
when monitoring LIR1, LIR2 and LIR3, respectively. We can therefore conclude that
the peak-to-valley strategy enhances accuracy of thermal sensing of NIR-to-NIR
ratiometric thermometer by 4 times.

5.4 Spectral Line Position Thermometry

This technique is based on the analysis of the spectral positions of the emission
lines, which are unequivocally determined by the energy separation between the
two electronic levels involved in the emission. Any temperature change leads to
modifications in the arrangement of the lattice ions surrounding rare earth ion and,
therefore, to a crystal field modification which results in a shift in the emission lines.
Temperature reading can be achieved by an accurate spectral analysis of the emission
lines. Typically, in the physiological range, these temperature-induced shifts are small
but they can be recognized when dealing with rare earth ions characterized by narrow
emission lines, such as neodymium [62].

Generally, an increase in temperature leads to the red shift of the emission line
positions.When the crystal temperature is increased, the energy levels and, therefore,
the spectral lines broaden, invariably as the higher phononmodes are occupied. Since
there are many high-lying energy levels which couples, an energy level is normally
lowered. Further, it is usually the case that the temperature dependence of higher
levels is larger than for lower levels because of smaller energy denominators. As a
result, the spectral lines are observed to shift normally to the longerwavelengthswhen
the temperature is increased [63, 64]. Thermal shifts to the blue can be caused by
thermal expansion of the crystal lattice due to the changes of crystalline-field strength
and impurity-level energies. Such shifts were observed for some transitions of Nd3+

in the soft hydrated crystal Pr(NO3)3 · 6H2O. However, such thermal expansion is
negligible in hard ionic crystals [63, 64].
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The shift of the emission line is usually associated with the electron–phonon
coupling effect, which results from the fact that at higher temperatures, host vibration
modes introduce random perturbation of the ion’s local environment [65]. According
to the phonon theory [66, 67], the line position is affected by the crystal strain inhomo-
geneity, direct one-phonon processes, multiphonon processes, and Raman phonon
scattering processes. As found in earlier studies [64, 68], thermal shift is mainly
governed by electron–host interaction effect associated with Raman scattering, and
therefore the simplified theoretical expressions for the line shift can be written in the
following form [69]:

υ = υ0 + α

(
T


D

)4

D/T∫
0

x3

ex − 1
dx (5.8)

where υ0, α,
D represent the initial line position (determined at low temperature, in
this paper at 123 K), the electron–host coupling parameter, and the effective Debye
temperature, respectively.

Spectral line position thermometry was demonstrated by use of YVO4:Nd3+ 2.4 at
% NPs possessing narrow emission lines [70]. Normalized emission spectra of this
phosphor obtained at different temperatures in a wide range of 123–873 K are shown
in Fig. 5.11a. The position of the most intensive emission band, which is attributed
to the transition between the Stark levels of the 4F3/2 and 4I11/2 states was chosen as
a temperature dependent parameter. The growth of temperature from 123 to 873 K
caused monotonical red shift of the emission line position which can be perfectly
fitted by (5.8) (red curve in Fig. 5.11b).

It should be noted that, in spite of its clear physical meaning, the aforementioned
function cannot be used for thermal sensing due to its complexity and inability

Fig. 5.11 a Normalized emission spectra of 4F3/2 − 4I11/2 transition obtained at different tempera-
tures (123–873 K); b line position of 4F3/2 (R1)− 4I11/2 (Y1) transition as a function of temperature
[70]
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to derive temperature as a function of spectral shift. Therefore, a simple exponen-
tial expression was suggested for fitting the observed line shift as a function of
temperature:

υ = υ0 + A · eRoT (5.9)

Both fitting procedures resulted in similar values of adjusted R2: 0.99882 and
0.99872 for (5.8) and (5.9), respectively. Therefore, the proposed fitting function
allows us to use a spectral shift of emission line for thermal sensing.

Relative thermal sensitivity based on line shift of YVO4:Nd3+ 2.4 at % NPs was
found to be 0.75% K−1 at 303 K, which is much higher than Sr of LiLaP4O12:Nd3+

1% NPs (0.47% K−1) and LiNdP4O12 NPs (0.003% K−1).

5.5 Bandwidth Thermometry

Emission line bandwidth is determined by the properties of the material such as
the degree of disorder and temperature. Generally, the emission lines of phosphors
broaden as the temperature increases. This is ascribed to the intrinsic vibrations
of the lattice exhibiting homogeneous broadening, which depends sensitively on
temperature or to the presence of different optical centers and defects exhibiting
inhomogeneous broadening, which depends only slightly on temperature. Detailed
analysis of thermally-induced broadening in rare earth-doped inorganic NPs as well
as temperature sensing based on line bandwidth is demonstrated in [71].

Bandwidth is affected by the same processes which influence line position.
According to the phonon theory [66], the width of energy level is given by:

�υ = �υstrain + �υD + �υM + �υR (5.10)

The first term, �υstrain , is the width due to the crystal strains. The second term,
�υD , is the width due to direct one-phonon process between the selected energy
level and other nearby levels, and consists of a temperature-independent part, which
is due to a spontaneous one-phonon emission, and a temperature-dependent part. The
third term, �υM , is the contribution to the width from the multiphonon emission
processes, which are temperature independent. The last term, �υR represents the
width for the Raman multiphonon process associated with phonon scattering by
impurity ions [72]. It should be noted that the first term represents inhomogeneous
broadening with a Gaussian line shape due to crystal strains, whereas the other terms
give rise to homogeneous broadening with a Lorentzian line shape. Since different
line shapes are expected for several broadening mechanisms, simple summation of
(5.4) is a rough approximation, and a line shape composed of both homogeneous and
inhomogeneous parts can be represented by a Voigt profile [73]. If it is necessary,
line width may be resolved into homogeneous and inhomogeneous contributions by
using the numerical tables prepared by Posener [74].
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It was earlier found that the main contribution to line broadening is Raman scat-
tering process which consists of the absorption of one phonon and the emission of
another phonon without changing the electronic state of the ion [64, 72]. In this case,
the width of the energy level can be given by following expression:

�υ = �υ0 + α

(
T


D

)7 
D/T∫
0

x6ex

(ex − 1)2
dx (5.11)

where �υ0 is the initial linewidth, α is the coupling coefficient for the electron–
phonon interaction, and 
D is the effective Debye temperature.

Normalized emission spectra of Y2O3:Nd3+ 1 at.% NPs obtained at different
temperatures in a wide range of 123–873 K are presented in Fig. 5.12a. Bandwidth
of 4F3/2(R1)–4I11/2(Y1) transitionwasmonitored to obtain thermal sensing. Due to the
proximity of other emission lines, deconvolution procedure was performed to define
the exact bandwidth. An evolution of the full width at half maximum (FWHM) of the
emission line as a function of temperature is presented in Fig. 5.12b. Experimental
data were approximated with (5.11) with previously defined effective Debye temper-
ature 
D = 538 K. Similar to line position sensing, (5.11) was not suitable for the
calibration of the luminescence thermometer. Therefore, the experimental data were
perfectly fitted with simple exponential expression:

�υ = �υ0 + A · eRoT (5.12)

Bandwidth relative thermal sensitivity of Y2O3:Nd3+ 1 at % NPs was 0.36% K−1

at 298 K, which is comparable with Sr of other Nd3+-doped nanothermome-
ters: LiLaP4O12:Nd3+ 1% (0.32% K−1), LiNdP4O12 (0.46% K−1) and YVO4:Nd3+

2.4 at.% (0.14%K−1). Temperature sensing based on bandwidth demonstrated supe-
rior accuracy in a wide temperature range: 0.2 K at 323 K and 0.5 K at 498 K. It is

Fig. 5.12 a Normalized emission spectra of 4F3/2 − 4I11/2 transition obtained at different temper-
atures (123–873 K); b FWHM of 4F3/2 (R1) − 4I11/2 (Y1) transition as a function of temperature
[71]
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noteworthy that the temperature resolution was found using acquisition and analysis
of consecutive photoluminescence spectra.

5.6 Lifetime Thermometry

In contrast to the temperature readout from the intensity of a single emission line,
the determination of temperature from the emission lifetime is not really compro-
mised by changes in measurement conditions. Additionally, it is not affected by the
inhomogeneity of the probe material. Lifetime measurements have better detection
limits than the measurements of intensity, which is important for high-temperature
applications and, generally, they present smaller uncertainties compared to those
in measurements of intensity [75]. Lifetime-based thermometry, like the ratiometric
intensitymethod, is self-referencing, but it needs the observation of just one emission
line. The drawbacks of lifetime measurements are that they require relatively expen-
sive equipment, and, compared to the emission intensity, a longer time to collect
experimental data and a more complex processing of emission decay data to derive
lifetime values. In addition, the temperature change of the excited state lifetime of
rare earth ions generally shows two regimes, which can be easily understood from
following equation:

τ(T ) = τr (T )

1 + τr (T ) · knr (T )
(5.13)

where τ and τr are the observed and radiative lifetime, knr is nonradiative decay rate.
At low temperatures, where the values of the nonradiative rate are negligible, the
lifetime is equal to the radiative lifetime, τ ∼= τr . The radiative lifetime only slightly
changes with temperature: τr (T ) = τr0exp(−αT ), where α is the phenomenological
parameter of order 10−4 K−1 or less. Therefore, at low temperatures, lifetime only
slightly decreases with temperature increase or does not change at all. As a conse-
quence, the lifetime method is practically insensitive to temperature changes in this
range. At higher temperatures, the nonradiative decay rate sharply increases, leading
to a steep decrease in observed lifetime. The temperature point of the transition
between two regions essentially depends on the energy difference between excited
levels of rare earth ions and the closest lower energy level or charge-transfer band,
and on the phonon energy of the host material. Examples of lifetime temperature
dependences of some rare earth-doped metal oxides and salts are shown in Fig. 5.13.
The temperature region of lifetime insensitivity presents a major obstacle to its use.
This region frequently covers the physiologically relevant temperature range and thus
prevents the use of the majority of lifetime based thermal sensors in biomedicine. On
the other hand, in the high temperature region, lifetime method is very sensitive. It is
worthy of note that the uncertainties in decay times are generally smaller than those
in emission intensities and that the current technology facilitates measurements of
very short decay times. Therefore, the lifetime sensing technique has the potential
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Fig. 5.13 Temperature
dependences of lifetime of
some lanthanide-doped metal
oxides and salts. Shadowed
areas show temperature
insensitive regions [76]

to present better temperature resolutions than intensity-based measurements and has
larger high-temperature operating bounds.

By analyzing the data from Fig. 5.13, one can conclude that Pr3+ ions display
better lifetime temperature dependence in 300–400 K range compared with Eu3+

ions. LiPr(PO3)4 was tested by Gharouel et al. as lifetime-based contactless ther-
mometer within 298–363 K temperature range [77]. Emission spectra of LiPr(PO3)4
sample normalized to 3P0–3F2 transition as a function of temperature obtained upon
laser excitation at 488 nm are presented in Fig. 5.14a. In this wavelength region,
there are two distinct emission bands attributed to the 3P0–3H6 and 3P0–3F2 transi-
tions respectively. The temperature increase results in a more pronounced decline
in 3P0–3H6 intensity compared with that of 3P0–3F2. Fluorescence decay curves
from 3P0 energy level of Pr3+ ions registered at different temperatures upon pulsed
laser excitation at 488 nm are shown in Fig. 5.14b. The luminescence decay curves
demonstrated an exponential behavior in the entire temperature range. Figure 5.14c
represents the temperature evolution of the normalized decay time, τ norm(T ), defined

Fig. 5.14 a Emission spectra of LiPr(PO3)4 sample as a function of temperature obtained under
laser excitation at 488nm,bfluorescence decay curves of 3P0 level recorded at different temperatures
upon 488 nm laser excitation, c normalized 3P0 lifetime as a function of the temperature [77]



5 Rare Earth Ion Based Luminescence Thermometry 89

as τ norm(T )= τ (T )/τ (298 K). The luminescence lifetimes versus temperature mono-
tonically decreased in 298–363 K temperature range and followed a linear behavior
(τ = a + bT ).

Lifetime-based thermal sensitivity of LiPr(PO3)4 sample was 0.62% K−1, which
was approximately in the same order of magnitude than the sensitivities of previ-
ously investigated praseodymium and chromium-doped lifetime based thermome-
ters (0.59% K−1 for NaPr(PO3)4, 0.50% K−1 for Cr3+:Y3Al5O12, 0.83% K−1 for
Cr3+:LiAl5O8). The temperature resolutionofLiPr(PO3)4 wasdetermined tobe0.8K,
much higher than those obtained for different lifetime thermometeric sensors such as
BaClF:Sm3+ (�T = 5 °C) [78], Er3+-doped fibers (�T = 4 °C) [79], and Cr3+:Al2O3

(�T ≈ 2.4 K) [80].

5.7 Conclusion and Perspectives

The analysis presented in the chapter demonstrated that temperature has become a
measurable characteristic at micro- and nanoscale owing to the colossal progress in
the technique of luminescence thermometry. The luminescence thermometry relies
on high thermal sensitivity of luminescence characteristics such as luminescence
intensity, spectral line position, bandwidth, and excited state lifetime, of various
materials—from organic dyes to rare earth-doped nanophosphors. The latter objects
seem to be the most promising among others. They provide a wide measurable
temperature range (from cryogenic to technological values) due to narrow emis-
sion lines, high thermal and chemical stability. The current record parameters of
luminescence temperature sensors combine high relative thermal sensitivity (> 1%
K−1), thermal resolution (~ 0.1 °C) and spatial resolution (< 10 μm) with short
acquisition times (< 100 ms). These high performance features are provided both
by the use of rare earth-doped phosphors as temperature sensors and by the ratio-
metric thermometry approach that exploits the relative change in the intensity ratio
of two energy-close transitions. The important feature of the ratiometric thermom-
etry discussed in the chapter is the consideration of the thermodynamically quasi-
equilibrium state, the so called thermally coupled levels, with energy difference from
200 to 2000 cm−1. In practice, the ratiometric approach can be realized by excited or
ground electronic energy levels and two Stark sublevels. Moreover, various readout
strategies can be used, such as peak-to-peak and peak-to-valley ratios. Other variants
of readout strategy can be realized by means of monitoring the spectral position of
the emission lines, bandwidth, and lifetime. Each strategy offers its own advantage
and applicability in the specific field.

In such a way, the progress of luminescence thermometry resulted in the creation
of breakthrough technologies in various areas of application such asmicro- and nano-
electronics, micro- and nanofluidics, photonics, and nanomedicine. As a feedback
of the technological progress, new challenges towards luminescence temperature
sensors appeared that are connected with requests for further improvement of param-
eters and broadening of the areas of application. In spite of the already achieved and
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extraordinary temperature performance of luminescence thermal sensors, there are
urgent tasks that can be prioritized. First of all, the spectral range of the luminescence
thermometry has to be widened to NIR emissions correlated with optical windows in
biological tissues that is of great importance to application in biomedicine. Another
interesting problem to be solved is connected with the fundamental development
of the luminescence thermometry by considering alternative strategies such as ratio-
metric approach based on non-thermally coupled levels and the use of multiple emis-
sion centers (couples of different rare earth ions or combinations of rare earth ions
with other luminescent elements). The next very ambitious and very promising task
is combining the fields of luminescence microscopy and luminescence thermometry.
The current achievements of luminescencemicroscopy allow visualization of objects
below the resolution of a light microscope, resulting in in vivo noninvasive study of
ongoing biological processes and 3D optical tomographic reconstructions. Integra-
tion of luminescence microscopy and thermometry in mutual technological protocol
will provide multimodal spectral diagnostics with potency of 3D visualization and
thermal mapping with micro- and nanoscale resolution. It should be noted that other
variants of dual- or multi-sensing devices with thermometric functionalities are also
promising and realizable. Further progress in fundamental and applied luminescence
thermometry is inevitably approaching.
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Chapter 6
Optical Monitoring of Single Molecule
Dynamics of RNA in Living Cells

Hideaki Yoshimura and Takeaki Ozawa

Abstract Live-cell optical imaging is a powerful approach to monitor the intracel-
lular localization and dynamics of the molecules of interest for elucidating the mech-
anism of physiological function. Single-molecule imaging is a unique technique that
provides information on the dynamics and association/dissociation of each molecule
inside living cells. Despite havingmonitored a variety of biomolecules in living cells,
live-cell imaging ofRNA,which is an important component of living systems, has not
been performed intensively. This can be attributed to the lack of techniques available
for the optical labeling of RNA inside living cells. This review introduces labeling
methods and microscopic techniques for monitoring RNA in living cells, focuses on
an example of single-molecule imaging of a long non-coding RNA TERRA (telom-
eric repeat-containing RNA) using mPUM-technology, an RNA labeling method,
along with the investigation of a single-molecule RNA imaging system in living
cells.
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FRET Förster resonance energy transfer
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6.1 Introduction

Living cells consist of a myriad of biomolecule such as proteins, nucleic acids, lipids,
and sugars. As a simple mixture of all the molecules involved in the living cells
would not reconstitute such a cell, appropriate assembly, localization, and dynamics
of these molecules are required for the generation and maintenance of the cellular
lives. To understand the mechanism of living cells with respect to molecules, optical
imaging is the most direct approach for observation such molecules in living cells.
Optical microscopy, especially fluorescence microscopy, has been frequently used
to visualize molecules in living samples owing to its non-invasiveness. Another
advantage of fluorescence microscopy, apart from non-invasiveness, is selectivity
to monitor fluorescence-tagged target molecules. A variety of fluorescent probes
have been developed in recent decades for labeling and monitoring target molecules
in living cells [1, 2]. Certain dyes that emit fluorescence upon binding to double-
stranded nucleic acids are used to visualize DNA in living cells. Ions such as Ca2+ are
visualized by probes obtained via organic synthesis that generate fluorescence during
chelation of target ions [3] and protein-based probes that result in conformational
change upon binding to Ca2+ and release FRET (Förster resonance energy transfer)
signal [4]. Proteins in living cells can be conjugated with fluorescent proteins using
genetic engineering techniques.

RNA is also an important element in living cells along with DNA, ions, and
proteins. As described by the biological central dogma, RNA that functions as
messenger RNA (mRNA) is produced via the transcription of genes in chromo-
somal DNA and transports genetic information for protein production. Previously
mRNA was characterized only as a messenger of the genetic information, and atten-
tion was not paid to the intracellular localization and dynamics of mRNA. However,
certain examples have been reported, inwhich the intracellular localization ofmRNA
plays important roles in physiological events [5, 6]. For instance, β-actin mRNA
concentrates in leading edges involving lamellipodia, and filopodia of cells that are
expanding and migrating upon stimulation with external growth and/or chemotactic
signals [7–9]. This localization of β-actin mRNA supports rapid pseudopodia forma-
tion and cell expansion for quick response to external signals. Apart from mRNA,
non-coding RNAs have also been implicated in various physiological processes.
Among various species of non-coding RNAs, long non-coding RNAs (lncRNAs)
exhibit crucial roles in cellular functions, such as gene regulation andgenome stability
[10].

Despite the importance of intracellular RNA localization and dynamics, tech-
niques for visualizing RNAs in living cells are still developing, and hence the inves-
tigation of RNA based on its intracellular dynamics has been delayed. Under such
circumstances, certain technologies have been developed recently for labeling and
monitoring the RNA of interest. In this chapter, optical techniques that contribute to
the visualization of RNA dynamics in living cells, such as microscopic methods and
optical probe technologies, are introduced. Examples of single-molecule imaging of
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RNA in living cells based on one of the technologies, named mPUM technology, are
explained.

6.2 RNA Labeling Methods for Live-Cell Optical Imaging

Several techniques for RNA labeling in living cells have been developed to monitor
RNA localization, dynamics, and functions (Fig. 6.1) [11, 12]. The most popular
method for RNA visualization in cell samples under an optical microscope is the
fluorescence in situ hybridization method, in which the target RNA is hybridized
with a fluorescence-labeled oligonucleotide probe. However, this method requires
washing of excess probes and is limited for use in chemically fixed and permeabi-
lized cell samples. To overcome these limitations, a technique was developed using
an oligonucleotide-based tool known as molecular beacon [13–15]. The molecular
beacon has a stem-loop hairpin structure and its 5′ and 3′ ends are conjugated with a
fluorescent dye and a quencher, respectively. The fluorescent dye is located close to
the quencher. Hence, the fluorescence is quenched in the absence of target RNA. In
the presence of the target RNA, the stem-loop hairpin region dissociates and attaches
to the target RNA sequence, leading to the separation of the fluorescence dye from
the quencher and subsequent recovery of its fluorescence. Fluorogenic RNA aptamer
is another nucleotide-based RNA probe that has recently been developed as a tool
for RNA detection in living cells. The aptamer is an RNA molecule that specifically
captures a nonfluorescent dye and converts it into the fluorescent form. As a typical
example, an RNA aptamer “Spinach” captures an enhanced green fluorescent protein
(EGFP) fluorophore-resembling dye 24-2-DFHBI and emits fluorescence [16–18].

In addition to oligonucleotide-based RNA probes, certain protein-based RNA
probes have also been developed [19, 20]. The MS2 system is the most widely used

Fig. 6.1 Schematics of a molecular beacon and b MS2 system
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method for labeling the RNA of interest using a protein-based probe. In the MS2
system, a repeat of a bacteriophage-derived RNA tag called MS2 is fused to the 3′
terminus of the target RNA. The MS2 region is specifically recognized and captured
by MS2-binding proteins (MBP). In the MS2 system employed for monitoring the
target RNA, MBP is fused to a fluorescent protein (FP) and introduced into the
sample cells. In addition, the target RNA fused with an MS2 repeat sequence is
expressed in the cells. TheMBP-FP accumulates in theMS2 repeat region, and can be
visualized as a bright fluorescent spot under a fluorescence microscope. This system
originally existed only in bacteriophages. Hence, it has been used to label the RNA of
interest inmammalian cells without off-target interactions with other RNAs. Another
potential candidate for providing a platform for protein-based RNA probes is the Cas
protein. Clustered regularly interspaced short palindromic repeats (CRISPR)/Cas
systems have been typically used to target double-stranded DNA; however, several
modifications have been obtained to alter the systems for targeting RNAs. Nelles
et al. developed a fusion protein with GFP and dCas9 that incorporated a single
guide RNA and PAMmer (PAM-presenting DNA oligonucleotide) that hybridizes to
a target RNA [21]. The localization of β-actin mRNA in fixed cells was visualized
using this method.

6.3 Design of the PUM-HD-Based RNA Probes

PUM-HD is an RNA-binding protein domain derived from human PUMILIO1 that
binds to an 8-base RNA sequence of 5′-UGUAU(orC)AUA-3′ (Fig. 6.2) [22, 23].
Examinations performedwith crystallography demonstrated that PUM-HD has eight
repeated motifs, each capturing an RNA base via the interactions of hydrogen bonds

Fig. 6.2 RNA recognition by PUM-HD [27]. a The structure of a PUM-HD and a recognized
8-base RNA. b RNA recognition by three amino acids in a repeat motif of PUM-HD. c The three
amino acid combination in each repeat motif of wild type PUM-HD and the recognized RNA base.
d Relationship between recognized RNA bases and the combination of three amino acids in the
repeat motif
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and van der Waals forces [24, 25]. Based on crystallographic studies, three amino
acids at the third, fourth, and seventh positions in one helix of themotifwere identified
to be involved in these interactions with the RNA base, and hence in determining
the specificity of the RNA base. Therefore, site-directed mutageneses of these three
amino acids, especially on the third and seventh positions, alters the RNA base for
recognition by the motif, and custom-designed PUM-HD mutants that recognize a
specific 8-base RNA sequence can be prepared [24, 26–28]. Although no motifs
recognize a cytosine base in the wild-type PUM-HD, several investigations with
random mutations on the three amino acids have discovered a motif that recognizes
a cytosine base [29]. The dissociation constant between a PUM-HDmutant (mPUM)
and the eight-base sequence RNA identified is typically in the order of nM when the
RNA initiates 5′-UGU-3′ at the 5′ terminus, and ~ 100 nM when the 5′ terminus is
not 5′-UGU-3′ [24].

As a single mPUM can be considered to recognize an 8-base RNA sequence,
the specificity of the target RNA sequence is 48, which might not fulfill required
specificity for labeling to a target RNA in mammalian cells by using only a single
mPUM species. One of the approaches employed in solving the potential off-target
problem of mPUM is the use of a fluorescent protein reconstitution method [8, 9,
30]. In this method, the two split fragments of a fluorescent protein are fused to a pair
of proteins of interest. When the pair of proteins approach each other, the fluorescent
protein-fragments are brought into proximity, leading to the reconstitution of the
full-length fluorescent protein and restoration of its fluorescence. Using this method,
mPUM-based probes can be designed to recognize target RNA specifically. Two
mPUM molecules that recognize different but adjacent regions in a target RNA are
prepared and subsequently conjugated with N- and C-terminal fluorescent protein
fragments. After both mPUMs bind to the target regions in the RNA of interest,
the fragments of fluorescent protein come in proximity and reconstitute to form
the fluorescent protein. In this design, the probe does not emit fluorescence without
binding to the targetRNA.Moreover, a 16-base sequence in the targetRNAis required
to be recognized by the probe system for emitting fluorescence signals, leading to
sufficient selectivity for observing a specific RNA molecule in mammalian cells.

6.4 Microscope Setup for Single-Molecule Imaging of RNA
in Living Cells

Fluorescent probes based on the reconstitution of split fluorescent protein are applied
not only for conventional and confocal fluorescence microscope imaging but also
for single-molecule fluorescence imaging to monitor the dynamics of the target
molecules in real-time. The PUM-HD-based RNA probe also has the potential to
label the RNA of interest for monitoring its single-molecule dynamics [8, 9, 31].
However, the RNA is typically localize in the cytosol and/or the nucleus, whereas the
targets for single-molecule imaging comprise primarily the membrane molecules as
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the total internal reflection illumination typically used for single-molecule imaging
can irradiate the regions located in the vicinity of the plasma membrane. Hence,
special techniques are required for the illumination of cells with a low background
fluorescence signal in single RNA molecule imaging. Our microscopy setup for
single-molecule imaging inside a cell sample is explained below.

Microscope systems for single-molecule RNA detection inside a cell are typi-
cally designed based on the total internal reflection fluorescence (TIRF) microscope
(Fig. 6.3). We constructed a home-build TIRFmicroscope system that employs exci-
tation laser optics to illuminate the sample, and detection optics for the separation
of emitted fluorescence light based on the wavelength followed by detection with
respective sCMOS cameras. Using this system, simultaneous dual- and triple-color
fluorescence imaging of the RNA of interest and an associated protein labeled with
another fluorescent dye can be conducted [27, 31].

Excitation optics is the most important aspect of the microscopic system for
single-molecule RNA imaging as the incidence angle of the excitation laser light on
the sample is required to be modulated. The samples were illuminated by evanescent
light that reaches the samplewith a depth of approximately 150 nm from the coverslip
in the TIRF microscopic visualizations. Under such excitation conditions, most of
the intracellular molecules, including RNAs are not illuminated. Hence, they are

Fig. 6.3 Microscope setup for single molecule RNA observation [27]. a Overall picture of the
microscope system used in RNA single molecule imaging. b Light path adjustment for TIRF and
oblique illumination
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invisible with the excitation during complete TIRF illumination. Highly inclined
illumination or oblique illumination, in which the laser beam demonstrates a large
incidence angle but smaller than the total internal reflection, deepen the illumination
area and enables the monitoring of intracellular molecules with low background
fluorescence [32].

The optical apparatus for excitation in the TIRF microscope system developed by
us was composed of diode lasers, mechanical shutters, beam expanders consisting
of a pair of convex lenses, neutral density (ND) filters, laser combiners, full mirrors,
and a collector lens [27]. These components were placed on a vibration removal
table along with a microscope and a detection system. The mechanical shutters were
placed in front of the lasers. The two convex lenses in a beam expander exhibited a
focus distance of 10 mm and 200 mm, respectively, which increases the diameter of
the laser beam increased 20 times. The intensity of the laser lights was modulated
via ND filters and combined using a dichroic mirror that act as a laser combiner.
The laser light was introduced to the collector lens that focuses the laser light on
the back focal plane of the objective lens. Subsequently, the laser beam is emitted
from the objective lens as parallel light. The full mirror was placed 250 mm away
from the collector lens with focus distance of 250 nm. This means that the mirror
and collector lens are situated in a conjugate position. Alteration of the mirror angle
slides the laser beam position after passing through the collector lens despite being
kept parallel to the optical axis, making the incident angle of the laser beam on the
sample to be oblique illumination that penetrates into the sample cell.

6.5 Application of PUM-HD for Monitoring RNA in Living
Cells

The mPUM-based probe has been recently used for monitoring telomeric repeat-
containing RNA (TERRA), which is a non-coding RNA, to investigate its mecha-
nism [31]. TERRA is the transcription product obtained from the terminal region of
the chromosomal DNA called telomeres [33–36]. TERRA consists of a subtelom-
eric region along with the telomeric-repeat region, and is implicated in telomere
maintenance. Two different models have been proposed for explaining the mecha-
nism of TERRA in the maintenance and regulation of telomeres: a scaffold model,
which proposes that TERRA included in the ribonucleoprotein (RNP) complexes
on a telomere aiding in their stabilization [37]; and a decoy model, which suggests
that the protein components in the RNP complexes are transported or removed by
TERRA [38]. Single-molecule monitoring of TERRA dynamics around a telomere
in living cells would provide critical information for evaluating the true mechanistic
model of the TERRA function.

TERRA has a unique repetitive region with multiple 5′-UUAGGG-3′ sequences
derived from a telomere [33]. Our TERRA probe was designed to address this region
[31]. The TERRA probe consists of three domains: an EGFP N-terminal, an mPUM
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designed to capture a 5′-UUAGGGUU-3′ sequence (mPUMt), and an EGFP C-
terminal fragment. Three repeats of a nuclear localization signal sequence are fused
to the N-terminus of the probe owing to the nuclear localization of TERRA. In the
presence of TERRA, multiple probe molecules accumulate on the unique repetitive
region. The EGFP N-terminal fragment in the probe and the C-terminal fragment
of the next probe come in close proximity, leading to the reconstitution of EGFP
and emission of fluorescence. Although many reconstituted fluorescent proteins are
expected to be generated on a TERRA molecule because of the large number of
telomeric repeats in TERRA, most of the observed fluorescent spots included a
single fluorescent molecule, confirmed by single-step photobleaching and analysis
of the distribution of fluorescence intensity of the spots. This suggested that mPUMt
did not penetrate and attach to aG-quartet structure, which is formed by the telomeric
repeats, but only captured the flexible terminal region of TERRA.

Using the developed mPUMt-based probe, endogenous TERRA was monitored
with an oblique illumination microscope in the living U2OS cells. The U2OS cells
express the mPUMt-based TERRA probe as well as a SNAP-fused telomere marker
protein TRF1 that enables the simultaneous monitoring of TERRA and telomeres.
Many TERRA was visualized in a diffuse motion in the nucleus, whereas telomeres
were almost static in the resulting movie. We observed two modes of the TERRA
motion, namely diffusive and stationary upon detailed analysis of the movie. In
addition, TERRA demonstrated localization of a substantial part to a region about
1 μm apart from a telomere. However, the remaining portion was colocalized with
a telomere. This suggested the presence of a scaffold for capturing TERRA in this
region.

To investigate the function of the TERRA in the region around a telomere,
triple-color single-molecule imaging of TERRA, telomere, and telomere-associated
proteins was conducted with an oblique illumination microscope equipped with a
triple-color fluorescence separating detection system. The telomere-related protein,
HP1, which is included in the scaffold model, and hnRNPA1, which is a potential
target in the decoy model, were observed. In addition, H2A that reportedly does
not interact with TERRA, was adopted as a negative control. In this observation,
TERRA and telomere-related proteins were observed in a diffusive motion, whereas
the telomeres were almost static, in accordance with the results obtained with dual-
color imaging. Colocalizationwith TERRAwas detected in all three telomere-related
proteins. Consequently, the colocalization duration timewas analyzed. For H2Awith
which interactionwithTERRAhasnot been reported, the colocalizationwithTERRA
can be considered as an accidental overlapping, and the colocalization duration was
less than 0.2 s. The colocalization duration for HP1 and TERRA was comparable to
that of H2A and TERRA, whereas the duration of hnRNPA1-TERRA colocalization
was significantly longer than that of H2A-TERRA. Thus, hnRNPA1 was identified
as an interacting partner of TERRA. A radial distribution analysis demonstrated that
the interaction between hnRNPA1 and TERRAwas concentrated in the area approxi-
mately 1–1.5μm apart from a telomere. On initiation of this colocalization, diffusive
hnRNPA1 molecules arrived and interacted with a static TERRA in the area. Based
on the results from single-molecule imaging, a potential model for the function of
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Fig. 6.4 Single molecule observation of TERRA [31]. a A schematic of mPUM-based TERRA
probe. b Principle to detect TERRA by the mPUM-based probe. c Obtained single molecule
fluorescence images of TERRA, telomere, and hnRNPA1

TERRAwas proposed. The hnRNPA1was originally located in anRNP complex on a
telomere.When TERRAs appear around the telomere and form a scaffold, hnRNPA1
is captured with the TERRA scaffold upon release from telomeres. Subsequently,
the component of the RNP is altered leading to a change in state of the telomere
and the on/off regulation of the function of telomere maintenance. While further
analyses of the dynamics and biochemical properties of TERRA and the associated
molecules are required to obtain proof of this hypothesis, these results are achieved
by development of the TERRA probe based onmPUM and split EGFP reconstitution
techniques and unique of a single-molecule imaging approach (Fig. 6.4).

6.6 Perspective

The single-molecule RNA imaging study using a probe based on mPUM and split
fluorescent protein techniques was used to obtain unique information different from
previous biochemical experiments. Single-molecule imaging provides information
that other methods cannot discern. However, certain limitations can be attributed on
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the single-molecule RNA imaging using the probe introduced here. The observation
time is limited to just a few second owing to photobleaching and the lack of quantita-
tivity due to the irreversibility of fluorescent protein reconstitution. In order to apply
the mPUM technology to different situation of RNA imaging analysis from short-
term single-molecule imaging, some technical variations are expected. An approach
for introducing such modifications is to swap the split fluorescent protein portion
with other protein tools. For instance, quantitative RNA probes could be designed
using a split luciferase reconstitution technique [30] or a fluorescent protein FAST
[39], whose reconstitution reactions are reversible. When higher specificity of the
target RNA is required, a modified mPUM consisting of 14 or 16 repeated motifs
can be applied to the design of mPUM-based RNA probes [29]. Thus, the mPUM-
based probe has a potential to modify the design to fit with the requirements of the
investigations.

The evolution of microscopic methods will improve RNA imaging in living
cells. The study introduced above used an oblique illumination technique. Hence,
the resulting data are two-dimensional (2D) images, whereas RNA demonstrates
three-dimensional (3D) diffusion in the cells. Recently, several techniques have been
developed to obtain 3D fluorescence images in living cells. One such method for
developing 3D images is based on the use of 2D diffraction grating to separate fluo-
rescence light to multiple beams and to induce different areas on an image sensor
[40]. The respective area has an image of the sample at obtained different depths.
By the combination of such images, a 3D image is constructed. Another method to
create a 3D image is based on the use of a light sheet as the excitation source. The
use of lattice light sheet is a technique for obtaining high-resolution 3D images [41,
42]. Such techniques involving modified detection and excitation optical systems
will support the 3D observation of the motility of target molecules in living cells.

In conclusion, the properties of mPUM, such as design flexibility and specificity
for the target RNA sequence have been used for protein-based tools for live-cell
optical imaging of RNAs. Even the single-molecule dynamics of an RNA of interest
can be visualized in living cells combining the mPUM technology and optical micro-
scope techniques. With further development of these technologies in the near future,
the molecular mechanisms of RNA function in living cells can be elucidated.
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Chapter 7
Angular Momentum Conversion of the
Light Beams in Three-Wave Mixing
Processes in the Bulk and on the Surface
of Isotropic Chiral Medium

K. S. Grigoriev, I. A. Perezhogin, V. A. Diukov, and V. A. Makarov

Abstract The interconversion and total conservation of spin and orbital components
of angular momentum of light is analytically considered in various nonlinear optical
processes in isotropic chiral medium, such as sum frequency and second harmonic
generation on the surface and in the bulk of themedium. The nonlocality of nonlinear
response and the symmetry break in its near surface layer were taken into account,
and for each process the selection rules for interacting photons were derived.

7.1 Introduction

The idea that light possesses not only linear but angularmomentum (AM) aswell was
firstly proposed by J.H. Poynting himself [1]. Further discussions on the components
of this angular momentum, their gauge invariance, quantum explanation etc. were
particularly difficult, and this topicwas usually avoided in experimental physics.Only
in the early 90s, when the paper [2] about the angularmomentumof paraxial light was
written, the interest in this topic started to grow. Itwas shown that paraxial light beams
can carry AM, because their electric and magnetic fields are not entirely transverse.
Due to the spatial finiteness of the beams, a small longitudinal component of the
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electric field appears, the complex amplitude of which is related to the transverse
amplitude E⊥ as follows:

Ez = ik−1 divE⊥, (7.1)

where k is the wavenumber of the beam. The presence of the longitudinal compo-
nent of the field makes the Poynting vector slightly non-parallel to the beam axis,
and its transverse flow may create non-zero longitudinal projection of the optical
AM. In paraxial optics, it is separated into two distinctive parts. The first is called
orbital angular momentum (OAM), caused by the transverse flow of electromag-
netic energy density in the cross-section of the beam and commonly present in the
beams containing phase singularities (optical vortices). The second is called spin
angular momentum (SAM), and it is associated with the polarization of the beam.
It is maximal for the circularly polarized beams and zero for the linearly polarized
ones.

Light beams with AM became an important tool in many branches of modern
applied optics, including manipulation of the micro-particles [3, 4], spectroscopy
[5, 6], quantum information science [7–9], precision measurements [10], material
processing [11] and telecommunication [12]. The behavior of light with angular
momentum is also actively studied in nonlinear optics [13–21]. One of the key prob-
lems in the nonlinear interaction of light and matter is the conservation of the light
AM and possible interconversion between its spin and orbital parts. Typically, OAM
and SAM are treated separately, because the synchronism is achieved only with cer-
tain polarization states of the interacting light beams. However, this requirement is
not necessary in isotropic nonlinear media, e.g. chiral liquids with nonlocal optical
response. It was shown that sum frequency and second harmonic generation can be
achieved in this kind of medium for basically any polarization state of the input light,
and the relations between the spin and orbital parts ofAMof the beamswere revealed.
The chapter outlines the contents of our previous publications [22–24] and presents
a comparative description of the AM conversion of the light beams in three-wave
mixing processes in the bulk and on the surface of nonlinear isotropic medium.

7.2 Bulk Sum-Frequency Generation

Consider twomonochromatic paraxial beams at the frequenciesω1 andω2 collinearly
propagating in isotropic chiral medium along the same axis Oz (Fig. 7.1). Within
undepleted pump approximation (UPA) we assume that pump beams propagate lin-
early in the isotropic medium and the evolution of their transverse complex ampli-
tudes Em⊥ is described by ordinary parabolic equations:

2ik̃m∂zEm⊥ + (
∂2
x + ∂2

y

)
Em⊥ = 0. (7.2)

Here and further, the numberm = 1, 2 indicates the characteristics of themth beam,
k̃m = nmωm/c, where nm are real refractive indices of the medium at the correspond-



7 Angular Momentum Conversion of the Light Beams in Three-Wave … 109

Fig. 7.1 Scheme of collinear
sum-frequency generation in
the bulk of isotropic medium
(in the region z ≥ 0). The
pump beams are shown in
red and green and the signal
beam is shown in blue

ing frequencies and c is the speed of light. To study the AM transformations we will
focus on a particular set of (7.2) solutions, namely, Laguerre-Gaussian modes with
circular polarization. Their scalar envelopes �(l)

n are given by the following expres-
sion in cylindrical coordinates (r, ϕ, z):

�(l)
n (ρm, ϕ, βm) = ρ

|l|
m

β
n+|l|+1
m

L(|l|)
n

(
ρ2
m

βm

)
exp

(
ilϕ − ρ2

m

βm

)
. (7.3)

The modes are characterized by two integers: the azimuthal index l and the radial
index n ≥ 0. The dimensionless coordinates are their own for each beam:ρm = r/wm

and βm(z) = 1 + i(z − z0)/zm , where wm is the waist size and zm = k̃mw2
m/2 is the

diffraction length of themth beam. For the sake of simplicity, we will assume that z0
is the same for all modes of both beams. Regardless of the index n, the z-projection of
the OAM of all photons in mode (7.3) is equal to l�. The transverse polarization state
of the modes are given by unit constant vectors of right-hand circular polarization
eR = (ex + iey)/

√
2 or left-hand circular polarization eL = e∗

R , where ex and ey are
the orthogonal unit vectors, perpendicular to the propagation axis of the beams. The
z-projection of the SAM of the circularly polarized mode is s�, where s = 1 is for
the right-hand polarization and s = −1 for the left-hand polarization.

The beam at the sum frequency ω3 = ω1 + ω2 is generated by the solenoidal
part of the medium nonlinear polarization field with the complex amplitude P(s).
The transverse amplitude E3⊥ of the signal beam is the solution of the following
heterogeneous parabolic equation [23]:

2ik̃3∂zE3⊥ + (
∂2
x + ∂2

y

)
E3⊥ = −4πω2

3

c2
P(s)

⊥ exp(i	kz), (7.4)

where k̃3 = n3ω3/c and the wavevector mismatch 	k = k̃3 − k̃1 − k̃2. We assume
that the field at the sum frequency does not exist at the border of the medium, so
that E3(x, y, 0) = 0. It is necessary to separate the solenoidal part of the medium
polarization P(s) instead of using the total field P, because the former consist of
transverse Fourier harmonics, and only they can generate a free electromagnetic
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wave in the bulk of the medium. In paraxial approximation the separation of the
solenoidal part is done in a simple way:

P(s)
⊥ = P⊥ + i(k̃1 + k̃2)

−1∇⊥Pz, (7.5)

where ∇⊥ = ex∂x + ey∂y .
In isotropic chiral medium the external symmetry group of the quadratic response

tensor is ∞∞ and the complex amplitude of the nonlinear polarization vector P is
proportional to the vector product of the amplitudes of pump beams [25]

P = χ0[E1 × E2], (7.6)

whereχ0 is amaterial constant,which is equal to zero if themedium is not chiral.Note
that (7.6) makes use of total complex amplitudes, including their small longitudinal
projections (7.1). The substitution of (7.6) to (7.5) yields the relation between the
fields of the pump beam and the solenoidal part of the medium polarization vector
in a form of the following convolution:

P (s)
3ζ = (k̃1 + k̃2)

−1
(
d(1)

ζηξθ E2ξ ∂θ E1η + d(2)
ζηξθ E1η∂θ E2ξ

)
. (7.7)

Here, instead of Cartesian x and y, Greek indices take values R and L and summation
is performed over repeated indices. The combinations EmR = (Emx − iEmy)/

√
2 and

EmL = (Emx + iEmy)/
√
2 are the amplitudes of circularly polarized components of

the pump beams (their projections onto the basis eR , eL ) and special transverse
differential operators ∂R = ∂∗

L = (∂x + i∂y)/
√
2 are used. Note that the terms, pro-

portional to “classical” products E1ηE2ξ , are absent in (7.7), which essentially makes
the response of the medium non-local. Below we list all non-zero coefficients of the
tensors d(m)

ζηξθ :

d(1)
RLRL = −d(1)

LRLR = χ0k̃2/k̃1; d(2)
RRLL = −d(2)

LLRR = −χ0k̃1/k̃2; (7.8)

d(1)
RRLL = −d(1)

LLRR = −d(2)
RLRL = d(2)

LRLR = χ0; (7.9)

d(m)
RRRR = −d(m)

LLLL = d(m)
RRLL + d(m)

RLRL . (7.10)

To understand the conversions of light AM in collinear sum-frequency generation,
we need to analyze the action of operators ∂R,L on Laguerre-Gaussianmodes in (7.3):

∂R�(l)
n = w−1

m

√
2(n + 1)�(l+1)

n+1 , l < 0, (7.11)

∂R�(l)
n = −w−1

m

√
2�(l+1)

n , l ≥ 0, (7.12)

∂L�
(l)
n = −w−1

m

√
2�(l−1)

n , l ≤ 0, (7.13)
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∂L�
(l)
n = w−1

m

√
2(n + 1)�(l−1)

n+1 , l > 0. (7.14)

Essentially, operators ∂R,L are raising and lowering the azimuthal index of Laguerre-
Gaussian mode by unity. As it follows from (7.7), if two pump beams are single
modes with indices l1 and l2, the dependence of products E2ξ ∂θ E1η and E1ξ ∂θ E2η on
polar angle ϕ is exp[i(l1 + l2 ± 1)], where the sign is determined by the operator ∂θ .
Solving (7.4) by Green function method, we retain the same angular dependencies
in the field at the sum-frequency, since the Green function of (7.4)

Gr(x, y, z) = − ik̃3
2π z

exp

(
ik̃3(x2 + y2)

2z

)

(7.15)

does not depend on ϕ. We will show in detail which modes are generated for each
possible combination of polarization states of pump beams and how their AM is
transformed during the process of SFG:

• “Right+Right”. When both pump beams are right-hand circularly polarized (s1 =
s2 = 1), only two summands with coefficients d(m)

RRRR are left in (7.7). Therefore,
the azimuthal index of all generated modes is l3 = l1 + l2 + 1. The polarization
of the signal beam is right-handed as well, so the spin index s3 = s1 + s2 − 1. As
a result, we have the equality l1 + s1 + l2 + s2 = l3 + s3.

• “Left+Left”. The mixing of two left-hand circularly polarized beams (s1 = s2 =
−1) is described by coefficients d(m)

LLLL . The azimuthal index l3 is less than l1 + l2
by unity. However, the spin indes s3 = −1 is greater than s1 + s2 by unity. Thus,
the equality l1 + s1 + l2 + s2 = l3 + s3 is also valid.

• “Right+Left”. In the case of opposite beam polarizations (s1 = −s2 = 1), two
different transverse modes are generated at the sum frequency. They are described
by the coefficients d(m)

RRLL and d(m)
LRLR respectively. The first mode is right-hand

polarized (s3 = 1 = s1 + s2 + 1) and its azimuthal index is l3 = l1 + l2 − 1 due
to the action of the operator ∂L . The second one is left-hand polarized (s3 = −1 =
s1 + s2 − 1), but its azimuthal index is l3 = l1 + l2 + 1. For each mode the same
equality l1 + s1 + l2 + s2 = l3 + s3 is valid, as well as for the modes described by
d(m)
LLRR and d(m)

RLRL that are generated in the case s1 = −s2 = −1.

It is readily seen that there are two relations l3 = l1 + l2 ± 1, s3 = s1 + s2 ∓ 1 if
the photons in incident beams are in the states with single OAM, defined by indices
lm , and single SAM, defined by sm . The z-projection of neither SAM nor OAM of
the signal photon is equal to the sum of the corresponding projections of the pump
photons.However, the totalAMof the signal photon,which is the sumof itsOAMand
SAM, is indeed the sum of total AM of the pump photons. The above scenarios of the
interaction of the photons are illustrated in Fig. 7.2. Even if the pump beams consist
of many transverse modes and have non-uniform polarization, the above statements
are valid for each pair of their interacting circularly polarized Laguerre-Gaussian
modes.
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Fig. 7.2 Schematic illustration of selection rules in the bulk SFG, when two fundamental photons
have a the same positive SAM projections, b the same negative SAM projections, c different SAM
projections on the propagation direction. Filled (open) circles represent the photons of pump and
signal beams with positive (negative) SAM projections, the corresponding OAM indices are written
below the circles

Although the total AM is conserved when considering separate acts of three-
photon mixing with well-defined OAM and SAM, the corresponding conservation
law is generally not fulfilled for the quantum mean values of total AM, sometimes
called “AM-per-photon” in a semiclassical manner. This AM can be calculated as the
ratio of total AM of the whole signal beam and “the number of photons” in it, which
is the energy of the beam divided by �ω3. Consider one of the simplest example of
SFG process, when pump beams are elliptically polarized Gaussian modes with the
vector complex amplitudes

Em = 2−1/2
(√

1 + σme
−i�meR + √

1 − σme
i�meL

)
�

(0)
0 (ρm, ϕ, βm). (7.16)

Here σm are the values of normalized third Stokes parameter, defining the ellipticity
degrees of thebeampolarizations, and�m are the angles between themajor axes of the
ellipses and the x-axis in the beams cross-sections. From the quantum point of view,
the photon of the pumpbeams are in the superposition of two states (l = 0; s = 1) and
(l = 0; s = −1), so that quantummean value of the total AMof themth beam is �σm .
According to (7.7), the mixing of these beams yields four different transverse modes
in the signal beam, namely (l = 1; s = 1), (l = −1; s = −1), (l = −1; s = 1) and
(l = 1; s = −1). The coefficients of these modes were found in [22] as well as the
quantum mean value of the total AM of the signal beam:

�(σ1 + σ2)

1 − k̃1 k̃2
(k̃1+k̃2)2

[
1 − σ1σ2 − cos 2�

√
(1 − σ 2

1 )(1 − σ 2
2 )

] . (7.17)

Here � = �2 − �1 is the angle between the major axes of the polarization ellipses
of the pump beams. It is clearly seen, that “AM per photon” of the signal beam is
equal to the sum �(σ1 + σ2) only if this sum is zero or ±2�. In all other cases, there
is a discrepancy between these two quantities, which depends even on the relative
orientation of the pump beams (Fig. 7.3). This discrepancy can be ascribed to the
fact that the coefficients of the four modes in the signal beam are determined by their
own laws, e.g. by the ratio of the wavevectors of the pump beams and that each of



7 Angular Momentum Conversion of the Light Beams in Three-Wave … 113

Fig. 7.3 The difference between total AM-per-photon of a signal beam at the sum frequency and
the sum of total AM-per-photon of two elliptically polarized Gaussian pump beams expressed in
units of � and plotted over their normalized third Stokes parameters σ1 and σ2. The plots are made
for two different angles � = π/4 (a) and � = π/2 (b) between the major axes of the polarization
ellipses of the pump beams. The ratio of their wavenumbers k̃2/k̃1 = 2

the modes with zero total AM ((l = 1; s = −1) and (l = −1; s = 1)) is generated
by two different combinations of input photons: s1 = −s2 = 1 and s1 = −s2 = −1,
and these two processes interfere with each other. For this reason, the energy of
these modes is different for different values of �, while total AM of the signal beam
does not depend on this parameter [22]. Overall, this leads to the different values of
“AM-per-photon” of the signal beam.

7.3 Surface Sum-Frequency Generation

Consider twomonochromatic beams collinearly incident from vacuumon the surface
of an isotropic chiral medium along the axis Oz, perpendicular to themedium surface
(Fig. 7.4). The transverse complex amplitude of incident beams are the solutions of
parabolic equations

2ikmEm⊥ + (
∂2
x + ∂2

y

)
Em⊥ = 0, (7.18)

where km = ωm/c. Using these equations, we can write the spatial distribution of
the incident field complex amplitude, taking into account the propagation factor
exp(ikmz), as the following Fourier integral

Em⊥ exp(ikmz) =
∫

Êm(k⊥) exp

[
ik⊥r⊥ + ikm

(
1 − |k⊥|2

2k2m

)
z

]
dk⊥. (7.19)

Equation (7.19) actually represents the propagating field as a superposition of plane
waves with slightly non-collinear wavevectors which, in accordance with paraxial
approximation, have small transverse projections k⊥ and thus, slightly modified z-
projection. We consider the absolute value of Êm⊥ to decrease fast enough with
the increase of |k⊥|; therefore integration in (7.19) is done over all values of k⊥.
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Fig. 7.4 Scheme of
reflective sum-frequency
generation from the surface
of isotropic medium (in the
region z ≥ 0). The incident
pump beams are shown in
red and green and the
reflected signal beam is
shown in blue

To find the field of the reflected beam at the sum-frequency, we will evaluate the
contribution of each pair of Fourier harmonics Ê1(k1⊥) and Ê2(k2⊥) to the spatial
Fourier spectrum of the signal field and then integrate the result over k1⊥ and k2⊥
and perform inverse Fourier transform.

Since the signal beam is generated by the nonlinear polarization of the medium,
we have to find the amplitude of the transmitted Fourier harmonics Ê(t)

m . In the
case of normal incidence, their transverse components are simply Êm⊥ multiplied
by 2/(1 + nm). The small longitudinal projection of the transmitted waves is found

by a transversality constraint: Ê (t)
mz = −

(
km⊥ · Ê(t)

m⊥
)

/k̃m , where k̃m = nmkm . The

complex amplitude P̂ of the corresponding Fourier harmonic of medium polarization
vector can be found by the same material equation (7.6), in the right-hand part
of which the complex amplitudes Ê(t)

m are used. The polarization of the medium
generates twowaves inside it. The first one is a non-transversewavewith the complex
amplitude ÊN and wavevector kN = k3⊥ + (k̃1 + k̃2)ez , where k3⊥ = k1⊥ + k2⊥.
The second one is a transverse wave with the complex amplitude ÊO and wavevector
k1⊥ + k2⊥ + k̃3ez , where k̃3 = n3(k1 + k2). The amplitude ÊN can be found by direct
solution of the Maxwell equations

ÊNi = −4π

n23

k̃23δi j − kNi kN j

k̃23 − k2N
P̂j , (7.20)

where summation is performedover repeated index j and δi j is theKronecker symbol.
To find the amplitude ÊO and the amplitude of the Fourier harmonic of the reflected
field Ê3 we have to use the boundary conditions for the field at the sum frequency:

Ê3⊥ − ÊO⊥ = ÊN⊥, (7.21)

Ê3z − n23ÊOz = n23ÊN⊥ + 4π P̂z, (7.22)

k3
(
Ê3⊥ + n3ÊO⊥

)
= k3⊥(ÊNz + ÊOz − Ê3z) − (k̃1 + k̃2)ÊN⊥ (7.23)
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and transversality constraints ÊOz = −
(
k3⊥ · ÊO⊥

)
/k̃3 and Ê3z =

(
k3⊥ · Ê3⊥

)
/k3,

where k3 = k1 + k2. The transverse projection Ê3⊥, obtained from (7.21)–(7.23) is
expressed as follows:

Ê3 = − 4πM
1 + n3

(
P̂3⊥ + k3⊥ P̂z/k̃3

)
. (7.24)

HereM = k3/(k̃1 + k̃2 + k̃3). After integrating (7.24) over k1⊥ and k2⊥ and inverse
Fourier transform of this integral one obtains the transverse distribution of the
reflected field at the sum-frequency in the cross-section z = 0. The reflected beam
propagates along the opposite direction to the incident beam and for this reason we
will use another system of Cartesian unit vectors ex1 = −ex , ey1 = ey , ez1 = −ez to
analyze it. The relation between the incident and reflected fields can be written as
the convolution, similar to (7.7),

E3ζ = MD0k̃
−1
3

(
d(1)

ζηξθ Ẽ2ξ ∂̃θ E1η + d(2)
ζηξθ Ẽ1η∂̃θ E2ξ

)
, (7.25)

where D0 = 16π [(1 + n1)(1 + n2)(1 + n3)]
−1. The Greek notation in (7.25) is the

same as in (7.7), but the components of the reflected field refer to its own coordi-
nate system: E3R = (E3x1 − iE3y1)/

√
2 and E3L = (E3x1 + iE3y1)/

√
2. The tildes

in (7.25) are needed for the coordination between two systems. They indicate that
in order to obtain the amplitude of the reflected field in the point (x1, y1), we have
to make use of the amplitudes of the incident field and their derivatives in the point
(−x1, y1). This coordinate transformation results in the reverting the sign of index l
of any Laguerre-Gaussian mode of the beam: �̃(l)

n = (−1)|l|�(−l)
n . All the non-zero

coefficients d(1)
ζηξθ form a following set:

d(1)
LRRR = −d(1)

RLLL = χ0k̃3/k̃1; d(2)
RLLL = −d(2)

LRRR = χ0k̃3/k̃2; (7.26)

d(1)
RLRR = d(2)

LLRL = −d(1)
LRLL = −d(2)

RRLR = χ0; (7.27)

d(1)
RRLR = −d(1)

LLRL = d(1)
RLLL − d(1)

RLRR; (7.28)

d(2)
RLRR = −d(2)

LRLL = d(2)
RLLL − d(2)

RRLR . (7.29)

Analyzing the termswith different coefficients aswas done in the previous section,
we can separate them into three groups. The first one, d(m)

LRRR , corresponds to the
generation of the modes with indices l3 = −l1 − l2 − 1 and s3 = −s1 − s2 + 1. The
second one, d(m)

RLLL , corresponds to the generation of the modes with indices l3 =
−l1 − l2 + 1 and s3 = −s1 − s2 − 1. The other nonzero coefficients also describe
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Fig. 7.5 Schematic illustration of selection rules in the surface SFG,when two fundamental photons
have a the same positive SAM projections, b the same negative SAM projections, c different SAM
projections on the propagation direction. Filled (open) circles represent the photons of pump and
signal beams with positive (negative) SAM projections, the corresponding OAM indices are written
below the circles

contribution to the modes with the same relations between OAM and SAM indices
(Fig. 7.5). All the processes listed above obey the same conservation rule l3 + s3 =
−(l1 + s1) − (l2 + s2). This rule has a different form compared to the rule of the
bulk SFG. However, this is only because different coordinate systems are used to
describe the incident pump beams and the reflected signal beam. The physical entity
of the new rule remains the same: the z-projection of total AM of the signal photon is
equal to the sum of z-projections of total AM of the pump photons for each possible
combination of indices lm and sm .

In the process of reflective SFG the nonlinear signal might also be caused by the
symmetry breaking of the near-surface layer of the medium [26]. Commonly, the
account for this effect is done by altering the material equation (7.6):

P̂i = χ
(S)
i jk Ê

(t)
1 j Ê

(t)
2k . (7.30)

The external symmetry group of the surface response tensor χ
(S)
i jk is the same as

that the surface of the medium (in our case, the group ∞). Using the new material
equation, one can calculate the amplitude of the signal generated in the near-surface
layer of the medium:

E (S)
3ζ = iMD0k̃

−1
3

(
d(1)

ζηξθ Ẽ2ξ ∂̃θ E1η + d(2)
ζηξθ Ẽ1η∂̃θ E2ξ

)
. (7.31)

The coefficients d(m)
ζηξθ are expressed through six of seven nonzero components

of the tensor χ
(S)
i jk : χ(S)

zxx = χ(S)
zyy = χ1, χ(S)

xxz = χ(S)
yyz = χ3, χ(S)

xzx = χ(S)
yzy = χ4, χ(S)

xyz =
−χ(S)

yxz = χ5, χ(S)
yzx = −χ(S)

xzy = χ6, χ(S)
zxy = −χ(S)

zyx = χ7. The set of non-zero coeffi-
cients, however, is the same as the bulk response of the medium:
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d(1)
RLRR =

(
d(1)
LRLL

)∗ = d(2)
LLRL =

(
d(2)
RRLR

)∗ = −χ1 − iχ7, (7.32)

d(1)
RLLL =

(
d(1)
LRRR

)∗ = k̃3(χ4 + iχ6)/k̃1, (7.33)

d(2)
RLLL =

(
d(2)
LRRR

)∗ = k̃3(χ3 − iχ5)/k̃2, (7.34)

d(1)
RRLR =

(
d(1)
LLRL

)∗ = d(1)
RLLL +

(
d(1)
RLRR

)∗
, (7.35)

d(2)
RLRR =

(
d(2)
LRLL

)∗ = d(2)
RLLL +

(
d(2)
RRLR

)∗
. (7.36)

For this reason, the interconversion of SAM and OAM obeys the same rules that
were previously stated for the case of a purely bulk response.

The modification (7.30) to material equation, though being phenomenologically
reasonable, does not always reflect the physics of the light–matter interaction cor-
rectly. For example, when the nonlinear response of themedium is spatially nonlocal,
the boundary conditions (7.21)–(7.23) are incorrect. In the presence of spatial dis-
persion the average thickness of the transition surface layer h1 can be comparable
with the wavelengths of interacting waves [27]. An original method to account for
this transition layer was developed in [26, 27]. The method retained the assumption
of negligibly thin border of the medium by modification of the boundary condi-
tions (7.21)–(7.23). These modification eventually sum up in the additional term in
the expression (7.24), which is phenomenologically equivalent to the component
with the tensor χ

(S)
i jk in (7.30) (but without the factorM). Besides, qualitatively new

terms appear in this material equation that describe the nonlocal part of the medium
response:

P̂i = γ
(1)
i jln Ê

(t)
2l

(
ik(t)

1n

)
Ê (t)
1 j + γ

(2)
i jln Ê

(t)
1 j

(
ik(t)

2n

)
Ê (t)
2l , (7.37)

where k(t)
m = km⊥ + k̃mez . In (7.37) the tensors of nonlocal quadratic nonlinear-

ity γ
(m)
i jln have an external symmetry group ∞∞. Their nonzero components are

expressed through constants γ
(m)
1,2,3: γ

(m)
i j j i = γ

(m)
1 , γ

(1)
i i j j = γ

(1)
2 , γ

(2)
i j i j = γ

(2)
2 , γ

(1)
i j i j =

γ
(1)
3 , γ

(2)
i i j j = γ

(2)
3 , γ

(m)
i i i i = γ

(m)
1 + γ

(m)
2 + γ

(m)
3 , where i, j = x, y, z and i 
= j . The

contribution of the nonlocal response to the reflected field at the sum frequency may
still be represented as in (7.25) and (7.31):

E (D)
3ζ = MD0

(
d(1)

ζηξθ Ẽ2ξ ∂̃θ E1η + d(2)
ζηξθ Ẽ1η∂̃θ E2ξ

)
. (7.38)

The nonzero coefficients d(m)
ζηξθ form the same set as in the cases described above:

d(1)
RLRR = d(1)

LRLL = γ (1)
a + γ

(1)
2 ; d(1)

RLLL = d(1)
LRRR = γ

(1)
b + γ

(1)
2 ; (7.39)

d(2)
RRLR = d(2)

LLRL = γ (1)
a + γ

(2)
2 ; d(2)

RLRR = d(2)
LRLL = γ (2)

a + γ
(2)
b ; (7.40)
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d(m)
RLLL = d(m)

LRRR = γ
(m)
b + γ

(m)
2 . (7.41)

Hereγ (1)
a = (1 + k̃1/k̃3)γ

(1)
1 + k̃2γ

(2)
1 /k̃3,γ

(1)
b = −k̃2γ

(2)
2 /k̃1,γ (2)

a = (1 + k̃2/k̃3)γ
(2)
1

+ k̃1γ
(1)
1 /k̃3 and γ

(2)
b = −k̃1γ

(1)
2 /k̃2. Therefore, the details of AM transformation

with its total value conservation remain unchanged.

7.4 Second-Harmonic Generation

In this section we consider a degenerate case of sum-frequency generation in both
off-surface and in-bulk generation of the signal beam. In the case when only one
pump beam falls on the border of the medium, a series of simplifications to (7.25),
(7.31) and (7.38) are made. First of all, the terms d(m)

ζηξθ Ẽ2ξ ∂̃θ E1η and d
(m)
ζηξθ Ẽ1η∂̃θ E2ξ

sum up to a single term dζηξθ Ẽξ ∂̃θ Eη, where dζηξθ = d(1)
ζηξθ + d(2)

ζηξθ and E is the
complex amplitude of the pump beam. Second, the additional permuttation symme-
try of the material tensors implies several important constraints on their components.
The constant χ0 becomes zero, which indicates that SHG process is forbidden in the
bulk of centrosymmetric media in dipole approximation. There also appear addi-
tional conditions χ4 = χ3, χ6 = −χ5, χ7 = 0 and γ

(1)
1,2 = γ

(2)
1,2 ≡ γ1,2/2. Finally, the

refractive indices n1 and n2 become the same, as well as the wavenumbers k1 and k2.
The above simplifications lead to interesting changes in the nonlocal quadratic

response of the medium. The list of non-zero coefficients dζηξθ becomes shorter:

dRRLR = dLLRL = (1 + n1/n3)γ1 − γ2, (7.42)

dRLRR = dLRLL = (1 + n1/n3)γ1 + γ2. (7.43)

and it is clearly seen that only photons with opposite circular polarization are allowed
to interact. In the case when the incident beam is purely circularly polarized, the
nonlinear signal from the medium is absent. However, in case of homogeneous
elliptical polarization of the beam, i.e. when ER = F(x, y, z)

√
(1 + σ)/2 and EL =

F(x, y, z)
√

(1 − σ)/2 the intensity of the signal beam is proportional to the constant
γ1:

E3R,L = MD0γ1

√
1 − σ 2

1 (1 + n1/n3) F∂R,L F (7.44)

When considering in-bulk second harmonic generation caused by the nonlocal-
ity of nonlinear response, it is worth mentioning that the part of nonlinear signal,
proportional to the component γ1 does not appear. From 7.37, it can be seen that
the part of the medium polarization vector P proportional to γ1 is a purely potential
field, and is not a solenoidal one. Therefore, it is not necessary to take into account
γ1 when describing the bulk three-wave mixing (see (7.5)). Consequently, it is easy
to show that the nonlinear signal is not generated in the bulk of the medium for any
polarization state of the pump beam, unless it is not different in different points of
its cross-section [28].
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7.5 Conclusion

We have analytically studied the interaction between spin and orbital angular
momenta of two coaxial circularly polarized light beams with Laguerre–Gaussian
profiles and the beam at the sum frequency, generated in their nonlinear mixing in
the bulk and on the surface of an isotropic chiral medium within the undepleted
pump approximation. The mathematical expressions we obtained revealed different
scenarios of pairwise interaction between the transverse modes of the pump beams
with different values of spin and orbital angular momenta and these scenarios were
interpreted in classical and quantum ways. While the projection of the total angular
momentum of interacting photons on the axis of the interacting beams is conserved,
the sum of neither spin nor orbital angular momenta of the pump photons are equal
to the corresponding part of the angular momentum of the signal photon. The general
expressions for the generated field at the sum frequency are shown to have the same
form for different nonlinearity mechanisms: the local and nonlocal bulk responses
and the response of the near-surface layer of the medium.
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Chapter 8
CARS Diagnostics of Molecular Fluid
Phase Behavior in Nanoporous Glasses

Vladimir G. Arakcheev, Alexei N. Bekin, and Vyacheslav B. Morozov

Abstract Coherent anti-Stokes Raman scattering (CARS) spectroscopy is applied
to study the dense phases composition and detailed features of the phase state of
carbon dioxide filling pores of nanoporous glass samples (2 and 3.5 nm mean pore
radii) in a wide pressure range at sub-critical and supercritical temperatures. Each of
the phases is identified by the spectral shift of the CO2 line corresponding to the Q-
branch peak of the Raman band at 1388 cm−1. It is demonstrated that at sub-critical
temperatures − 6 and − 13 °C the surface adsorbed monolayer and the polymolec-
ular layers adsorbed above it can be spectroscopically distingushed from each other.
Moreover, the spectrum of the polymolecular layers is found to be noticeably shifted
from that of the liquid phase, making these two similar phases also well distinguish-
able. After the onset of condensation, the spectrum of the appearing liquid phase
is at least threefold broader than that of the bulk liquid. As the pressure increases,
it narrows down to the value of the bulk liquid. The observed narrowing reflects
enlargement of the liquid clusters from primarily sub-nanometric and nanometric
size ones with a significant fraction of molecules, constituting the outer border and
interacting with the non-uniform environment, to finally infinite-size homogeneous
liquid filling the pore network. The density of supercritical cabon dioxide confined
in the pores at isochoric heating (from 30 to 68 °C) determined by the measure-
ments of the Raman shift shows a significant (~ 30%) increase in the vicinity of the
bulk critical temperature and asymptotically decreases at higher temperatures. The
obtained results demonstrate that CARS diagnostics can be used for precise charac-
terization of subcritical and supercritical carbon dioxide phase composition under
the conditions of nanoconfinement.
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8.1 Introduction

Adsorption of molecular substances in natural and synthetic nanoporous materials is
the subject of intense applied and fundamental research over the recent decades.
Nanoporous materials have been attracting much attention among researchers
because of the progressively expanding sphere of their advanced and promising
applications in catalysis [1], waste treatment [2], purification of blood [3], antibac-
terial therapy [4], implant creation [5], fuel cell technologies [6], microelectronics
and optics [7]. A vast scope of their practical applications is related to natural gas
storage facilities based on natural [8, 9] and artificial [10, 11] porous reservoirs
for later consumption. Special interest is connected with development of advanced
porous adsorbents designed exclusively for carbon dioxide capture and storage [12–
14] as well as with use of captive carbon dioxide for displacement and enhancing
recovery of hydrocarbons [15, 16]. Of significant practical interest are the pores of
large surface-to-volume ratios up to hundreds and even thousands square meters per
gram namely, micropores (pore radius r < 2 nm) and mesopores (2 nm < r < 50 n).
Due to strong space restrictions, the adsorption in micro- and mesoporous materials
is the most complicated to be described, especially in the vicinity of the critical point
of the filler.

Supercritical fluids (SCF) are extremely capable for penetrating into bulk porous
substrates including those with the pore size of down to nanometer scale due to
unique properties such as high permeability and lowviscosity.Owing to inherent high
dissolving power, SCF is used as a chemical reagent or a transportmedium in thewide
range of technological applications. Among the variety of SCFs, the most popular
SCF is supercritical carbon dioxide (scCO2) [17–23] because it is widespread, inex-
pensive, non-toxic, and non-flammable. Its critical values of temperature (~ 31 °C)
and pressure (~ 73 atm) are easy to be achieved.

Fluids confined in small pores with a nanometer scale diameter show phase
behavior essentially different from those in a bulk volume. The real mechanisms of
adsorption are difficult to be understood and remain the subject of ongoing discus-
sions as represented by different interpretations of empirically observed effects.
Actually, the experimental data are typically represented as adsorption isotherms
obtained using volumetric, gravimetric [24, 25] and nuclear magnetic resonance [26,
27] methods. The results were interpreted based on theoretical and numerical anal-
yses based on a set of fundamental assumptions on both the properties of the pores
and the adsorption physical and chemical mechanisms. The problem can be solved
with no difficulty in the cases of relatively large nanopores with clear morphology
and reasonably simple network topology as well as nanopores whose pore walls are
sufficiently flat or at least regular so that there are only a small amount of geometrical
and chemical defects. In these cases, the density of the absorbed liquid or the density
of SCF, which cannot be measured directly, is considered to be equal to the density
in the bulk volume. However, in the case of small pores, a similar approximation
may not be adopted because the strong confinement exerts a significant influence
on a local molecular environment and requires adequate interpretations [28–34].
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Indeed, the lack of clear understanding of the roles of factors determining the strong
confinement can result in multiple interpretations of the experimental data.

It is true that a complex adsorption pattern in pores deep below the surface of the
nanoporous material can in principle be clarified using an experimental approach
with which we directly probe the molecules in nanopores, and thus can shed extra
light upon specific features of the confined molecular medium. However, in general,
without having a priori knowledge of the porous network properties or relying on a
certain adsorption model, it is a difficult task to extract detailed information from the
experimental data. It seems that Raman spectroscopy is promising for these purposes
because Raman scattering signals generated at the adsorbate confined in nanopores
can be detected by Raman spectroscopic measurements, thus providing direct infor-
mation about the density of the adsorbate. In principle, the local environment around
molecules affects their vibrations, and therefore, the density of gas, liquid, or SCF
influences the shift and linewidth of a Raman band. The results obtained earlier
for CO2 by CARS spectroscopy showed that the spectrum of the Raman band at
1388 cm−l linearly moves with density toward low Raman shifts as the density of the
bulk gas, liquid [35] or SCF [36] increases. Simply speaking, the phases appearing
in the pores can be identified by their specific shift and linewidth of a chosen Raman
band.

Previous studies [37–44] showed the capabilities of CARS in the characterization
of fluid adsorption in mesoporous glass with pores of several nanometers in radius.
In particular, initial spectroscopic observations of carbon dioxide surface adsorption
[37] and condensation [38, 39] were then supported by calculations based on the
model of capillary condensation [40] leading to a good quantitative agreement for
the pores of two different sizes [41].

At the same time, the studies on CO2 confined in mesoporous glass showed
that the spectral contributions of gas and liquid phases [3–34, 37–39] as well as
that of the surface-adsorbed layers [38–40] can be easily identified in the measured
spectra by a significant relative Raman shift. Moreover, the spectroscopic method
appeared to be precise enough to distinguish the spectral contribution of the first
surface-adsorbed layer from that of the polymolecular layers absorbed upon the
surface-adsorbed layer [41] as well as to observe appearance of the SCF phase in
the pores and distinguish the spectral contribution of the SCF phase from that of the
compressed gas [42], providing an opportunity to observe a critical point shift under
the conditions of nanoconfinement. The results obtained at relatively low pressures,
corresponding to submonolayer coverage of the pore wall, showed the capability
of the CARS spectroscopy to detect and identify relatively small amounts of both
the surface adsorbate [39] and the liquid-like phase [40]. However, because of a
weak signal from the liquid-like phase, it remained unknown whether the liquid-like
phase can be spectroscopically distinguishable from the bulk liquid or not. There-
fore, the nature of the liquid-like phase, which was found to appear at pressure that
is several times smaller than the capillary condensation pressure, remained unclear.
A further study [45] showed that there are distinct spectroscopic contributions of
the first surface-adsorbed layer and the subsequent polymolecular layers and that
the phase of multimolecular liquid clusters aggregating in pores and the phase of
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condensed liquid filling the pores are distinguished from each other by their spec-
tral widths. The term “liquid clusters” means the clusters that can be the seeds of a
molecular fluid. The liquid clusters formed initially at the boundary of the liquid-
like phase develop with increasing pressure from small droplets into larger droplets
and form capillary bridges, which merge and flow into the pores to fill finally the
entire pore volume. In [46], from the analysis of spectroscopic data obtained for
scCO2 at isochoric heating in two different mesoporous glass samples at tempera-
tures above 30 °C and those obtained for bulk carbon dioxide, it was demonstrated
that the density in the pores appears to be significantly higher by about 30% in the
vicinity of the bulk critical temperature. In the present chapter, we discuss recent
results obtained in our group, in combination with the development in the CARS
spectroscopic measurement techniques, to study the characteristic features of carbon
dioxide, especially its phase behavior under conditions of nanoporous confinement
starting from submonolayer coverage on the pore walls through molecular multi-
layers, clusterization, infinite condensation within the nanoporous samples and up to
essentially supercritical conditions. Based on the achieved understanding, possible
scenarios for further research will be introduced with a clear justification. The CARS
spectroscopic approach we have been developing looks promising as a method with
which we can examine directly the molecular medium confined deeply inside natural
and artificial nanoporous substrates.

8.2 Materials and Methods

8.2.1 Carbon Dioxide at Near the Critical Point Conditions

Carbon dioxide is one of the principal atmospheric gases. In view of its growing
importance in supercritical technologies [18–20] aswell as of the ongoing exploration
for efficient approaches for CO2 capture [12–14] to diminish the effect of greenhouse
gases, a development of advanced tools for the diagnostics of its phase state in the
region around the critical point under conditions of nanoporous confinement has
been awaited.

Figure 8.1 illustrates a typical phase diagram for a single substance.A supercritical
fluid is a medium whose temperature and pressure exceed the critical values: ~
31 °C and 72.8 atm, respectively, for CO2. The coexisting curve between the triple
point and the critical point divides the liquid and gas states. At the critical point,
the gaseous and liquid phases merge and become indistinguishable. This is why
supercritical fluids take the intermediate position between gases and liquids in terms
of their properties. As the pressure and/or density increase, the meniscus of the liquid
gradually disappears till the system becomes homogeneous [20]. A further rise in
the pressure or temperature does not lead to a phase state change. The region around
the critical point thus includes the phase transition between gas and liquid as well as
the phase transitions to the supercritical fluid state.
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Fig. 8.1 Typical phase
diagram of a chemical
substance

Based on the available data on thermodynamic properties of bulk carbon dioxide,
its equation of statewas investigated in the great detail [47]. The calculation examples
of the pressure-density relationship of bulk carbon dioxide at the temperatures near
the critical value are presented in Fig. 8.2. The horizontal parts of the curves below
the critical temperature represent the coexistence of the gas and liquid phases. The
region above the critical point corresponds to the supercritical state. The conditions
of nanoconfinement and the interaction with the pore walls can significantly change
the equation of state and the critical point position in different areas of the pore
volume. Due to the inhomogeneous pore structure, physical and chemical defects of
the surfacewalls etc., carbon dioxide occupying the nanoporous host can take various
coexisting phase states.Analysis of the latter usingRaman can provide useful detailed
information related to phase composition features.

Fig. 8.2 Pressure-density
relationship of bulk carbon
dioxide at the temperatures
around the critical value
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8.2.2 Raman Spectrum

The structure of molecular rovibrational levels and the spectral lines of CO2 have
been studied well [48]. In gas phase Raman spectroscopy, the Fermi dyad of the
two vibrational modes ν1 + 2ν2 appearing as the two Q-branch peaks at 1285 and
1388 cm−1 has been known well as a spectral signature of CO2 since the early days
of Raman spectroscopy [49, 50]. A large number of studies were reported on the
determination of the molecular constants and the vibrational level energies [51–
54] including the energy separation between the 0200 and 1000 levels forming the
Fermi dyad [55, 56]. After the laser technologies were introduced into molecular
spectroscopy, quite natural attempts were made to use two intense peaks as spec-
tral markers to probe CO2 in near-critical and supercritical conditions in particular
[57–59]. With the development of nonlinear Raman spectroscopy, bringing a variety
of excellent experimental approaches with high resolution and sensitivity, the main
attention was paid to the study of the structure of vibrational–rotational spectra of
the Q-branches starting from the lowest densities [60–65]. Thorough theoretical
models were developed to describe the transformation of spectra due to collisional
dephasing and rotational energy transfer [62, 63]. The two doublet branches demon-
strate essentially different spectral shapes. The 1285 cm−1 branch has relatively
broad rotational spectrum (~ 0.5 cm−1 on 1/e2 level) while the 1388 cm−1 branch
rotational structure is much narrower (~ 0.011 cm−1). At density ~ 0.2 amagat, the
rotational structure of the 1388 cm−1 branch collapses, and, when the density exceeds
1 amagat, the broadening is induced by the collisional dephasing [62] and the branch
is observed as a single homogeneously broadened line with the linewidth determined
mainly by the gas density. To the contrary, the spectral contour of the 1285 cm−1

branch retains the extra broadening attributed to the rotational structure [63]. The
broadening mechanisms are clearly manifested when time-domain approach is used
instead of the frequency-domain approach [66–69] and the pulse response in the
time domain was analyzed. The Doppler effect, rotational energy transfer (spectral
exchange [66]) and collisional dephasing are easily recognized in time-domain for
the narrow 1388 cm−1 band [66, 67, 69], while “this band will never be resolved
by usual Doppler limited Raman spectroscopies” [63]. At high densities, the time-
domain approach becomes less informative, while the studies in which time-domain
and frequency-domain measurements are combined become rather fruitful [68, 69].
The results of the measurements for the 1285 cm−1 line and those of the model calcu-
lations showed that the contribution of the extended rotational structure can remain
noticeable in comparison with the total line width up to the highest gas densities.
Indeed, the results obtained by frequency-domain CARS for CO2 at room and near
critical temperature [35, 36] demonstrate that the 1285 cm−1 line is broader by ~
30% than the 1388 cm−1 line at the densities up to 180 amagat in the high-pressure
gas phase and up to 320 amagat in the liquid phase. At temperatures below the crit-
ical value, the spectral behavior is similar. When the density increases from 320 to
400 amagat, the width of the 1285 cm−1 line gradually decreases from ~ 2.2 cm−1

to ~ 1.7 cm−1, which is approximately equal to the width of the 1388 cm−1 line.
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Considering this complicated density behaviour of the linewidth of the 1285 cm−1

line, it is obviously more reasonable to use the other line at 1388 cm−1 as a spectral
marker for the investigation of the spectral behavior at nanoporous confinement. On
the other hand, in the investigation of the density enhancement, density fluctuations
[70–72], and clusterization [73] in neat supercritical CO2, both of the components
in the Fermi dyad were used in Raman spectroscopy.

8.2.3 Nanoporous Samples and Thermal High-Pressure CO2
Cell

Mesoporous glass samples of two types were used in the experiment for comparison.
The first is made of Vycor glass with the mean pore radius of 2 nm, the porosity of
~ 28% and the internal surface area of ~ 200 m2/g [74] and has the cross dimensions
of 4 × 4 mm2 and the length of 9 mm. Another sample is made of DV-1M glass
[75] with the mean pore radius of 3.5 nm, the porosity of ~ 26%, the internal surface
area of ~ 100 m2/g and has the cross dimensions of 6 × 6 mm2 and the length of
10 mm. To eliminate the admixtures adsorbed from the atmosphere, the samples
are annealed at 600 °C for several hours until just before the experiment is started.
Immediately after the annealing procedure, the sample is installed inside the high
pressure cell. The cell is made of stainless steel and has two quartz glass windows
with the distance of 12 mm between them. The internal volume of the cell is about
2 cm3. Compression of CO2 (99.99% purity) is performed by means of a piston
compressor with a 200 ml volume. The pressure is measured with the precision of
0.1 bar. The temperature in the cell can be adjusted with the precision of ~ 0.2 °C
using a thermo-stabilizing duralumin shell equipped with a set of Peltier elements
adopted to reverse the operating mode.

8.2.4 CARS Spectrometer

A general scheme of the experimental setup is shown in Fig. 8.3. Details of the
specifications of the laser light sources have been described in our recent reports
[44–46]. The pulses of the second harmonic of the Nd:YAG laser (LS-2134D-C3,
Lotis TII) are used as the pump and probe radiations (532 nm, 10 ns, ~ 0.2 mJ). An
optical parametric oscillator (LT-2215-PC, Lotis TII) pumped by the third harmonic
of another Nd:YAG laser (LS-2147, Lotis TII) is used as a tunable source of the
Stokes radiation (the central wavelength ~ 574 nm, 12 ns, ~ 1 mJ). The polarizations
of the pump, Stokes, and probe beams are parallel to each other. The difference
frequency is tuned to a CO2 vibrational resonance at 1388 cm−1. The pump and the
Stokes beams are focused into the nanoporous sample using a lens with a focal length
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Fig. 8.3 General scheme of the experimental setup. Laser beams are focused inside the cell with
the nanoporous sample and filled with the carbon dioxide. The insert at the top right shows the
beams crossing deep inside the sample when the noncollinear scheme is used. On the left side of
the picture: the level energy diagram of CARS is on the top; the phase matching conditions for the
wave vectors are shown below for the collinear and non-collinear geometries

of 17 cm. Both collinear and non-collinear CARS geometries can be realized in the
experiments.

Phase matching conditions are well satisfied for the collinear geometry as long
as the cell is filled with a bulk gas with the refractive index closed to 1. The non-
collinear geometrywith the crossing anglewithin ~ 1° provides better phasematching
in the case of nanoporous sample and facilitates the observation of local CARS
signals from molecules in pores located far below from the surface of the sample.
If the CARS geometry is collinear, the CARS signals from the beam waist zone
in the nanoporous sample can be rather weak. On the other hand, the anti-Stokes
signals originating from CO2 filling the gaps between the nanoporous sample and
the cell window can be strong because of the favorable phase matching. The bright
peak originating from the bulk gas is indeed a parasitic signal, but it can be used
as a reference signal for the frequency calibration procedure. It should be noted
that the signals from the gas and the condensed phase may cover the frequency
range wider than 20 cm−1, which is several times broader than the Stokes beam
bandwidth. During the CARS spectrum accumulation, the central wavelength of the
Stokes radiation is varied in steps of ~ 0.1 nm in the wavelength range from 573.8
to 574.8 nm, and a total of 100 shots accumulated at each wavelength provides
homogeneous biharmonic excitation in the range from 1375 to 1400 cm−1. A pair
of monochromators, that is, a double diffraction-grating monochromator (MDR-6U,
LOMO) and amonochromator/spectrograph (GMS-850-U2C, Lotis TII), working in
the additive-dispersion mode, and a matrix detector are used to record the spectrum
of the anti-Stokes signal. The shape of the apparatus function is close to Gaussian
with the full-width at half-maximum of ~ 0.35 cm−1.
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8.2.5 CARS Signal Analysis

Measured CARS spectra may consist of several interfering contributions: resonant
CARS signals originating from the different phases of CO2 and a nonresonant back-
ground CARS signals generated mainly by the nanoporous glass substrate. The spec-
tral profiles are analyzed using the scalar theory of CARS, in which the profile of
the anti-Stokes signal is expressed as [76, 77]:

Ia(ω1 − ω2) ∝
∣
∣
∣λ

(3)
R + λ

(3)
N R

∣
∣
∣

2
I1 I2 Ip (8.1)

where λ
(3)
R = λ

(3)
R (ω1 − ω2) and λ

(3)
N R are the coefficients of resonant and nonresonant

nonlinear-optical interactions, I1, I2, Ip, Ia are the intensities of the pump, Stokes,
probe, and anti-Stokes radiations, theω1 andω2 are the pump and Stokes frequencies,
respectively. If more than one phase of molecular species coexist in the interaction
volume, the resonant part λ

(3)
R represents a coherent sum of their respective contri-

butions. Assuming a Lorentzian profile for each resonant contribution, the resonant
part can be calculated as [76–78]
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where λ
(3)
k is the relative amplitude of the spectral component k and �k is the

frequency detuning of the biharmonic pump from the Raman resonance normal-
ized to the linewidth �k . Within the framework, each of the resonant components is
associated with a specific carbon dioxide phase that is present in the system of the
confined media. The validity of such an analysis of the spectral manifestations of the
processes of adsorption [37] and capillary condensation in nanopores [38, 39] was
supported by calculations based on a capillary condensation model, yielding a good
quantitative agreement with experimental results for the samples with different mean
pore radii [40, 41]. Figure 8.4 demonstrates an example of the results for the CARS
spectrum obtained using the collinear geometry in carbon dioxide in the Vycor glass
at− 11 °C [44]. The analysis shows that the liquid-like phase is observed in the pores
at pressure well below the bulk saturation pressure. Making measurements at reason-
ably low temperatures allows distinguishing the spectral contributions of the gas and
liquid phases. The sharp high-frequency peak at 1388 cm−1 corresponds to the gas
phase within the pores and, mainly, in the gaps between the porous sample and the
cell windows. The broad low-frequency peak centered at ~ 1382 cm−1 and extending
towards the lower frequency side is attributed to carbon dioxide molecules adsorbed
on the pore walls and strongly interacting with the surface. The strong middle peak
at 1385.5 cm−1 indicates the appearance of the liquid-like phase in the pores. The
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Fig. 8.4 Example of experimental spectrum (dots) obtained in the carbon dioxide in Vycor glass
at pressure 19.7 atm and temperature − 11 °C using the collinear geometry [44]. The respective
spectral contributions of gaseous (green), surface adsorbed (red) and liquid-like phases (orange)
are plotted with the solid curves

respective spectral contributions attributed to the different phases are indicated by
the solid lines.

8.3 Experimental Observations and Discussion

8.3.1 Surface-Adsorbed and Polymolecular Layers,
Formation of Liquid Clusters

To focus on the recognition of coexisting phases in the process of pore filling and
to obtain additional information regarding the spectral manifestation of different
stages of the adsorption process, the CARS spectra of carbon dioxide in the Vycor
glass were measured at − 13 and − 6 °C in a wide pressure range covering the
pressure at which the transition occurs from partial coverage of the pore walls to
condensation in the entire volume of the nanoporous sample [45]. Themeasurements
were made using the non-collinear CARS scheme in the Vycor glass. The non-
collinear geometry allowed improvement of the locality and sensitivity conditions,
so that a distinct signal was observed even at low pressure of 1.7 atm. The observed
spectral changes were qualitatively similar at these temperatures, so the line shapes
and the phase behavior were examined in detail at − 6 °C. The only difference
between the two conditions at different temperatures were the pressure values at
which the condensation occurs as discussed below.

The spectra obtained (Fig. 8.5) exhibit clearly asymmetric shape originating from
the interference between the resonant and non-resonant parts of the CARS signal.
The resonant contribution is caused by the molecules in the pores of the sample. The
nonresonant background is attributed to both the molecules and the glass matrix,
but the contribution of the latter can be considered to be dominant. The observed
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Fig. 8.5 CARS spectra of
the carbon dioxide Q-branch
1388 cm−1 measured at
isothermal adsorption in
Vycor glass at − 6 °C. The
pressure values are shown
for each spectrum. The red
dashed vertical line (left)
indicates the approximate
position of the peaks of the
surface adsorbate and the
blue dashed vertical line
(right) indicates that of the
liquid phase; the arrow
points to the small spectral
peak appearing at the low
pressures just between the
two dashed lines

changes in the line shape with the pressure reflects the changes in the composition
of the adsorbate phases. It is true that a relative weight of the nonresonant part is
important in the spectral fitting procedure, but the non-resonant part affects only
weakly the positions and amplitudes of the spectral peaks. Therefore, the positions
and amplitudes are regarded as those obtained by a visual and intuitive analysis.

In particular, there is a visually distinguished broad peak at ~ 1380 cm−1 which
grows with pressure in the range from 1.7 to 7.5 atm as shown in the top frame of
Fig. 8.5. In our previous study [44] using collinear CARS, this peakwas observed and
was ascribed to the surface adsorbed layer because it dominated at low pressures and
no distinct additional structures were identified. Obviously, the low-pressure range
corresponds to a slightly sloping part of adsorption isotherm [79] which reflects the
adsorption of carbon dioxide molecules on the pore walls without condensation in
the pore volume.

Another evident observation is a bright peak at ~ 1385 cm−1, which starts
appearing at 21 atm, becomes dominant, and finally grows ~ 50-fold in intensity at
29 atm as the pressure approaches the bulk saturation pressure as shown in the three
lowest frames of Fig. 8.5. This peak observed previously at the different temperatures
[37–40, 43, 44] is caused by the liquid phase appearing through the condensation in
the pores, which is consistence with the steeper part of the adsorption isotherm [79].
The present measurements using non-collinear CARS yielded more detailed picture
of the spectral changes. It is clearly seen in the pressure range from 1.7 to 7.5 atm that
the spectral profiles show the additional component that looks like a bulge (indicated
by an arrow), appearing between the positions of the two peaks considered above.
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The bulge, which obviously represents an additional minor phase, grows with pres-
sure faster than the broad low-frequency peak attributed to the surface adsorbed layer.
Furthermore, the present spectra clearly show that this additional peak is noticeably
red-shifted from the spectrum of liquid, suggesting that its origin is different from
the molecules in the liquid phase as will be discussed below. It should be noted in
Fig. 8.5 that the right wing of the peak corresponding to the liquid phase in the pores
at 29 atm is significantly narrower than the right wings in the capillary condensation
stage at 18.2, 21, an 24.6 atm.

It should be mentioned here that the CARS spectra recorded at reasonably low
pressures and those recorded at higher pressures approaching the bulk saturation
value show the respective distinctive structures that can be qualitatively interpreted
as will be explained below. On the contrary, the line shapes observed in the “middle”
pressure range (see, for example, the spectrum at 18.2 atm in Fig. 8.5) exhibit a
broad profile with no distinctive peak structures, which can be interpreted as a result
of the merging of more than two different contributions of the phases coexisting with
comparable amounts.

First, we focus on theCARS spectra recorded at the pressures in the range from1.7
to 7.5 atm.The results of the line-shapefitting of the resonant part of theCARSspectra
with a single component and those with two components are illustrated in Fig. 8.6a,
b, respectively. It can be seen clearly that the two component model (Fig. 8.6b) gives
better agreement with the recorded spectral profiles.

The results of the numerical fitting show that the Raman shifts of the two peaks are
~ 1381 and ~ 1384 cm−1 and their linewidths are ~ 5.5 and ~ 3 cm−1, respectively. The
Raman shifts and the linewidths do not vary so much in the low-pressure range [45],
suggesting that the respective peaks originate from different kind of phases of the
molecular system, which are present in the pores at the low pressures at which only
surface adsorption is expected to take place. Based on these observations, we attribute
the low frequency peak at ~ 1381 cm−1, dominating at the lowest pressures, to the first
surface-adsorbed layer, which interacts directly with the pore walls. A specificity of
the first layer of CO2 adsorbed in Vycor was observed in an earlier study [79], where

Fig. 8.6 CARSspectrameasured at the relatively lowpressures (circles) and the results of numerical
fits to the resonant part (solid line)with a single component (a) and two components (b). The pressure
values (in atmospheres) are indicated for each spectrum. The experimental uncertainties are smaller
than the size of the dots [45]
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the surface density of carbon dioxide was estimated not to be equal to that estimated
from the bulk liquid density. Moreover, the molecular area of the CO2 molecules on
the pore wall surface was estimated as somewhat smaller than that calculated for the
bulk molecules. A more likely interpretation was suggested [79] that the adsorbate
molecules in a complete monolayer (surface adsorbed layer) pack in essentially the
same way as in the solid. Therefore, it is expected that the interaction between CO2

molecules and the glass surface has a significant influence on the first layer and
its magnitude is strong enough to modify the molecular vibrations, leading to the
pronounced red shift of the first layer peak from 1385.6 cm−1, corresponding to the
peak position of the bulk liquid at the lowest density at the temperature 29.5 °C [35]
according to the aquation of state [47]. For the same reasons, the high-frequency
peak at 1384 cm−1 is attributed to the polymolecular layers, that is, the multilayers
adsorbedupon thefirst layer. Indeed, the peakbecomes apparent at higher pressures as
comparedwith the low frequency peak, indicating that the second group ofmolecules
appears only in the presence of the first one. Another finding we have to mention
here is that the Raman shift is closer to the one of the bulk liquid than to that of
the first surface adsorbed layer (1381 cm−1). In fact, the molecules constituting
the polymolecular layers are densely packed and predominantly interact with the
neighboring molecules in a similar manner as in the bulk liquid. For this reason, the
polymolecular layers are naturally expected to have the density equal to the liquid
density and are considered to be liquid-like [80]. At the same time, the relative
Raman shift of the polymolecular layers peak from the bulk liquid peak is noticeably
large, being almost as much as the linewidth 1.55 cm−1 observed earlier in the
bulk liquid [35] and to a half of the linewidth 3 cm−1 of polymolecular layers peak
itself obtained in the current research. Therefore, the spectral contributions of the
polymolecular layers and the liquid can be discriminated from each other, and the
relative shift is large enough to identify the phases present in the pores. The observed
relative shift is most probably related to the indirect influence of the glass surface on
the polymolecular layers that modifies the molecular vibrational levels in a similar
manner as in the first layer, but the extent of the shift is smaller than that induced
in the first layer. The peaks of both the first layer and the polymolecular layers are
significantly broader than the peak of the bulk liquid. The broadening can most
probably be ascribed to the inhomogeneity of the considered layers. Indeed, the
first layer is affected by geometrical defects and/or chemical heterogeneity of the
pore wall, which are always present in the nanoporous glass. The inhomogeneity
of the polymolecular layers is attributed to a nonuniform local environment of the
molecules due to the small thickness of the layers, in which a large part of the
molecules constitute the outer fluide boundary to the void pore volume. It should be
noted that the total fraction of the polymolecular phase, in principle, can be estimated
based on the ratio of the peak intensities.

As illustrated above, in the CARS spectra recorded at low pressures, the two
resonant components are identified at ~ 1381 and ~ 1384 cm−1. The low-frequency
peak is obviously attributed to the first adsorbed layer because it dominates at the
lowest pressures at which the porewall coverage is significantly below themonolayer
coverage [79]. The high-frequency peak whose Raman shift is close to that of the
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bulk liquid is attributed to the liquid-like polymolecular layers adsorbed upon the
surface-adsorbed layer. The detailed analysis of the spectral line shape has revealed
that the peak assigned to the polymolecular layers is noticeably red shifted from the
spectral peak of the bulk liquid at 1385.6 cm−1. Thus, the two groups of adsorbed
molecules, that is, the molecules in the first molecular layer and the molecules in
the polymolecular layer, can be spectroscopically identified and discriminated from
each other as well as from the liquid phase.

Next, we examined the CARS spectra recorded in the high pressure range, at
which the volume of the pores is being filled by the liquid phase. When the pressure
was increased, the spectral peak of the liquid phase starts appearing and its contri-
bution becomes prevailing at 21 atm. The fitting confirmed [45] that the Raman
shift of the peak whose intensity increases with the pressure increase is equal to the
shift, 1385.6 cm−1, for the bulk liquid. Therefore, the peak is undoubtedly attributed
to the liquid filling the volume of the pores, and the observed growth reflects the
progress in the condensation. At the same time, the pressure dependence of the
linewidth (Fig. 8.7) provides a more precise view on the condensation pattern. The
peak linewidth at 21 atm is ~ 5 cm−1 and it becomes narrower as the pressure increases
and reached the bulk liquid value of 1.55 cm−1 at 29 atm. This shows that the liquid
phase appearing in the pores undergoes a certain transformation.

To explain the observed behavior, we have to take into account that condensa-
tion starts in the smallest pores or other small voids that are present in the porous
network. At first, carbon dioxide molecules with the nanometer size in all the three
dimensions, having a large surface-to-volume ratio, start appearing in the liquid.
Therefore, a significant fraction of the molecular clusters constitute the surface
bordering mostly to the empty pore volume. This makes small clusters less homo-
geneous in comparison with the bulk liquid, leading to larger spectral broadening.
As the pressure is increased, the clusters grow in size and merge into larger ones
and become more homogeneous, so that the surface-to-volume ratio decreases. For
this reason, the narrowing of the corresponding spectral peak is attributed to the
transition of the nanometer size clusters to infinitely large clusters, that is, the bulk
liquid, filling the entire volume of the pores. A similar narrowing is observed at

Fig. 8.7 Linewidth of the
liquid phase spectrum
obtained for − 6 °C (filled
circles) and − 13 °C (open
stars). Dashed line indicates
the value in the bulk liquid
[45]
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− 13 °C, but the pressure range in which the narrowing occurs is shifted to the
lower pressure side by about 6 atm than at − 6 °C as shown in Fig. 8.7. The pres-
sure shift is consistent with the general theory of capillary condensation [81, 82]
by which earlier experimental results on condensation of CO2 in Vycor glass at
different temperatures were interpreted [37–40, 43, 44]. This shows that the peak
at ~ 1386 cm−1 is securely attributed to the liquid phase filling the volume of the
pores and not to any kind of liquid-like surface adsorbate because the liquid-like
surface adsorbate is not expected to be strongly affected by the temperature. The
results of the CARS measurements at the low and high pressure ranges show that
the two different phenomena, that is, the surface adsorption and the condensation,
occur in the nanometer size pores. The analysis of the line shape has revealed spectral
characteristics of the surface-adsorbed layer, the polymolecular layers, and the liquid
phase. The normalized spectral contributions of each of the three phases are shown
in Fig. 8.8.

It is clearly visible in Fig. 8.8 that the neighboring peaks significantly overlap,
whichmakes it difficult to extract the contributions of the respective phases especially
when their spectral intensities are close to each other. The analysis above was made
for the two specific pressure regions in which the spectral changes can mainly be
attributed to two of the three consideredmechanismswhile the spectral changes in the
“middle” pressure range from 7.5 to 21 atm at − 6 °C has not been examined above.
To extract the information from the spectra recorded at the “middle” pressure range,
it becomes necessary to use additional data to be obtained by another experimental
techniques [24–27], which will facilitate an analysis of spectra composed of more
than two components.

Fig. 8.8 Normalized spectra
of the different phases of
CO2 in Vycor glass:
surface-adsorbed layer
(purple line), polymolecular
layers (red line), and liquid
clusters/liquid phase (orange
lines). The horizontal arrows
show the observed narrowing
of the spectrum when the
pressure is increased. The
gas phase spectrum (green
line) is shown for
comparison
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8.3.2 Supercritical Carbon Dioxide Density in Pores

The density variation of supercritical carbon dioxide confined in nanoporous glass
at isochoric heating in the temperature range from 30 to 68 °C has been investigated
using non-collinear CARS [46] in two nanoporous sampleswith themean pore radius
of 2 nm [74] and 3.5 nm [75]. In the measurements, the heating started from 30 °C,
which is the subcritical temperature in the bulk carbon dioxide, but is supercrit-
ical for the condition of nanoporous confinement because the critical temperature
significantly decreases in small mesopores [79]. Indeed, the spectral contribution
of supercritical phase of CO2 confined in mesoporous glass was earlier observed at
30.5 °C [42]. When the measurements started from 30 °C, the pressure was set to be
73.8 atm and the cell remains closed during the experiment. According to the equa-
tion of state for CO2 [47], this provides the bulk density in the cell of 335 amagat,
which is noticeably higher than the bulk critical density 238 amagat, leading to the
supercritical conditions at the higher temperature above 30 °C.

The spectra recorded during the isochoric heating (Fig. 8.9) showed a clear single
peak centred at around 1385.5 cm−1 whose shape does not vary noticeably when the
temperature increases. The peak can be attributed mainly to scCO2 filling the central
area of the pores.

As was discussed above as well as in the previous works [43, 45], the asym-
metry of the spectral shape reflects the interference between the contribution of
surface adsorbedmoleculeswhose frequency is shifted towards the smaller frequency
side and the contribution of the non-resonant background, attributed mainly to the
nanoporous glass material.

The fits obtained using (8.1) and (8.2) show a good agreement with the CARS
spectra (Fig. 8.10a). The fitting results demonstrate that the spectral contributions of
both the surface adsorbate, centred at∼ 1382 cm−1, and the nonresonant background
are much smaller than the large peak of scCO2 (Fig. 8.10b) filling the pore volume.

Fig. 8.9 The temperature
dependence of the CARS
spectra (dots) measured with
isochoric heating of scCO2
confined to the pores of 2 nm
(a) and 3.5 nm (b) in the
radius and the fits (solid line)
calculated using the
two-component model for
the resonant part [46]
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Fig. 8.10 aCARS spectrum (dots) measured in scCO2 confined in the pores of 2 nm radius at 30 °C
and the fits obtained using a single component (green dash-dotted line) and a two components (red
solid line) for the resonant part [46]. b The spectral contributions of scCO2 filling the volume of the
pores (black solid line), CO2 adsorbed on the pore walls (red short dashed line) and the nonresonant
background (blue dashed line). The latter two are shown multiplied by 40 and 10, respectively. The
insert shows CARS spectra of an empty nanoporous sample measured at 30 °C (blue solid line) and
50 °C (magenta solid line)

At the same time, the contribution of the surface adsorbed layer cannot be neglected.
If it is neglected the fitting exhibits a certain deviation in the left wing from the
experimentally observed profile (Fig. 8.10a). The insert in Fig. 8.10a demonstrates
that the empty nanoporous sample yields the CARS signal representing only the
nonresonant backgroundwith no peaks in the spectral range of interest. Similar signal
behaviour was observed in samples with the mean pore radii of 2 and 3.5 nm. Both
of the spectra at 30 and 50 °C exhibit a slight increase towards higher frequencies
and the slope at 50 °C is slightly larger than at 30 °C.

Figure 8.9 clearly shows for both of the samples that the spectra gradually move
towards the higher wavenumber side when the temperature increases. The most
pronounced shift is observed in the range between 30 and 45 °C, which is close
enough to the critical temperature of the bulk liquid. It seems clear that the shift is
associatedwith a change in the scCO2 density. The results obtained in the earlier study
on the bulk CO2 [35] showed that the Raman shift linearly decreases with density
scCO2 at 33 °C.Moreover, the Raman shifts observed at different temperatures in the
liquid [40, 41, 43, 44] and in the supercritical [42] phases confined in the mesopores
were similar to the Raman shift in the bulk. Therefore, the Raman shift can serve as
a marker of the density of scCO2 in the pores at different temperatures.

The results of rather simple measurements performed for the bulk scCO2 showed
two important aspects. First, the peak does not shift at the isochoric heating at the
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Fig. 8.11 CARS spectra
(dots) measured for bulk
scCO2 at the isochoric
heating (a) and the
isothermal compression (b).
The fits (solid line)
calculated using the
single-component model for
the resonant part. The
temperature and density
values are shown for the
respective spectra [46]

similar density in the same temperature range (Fig. 8.11a). Therefore, the spectral
shift observed under the nanoconfinement cannot be interpreted as a temperature
effect. Second, the isothermal compression of bulk scCO2 is accompanied by a
noticeable shift of the CARS spectrum towards the low frequency side (Fig. 8.11b).
The fitting shows that the density dependence of the Raman shift is close to linear
and the specific spectral shift is − 0.006 cm−1/amagat, which is consistent with the
previous data [35].

Another set of measurements was performed at the isothermal compression under
conditions of nanoconfinement to observe the spectral variation when the density
increases (Fig. 8.12).

The temperature is chosen far below the bulk critical value to avoid any near-
critical effects. The results clearly show that the peak profile shifts towards the lower
wavenumber side when the pressure increases linearly and the spectral shift obtained
is similar to that obtained for the bulk liquid [35]. Therefore, the Raman shift of CO2

under nanoconfinement shows quantitatively similar behavior to that in the bulk
liquid.

Thus, the spectral behavior observed at isochoric heating of scCO2 in the meso-
pores (Fig. 8.9) clearly shows that the density decreases when the temperature
increases from 30 to 68 °C. The density can be estimated using the specific spectral
shift of − 0.006 cm−1/amagat obtained both for the bulk liquid and for the liquid
under the nanoconfinement. Figure 8.13 illustrates the temperature dependence of
the spectral shift and the corresponding density values. With the increase in temper-
ature, the density decreases and asymptotically approaches the average value for the
bulk liquid and scCO2 equal to 335 amagat. At the same time, the density is ∼ 450
amagat at 30 °C, exceeding the average bulk density in the cell by more than 100
amagat. It can be concluded that the density in the pores exceeds the density in the
bulk at the temperatures close enough to the bulk critical value.
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Fig. 8.12 CARS spectra
(dots) measured at the
isothermal compression of
CO2 confined to the pores of
3.5 nm in radius and the fits
(solid line) obtained using
the two-component model
for the resonant part [46].
The values of the
temperature, pressure and
density are shown for the
respective spectra

Fig. 8.13 Temperature
dependences of the Raman
shift and the density for
scCO2 confined to the pores
whose radii are 2 nm (dots)
and 3.5 nm (open stars) [46]

It should be noted, that the temperature dependences of the density obtained for
the two types of porous glass were indistinguishable. Probably, the conditions of
nanoconfinement are similar enough and more precise experiments are necessary to
identify differences.

The results show that the equation of state of scCO2 is significantlymodified under
conditions of nanoconfinement at temperatures that are not far from the bulk critical
value. For instance, at 35 °C, which is undoubtedly supercritical temperature both in
the nanopores and in the bulk, the density of 420 amagat, observed at ∼ 88 atm in
the pores, is achieved in the bulk at∼ 156 atm [47], which is almost twice as large as
in the nanopores. At the same time, at 68 °C, the behavior in the bulk and that under
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the nanoconf inement are similar. Therefore, a significant densification observed in
the pores in the vicinity of bulk critical point is attributed to the near-critical effects
taking place under the nanoconfinement.

Thus, we can conclude that CARS spectroscopic measurements applied to the
analysis of the phase composition of carbon dioxide filling the nanoporous glass
samples affords better understanding and visual explication of the phenomenon.
Figure 8.14 illustrates the main stages of the process of the pore filling interpreted
on the basis of the vibrational Raman spectra analysis. In the initial stage (a) when
the pores are being filled with a relatively low density gas, the deposition of the
surface adsorbed monolayer contributing to the CARS signal takes place. As the
first layer covers significantly large areas of the pore walls, polymolecular layers can
be adsorbed upon the first layer. As the pressure increases (b), the first monolayer
becomes almost full while the polymolecular layers (multilayers) are developed.
Then, the liquid clusters formation starts and gradual pores are being filled gradually
(c). The molecules constituting the cluster surface are in the different environment in

Fig. 8.14 Sketch illustrating the pore filling process: a the first surface adsorbed layer (purple)
deposited from the gas (green) phase; b progress in the polymolecular layer formation (red); c the
clusterization in the narrowest pores and on the predominately concave pore walls. (The cluster
surface molecules are indicated in green round circles.); d the entire pore volume are filled with
the liquid phase molecules (orange); e the supercritical state, in which the density enhancement
proceeds starting from the narrowest pores. The surface adsorbed molecular layer is covered by the
next molecular layers as shown in orange circles (a–e), indicating possible spectral differences in
comparison with the molecules in the uncovered first surface adsorbed layer
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comparison with themolecules in the cluster core and thus exhibit a different spectral
shift. The smallest the size of the clusters becomes, the larger the surface-to-volume
ratio becomes. This characteristic heterogeneous nature of the small clusters leads to
the larger spectral peak broadening than that of the infinite liquid. The larger the size
of the clusters becomes, the smaller the spectral broadening becomes. As the clusters
grow in size further, the pores are finally filled with the liquid phase (d), while the
surface adsorbed layer is still present. Supercritical conditions induce further the
density increase (e), which starts occurring from the smallest size pores. It should
be noted that the surface adsorbed layer, covered by the next molecular layers, can
be, in principle, spectrally different from the uncovered first molecular layer. For
example, the linewidth ~ 3.9 cm−1 of the lower-frequency shifted peak attributed to
the molecules adsorbed on the wall surface at supercritical conditions (Fig. 8.10b) is
smaller by the factor of ~ 1.4 than the linewidth ~ 5.5 cm−1 obtained from the calcu-
lations illustrated in Fig. 8.8, and is ascribed specifically to the molecules adsorbed
on the surface from the gas phase. The obtained spectral shifts, 1382 cm−1 [46]
(Fig. 8.10b) and 1381 cm−1 [45] (Fig. 8.8) are also slightly different. Because the
contribution of the lower-frequency peak is much smaller than the contribution of
the main peak (Fig. 8.9b), the errors of the shift and linewidth of the lower-frequency
surface adsorbed layer peak can be very large, further measurements and calculations
with higher precision will be necessary.

Obviously, the pattern presented in Fig. 8.14 is somewhat simplified. However,
it can instil scenarios for new clarifying experiments. For example, (a) the samples
with narrower pores could emphasize the role of nanoconfinement; (b) some special
experiments can be set up to articulate the connection of the critical point shift
with the nanopores size, (c) the properties of the first surface-adsorbed layer can be
examined by the comparison of the cases with different exterior environments: the
free space, the polymolecular phase, the subcritical liquid phase, and the supercritical
phase. Generally speaking, more precise characterisations can be achieved even for
the cases in whichmore than two different phases coexist if additional considerations
are taken into account based on a comparative analysis using results to be obtained
by other related and alternative techniques [24–27].

8.4 Conclusion

Precise characterization of the dense subcritical and supercritical phases of carbon
dioxide under the conditions of nanoconfinement has been achieved by the diag-
nostic analysis of the CARS spectra of the glass samples with pores whose radius is
of the order of several nanometers. The CARS measurements have been made in a
wide pressure range at sub-critical and supercritical temperatures. The appearance
of the different phases has been identified by the spectral line shifts corresponding
to the Q-branch peak at 1388 cm−1 of the vibrational transition of CO2. It has been
clearly demonstrated that, at the sub-critical temperatures of − 6 and − 13 °C, the
surface adsorbed monolayer and the polymolecular layers adsorbed upon the surface
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adsorbed monolayer can be spectroscopically distingushed from each other. The
spectral peak of the polymolecular layers was found to be noticably shifted from
that of the liquid phase and appeared between the peak attributed to the surface
adsorbed monolayer and that attributed to the liquid phase. At the pressure above the
condensation onset, the spectral peak appearing at the liquid phase frequency was
at least threefold broader than that of the bulk liquid. With the pressure increase,
the peak width became narrower and reached the value in the bulk liquid. This
narrowing reflects the enlargement of the liquid clusters from those in the primarily
sub-nanometer and nanometer size with a significantly large fraction of molecules
constituting the outer border and interactingwith the non-uniform environment to the
infinitely large homogeneous liquid filling the pore network. The density of super-
critical cabon dioxide confined in the pores at isochoric heating (from 30 to 68 °C)
determined by measuring the Raman shift exhibited a significant (~ 30%) increase
in the vicinity of the bulk critical temperature, and then, asymptotically decreased to
the average level in the bulk scCO2 equal to 335 amagat at higher temperatures. The
present CARS approach we have developed have shown potential applicability for
the investigation of the adsorption processes of molecules in mesoporous and micro-
porous materials, and will afford a complementary technique to the traditionally
available methods such as volumetric, gravimetric and nuclear magnetic resonance
techniques. The experimental data we obtained will be useful for the description of
the structure of confined adsorbate, which can also be amulticomponentmixture, and
thus, leading to a deeper insight into the interplay of different adsorptionmechanisms
and to the verification of theoretical models.

From the view point of applications, the presented spectroscopic technique has
promising perspectives in the investigation of adsorption processes of mixtures of
different molecular species in bulk nanoporous reservoirs. One of the applications of
greatest practical interest is the characterization of the displacement of light hydro-
carbons by carbon dioxide in shales and other related geological structures. Although
real nanoporous solid materials of a practical interest are generally opaque, trans-
parent materials with pores of the similar size like porouse glasses, silicon aerogels
etc. can be used instead for modeling in the different stages of the applications along
this direction.
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Chapter 9
Contemporary Discoveries in the Copper
Octacyanidometallate Photomagnetic
Assemblies

Olaf Stefanczyk, Koji Nakabayashi, and Shin-ichi Ohkoshi

Abstract In this chapter, the concept of photomagnetic effect in copper(II)-
octacyanidometallate(IV) systems and its various aspects have been introduced.
Multifunctional cyanido-bridgedmetal assemblies attract much attention due to their
great importance for fundamental research as well as their potential application in
various technologies. Among the numerous advantages of this type of assemblies,
the vast structural diversity should be distinguished, as it allows for various elec-
tronic states by a combination of metal ions and ligand, resulted in their functional-
ities. The most excellent examples of such materials are photomagnetic compounds
revealing switching between different magnetic states by stimulation with electro-
magnetic radiation. Herein, various CuII-[MIV(CN)8]4− complexes with unique char-
acters of photoinduced magnetization, milestones in understanding the mechanism
of photomagnetic behavior and the impact of various factors on their photomagnetic
phenomena are presented.

9.1 Introduction

Modern chemistry focuses on the elaboration of innovative functional materials and
the discovery of new physical phenomena, which can broaden our knowledge and
possibly beget new areas of science [1, 2]. Among the available pool of known
chemical compounds, multifunctional molecular materials which consist of metal
complexes have attracted significant attention by offering several incredible advan-
tages such as the possibility of introducing desirable function at the design stage,
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easiness of synthesis and modification, structural diversity with various topologies
[3], the prospect of postsynthetic modification, ability to respond to chemical and
physical external stimuli [4, 5], and the most motivating possibility of observing
physical cross-effects. All these benefits we owe to the modular construction of
these materials based on different combinations of metal cations and ligands which
provide various structures and intrinsic functionalities.

Since the beginning of the millennium, multifunctional molecule-based magnetic
materials have celebrated a series of great successes in broadening our knowledge
about new physical phenomena including novel cross-effects [3, 6, 7]. Scientists were
able to combine magnetic phenomena of long-range magnetic ordering (extended
two- (2D) and three-dimensional (3D) coordination polymers), slowmagnetic relax-
ation (discrete complexes and clusters, and low-dimensional coordination poly-
mers), or spin transition (monometallic spin crossover and bimetallic charge transfer
systems) with other functionalities (e.g. luminescence, nonlinear optical activity,
ferroelectricity, conductivity, porosity/sorption). This unique approach resulted in
the invention of remarkable materials revealing new magneto-optical cross-effects
[8] of magnetic circular dichroism (MCD) in cyanido-bridged MnII-[CrIII(CN)6]3−
andMnII-[NbIV(CN)8]4− ferrimagnets [9, 10], magneto-chiral dichroism (MChD) in
an oxalate-bridged MnII-CrIII ferromagnet [11], and magnetization-induced second
harmonic generation (MSHG) in a cyanido-bridged CoII-[CrIII(CN)6]3− [12], MnII-
[NbIV(CN)8]4− [13, 14] and MnII-[MoI(CN)(NO)]3− ferrimagnets [15], and an
oxalate-bridged MnII-CrIII ferromagnet [16]. All compounds exhibit enhancement
of nonlinear optical signals by the onset of long-range magnetic ordering below the
critical temperature. Besides, nonlinear optical active chiral magnets are worth to
emphasize other luminescent magnets combining nontrivial magnetic characteristics
with luminescence phenomena [17–20]. Other noteworthy classes of assemblies are
systems revealing simultaneously ferroelectricity and ferromagnetism [21, 22], and
superionic conductivity and ferromagnetism—VII/CoII-[CrIII(CN)6]2/3·zH2O [23].
Last but not least, there is also successively explored family of compounds showing
diverse magnetic response towards sorption and desorption of solvents from gas
and liquid phases known as porous magnets and solvatomagnets, respectively
[18, 24–29].

Currently, the rapid development of research onphotomagnets,molecularmagnets
revealing change of their magnetic states in the response to external stimuli by
electromagnetic radiation (i.e. ultraviolet, visible, and near infrared lights), is also
observed. The vast majority of them can be classified as systems showing: organic
ligand isomerization or open/close switching with a change of spin state, e.g.,
stilbenoid complexes, diarylethene type ligands; valence tautomerism, e.g., CoII

catecholate; metal-centered thermal spin transition, e.g., FeII, MnIII spin crossover
(SCO) and [MIV(CN)8]4− (MIV =Mo,W) complexes; metal-to-metal charge transfer
(MMCT), e.g., Prussian blue analogues (PBAs); and metal-to-ligand charge transfer
(MLCT), e.g., Na2[Fe(CN)5(NO)]·2H2O and its analogues [30–32]. More impor-
tantly, photomagnetic complexes after excitation with light can show the most of
nontrivial magnetic behaviors including long-rangemagnetic ordering [33–36], slow
magnetic relaxation [37], or spin transition [38–40], which can be also merged
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with other functionalities leading to multifunctional photomagnets [41]. At this
point, it is noteworthy to emphasize two multifunctional photomagnets showing
spin-crossover-induced SHG, light-reversible spin-crossover, long-range magnetic
ordering, and photoswitching of MSHG–Fe2[Nb(CN)8](4-bromopyridine)8·2H2O
[42] and a photoswitchable polar magnet that exhibits superionic conduction and
SHG–Cs1.1FeII0.95[MoI(CN)5(NO)]·4H2O [43].

Another aspect which is important to take into consideration during elucidation
of photomagnetic materials is the fact that adding the next factor—excitation light,
extends the number of additional experimental parameters that should be carefully
considered in research (e.g. light wavelength, intensity, time of irradiation, condi-
tions at which experiment is conducted). Furthermore, the light can also activate
diverse mechanisms of photoexcitation which is very exciting but also very chal-
lenging to analyze. An excellent example of photomagnetic materials, which can be
used in the construction of multifunctional materials, and revealing intricate mecha-
nisms of photomagnetic effect, are CuII-[MoIV(CN)8]4− assemblies [44–50]. Histor-
ically, the first attempt to explain the observed photomagnetic phenomenon has been
done based on light-induced Metal-to-Metal Charge-Transfer (MMCT) mechanism
in CuII-MoIV pair [51, 52]. However, because of reported results [53–58], the second
mechanism of the Light-Induced Excited Spin-State Trapping (LIESST) effect on
[MoIV(CN)8]4− anion is also considered. In this work, we would like to guide readers
through intriguing research on photomagnetic effect in CuII-MIV systems.

9.2 Role of the Octacyanidometallate Type
in the Photomagnetic Effect

The concept of investigation of the substitution molybdenum for tungsten in photo-
magnetic copper(II)-octacyanidomolybdate(IV) systems has been considered since
the discovery of the phenomenon. Up to the present time, the verification of this idea
was unattainable, despite a relatively large number of octacyanidotungstate(IV)-
based assemblies [3]. Merely a few works report trials of photoirradiation of Cu(II)-
W(IV) samples with light corresponding to absorption bands of these compounds
[59]. Unfortunately, none of these studies exhibited any change of magnetic proper-
ties upon external stimuli by the visible light. This indicated that this type of assem-
blies does not present a photomagnetic effect. However, the most recent studies for
Mn(II)-W(IV) coordination polymers [53, 54], describing an observation of photo-
magnetic phenomenon on octacyanidotungstate(IV), again raised expectations for
further research.

Presently, there has been a significant step forward in the topic of photomag-
netism in Cu(II)-W(IV) assemblies. As a result of self-assembly of two complex salts
[Cu(ida)(H2O)2]n (ida2− = iminodiacetate) and K4[M(CN)8]·2H2O (M = Mo, W),
novel layeredK4{[CuII(ida)]2[MIV(CN)8]}·4H2O (MIV =Mo,W) coordination poly-
mers have been formed (Fig. 9.1) [60]. Both assemblies are isostructural and they are
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Fig. 9.1 a Structural unit of K4{[CuII(ida)]2[MoIV(CN)8]}·4H2O. b Structure of single layer with
cyanido-bridges. c Crystal packing. Colors used: K—blue balls; Cu—yellow balls; Mo/W—green
balls; bridging CN−—red sticks; water, ida, and terminal CN−—gray wireframe. In all figures,
hydrogen atoms were omitted for clarity. Reprinted with permission from Inorg. Chem. 59, 4292
(2020). Copyright 2020 American Chemical Society

rare cases of transitionmetal complexes with imino acids and polycyanidometallates.
Their structures are constructed of a negatively-charged cyanido-bridged square grid
with deformed 8-metallic units sandwiching potassium cations and water molecules
layers in the analogy to the previously obtainedCs2CuII7[MoIV(CN)8]4·6H2O system
[48]. Additionally, these newly obtained materials characterize complex hydrogen-
bond networks and weak Coulomb interactions between potassium cations and lone
pairs on oxygen atoms of water molecules and ida2− anions stabilizing their crystal
structures. It is alsoworth highlighting that K4{[CuII(ida)]2[MIV(CN)8]}·4H2O coor-
dination polymers adopt two-dimensional topologieswhich have a greater preference
for clearly exhibiting the photomagnetic effect.

Reflectance spectroscopy of K4{[CuII(ida)]2[MIV(CN)8]}·4H2O in UV–visible
and near-IR regions revealed that structures of both spectra are comparable and
complex which can be deconvoluted into ten Gaussian components. All this absorp-
tion bands can be assigned to ligand field bands of two symmetry independent
[Cu(ida)(NC)2] units (600–800 nm region), ligand field bands of octacyanidometal-
late (330–500 nm region), and ligand field and metal-to-ligand charge-transfer bands
of [M(CN)8]4− and to ligand-to-metal charge-transfer bands of [Cu(ida)(NC)2] units
(below300nm). Interestingly, allmaximaof absorptionbands ofmolybdenumanalog
are shifted to higher energy. This interpretation of both spectra was applied in the
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choice of the excitationwavelengths: 532 and 473 nm laser lines—to observe possible
the metal-to-metal charge-transfer photomagnetic effect in the CuII-MIV pairs, and
407 nm light—to detect prospective Light-Induced Excited Spin-State Trapping in
the MIV centers.

Preliminarymagnetic studies confirmed that both compounds in their ground state
showparamagnetic behavior originating from copper(II) centerswith single unpaired
electrons (SCu(II) = 1/2, gCu(II) = 2.05) separated by bridging diamagnetic octa-
cyanidometallate anions (SM(IV) = 0). At low temperatures, Cu(II) centers interacting
antiferromagnetically via the superexchange mechanism giving almost identical
magnetic coupling constant zJ’ of−0.27 and−0.25 cm−1 forMo andWcompounds,
respectively. The next photomagnetic experiments for both systems with 407, 473,
532, 658, 705, and 804nm laser lines have been conducted, however, the responsewas
detected only for excitations with 407 nm. The K4{[CuII(ida)]2[MoIV(CN)8]}·4H2O
complex after 24 h of irradiation exhibited 30% increase of product of magnetic
susceptibility in the χMT (T ) plot and 6% augment of magnetization in the M(H)
curve in respect to its initial paramagnetic state (Fig. 9.2). These values are slightly
lower than determined ones for other previously reported layered photomagnetic
materials. Nonetheless, it is more important to emphasize the first observation of the
photomagnetic effect in CuII-[WIV(CN)8]4− entities. After 24 h of irradiation with

Fig. 9.2 The χMT (T ) plots for K4{[CuII(ida)]2[MIV(CN)8]}·4H2O (M = Mo—a, and W—
b) before, after excitation with 407 nm light for 24 h, and after thermal relaxation at 300 K; and
corresponding M(H) plots determined in the same way for Mo (c) and W (d) systems. Reprinted
with permission from Inorg. Chem. 59, 4292 (2020). Copyright 2020 American Chemical Society
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407 nm light, the growth of χMT andM reached 3 and 2%, respectively. These small
but non-negligible values are very important since they motivate further research
in the field of photoswitchable materials and they could help in the development
of more efficient and stable systems. Additionally, it is also worth highlighting
that χMT (T ) curves for both compounds differ in shape and relaxation tempera-
ture above which compound relax to its initial state before photoirradiation. The
χMT (T ) plot for octacyanidomolybdate-based system has a clear maximum around
9 K and monotonously diminished up to 230 K while the plot for tungsten analogue
has very broad peak up to 160 K without an obvious maximum. The 70 K differ-
ence in relaxation temperature demands more studies to confirm if it is common for
systems with diverse octacyanidometallates.

Furthermore, the possible mechanism of photomagnetic effect in
K4{[CuII(ida)]2[MIV(CN)8]}·4H2O (MIV = Mo, W) have been considered based on
the most recent knowledge in this research field. Nowadays, two possible mecha-
nisms of photomagnetic phenomenon in Cu(II)-Mo(IV) are advocated. Primarily,
this unique phenomenon has been interpreted in the term of light-induced Metal-to-
Metal Charge-Transfer (MMCT) mechanism in which spins are reorganized within
isolated polynuclear molecules in the course of the following photoreaction: {CuII

(S = ½)-N≡C-MoIV (S = 0)-[N≡C-CuII (S = ½)]n} → {CuI (S = 0)-N≡C-MoV

(S = ½)-[N≡C-CuII (S = ½)]n}. Consequently, a ferromagnetic coupling within
MoV (S = ½)-[N≡C-CuII (S = ½)]n units occurred resulting in the formation of
local magnetic domains and a maximum in the product of magnetic susceptibility
and temperature (χMT ) versus temperature plots. This concept correlated with
the most experimental data, however, there was a controversy associated with
the unexplained 10% or more increase of magnetic signal at low temperature in
high fields after irradiation which ought not to be observed in systems with an
invariant number of spins. In response to this inconsistency, a counter-proposals
mechanism, explaining photomagnetic effect by means of Light-Induced Excited
Spin-State Trapping (LIESST) in the MoIV centers, has been proposed. In this case
the excitation with visible light leads to change of low-spin MoIVLS (S = 0) closed
shell singlet centers to high-spin MoIVHS (S = 1) triplet state one, generating {CuII

(S = ½)-N≡C-MoIVHS (S = 1)-[N≡C-CuII (S = ½)]n} domains. This idea soon
attracted considerable attention and found supporters. Detailed analysis of available
data for Cu(II)-Mo(IV) assembly suggested that observed effect can be explained
well by LIESST with minor contribution of MMCT mechanism. This conclusion is
supported by facts that ligand field bands of [Mo(CN)8]4− as well as metal-to-ligand
charge-transfer bands in CuII-[Mo(CN)8]4− pairs can be activated by 407 nm light
excitation, and the 6% increase of magnetization in M(H) curve can be achieved
only for LIESST mechanism, however, the expected χMT value of 0.9 cm3 K mol−1

at low temperatures will be insufficient to explain observed signal without taking
into account minor contribution of MMCT mechanism. Due to lower efficiency of
photomagnetic effect in case of CuII-[W(CN)8]4− system analysis of mechanism is
more challenging and it gave two possible answers that photomagnetic process is
related to low efficient LIESST effect on W(IV) or low efficient MMCT mechanism
which requires further investigation.
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9.3 Influence of Excitation Wavelength on the Mechanism
of Photomagnetic Effect and Photoreversibility

An alternative way to tune photomagnetic characteristics of copper(II)-
octacyanidomolybdate(IV) compounds are the adjustment of irradiation wavelength.
This simple approach allows for the direct enhance of the phenomenon efficiency
as well as to generate photoreversibility-phenomenon in which compounds switch
back to their ground magnetic state by external stimuli with electromagnetic waves.

The most extensive studies on the influence of different excitation lights on
photomagnetic effects have been performed for complex cyanido-bridged molecular
ribbon [CuII(bapa)]2[MoIV(CN)8]·7H2O, where bapa = bis(3-aminopropyl)amine
[46]. This compound is built of two types of complex nodes: trigonal bipyra-
midal {[Cu(bapa)]3[Mo(CN)8]2}2− and rhomboidal {[Cu(bapa)]2[Mo(CN)8]2}4−
units which are linked through [Cu(bapa)]2+ complex ions (Fig. 9.3). Further-
more, hydrogen-bond networks stabilize the structure due to interactions between
cyanides organic ligands and water molecules. Moreover, this assembly displays
one of the highest complexities among the 1-D chains based on 3d metals with
octacyanidometallates and other cyanido bridged complexes.

Fig. 9.3 a Structural unit of
[CuII(bapa)]2[MoIV(CN)8]·7H2O.
b Skeleton of the 1-D ribbon.
In both figures, hydrogen
atoms and water molecules
were omitted for clarity.
Reproduced from J. Mater.
Chem. C 3, 8712 (2015) with
permission from The Royal
Society of Chemistry
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Solid state UV–Vis-NIR absorption spectroscopy of
[CuII(bapa)]2[MoIV(CN)8]·7H2O revealed several absorption bands assigned to
the ligand field bands of [Cu(bapa)]2+ complexes with diverse geometries (650–
900 nm region), the metal-to-metal charge-transfer band in the CuII-MoIV pairs
(band around 466 nm), and the ligand field bands of the [Mo(CN)8]4− in UV region.
This assignment agrees with previous observations for other CuII-[MoIV(CN)8]4−
systems. The provided interpretation of the spectrum was utilized for the choice of
irradiation lights for photomagnetic studies.

From magnetic properties, [CuII(bapa)]2[MoIV(CN)8]·7H2O is ordinary
paramagnet, built of copper(II) centers (SCu(II) = 1/2, gCu(II) ≈ 2.0) linked by
diamagnetic octacyanidomolybdate(IV) anions, revealing very weak antiferro-
magnetic coupling at low temperature. Nonetheless, this material is a textbook
example of the multi-wavelength light-responsive photomagnet. The photomagnetic
effect in [CuII(bapa)]2[MoIV(CN)8]·7H2O can be induced by photoexcitation with
monochromatic light (405 and 532 nm), and remarkably, with polychromatic white
light (Fig. 9.4). This phenomenon is seen as more than 50% and around 43%
increase of χMT values after almost one day of illumination with mono- and
polychromatic lights, respectively, and it generated several percent increases of
saturation magnetization at 1.8 K for all of the light sources (Fig. 9.5). Additionally,
it is worth to underline that χMT (T ) curves for photoexcited metastable state show
similar shapes with maxima around 10 K and monotonous decay up to relaxation
temperature around 250K, above which the sample returns to its initial paramagnetic
state.

Complementary photomagnetic research done at 100 K with 405 nm excitation
light was also the first attempt for systematic examination of the cause of temperature
atwhich compound is irradiated on the characteristics of photomagnetic phenomenon
in the hybrid inorganic–organic compound. This successful experiment revealed
no significant difference in results of studies at 10 and 100 K suggesting that the

Fig. 9.4 a The χMT (time) plots of [CuII(bapa)]2[MoIV(CN)8]·7H2O during excitation at 10 K
with selected wavelengths and polychromatic white light. b The χMT (T ) curves before and after
excitations with different light sources, and after heating to 300 K. Reproduced from J. Mater.
Chem. C 3, 8712 (2015) with permission from The Royal Society of Chemistry
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Fig. 9.5 The M(H) plot at 1.8 K for [CuII(bapa)]2[MoIV(CN)8]·7H2O before and after excitation
with a 532 nm laser line, and after heating to 300 K. Reproduced from J. Mater. Chem. C 3, 8712
(2015) with permission from The Royal Society of Chemistry

same magnetic species have been formed and it opens the possibility of commer-
cial use of this material using liquid nitrogen cooling systems (Fig. 9.6). Finally,
[CuII(bapa)]2[MoIV(CN)8]·7H2Ohas been also tested for the photoreversibility effect
(Fig. 9.7). In the first stage, a positive photomagnetic effect was induced with the use
of green light. After it, using the sequence of light sources (647, 843, and 980 nm)
for which no photomagnetic effect was found, the magnetic signal partial reduction
was forced. This photoreversible effect has been canceled by repeated illumination
with a green light.

The mechanism of photomagnetic and photoreversible processes have been
analyzed in the context of two previously mentioned LIESST and MMCT mech-
anisms. However, the mechanism could not be clearly defined due to insufficient

Fig. 9.6 a The χMT (time) plots of [CuII(bapa)]2[MoIV(CN)8]·7H2O during excitation at 10 and
100 K with 405 nm light. b The χMT (T ) curves before and after excitations with a 405 nm light
done at T = 10 and 100 K, and after heating to 300 K. Reproduced from J. Mater. Chem. C 3, 8712
(2015) with permission from The Royal Society of Chemistry
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Fig. 9.7 The χMT (irradiation time) plots of the photoreversible process at 10 K during subsequent
irradiation with 532, 647, 843, and 980 nm laser lines. Reproduced from [46] with permission from
The Royal Society of Chemistry

experimental evidence and the high complexity of the system. It was only found out
that the mechanism was probably associated mainly with LIESST one with a minor
contribution of MMCT process.

Another instance of photomagnetic material reveling photoreversibility-
phenomenon is cyanido-bridged layered [CuII(cyclam)]2[MoIV(CN)8]·10H2O coor-
dination polymer, where cyclam = 1,4,8,11-tetraazacyclodecane [34]. The crystal
structure consists of neutral square grids with deformed 8-metallic units separated
by water molecules stabilized by hydrogen-bond interactions with cyclam ligands
and terminal cyanides (Fig. 9.8).

Fig. 9.8 Structure of [CuII(cyclam)]2[MoIV(CN)8]·10H2O single layer with cyanido-bridges.
Water molecules are omitted for clarity. Reproduced from Chem. Lett. 38, 338 (2009) with
permission from The Chemical Society of Japan (CSJ)
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Fig. 9.9 The χMT (T ) curves before (white circles), after 410 nm irradiation for 60 min (red
circles), after 658 nm irradiation for 300 min (blue circles), and after thermal treatment at 300 K
(black circles). Solid black line is to guide the eye. Inset: Wavelength of the laser light vs. the
change in magnetization. Reproduced from Chem. Lett. 38, 338 (2009) with permission from The
Chemical Society of Japan (CSJ)

This compound before photoirradiation is a paramagnetic system with isolated
copper(II) centers (SCu(II) = 1/2, gCu(II) ≈ 2.0) showing weak antiferromagnetic inter-
actions below 30 K which is similar to other CuII-[MoIV(CN)8]4− systems. Succes-
sive irradiation of the sample with 410 nm blue light at 3 K leads to the mono-
tone increase of magnetization and consecutively to appearance of the broad peak
in the χMT (T ) curve with maxima around 10 K which continuously decrease up
to relaxation temperature above 250 K. Further heating induces complete recovery
of sample to their primary paramagnetic state. But even more interestingly, if the
sample in its photoinduced metastable state is illuminated with 658 nm red light, the
χMT value diminishes partially, however no lower than the level before the photo-
magnetic experiment (Fig. 9.9). This photoreversible process was also observed in
infrared spectroscopy as a modulation structure and intensities of the CN− stretching
frequency bands upon irradiation with different lights and heating up. Photoirradia-
tion of [CuII(cyclam)]2[MoIV(CN)8]·10H2O with 410 nm blue light at 3 K led to a
decrease in the intensity of all IR bands in ν(C≡N) region, then the application of
658 nm red light increased bands intensities, and finally, the sample reset to its initial
state after 3–300–3 K heating and cooling cycle.

Finally, the results of both magnetic and spectroscopic studies were analyzed
in the term of light-induced Metal-to-Metal Charge-Transfer (MMCT) mech-
anism of photomagnetic effect in this compound (Fig. 9.10). The increase
of magnetic signal and decrease of the CN− stretching bands intensi-
ties during irradiation with blue light have been interpreted as a conse-
quence of the photoinduced electron transfer from MoIV to CuII in the
course of the following photoreaction: [CuII(cyclam)]2[MoIV(CN)8]·10H2O →
[CuII(cyclam)]2x[CuI(cyclam)]x[MoIV(CN)8]1-x[MoV(CN)8]x·10H2O, where SCu(II)
= SMo(V) =½ and SCu(I) = SMo(IV) = 0, while revers effects originate in photoinduced
back electron transfer by illumination with red light or by thermal treatment.



160 O. Stefanczyk et al.

Fig. 9.10 Probable scheme of the photoreversible effect. The diagram shows 2-DCu-Mo grid layer.
Blue and white squares indicate S = 1/2 and S = 0, respectively. Reproduced from Chem. Lett. 38,
338 (2009) with permission from The Chemical Society of Japan (CSJ)

It is also worth mentioning another experiment for
[CuII(cyclam)]2[MoIV(CN)8]·10H2O which has been focused on detection of
the 410-nm light photoswitching effect at near-room temperature using infrared
spectroscopy [61]. As a result, the change in the intensity of bands in the ν(C≡N)
region has been observed (Fig. 9.11). A thorough analysis of the data has shown
that the photogenerated metastable phase thermally relaxed to the initial state with a
half-life time of 27, 69, and 170 s at 293, 283, and 273 K in series which is shorter
than a single magnetic measurement period. Near-room temperature photoswitching

Fig. 9.11 Time dependence of the IR spectra of [CuII(cyclam)]2[MoIV(CN)8]·10H2O at 273 K
after excitation. Inset: differential IR spectra before and after light irradiation. Reproduced with
permission from AIP Advances 3, 042,133 (2013). Copyright 2013 American Chemical Society
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is an essential matter in the field of optical functional materials. This model assembly
is useful for the demonstration of high-temperature photoswitching material.

So far presented works showed photoswitching between initial paramagnetic
state and metastable photoexcited paramagnetic state. At this point, it is neces-
sary to distinguish another three-dimensional cyanido-bridged coordination polymer
CuII2[MoIV(CN)8]·8H2O demonstrating a unique photomagnetic effect [47]. The
crystal structure of this material consists of Mo-crosslinked square grids with
distorted 4-metallic units and channels field with crystallization and coordination
water molecules.

In their ground state CuII2[MoIV(CN)8]·8H2O is paramagnet with weak antiferro-
magnetic interactions at low-temperature region showing the metal-to-metal charge-
transfer band between MoIV-CN-CuII and MoV-CN-CuI around 480 nm in UV-vis
spectrum. Irradiation of the sample with 473 nm blue light at 3 K for 165 min
caused the growth of magnetization and the manifestation of a spontaneous magne-
tization with a Curie temperature (TC) of 25 K (Fig. 9.12) and magnetic hysteresis
with the coercive field of 34 Oe which disappear completely after thermal treat-
ment above 250 K and cooling to 3 K. Moreover, further photomagnetic studies for
CuII2[MoIV(CN)8]·8H2O exhibit that the phenomenon can be induced by using laser
light below 520 nm (Fig. 9.13), conversely, the light with lower energy is respon-
sible for photoreversible effect. It is worth emphasizing that successive application
of 658, 785, and 840 nm lights for photoreversibility studies resulted in complete
recovery of initial paramagnetic state without heating above relaxation temperature
(Fig. 9.12). These essential observations have also been confirmed in spectroscopic
measurements. Infrared spectroscopy for CuII2[MoIV(CN)8]·8H2O revealed that the
band at 2170 cm−1, corresponding to MoIV-CN-CuII, diminish upon excitation with
473 nm and entirely restore after heating above 250 K. In case of UV-vis absorption

Fig. 9.12 a The M(T ) plots before (black open circle), after irradiation with 473 nm light (black
closed circle), after subsequent irradiation with 658, 785 and 840 nm lights (red open circle) and
the second irradiation with 473 nm light (red closed circle). b The M(irradiation time) plots of
the photoreversible process at 3 K during subsequent irradiation with 473, 658, 785 and 840 nm
laser lines. Reprinted with permission from J. Am. Chem. Soc. 128, 270 (2006). Copyright 2006
American Chemical Society
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Fig. 9.13 Wavelength of the
laser light vs. the change in
magnetization. Reprinted
with permission from J. Am.
Chem. Soc. 128, 270 (2006).
Copyright 2006 American
Chemical Society

spectroscopy, the response towards 473 nm laser light is also noted. Before irradia-
tion, the spectrum of the compound comprises of the metal-to-ligand charge-transfer
bands of [M(CN)8]4− (250 nm), the ligand field bands of octacyanidometallate (370
and 400 nm), the metal-to-metal charge-transfer band (483 nm) and the ligand field
bands of Cu(II) (637, 719 and 855 nm). The irradiation caused the reduction of
band intensities and a new broad band to appear in the 600–900 nm region, the
opposite characteristics are observed after irradiation with 658, 785 and 840 nm
lights sequence or warming above 250 K. This indicates that the new band around
710 nm is the reverse metal-to-metal charge-transfer band from MoV-CN-CuI and
MoIV-CN-CuII species.

All of the evidence indicates that the observed photomagnetic effect is a result
of blue light-induced MMCT between ground paramagnetic state {CuIIMoIVCuII}n
and metastable state {CuIIMoVCuI}n, showing long-range magnetic ordering due to
the photoinduced formation of the extended network of ferromagnetically coupled
MoV-CN-CuII linkages (Fig. 9.14). This effect can be reversed by heating above the
temperature at which the metastable state spontaneously relaxes or by utilizing light
corresponding to the photogenerated reverse-MMCT band.

9.3.1 Influence of Photoexcitation Temperature

As already indicated, the parameters of photomagnetic effects can be ampli-
fied or weakened at the synthesis stage and by the precise selection of
the excitation light wavelengths. Moreover, preliminary investigations for
[CuII(bapa)]2[MoIV(CN)8]·7H2O set a newdirection for research,which is to broaden
knowledge about the influence of temperature at which sample is photoexcited
[46]. This work showed that there is no significant difference in the results of
photomagnetic studies after excitation at 10 and 100 K (Fig. 9.6).
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Fig. 9.14 a Possible energy
diagrams of a class II
mixed-valence compound. b
Probable scheme of the
photoreversible effect. The
yellow areas show a possible
route for the ferromagnetic
spin alignment. Reprinted
with permission from J. Am.
Chem. Soc. 128, 270 (2006).
Copyright 2006 American
Chemical Society

Advanced research in this topic has been conducted for a model trinuclear
V-shape molecule [CuII(enpnen)]2[MoIV(CN)8]·6.75H2O, enpnen = N,N’-bis(2-
aminoethyl)-1,3-propanediamine (Fig. 9.15) [44]. This system has shown that photo-
magnetic effect in CuII-[MoIV(CN)8]4− compounds should be analyzed as a combi-
nation of both competing MMCT and LIESST effects (Fig. 9.16). Furthermore, this
research also unveiled that the ratio between them is correlated with the temperature
at which photoexcitation is conducted (Fig. 9.17). At low temperatures, the major
part of the magnetic signal is associated to MMCT mechanism with a minor few
percent contribution of LIESST. The increase of the temperature leads to diminish
and to complete disappearance of MMCT contribution at 100 and 150 K, respec-
tively, without significant change of the fraction of LIESST component. Excitation
at 200 K generates only a small contribution of LIESST part.

Detailed analysis of extensive magnetic data for
[CuII(enpnen)]2[MoIV(CN)8]·6.75H2O using three models: model “0” for the
initial unperturbed ground state {CuII (S = ½)-N≡C-MoIVLS (S = 0)-[N≡C-
CuII (S = ½)]n}, model “1” for the MMCT metastable excited state {CuI (S =
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Fig. 9.15 a Structural unit of [CuII(enpnen)]2[MoIV(CN)8]·6.75H2O. b Supramolecular interac-
tions within layers. c Crystal packing. Adapted with permission from Inorg. Chem. 57, 8137 (2018).
Copyright 2018 American Chemical Society

Fig. 9.16 The χMT (T ) plots for [Cu(enpnen)]2[Mo(CN)8] ·6.75H2O before and after excitation
with 405 nm laser line performed at diverse temperatures, and after heating to 300 K. Solid lines
are fits of a model representing the three assumed possible states after irradiation. Adapted with
permission from Inorg. Chem. 57, 8137 (2018). Copyright 2018 American Chemical Society

0)-N≡C-MoV (S = ½)-[N≡C-CuII (S = ½)]n}, and model “2” for the LIESST
metastable excited state {CuII (S = ½)-N≡C-MoIVHS (S = 1)-[N≡C-CuII (S
= ½)]n} has been performed (Fig. 9.17). Models “1” and “2” were described

by following Hamiltonians: Ĥ1 = −J1 ŜMo · ŜCu + gμB

(
ŜCu + ŜMo

)
· ⇀

H and
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Fig. 9.17 Schematic of the
ground state—model “0”, the
MMCT excited state—model
“1” and the LIESST
state—model “2”, and
fractions of the model “0”
(GS), model “1” (MMCT)
and model “2” (LIESST)
states for the irradiation of
[CuII(enpnen)]2[MoIV(CN)8]·6.75H2O
at different temperatures.
Adapted with permission
from Inorg. Chem. 57, 8137
(2018). Copyright 2018
American Chemical Society

Ĥ2 = −J2 ŜMo ·
(
ŜCu1 + ŜCu2

)
+ gμB

(
ŜCu1 + ŜCu2 + ŜMo

)
· ⇀

H , respectively,

where J1MMCT and J2LIESST denote superexchange coupling constants between
the MoV (S = ½) and residual CuII (S = ½) centers, and the MoIVHS (S = 1)
and CuII (S = ½) centers, respectively, and a single average Landé factor g. As a
result of fits, χMT (T ) and M(H) curves after excitations at different temperature
have been reproduced with the general good compatibility between the observed
and calculated values, and J1MMCT and J2LIESST values of 11 cm−1 and 109 cm−1,
respectively, and g = 2.13(2) were determined. Furthermore, these fits revealed that
the lifetime of photoinduced MMCT metastable state at low temperature and the
relaxation energy barrier (�1 ≈ 100 K) are sufficient to treat it as a stable state
for long period, however, at higher temperatures (around 100 K) it spontaneously
returns to the ground state within the experiment time span. The identical relaxation
effect but at the higher temperature (around 200 K) is remarked for LIESST
metastable state due to higher energy barrier (�2 ≈ 4400 K) and larger value of the
high-temperature limit of the lifetime. The estimated threshold temperature of the
decay of the metastable state process is 243(7) K which is in agreement with the
experimentally evaluated relaxation temperature of 255K. Finally, these calculations
also provided reliable information about the fractions of each model achieved in
each experimental conditions. Concluding, this work broaden knowledge about
the potential mechanism of photomagnetic effect in CuII-[MoIV(CN)8]4− systems
and it stressed the impact of experimental conditions (temperature) on the result of
photomagnetic studies which was barely investigated.



166 O. Stefanczyk et al.

This chapter gathers the most vivid examples of experimental factors impacting
on photomagnetic effect in CuII-[MIV(CN)8]4− complexes. Here, we show that the
exchange of octacyanidomolybdate with octacyanidotungstate can modify the inten-
sity of photomagnetic signals and relaxation temperatures. Furthermore, the influ-
ence of irradiationwavelength and photoexcitation temperature has been also studied,
resulting in the observation that different photomagnetic responses and phenomena
mechanisms can be controlled at the level of experiment design. These findings will
allow researchers to consider novel factors allowing for more sophisticated control
of photomagnetic characteristics.
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Chapter 10
Element-Specific Spin States
in Heusler-Alloy Compounds Probed
by X-Ray Magnetic Spectroscopy

Jun Okabayashi, Kazuya Z. Suzuki, and Shigemi Mizukami

Abstract Recent progress of x-ray magnetic circular dichroism (XMCD) studies
for Heusler alloy compounds which are expected as high spin-polarized materials is
summarized. For some Heusler alloys forming X2YZ compositions, where X and Y
are transition-metal (TM) elements and Z is non-TM element, the element-specific
magnetic properties by XMCD are investigated to understand the electronic struc-
tures. At first, a principle of XMCD spectroscopy is introduced. Second, the research
interests in Heusler alloys are explained. Then, the results of XMCD for equatorial
XX’YZ composited Heusler-type spin-gapless semiconductor CoMnFeSi and CoFe-
CrAl are discussed considering the atomic ordering. Further, the case both X and Y
are Mn and Z is Ga, Mn3Ga, is also discussed with the interfacial thermal diffusion
probed by XMCD.

10.1 Introduction

Since the discovery of magneto-optical techniques using synchrotron radiation,
the electronic and magnetic states in solids are widely investigated for functional
magnetic materials. Several techniques have been developed for spectroscopy,
diffraction, scattering, and microscopy including space and time resolutions. Among
them, the most distinctive features for magnetic investigations using synchrotron
radiation are the element-specific studies for magnetic materials, which unveil the
intrinsic electronic and magnetic properties in the materials. The magneto-optical
Kerr effect (MOKE) is well known referred to as ‘Faraday effect’ which originates
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from the difference in absorption coefficients between right- and left-circularly polar-
ized lights, leading tomagnetic circular dichroism (MCD) [1]. For the incident beam,
the ultra-violet region has been utilized with optical polarizer. Since the initial and
final states are not decomposed in the visible regions, magnetic excitations from
localized core levels can be a direct probe detecting the occupied and unoccupied
states in electronic and magnetic states. By using synchrotron radiation beams, in
particular, circularly polarized beams in the soft- and hard-x-ray regions, magneto-
optical techniques withMCDusing circularly polarized x-rays have been extensively
developed, referred as x-rayMCD (XMCD) techniques [2]. Therefore, the difference
in x-ray absorption spectroscopy (XAS) between different polarized beams is defined
as XMCD.

In the x-ray absorption measurements, there are several detection types as trans-
mission, electron yield, and fluorescent yield mode. During the absorption processes,
transmission geometry is the most straightforward method for detecting the absorp-
tion signals. However, since most of interesting materials are bulk or thin films on
the substrate or interfacial hetero-structures, transmissionmode cannot be applicable
without fabricating some devices. Collecting total electrons emitted from the samples
through the excitation by incident beams yields to the absorption processes, which
is most utilized for XMCD as a conventional technique. However, the electron yield
mode also has a disadvantage as a surface sensitive measurement beneath 5 nm from
the surfaces. Electron yield γ is expressed as (10.1) by using absorption coefficient
μ [m−1] and depth L;

γ ∝ 1 − e−μL ≈ μL (1/μ � L). (10.1)

Because of the mean free path 1/μ of incident x-rays of approximately 100 nm,
the probing depth is estimated as L � 5 nm. In this condition, the electron yield is
approximately proportional to absorption coefficient. On the other hand, the fluores-
cence mode is also applicable for XAS. Conventional fluorescent detector of silicon
drift detector is available recently. Although it has a great advantage as bulk-sensitive,
the self-absorption processes also occur, which cannot be distinguished from intrinsic
signals and is necessary to correct the intensities.

After Schütz et al. experimentally observed the XMCD of the Fe K-edge in 1987
[3], Chen et al. succeeded in the measurements of XMCD of Ni L edges in soft
X-rays [4]. Selection rules for optical absorption permit a transition in case of the
difference of angular quantum numbers l as �l = ±1, which corresponds to an
excitation from p to d states in transition-metal (TM) compounds. For 3d TMs, the
L-edge absorption energies are located at the soft-X-ray regions. Magneto-optical
sum rules, proposed by Carra and Thole in 1992, enabled quantitative estimations
of spin and orbital magnetic moments [5, 6] and widely utilized for the analysis
of XMCD. In 1995, Chen et al. proposed conventional methods for the estimations
of spin and orbital magnetic moments from sum rules using Fe and Co films in
transmission set up [7]. XMCD and its spectral analysis using sum rules became one
of the standard techniques to deduce element-specificmagnetic properties.During the
recent decade, XMCD techniques have been continuously extended and combined
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with other techniques, which led to the development of XMCD microscopy [8] and
time-resolved measurements [9] and external-field induced XMCD [10].

[Magneto-optical sum rules]

AsXMCDanalysismethods,magneto-optical sum rules for spin and orbitalmagnetic
moments were established. Here, the principles of XMCD and their sum rules are
discussed.

First, the dipole transition by circular polarized beams is considered. For the
beams propagating along z-direction, circular polarized electric fields are defined as
E = Ex (100) ± i Ey(010) for right and left hand side, respectively. Then, dipole
moments are written as er · E = e(xEx ± iyEy). Second, in hydrogen atom model
as a most simple case, the wave functions are represented using quantum number
sets (n, l, m) as �nlm = ( 1√

2
)Rnl(r)Ylm(θ)eimφ by using polar coordinates [11]. In

the case of dipole transition from ground states sets to other sets, the finite transition
matrix elements are limited only in following four cases [12, 13];

(x + iy)n
′,l+1,m+1

n,l,m =
√

(l + m + 2)(l + m + 1)

(2l + 3)(2l + 1)
Rn′,l+1
n,l (10.2)

(x − iy)n
′,l+1,m−1

n,l,m = −
√

(l − m + 2)(l − m + 1)

(2l + 3)(2l + 1)
Rn′,l+1
n,l (10.3)

(x + iy)n
′,l−1,m+1

n,l,m = −
√

(l − m)(l − m − 1)

(2l + 1)(2l − 1)
Rn′,l−1
n,l (10.4)

(x − iy)n
′,l−1,m−1

n,l,m =
√

(l + m)(l + m − 1)

(2l + 1)(2l − 1)
Rn′,l−1
n,l . (10.5)

Here, the radial function is defined as

Rn′,l ′
n,l =

∫
Rn′l ′(r)Rnl(r)r

3dr.

Since the XMCD signals are produced as the difference between circular polarized
transitions, the values of D = (2)2 − (3)2 and (4)2 − (5)2, corresponding to circular
dichroism, are necessary for XMCD intensities because the square of transition
matrix elements is proportional to transition probability. The former case increases
l and when m is a positive value, the XMCD signal appear as positive intensity. On
the other hand, the latter case, the transition with decreasing l occurs and the relation
between m and XMCD signal is opposite. By using the total angular momentum
representation j, the former and latter cases are written as j = l ± s. Here, since the
m is not controlled in the spin exchange splitting even in the ferromagnetic materials,
the m is modified through the spin–orbit coupling which is the origin for arising the
finite XMCD signals.
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For 3d TM compounds, the transitions from spin–orbit split 2p3/2 and 2p1/2 to
3d states are considered. In these cases, the values of D are calculated using above
relations for both edges, respectively,

D = ± 2m

2l + 1

(
Rn′,l+1
n,l

)2
. (10.6)

In this notation, the dipole transition depends on m.
Third, the 2p-3d transition through the non-polarized beam is considered. In this

case, m should not be included in the transitions by non-polarized beam. The dipole
transition matrix elements by non-polarized excitation becomes a finite value only
in following conditions,

zn
′,l+1,m

n,l,m =
√

(l + 1)2 − m2

(2l + 3)(2l + 1)
Rn′,l+1
n,l (10.7)

zn
′,l−1,m

n,l,m =
√

l2 − m2

(2l + 3)(2l + 1)
Rn′,l−1
n,l . (10.8)

In the case of 2p3d transition with increasing l, the transition probability can be

described as an absorption intensity I = ((2)2+(3)2)
2 + (7)2;

I = l + 1

2l + 1

(
Rn′,l−1
n,l

)2
nh,

Here, nh is the hole number in 3d states. Using (10.6),

D

I
= 2m(l + 1)

nh
.

Since the average value of m is defined as an orbital angular momentum 〈Lz〉, the
following notation is deduced,

〈Lz〉 = nhD

2I (l + 1)
.

Finally, in general case of dipole transition, the sum rule for orbital angular
momentum is represented as follows,

∫
(μ+ − μ−)dω∫

(μ+ + μ− + μ0)dω
= l ′

(
l ′ + 1

) − l(l + 1) + 2

2l ′(l ′ + 1)

( 〈Lz〉
nh

)
. (10.9)
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Here, l’ is initial occupied core level, l is unoccupied final states. Left-side term
corresponds to D/I. In the special case of l ′ = l + 1, conventional orbital sum rule is
deduced.

Next, the spin sum rule is discussed. The values of Dj± are defined as spin–orbit
split states. Due to the existence of magnetic dipole term 〈Tz〉, the spin sum rule
becomes a complicated formulation not only for spin angular momentum 〈S〉 but
also including 〈Tz〉. A general formula is established as follows,

Dj+ − {
l+1
l

}
Dj−

2l
= l ′

(
l ′ + 1

) − l(l + 1) − 2

3l

(
Sz
nh

)

+ l ′
(
l ′ + 1

){
l ′
(
l ′ + 1

) + 2l(l + 1) + 4
} − 3(l − 1)2(l + 2)2

6l ′l(l ′ + 1)

(
Tz
nh

)
. (10.10)

Here, Dj± represent the excitation of spin–orbit coupled core levels. In the case of
2p3d transition, the notation is simply written as

D3/2 − 2D1/2

2
= 2

3nh
(〈S〉 + 7〈Tz〉). (10.11)

The 〈Tz〉 term appears corresponding to the low symmetry circumstance around
TM ions. Usually, this term might be ignored but it appears at the interface and
strained cases. In the cases of cubic-symmetry Heusler alloy compounds, this term
might be negligible for the estimation of spin magnetic moments.

By summarizing the TM L-edge absorptions by circular polarized beams, tran-
sition probabilities are schematically shown in Fig. 10.1. Depending on circular
polarization q = ±1, XMCD intensities arise at L3 and L2 edges.

Fig. 10.1 Schematic
illustration of XMCD. The
spin-up and -down band
structures are drawn with
exchange splitting.
Transition-metal L-edge
excitation by different
circular polarization q = ±
1 from 2p to 3d states.
Corresponding XMCD line
shape is also displayed in
L-edge [13].
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10.2 Heusler Alloy Compounds

In the research fields of spintronics which are utilized in applications such as
magneto-resistive randomaccessmemory (MRAM), an efficient spin current transfer
without energy loss is an urgent issue in the material designs. For this motivation,
there are many researches focusing on the material development of high spin polar-
ization. As one of the final goals, 100% fully spin-polarized case is necessary. In
the electronic band structure, while only up spin states contribute to the conduction
electron, the other has an energy gap, which is defined as a “half metal” material.
Therefore, it is required possessing the properties of half-metallicity, room tempera-
ture ferromagnetism, and good lattice matching to form abrupt interfaces with major
substrates and insulating energy barrier materials, which is applicable for MRAM
technologies.

Considering these demands, Heusler alloys and their related family materials are
categorized in the best materials. Heusler alloys are ternary alloys originally discov-
ered by Heusler [14]. He demonstrated the ferromagnetic property including non-
magnetic atoms in Cu2MnSn. The original composition is defined as X2YZ, where
X and Y are transition-metal elements, and Z consists of a semiconductor or non-
magnetic atom. The unit cell of the ideal crystalline structure (L21 phase) consists of
four face-centered cubic sublattices (space-group Fm-3m, No. 225). Stacked struc-
tures of L21 phase consist ofX layer and by YZ layer in face-centered cubic structures
as shown in Fig. 10.2. When the Y and Z atoms exchange their sites (Y–Z disorder)
and eventually occupy their sites at random, the alloy transforms into the B2 phase.
By increasing the disorder, the magnetic properties depart further from the half-
metallicity. In order to achieve giant magnetoresistance (GMR) of higher than 100%
and tunnel magnetoresistance (TMR) ratio of higher than 1000% at room tempera-
ture (RT), a great deal of effort has accordingly been devoted using a Heusler alloy
[15–20].

As a typical Co-based Heusler alloy using Si as a nonmagnetic semiconductor
element, Co2MnSi and partially substituted Co2(Fe,Mn)Si are thoroughly investi-
gated. Half metallicity of these materials are studied by the point contact Andreev

Fig. 10.2 Crystalline structures of a L21-type Heusler alloy X2YZ and b XX’YZ equatorial ordered
alloy (Y-structure)
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refection technique, analysis of TMR ratio using Julliere’s model and guaran-
teed from the first-principles calculations [21, 22]. A critical subject to over-
come is the large temperature dependence of spin polarization. In the case of
Co2MnSi/MgO/Co2MnSi magnetic tunnel junction, TMR is 2010% at 4.2 K, but
it decreases to only 335% at 290 K [23]. It is believed as not only the interfacial
atomic diffusion with MgO the insulator but also the interfacial spin fluctuation
[24, 25]. Therefore, element-specific investigations near the interface regions using
XMCD are strongly desired.

In order to understand the band structure of Heusler alloys, the spin-dependent
densities of states (DOS) are investigated by the first-principles calculations, which
is strongly related to the discussion deduced from XMCD and photoemission spec-
troscopy. There are many reports discussing the DOS of Co-based Heusler alloys and
exhibiting half metallicity. The electronic structures of Heusler alloy are understood
based on the molecular orbital picture. The hybridization between Y and Z sites split
the boding and anti-bonding states. Further, hybridized states are recoupled with
X layer. After filling of electron numbers, the Fermi level (EF) is determined and
mainly X sites are located in the EF with half metal states qualitatively. This scenario
is described in Fig. 10.3. In particular, the recent report of the band structure calcu-
lation by Nawa and Miura suggests the importance of intra-Coulomb interaction in
Heusler alloyCo2MnSi, especially inMn site [26]. They drew the band diagrambased
on the molecular-orbital picture considering ternary elements which is developed by
I. Galanakis [27]. TheEF is located in the Co 3d states andCoulomb interaction in the
Mn site shift the level to maintain the half metallicity. Further, total valence electron
number Z in X2YZ obeys a Slater-Pauling curve with the relation of magnetization

Fig. 10.3 Schematic diagram of Co2MnSi based on molecular orbital picture. Left side is Co
3d states hybridized within the layer in Oh symmetry. Right side is the hybridization between Mn
3d and Si 3p valence states in Td symmetry within the layer. Total electronic structure is also shown
with the Fermi level [26]
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M; M = Z − 24, which is established as a guideline designing the Heusler alloy
compounds [27].

[Related Heusler alloy compounds]

Other Heusler alloy family is also introduced. Half-Heusler alloy compounds are
defined as XYZ, where one of the X site forms a vacancy site. NiMnSb alloy was
discovered in 1983 [28]. In the full-Heusler type compositions, the substitution of Y
site is also effective to enhance the TMR ratio through the tuning of the DOS at EF.
Other candidate is the quaternary alloys; XX’YZ with different X and X’ elements
(space-group F-43m, No. 216) because of tailoring of the DOS in the vicinity of
EF. The crystal structure is defined as a LiMgPdSn prototype or Y structure. It
can be conceived by the combination of two ternary Heusler alloys, such as X2YZ
and X’2YZ. In some cases, the specific band structure is modulated as spin-gapless
semiconductor (SGS), where bothmajority andminority bands have an energy gap at
EF. The DOS of SGS is originally derived from strict condition from that of Heusler
alloys. Due to their unique band structures, SGSs have been predicted to possess
interesting properties, such as (i) spin-polarized current resulting from the electrons
as well as holes; (ii) high spin polarization; and (iii) tunable spin polarization by
voltage varying the Fermi level.

One of the advantages of SGS corresponds to the development of ferromagnetic
semiconductor research field. Most famous material (Ga,Mn)As, in which Mn ions
are doped into GaAs, exhibits ferromagnetism. Required items are RT ferromag-
netic ordering, compatible with semiconductor technology, and carrier controlling by
external fields. Therewere extensive efforts for clarifying the band structures of ferro-
magnetic semiconductors. As shown in Fig. 10.4, the hybridized states between Mn
3d and As 4p orbitals with opposite sign of exchange coupling between them corre-
spond to the EF which is revealed by angle-resolved photoemission spectroscopy
[29, 30]. On the other hand, the SGSs are the ultimate cases overcoming the issues

Fig. 10.4 Schematic illustrations of spin-dependent density of states of a half-metal, b spin gapless
semiconductor, and c TM-doped ferromagnetic semiconductor (Ga,Mn)As. Schematic molecular
orbital hybridization between TM 3d impurity states and host semiconductor 4p states is also
illustrated
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in doped ferromagnetic semiconductors because the SGSs satisfy the RT ferromag-
netism and compatible with semiconductor substrate because they are composed by
semiconductor Z element in the composition.

When the X and Y areMn and Z is Ga cases, Heusler-type compounds areMn3Ga
[31]. This material and related different composition Mn3-δGa is well known as
hard magnets which exhibit large perpendicular magnetic anisotropy (PMA). Highly
ordered alloy MnGa consists of alternative Mn layer and Ga layer stacked structure,
which is categorized as L10 type. With increasing Mn concentration, Ga site is
substituted by Mn atoms with opposite spin direction as D022 type. This material is
discussed in the Sect. 10.3.3 and 10.3.4.

Another aspect in topological phenomena using Heusler alloys is also interested
in solid state physics as Weyl semimetals. The characteristic band structure is recog-
nized as an appearance of Weyl points, resulting in anomalous Hall conductivity in
Heusler alloy Co2MnAl [32]. The Hall conductivity is explained as Berry curvature,
which might open up new research field using Heusler alloys. Further, large thermo-
electric phenomena are also demonstrated through the topological nature in Heusler
alloys [33, 34].

[Aim of this study]

We investigate the element-specific magnetic and electronic structures of Heusler
alloy compounds using the XMCD of 3d TM based Heusler alloy compounds using
the L-edge photoexcitation from 2p to 3d states.

10.3 Results and Discussion

The element-specific magnetic and electronic structures in Heusler alloy based
materials of SGS candidates are discussed for CoFeMnSi (Sect. 10.3.1), CoFe-
CrAl (Sect. 10.3.2). Further, in the case of both X and Y are Mn and Z is Ga,
Mn3Ga and related Mn3-δGa are focused on the materials possessing perpendicular
magnetic anisotropy (PMA) in Sect. 10.3.3. In Sect. 10.3.4, interfacial chemical
reaction between Mn1.5Ga and TMs probed by XMCD is discussed.
[Experimental conditions for XMCD]

All experiments of XAS and XMCD system were performed using soft x-rays in
the range of 50–1200 eV constructed at the BL-7A, Photon Factory, High-Energy
Accelerator Research Organization (KEK) in Tsukuba, Japan [35]. For XMCD, a ±
1.2-T electromagnet has been installed at the end station. As the beam comes from
the bending magnets, circularly polarized lights for XMCD are obtained using the
edges from the beam center, which is adjusted by a mirror in the beam-line. The
beam and magnetic-field directions are fixed to be parallel, and the sample surface
normal direction is rotated for the angular-dependent XMCD. Total-electron-yield
(TEY) modes are utilized for XMCD measurements.
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10.3.1 Candidate for Spin-Gapless Semiconductor
CoFeMnSi1

Dai et al. first predicted that CoFeMnSi (abbreviated as CFMS hereafter) is a half-
metallic equiatomic quaternary Heusler alloys (EQHAs) from ab initio calculations
and investigated the polycrystalline bulk sample [36]. The proposed Wyckoff coor-
dinate is Co, Fe, Mn, and Si occupying the sites corresponding to X, X’, Y, and Z,
respectively.Dependingon theoccupationof various lattice sites, three different types
of Y-structure are possible for CFMS, i.e., types I–III [36]. The remarkable differ-
ence of CFMS is a net magnetic moment of 4 μB/ f.u. (where f.u. represents formula
unit) smaller than those for Co2MnSi (5 μB/ f.u.; type-I) and Co2FeSi (6 μB/ f.u.;
type-II) and a presence of a pseudo energy band gap in the majority spin channel
at the Fermi level [36, 37]. Type-III is defined as the Co site is also swapped with
Fe–Mn layer. Xue et al. [38] theoretically predicted that CFMS is the spin-gapless
semiconductor, although the existence of the majority spin band gap for CFMS is
still under discussion from the theoretical points of view [39, 40].

Relatively high spin-polarization P of 64% was reported using the point contact
Andreev reflection spectroscopy and nonmetallic conduction suggesting a spin-
gapless semiconductor in the bulk polycrystalline CFMS samples [37], which is
expected to be favorable for device applications, such as magnetic tunnel junctions.
Here, the structural and magnetic properties for CFMS films grown on Cr-buffered
MgO substrates are focused. This is because the use of a Cr buffer is a standard
technique to obtain high-quality films with atomically flat surfaces, even though the
transport properties for CFMS itself cannot be measured due to the presence of a
low-resistive Cr buffer.

The sample of (001) MgO substrate/Cr(40)/CFMS(30)/Mg(0.4)/MgO(2) was
prepared in the thickness of nm scales. The MgO(001) substrate was flushed ther-
mally at 700 °C prior to the deposition process. All of the layers were deposited at
RT. The Cr layer was in situ annealed at 700 °C for 1 h before the CFMS deposition
in order to obtain an atomically flat Cr surface with (001) orientation. The XMCD
measurements were carried out in a grazing incidence setup to the sample surface
normal in order to detect the in-plane spin and orbital magnetic moments. All the
measurements were performed at RT.

Figures 10.5 shows the XAS and XMCD of Mn, Fe, and Co L2,3 edges, respec-
tively. XAS are normalized by the photon fluxes. Clear metallic peaks are observed,
which confirms that there is no mixing of oxygen atoms in the thin CFMS layer.
Shoulder structures appear in the higher photon energy region of Co L3 XAS peaks.
These structures correspond to the Heusler alloys due to the Co–Co bonding states
within themolecular orbital calculations [27]. The spin andorbitalmagneticmoments
are estimated by applying the magneto-optical sum rules, and their values are esti-
mated using the values using the sum rules, we assumed 3d hole numbers of 4.3,
3.4, and 2.5 for Mn, Fe, and Co, respectively, as the standard values [7]. For Mn, a

1 This section is partly reproduced from L. Bainsla, R. Yilgin, J. Okabayashi, A. Ono, K.Z. Suzuki,
and S. Mizukami, Physical Review B 96, 094,404 (2017), with the permission of APS Publishing.
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Fig. 10.5 XAS and XMCD spectra of CFMS for Mn, Fe, and Co L-edges. Red and blue curves
correspond to photon helicities [45]

correction factor of 1.5 is applied as used previously for other Heusler alloys [41]
and described in [42, 43]. The magnetic-field dependence at each transition-metal L3
edge was also measured, then confirmed that the magnetic fields of± 1 T are enough
to saturate the magnetization. Therefore, the spin and orbital moments are detected
essentially for this alloy. The total magnetic moments evaluated by magnetization
measurements are comparable with the XMCD values. The spin magnetic moments
for Co, Fe, and Mn sites were 0.82, 0.77, and 2.01 μB, respectively, which is very
close to the values reported for the bulk CFMS [41]. The obtained magnetic moment
values for Fe and Co atoms in CFMS are three times smaller than those in reported
bulk values. The total magnetization value obtained from XMCD is higher than the
macroscopic magnetization value, which may be due to the estimation error in the
Mn moment using the correction factor.

Next, we discuss the atomic disorder and its influence on the electronic structures.
Dai et al. calculated the element-specific magnetic moments for the Y structure for
CFMS as type-I ordering and for CMFS as type-II ordering [36]. In their calculations,
Co had a similar magnetic moment, whereas Mn (Fe) had large magnetic moments
for type-I (II) ordering, and the net values for both types were similar. Klaer et al.
explained their magnetic moment value for the bulk sample by considering the Mn-
Fe disorder, which was modeled by the weighted average of the magnetic moment
values for type-I and type-II orderings [41]. The results obtained in this work can be
explained similar to the bulk case, although we could not confirm whether our films
form the Y-type order or not from XMCD and x-ray diffraction crystalline structure
analysis. Themoment value forMn is slightly lower (∼10%),whereas the Femoment
is about 20% higher as compared to the bulk. Thus, a slightly higherMn-Fe swapping
(mixing of type-I and type-II with partially L21 and fully B2 orders) is expected in
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the films. Considering the calculations by Klaer et al. [41], the dominant phase is
type I (about 80− 90%) with partial L21 and full B2 orders. According to theoretical
calculations by Dai et al. [36] CFMS with type-I ordering has a pseudo gap at the
Fermi level in the majority spin band and a large energy gap in the minority spin
band, whereas this is not the case for type-II ordering. CFMS with type-II ordering
may be the half-metallic with a smaller energy band gap in the minority spin band.
This implies that the half-metallicity still remains in the presence ofMn-Fe swapping
in CFMS even though Mn-Fe swapping increases the density of state at the Fermi
level for the majority spin band. Feng et al. also studied the effect of various types
of disorders on the electronic and magnetic properties of CFMS using the first-
principles calculations, and they concluded that the half-metallicity of CFMS was
broken by the appearance of Co antisites [44] and changed to type-III. In our films,
the Co antisite may be negligible since the Co magnetic moment is similar to the Y
structure. Therefore, the half-metallicity is expected in our films [45].

10.3.2 Candidate for Spin-Gapless Semiconductor
CoFeCrAl2

Equiatomic quaternary Heusler alloy (EQHA) CoFeCrAl is discussed, which is a
typical candidate for SGSs with a chemical formula of XX’YZ, where X, X’, and Y
denote transition metal elements and Z represents a main group element. The crystal
structure of EQHAs is a cubic LiMgPdSn or Y-type structure. Here, X is Co cite,
X’ and Y are positioned by Fe or Cr, and Z is Al cite. Basically, the Y-structure
means the swap of the sites of Co and Fe within the layer and the swap between Cr
and Al within the other layer. Other cases are swapping between Fe and Cr through
the interlayers. Further randomness is full swapping cases. To realize SGSs, it is
of vital importance to characterize the chemical orderings of EQHAs and under-
stand their effect on both the gapless state and half-metallic gap. Xu et al. were the
first to theoretically suggest that several EQHAs, including CoFeCrAl [38]. Subse-
quently, Ozdogan et al. theoretically studied the electronic structure of 60 EQHAs
and confirmed that CoFeCrAl becomes an SGS [39]. Many experimental and theo-
retical studies on CoFeCrAl have since been reported [46–50]. CoFeCrAl epitaxial
thin films grown on MgO substrates using a sputtering deposition technique were
prepared [47, 48], which exhibit the L21 chemical order, and measured matgnetic
moment of 2.0μB/ f.u., Tc= 390K, a semimetal-like carrier number density of 1.2×
1018 cm−3, and P = 68% [47]. Considering previous studies, the element-specific
characteristics for CFCA is strongly demanded.

All samples were deposited on MgO(100) single-crystal substrates
using a magnetron sputtering technique. The MTJ staking structure was

2 This section is partly reproduced from T. Tsuchiya, T. Roy, K. Elphick, J. Okabayashi, L. Bainsla,
T. Ichinose, K.Z. Suzuki, M. Tsujikawa, M. Shirai, A. Hirohata, and S. Mizukami, Physical Review
Materials 3, 084,403 (2019), with the permission of APS Publishing.
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substrate/Cr(40)/CoFeCrAl(30)/Mg(0.4)/MgO(2)/CoFe(5)/ IrMn(10)/Ta(3)/Ru(5)
(thickness is in nanometers). Before the deposition the surfaces of the substrates
were cleaned by flushing at 700 °C in the chamber. All layers were deposited at
RT. The Cr buffer layer was annealed in situ at 700 °C for 1 h to obtain a flat
surface with (001) orientation. The CoFeCrAl layer was deposited on the substrate
using an alloy target, with the film composition of Co25.5Fe23.1Cr28.1Al23.3 (at.%)
determined using an inductively coupled plasma mass spectrometer. The samples of
substrate/Cr(40)/CoFeCrAl(30)/Mg(0.4)/MgO(2) were prepared. An insight into
the electronic state near the interface of MgO and CoFeCrAl via the XMCD results
with the aid of ab initio calculations that take account of possible chemical disorders
is obtained.

Figures 10.6 shows the XAS and XMCD spectra, respectively, of Cr, Fe, and Co
L2,3-edges with different photon helicity for the sample annealed at 700 °C. Clear
metallic peaks can be observed, confirming that there is no mixing of oxygen atoms.
Shoulder structures appear in the higher-photon-energy region of the Co L2,3-edge
XAS peaks. These originate from the Co–Co bonding states in Heusler alloy struc-
tures with high degree of chemical order. No finite XMCD signals can be observed at
the Cr L-edges. The spin and orbital magnetic moments were estimated by applying
the magneto-optical sum rules. The magnetic moments given by summing both spin
and orbital components of each element are estimated to be 1.14 and 0.52 μB/atom
for Fe and Co, respectively. The total magnetic moment m is 1.66 μB/atom, which

Fig. 10.6 XAS and XMCD
spectra of CFCA for Cr, Fe,
and Co L-edges. Red and
blue curves correspond to
photon helicities. Magnetic
field dependence at Fe and
Co L3-edges is also shown
[52]
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Fig. 10.7 DOS of CFCA
calculated from
first-principles calculation.
a Full ordered Y structure,
b swapped case between Co
and Fe within the layer,
c swapped case between Cr
and Al within the layer,
d swapped case Co and Fe as
well as Cr and Al, e swapped
case between Fe and Cr
through interlayer, and
f fully disordered case of Co
and Cr [52]

is similar to the magnetization value of ∼1.9 μB/atom and the theoretical value of
2.0 μB/atom for Y-ordered CoFeCrAl. Interestingly, the XMCD results confirmed
that the net magnetic moment of Co seems to be ferromagnetically coupled to that of
Fe for the samples in this study. This is dissimilar to the antiferromagnetic arrange-
ment between them that has previously been predicted for the Y-ordered case [49].
This finding is confirmed by the element-specific magnetic hysteresis for Fe and Co
L-edges.

The theoretical data for the spin-resolvedDOS profiles for CoFeCrAlwith various
chemical orderings are shown in Fig. 10.7. The lattice parameter of CoFeCrAl was
fixed to 0.575 nm in these calculations. The six cases of the chemical ordering and/or
disordering considered here are as follows: (i) the full ordering [Y-structure], (ii) the
full random swapping of Co and Fe [L21 structure], (iii) the full random swapping
of Cr and Al [L21], (iv) the full random swapping of Co and Fe as well as that of
Cr and Al [B2], (v) the full random swapping of Fe and Cr [XA] and (vi) the full
random swapping of Co and Cr [XA]. In cases (i)–(v), the total magnetic moment
m is very close to 2.00 μB/f.u, which is consistent with the predictions given by the
Slater-Pauling-like rule observed in Heusler alloys with half metallic gaps. The half-
metallic gap structures in the minority spin states survive in cases (i)–(v), as seen
in Fig. 10.7. However, in some cases, finite DOS appear at around the Fermi level
in the gap by the disorders, meaning that the material is no longer a half-metal in a
strict sense. In the case of (vi), the total magnetic moment is 3.062 μB/f.u., which is
not consistent with the predictions given by the Slater-Pauling-like rule observed in
Heusler alloys because the finite DOS appear at around the Fermi level in the gap. In
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case (i) (the ordered Y structure), the magnetic moment associated with the Fe atom,
− 0.703 μB/atom, is antiparallel to that of the Co and Cr atoms (1.066 μB/atom and
1.71 μB/atom, respectively). Hence, there is an overall ferrimagnetic ground state,
which is in good agreement with the literature [49]. In case (ii) (Cr-Al disorder), the
Fe atom, − 0.227 μB/atom, is antiferromagnetically coupled to both the Co and Cr
atoms (0.889 μB/atom and 1.393 μB/atom, respectively). Additionally, we observe
a similar kind of magnetic configuration in case (iii) (Co-Fe disorder), i.e., the Fe
atom has a magnetic moment alignment opposite to that of the Cr and Co atoms,
and in case (iv), both of the above disorders (Co-Fe and Cr-Al) are simultaneously
present in the system. Thus, none of these cases reproduced the parallel arrange-
ment of the magnetic moment of Fe and Co observed in XMCD. In contrast, case
(v) (disorder between Fe–Cr) qualitatively reproduced the abovementioned XMCD
results. The respective net moments of Fe and Co are 1.488 and 0.814 μB/atom,
respectively, and have a parallel configuration, whereas Cr exhibits negligible net
moment. The magnetic moments of Fe and Cr atoms at sites X (Y ) and Y (X) are
0.268 (2.708) μB/atom and 1.318 (−1.682) μB/atom, respectively. That is, Cr has
two opposite magnetic moments at different sites that tend to cancel each other out.
Here, the separation between the Cr at site X and the Cr at site Y is around 0.249 nm,
which is very much comparable to the separation of 0.248 nm in its bulk configura-
tion. This may be why the antiferromagnetic coupling between two nonequivalent
Cr atoms as that of its bulk configuration. In case (vi) (disorder between Co-Cr),
the calculated magnetic moments also qualitatively reproduced the abovementioned
XMCD results, which means Co and Fe have a parallel configuration and Cr exhibits
negligible net moment. However, the magnetic moments are much larger than that
for the other cases, which are quantitatively inconsistent with the magnetization
measurements and XMCD results.

From the viewpoint of the formation energy, the Y-order state is the most stable
and the Fe–Cr disorder state is unstable. Note that all these calculations result in a
ground state for the bulk, whereas the experiments were conducted on films at RT.
Thus, the origin of the formation of the energetically unfavorable Fe–Cr disorder can
be explained as follows. Our CoFeCrAl films were deposited on the Cr buffer at RT
and the in-situ annealingwas done to promote the chemical ordering. This fabrication
technique is one of the conventional ways to obtain the ordered alloy films with the
atomically flat surface [50]. Note that this process is rather different from that in
case of the well-ordered CoFeCrAl films, which was obtained at the high deposition
temperature [47]. Generally, sputter deposited films at RT tend to have the disordered
structure which is far from the thermal equilibrium state, similar to a rapid-cooling
state. Thus, various disordered states, which are energetically higher than Y state,
can be easily obtained. The in situ post annealing promotes the chemical ordering,
so that the films have the Fe–Cr disordered state rather than Co-Cr disordered states.
While, the temperature may not be enough to obtain L21 or Y state. Therefore, the
higher temperature annealing may be one of the effective ways to obtain the ordered
phase, which also requires thermally stable buffer layers to avoid significant atomic
mixing. Another strategy to prevent the disorder is to partially substitute Al cation
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sites by Ga. According to the bulk experiments of similar system Co2(Cr-Fe)(Ga-Al)
[51], Co2CrFeGa system prevented to form the disorders.

10.3.3 Perpendicular Magnetic Anisotropy in Mn3-δGa3

Perpendicular magnetic anisotropy (PMA) is desired for the development of
high-density magnetic storage technologies. Thermal stability of ultrahigh density
magnetic devices is required to overcome the superparamagnetic limit [53]. Recently,
research interests using PMA films have focused on not only magnetic tunnel junc-
tions toward the realization of spin-transfer switching magneto-resistive random-
access memories but also antiferromagnetic or ferrimagnetic devices [54, 55]. To
design PMA materials, heavy-metal elements that possess large spin–orbit coupling
are often utilized through the interplay between the spins in 3d transition-metals
(TMs) and 4d or 5d TMs [56]. The design of PMA materials without using the
heavy-metal elements is an important subject in future spintronics researches. Recent
progress has focused on the interfacial PMA in Fe/MgO [57–59]. However, a high
PMA of over the order of MJ/m3 with a large coercive field is needed to maintain
the magnetic directions during device operation. Therefore, the materials using high
PMA constants and without using heavy-metal atoms are strongly desired.

Mn-Ga binary alloys are a candidate that could overcome these issues. Mn3-δGa
alloys satisfy the conditions of high spin polarization, low saturation magnetization,
and lowmagnetic damping constants [60–62]. Tetragonal Mn3-δGa alloys are widely
recognized as hard magnets, basically form the Heusler alloy composition where
both X and Y are Mn atoms and Z is Ga in X2YZ. They exhibit high PMA, ferromag-
netic, or ferrimagnetic properties depending on the Mn composition [61]. Two kinds
of Mn sites, which couple antiferromagnetically, consist of Mn3-δGa with the D022-
type ordering. Meanwhile, the L10-type Mn1Ga ordered alloy possesses a single
Mn site. These specific crystalline structures provide the elongated c-axis direction,
which induces the anisotropic chemical bonding, resulting in the anisotropy of elec-
tron occupancies in TM 3d states and charge distribution. There are many reports
investigating the electronic and magnetic structures of Mn3-δGa alloys to clarify the
origin of large PMA and coercive field [63–65]. To investigate the mechanism of
PMA and large coercive fields in Mn3-δGa, site-specific magnetic properties must be
investigated explicitly.

The deconvolution of each Mn site using the systematic XMCD measurements
for different Mn contents in Mn3-δGa is performed. The site-specific spin (ms) and
orbital magnetic moments (morb) with magnetic dipole term (mT) are discussed,
which corresponds to electric quadrupoles to understand the PMA microscopically.

3 This section is partly reproduced from J. Okabayashi, Y.Miura, Y. Kota, K. Z. Suzuki, A. Sakuma,
and S. Mizukami, Scientific Reports 10, 9744 (2020)., in accordance with the Creative Commons
Attribution (CC BY) license.
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In the case ofMn3-δGa, the difficulty in the deconvolution of two kinds ofMn sites
prevents site-selected detailed investigations. Within the magneto-optical spin sum
rule, themorb are expressed as proportional to q/r, where q and r represent the integral
of the XAS and XMCD spectra, respectively, for both L2 and L3 edges [7, 66]. In
the cases of two existing components, the orbital moments are not obtained from the
whole integrals of spectra; by using each component r1, r2, q1, and q2, the value of
(r1/q1) + (r2/q2) should be the average value. The value of (r1 + r2)/(q1 + q2) does
not make sense as an average in the case of core-level atomic excitation, leading to
the wrong value in the XMCD analysis. As a typical example, for the mixed valence
compound CoFe2O4, the Fe3+ and Fe2+ sites can be deconvoluted by the ligand-field
theory approximation [67]. However, the deconvolution of featureless line shapes in a
metallic Mn3-δGa case is difficult by comparison with the theoretical calculations. To
detect the site-specific anti-parallel-coupled two Mn sites, systematic investigations
using Mn3-δGa of δ = 0, 1, and 2 provide the information of site-specific detections.

The Mn L-edge XAS and XMCD for L10-type Mn1Ga with a single Mn site
(MnI), and D022-type Mn2Ga and Mn3Ga with two kinds of Mn sites (MnI and
MnII) are shown in Fig. 10.8. The XAS were normalized to be one at the post-edges.
With increasing Mn concentrations (decreasing δ), the intensities of XAS increased
and the difference between μ+ and μ− became small, resulting in the suppression of
XMCD intensities because of the increase of antiparallel components. In the case of
Mn2Ga andMn3Ga, theXMCDline shapes in theL3 andL2 edges, of slightly split and

Fig. 10.8 XAS and XMCD of Mn3-δGa for d = 0, 1, and 2. Spectra were measured at the normal
incident setup where the incident beam and magnetic field were parallel to the sample surface
normal. μ+ and μ− denote the absorption in different magnetic field direction. The insets show
the magnetic field dependence of the hysteresis curves taken by fixed L3-edge photon energy. All
measurements were performed at RT [74].
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Fig. 10.9 Deconvoluted XMCD spectra of Mn3-δGa by subtraction from Mn1Ga. The MnI and
MnII components were separated in this procedure. Illustrations of the unit-cell structures ofMn1Ga
and Mn3Ga are also displayed [74]

doublet structures, became clear because of the increase of another MnII component
with opposite sign. Furthermore, the element-specific hysteresis curves in XMCD
at a fixed photon energy of Mn L3-edge exhibit similar features with the results of
the magneto-optical Kerr effects. Coercive fields (Hc) of 0.5 T were obtained for the
Mn2Ga and Mn3Ga cases because the two kinds of Mn sites enhance the antiparallel
coupling. The 3-nm-thick Mn3-δGa samples used in the XMCD measurements were
prepared bymagnetron sputtering technique onMgO (001) substrates with the CoGa
buffer layers. The detailed sample growth conditions are reported in [68].

To deconvolute the MnI and MnII sites in the XMCD spectra, we performed the
subtraction of XMCD betweenMn1Ga andMn3Ga. Figure 10.9 displays the XMCD
of Mn1Ga and Mn3Ga, and their differences after the normalization considering the
Mn compositions. The XMCD signal with opposite sign was clearly detected for
MnI and MnII components. As the lattice volume of Mn3-δGa on the CoGa buffer
layer remained almost unchanged with different δ, the validity of the subtraction
of XMCD is warranted because the DOS for MnI is similar in all δ regions. To
apply the magneto-optical sum rule for effective spin magnetic moments (ms

eff)
including magnetic dipole term and morb, the integrals of the XMCD line shapes
are needed. Further, the integrals of XAS were also estimated for MnI and MnII,
divided by the composition ratios. The electron numbers for 3d states of MnI and
MnII were estimated from the band-structure calculations to be 5.795 and 5.833,
respectively. Thus, ms

eff and morb for MnI were estimated to be 2.30 and 0.163
μB, respectively. For MnII, 2.94 μB (ms

eff) and 0.093 μB (morb) were obtained for
perpendicular components with the error bars of 20% because of the ambiguities
estimating spectral background. Here, we claim the validity of ms

eff and morb in
Mn3-δGa deduced from XMCD. First, these morb values are too small to explain
stabilizing the PMA because the magnetic crystalline energy EMCA ∝ 1/4αξ (morb

⊥
− morb

||) within the scheme of the Bruno relation [69], assuming the spin–orbit
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coupling constant ξMn of 41 meV and the band-state parameter α = 0.2 for Mn
compounds, which is estimated from the band-structure calculation. For Mn1Ga, as
the saturationmagnetic field along hard axis direction was less than 1 T, the projected
component morb

|| could be deduced as �morb(= morb
⊥ − morb

||) of less than 0.01 μB,
resulting in EMCA = 1 × 10–5 eV/atom, that is, 5.7 × 104 J/m3 using the unit cell of
MnGa. Therefore, orbital moment anisotropy cannot explain the PMA of the order
of 106 J/m3 in Mn3-δGa [68]. As the electron configuration is close to the half-filled
3d5 case, the quenching of the orbital angular momentum occurs in principle. In
Mn3-δGa, since the electron filling is not complete half-filled cases, small orbital
angular momentum appears. Second, another origin for the large PMA is considered
as the spin flipped contribution between the spin-up and -down states in the vicinity
of the EF. The magnetic dipole moment (mT) also stabilizes the magneto-crystalline
anisotropy energy (EMCA) by the following equation [70, 71]:

EMCA ∼ 1

4μB
ξ�morb − 21

2μB

ξ 2

�Eex
mT (10.12)

where �Eex denotes the exchange splitting of 3d bands. Positive values of EMCA

stabilize the PMA. The second term becomes dominant when proximity-driven
exchange split cases, such as the 4d and 5d states, are dominant. In the case of
Mn3-δGa, the Mn 3d states were delicate regarding the mixing of the spin-up and
-down states at the EF, which corresponds to the quadrupole formation and the band
structure α values. The second term is expressed by mT in the XMCD spin sum rule
of ms + 7mTz along the out-of-plane z direction [72]. For Mn1Ga, if mTz is negative,
resulting in Qzz > 0 in the notation of mTz = − Qzzms, which exhibits the prolate
shape of the spin density distribution; the second term favors PMA because of the
different sign for the contribution of orbital moment anisotropy in the first term.
The Qzz corresponds to the quadrupole representation. Since 7mTz is estimated to
be in the order of 0.1 μB from angular-dependent XMCD between surface normal
and magic angle cases, Qzz is less than 0.01, resulting that the orbital polarization
of less than 1% contributes to stabilize PMA. In this case, the contribution of the
second term in (10.12) is one order larger than the orbital term, which is essential for
explaining the PMA of Mn3-δGa. Third, in a previous study [63], quite small �morb

and negligible mTz were reported for Mn2Ga and Mn3Ga. Their detailed investiga-
tion claims that �morb of 0.02 μB in MnI site contributes to PMA and MnII site has
the opposite sign. These are qualitatively consistent with our results. The difference
might be derived from the sample growth conditions and experimental setup. Fourth,
the reason whyHc inMn1Ga is small can be explained by the L10-type structure, due
to the stacking of the Mn and Ga layers alternately, which weakened the exchange
coupling between the Mn layers. Finally, we comment on the XMCD of the Ga
L-edges shown in Fig. 10.10. Clear XMCD signals are induced with the same sign
as the MnI component, suggesting that the induced moments in the Ga sites were
derived from theMnI component, which was substituted by theMnII for Mn2Ga and
Mn3Ga. In Fig. 10.10, not only L2 and L3-edges but also oscillation behaviors are
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Fig. 10.10 XAS and XMCD
of Mn1Ga. Spectra were
measured at the normal
incident setup where the
incident beam and magnetic
field were parallel to the
sample surface normal. μ+

and μ− denote the
absorption in different
magnetic field direction. All
measurements were
performed at RT

detected in XAS, which corresponds to the extended x-ray absorption fine structure
and does not contribute to the magnetic signals in XMCD.

Considering the results of the XMCD, we discuss the origin of PMA in Mn3-δGa.
As the orbital magnetic moments and their anisotropies are small, the contribution
of the first term in (10.12) is also small, which is a unique property of Mn alloy
compounds and contradicts the cases of Fe and Co compounds exhibiting PMA.
Beyond Bruno’s formula, the mixing of majority and minority bands in Mn 3d states
enables the spin-flipped transition and Qzz. However, comparing with the CoPd or
FePt cases, where the exchange splitting was induced in the 4d or 5d states, a small
ξMn and large �Eex in the Mn 3d states suppress the contribution of the second
term. Large Qzz values were brought by the crystalline distortion accompanied by
the anisotropic spin distribution, resulting in the PMA energy of Mn3-δGa exhibiting
a similar order with those in heavy-metal induced magnetic materials. Therefore,
the large PMA in Mn3-δGa originates from the specific band structure of the Mn 3d
states, where the orbital selection rule for the electron hopping through spin-flipped
〈yz|Lx|z2〉 provides the cigar-type spin distribution. As the spin-flipped term for PMA
energy, except the orbital contributions, can be written as:
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Espin−flipped =
∑
u↑,o↓

ξ 2

�Eex

[〈
u ↑ ∣∣L2

x

∣∣o ↓〉 − 〈
u ↑ ∣∣L2

z

∣∣o ↓〉]
. (10.13)

The difference between the Lx
2 and Lz

2 terms through the spin-flipped transitions
between the occupied (o) to unoccupied (u) states is significant for the gain of the
PMA energy. Thematrix elements of 〈yz↑|Lx|z2↓〉were enhanced in the spin-flipped
transition between yz and z2, and those of 〈yz↓|Lz|z2↓〉 were enhanced in the spin-
conserved case between xy and x2 − y2 [73]. These transitions favor the magnetic
dipole moments of prolate shapes (〈Qzz〉 = 〈3Lz

2 − L2〉 > 0) described by the Mn
3d each orbital angular momenta. We emphasize that the signs of �morb and Qzz are
opposite, which is essential to stabilize the PMA by the contribution of the second
term in (10.12). The PMAenergy of FePt exhibits aroundMJ/m3 and the contribution
of the second term in Pt is four times larger than the Fe orbital anisotropy energy.
Therefore, MnGa has a specific band structure by crystalline anisotropy elongated
to the c-axis and intra-Coulomb interaction in Mn sites to enhance the PMA without
using heavy-metal atoms.

In summary, the contribution of the orbital moment anisotropy in Mn3Ga is
small and that of the mixing between the Mn 3d up and down states is signifi-
cant for PMA, resulting in the spin-flipped process through the electron hopping
between finite unforbidden orbital symmetries in the 3d states through the quadratic
contribution. Composition dependence reveals that the orbital magnetic moments
of the two antiparallel-coupled components in Mn sites were too small to explain
the PMA. These results suggest that the quadrupole-like spin-flipped states through
the anisotropic L10 and D022 crystalline symmetries are originated to the PMA in
Mn3-δGa. The present study provides a promising strategy to investigate quadrupoles
in antiferromagnetic or ferromagnetic materials with PMA.

10.3.4 Interfacial Exchange Coupling Between Transition
Metals and Mn3-δGa

4

Aspromising spintronicsmaterials, tetragonalL10-typeMnGaandD022-typeMn3Ga
alloys and their mixed alloy Mn3-δGa have been extensively investigated and
discussed in the Sect. 10.3.3. In order to understand the interfacial magnetic prop-
erties of multilayered structures between Mn3-δGa and TMs, thermal and chem-
ical diffusions at the interfaces are quite important for use in the MRAM devices
using magnetic tunnel junctions. The Co substitution into Mn3-δGa products such
as Mn2CoGa [75, 76] and the creation of magnetic tunnel junctions for TMR using
Mn3Ga/MgO/Mn3Ga stacks of over 600% and L10-type MnGa/MgO/MnGa with an

4 This section is partly reproduced from J. Okabayashi, K. Z. Suzuki, and S. Mizukami, Journal
of Magnetism and Magnetic Materials 460, 418 (2018), in accordance with the Elsevier Science
Direct.
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epitaxial strain was also predicted [68, 77, 78]. Since the case of MTJs the inter-
faces arise inevitably between MnGa and TMs, the interfacial magnetism and the
annealing effect have to be clarified explicitly to enhance the TMR characteristics.

Using the advantage that Mn3-δGa is a hard magnetic film, the deposition of other
ferromagnetic materials on Mn3-δGa layers can be used to induce perpendicular
magnetization through exchange interactions [79–83]. Ultra-thin Fe1-xCox layers
deposited onMn3-δGa couple ferromagnetically or antiferromagnetically, depending
on their compositions [82]. Antiferromagnetic coupling has been demonstrated
in high-Co-concentration regions, while low-Co-concentration regions have been
shown to exhibit ferromagnetic coupling. In particular, TMR ratios higher than those
in as-grown samples have been found to appear after annealing at 350 °C in order to
maintain the highly crystallized body-centered-cubic structures of FeCo alloys [82].
Therefore, the studies of interfacial magnetism depending on annealing temperature
resolving into each element are necessary for Fe/MnGa, Co/MnGa, and Cr/MnGa
cases by using XMCD for 3d TM L-edges and their element-specific hysteresis
curves for unveiling the interfacial magnetic properties. In this sub-section, XMCD
was employed to investigate the element-specific magnetic properties at TMs/Mn1.5
Ga interfaces. We discuss the interfacial coupling, which may be ferromagnetic or
antiferromagnetic depending on the annealing of the samples.

The samples were prepared by magnetron sputtering. The 40-nm-thick Cr buffer
layers were deposited on single-crystal MgO (001) substrates at room temperature,
and in situ annealing at 700 °C was performed. Subsequently, 30-nm-thick L10-type
Mn1.5Ga layers were grown at room temperature with in situ annealing at 500 °C.
Fe and Co were sputtered at room temperature to form a layer 1 nm thick and were
capped with a 2-nm-thick MgO layer. A piece of an “as-grown” sample of MgO
(2 nm)/TMs (1 nm)/Mn1.5Ga (30 nm)/Cr (40 nm)/MgO (001) was annealed at 350 °C
for 10 min to prepare the “annealed” sample. The details of the employed sample
preparation method were reported in [82]. The magneto-optical polar Kerr effect
(MOKE) measurement was carried out with a laser wavelength of about 400 nm and
themaximummagnetic field of±2T.TheXASandXMCDmeasurement geometries
were mainly set to normal incidence because of the detection for easy-axis direction
in PMA.

Figure 10.11 shows the polarization dependences of the XAS and XMCD results
for the Mn and Co L23-edges of the Co/Mn1.5Ga as-grown sample. Clear metallic
spectral line shapes are observable for the Co L-edges. The broad line shape with
the shoulder structures in the XAS results for the Mn L-edge is quite similar to
those shown in previous reports because the two kinds of Mn components overlap
as discussed in the previous section [74]. The spins of Mn and Co are coupled
ferromagnetically. Because of the ferrimagnetic nature of Mn1.5Ga, the spins of the
Mn sites partially cancel, and the XMCD intensity of the Mn L-edge is smaller than
that of Co.

After the annealing, the XMCD intensities in both Mn and Co L-edges become
small, and the signs at the L3 and L2 edges in Co change. By comparing these spectral
line shapes with those in the as-grown case, it is evident that the XAS intensity ratios
between Mn and Co are also modulated, which suggests that the Co atoms diffuse
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Fig. 10.11 XAS andXMCDspectra ofMn andCoL-edges in Co/Mn1.5Ga. As-grown and annealed
cases. Insets show the element-specific hysteresis curves taken at L3-edges. The units of magnetic
field in horizontal axis are Tesla

chemically into the MnGa layer, or vice versa, within the probing depth of beneath
5 nm from the surface with exponential detection decay. In the Mn L-edge XAS
results, little difference between the μ+ and μ− XAS peaks due to the annealing
process is evident, which indicates that the other antiferromagnetic Mn compounds
are formed by interfacial reactions. Further, from the comparison of XAS intensities
betweenMn andCo, it is clear from the changes of XAS intensities by annealing. The
Mn L-edge XMCD line shape shows two chemically shifted components, although
the sign of the XMCD remains unchanged by the annealing. Generally, 1-nm-thick
Co layers capped with 2-nm-thick MgO exhibit clear XMCD signals identical to
those shown in the as-grown case. The fact that the differences between the μ+

and μ− XAS peaks of the Co L-edges are only slight suggests that the ms of Co
are also suppressed. Opposite XMCD signs are observed in Co, and the XMCD
intensities are different from those in the as-grown case. The Co XAS line shapes
exhibit small shoulder structures at the higher-energy side, which do not influence
the XMCD line shapes. It might be originated from the Co-based Heusler alloy
formation. Antiferromagnetic coupling between Co and Mn1.5 Ga is consistent with
the previous studies [82]. Therefore, although antiferromagnetic coupling occurs
between MnGa and Co by annealing, inevitable interfacial atomic diffusion has to
be also considered.

The element-specific hysteresis curves for the as-grown and annealed samples are
also shown in the insets of Fig. 10.11. The photon energies at theMn andCo L3-edges
were fixed in the normal incidence setup. In the as-grown sample, the clear hysteresis
loops with a coercive field (Hc) of 0.4 T indicate PMA. In the high magnetic field
regions, the intensities of Mn are saturated and become constant with almost square
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while Co L-edge exhibits different in the highmagnetic field regionswith unsaturated
slope. This suggests that there is no intermixing betweenCo andMn1.5Ga at as-grown
stage. In fact, the MOKE hysteresis curve also exhibits slightly increasing features
in high field regions. Thus, the element-resolved hysteresis curves can clearly reveal
the details of the components canted from the surface normal direction in Co.

After the annealing, interestingly, the hysteresis loops for both elements change
drastically. Because of the small XMCD intensities, the statistics of the hysteresis
loops are noisier than those in the as-grown cases. The characteristic features not
only of the PMA, but also of the unsaturated slopes, are clearly observable for both
elements and indicate the appearance of secondary phases at the interfaces with hard-
axis components. The hysteresis loop of the Co L-edges is opposite to that of Mn,
causing the XMCD signs in Co to be different. On the other hand, the slopes of the
hard-axis components and theHc values are common for both elements. ForMn, both
the PMA and the in-plane components are overlapped, with the same spin direction.
The PMA contributions result from the bulk Mn1.5Ga. The slopes of Co hysteresis
curves are influenced by the interfacial secondary alloy phases with anti-parallel
coupling.

Next, the XAS and XMCD in the interface between Fe and Mn1.5Ga are shown in
Fig. 10.12 in the same manner as those in Co/Mn1.5Ga. In the case of as-grown
Fe/MnGa, the line shapes of Mn XAS and XMCD is quite similar to those in
Co/MnGa, which suggests that that there is no interfacial reaction at the as-grown
stage. Clear XAS and XMCD in Fe L-edge are observed which is similar to the
bulk Fe. However, hysteresis curve shown in the inset of Fig. 10.12 exhibits the

Fig. 10.12 XAS andXMCD spectra ofMn and Fe L-edges in Fe/Mn1.5 Ga. As-grown and annealed
cases. Insets show the element-specific hysteresis curves taken at L3-edges. The units of magnetic
field in horizontal axis are Tesla
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summation of exchange coupling fromMnGa and in-plane anisotropy, which is satu-
rated at ± 0.7 T and is consistent with the MOKE results. After the annealing, the
XMCD intensities of bothMn and Fe are suppressed although the line shapes remain
unchanged, which is quite different from the case of Co/Mn1.5Ga. XAS intensities
also modulated. Element-specific hysteresis curves become similar, which suggests
the Fe–Mn-Ga alloy formation by the annealing with the parallel coupling between
Mn and Fe. Contrary to the case of Co/Mn1.5Ga, there is no slope unsaturated at ±
1.0 T. The suppression of XMCD intensities might originate from the non-magnetic
Fe–Mn-Ga alloy formation. These element-specific interfacial analyses cannot be
detected by the transmission electron microscope technique because of nearly equal
scattering amplitudes fromMn and Fe. Furthermore, in case of Cr/Mn1.5Ga case, we
performed similar measurements. The results shown in Fig. 10.13 clearly exhibit the
no-interfacial reaction by the annealing, which argues that the interfacial reaction
depends on the elements.

Considering the above results, we discuss the magnetic properties at the interfaces
before and after the annealing in terms of three aspects: the exchange coupling at the
interfaces, the PMA at the TMs/MgO interfaces, and the chemical reactions at the
interfaces. When parallel coupling is dominant, the strong perpendicular magnetiza-
tion in the TM layers is induced by exchange coupling with Mn1.5 Ga accompanied
by the large Hc values of the Fe and Co hysteresis curves. In the as-grown stages,
the ratio of ms and morb (morb/mspin) was found to be 0.09 and 0.12 for Fe and Co,
respectively, which is consistent with the cases of bulk Fe and Co [7]. It suggests
that the interfacial reaction does not occur and PMA and large Hc is induced by

Fig. 10.13 XAS andXMCD spectra ofMn and Cr L-edges in Cr/Mn1.5 Ga. As-grown and annealed
cases. Insets show the element-specific hysteresis curves taken at Mn L3-edges. The units of
magnetic field in horizontal axis are Tesla
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the exchange coupling from Mn1.5Ga layer. By annealing, anti-parallel exchange
coupling becomes dominant in Co. Since the common slopes appear for both Mn
and Co hysteresis curves, Co-Mn-Ga alloy formation becomes a possible candidate.
Ternary-alloy phase diagram suggests the formations of Heusler-type Co2MnGa
or Mn2CoGa [84]. In case of Co-based Heusler alloy, XAS line shapes possess
the shoulder structure [27]. The line shapes of CoGa and MnCo are also different
from Fig. 10.11 [68, 85]. Therefore, Mn2CoGa-like compounds are most likely to
the interfacial layer where Mn and Co are coupled antiferomagnetically. In order
to confirm the alloy formation by annealing, angle dependence of XAS intensity
ratios is plotted in Fig. 10.14. By tilting the angle between beam incidence and
sample surface normal directions, the Co intensities are enhanced in as-grown case
because the Co layer is stacked on Mn1.5Ga. After the annealing, the ratios almost
remain unchanged due to uniform alloy formation within the probing depth of XAS.
On the other hand, Fe–Mn-Ga case is different. Ternary-alloy phase diagram of
Fe–Mn-Ga exhibits little mixing between Fe and MnGa [86]. It suggests that the
annealing promotes the interfacial coupling between Fe and MnGa, which is evident
from the similar hysteresis curves after the annealing and maintaining the similar
XMCD line shapes. The suppression of XMCD intensities might be derived from
the non-magnetic interfacial layer formation. Furthermore, although the annealing
promotes the strong chemical bonding between Fe and MgO, the exchange coupling
at the Fe/Mn1.5Ga interface is stronger than that at the Fe/MgO. We emphasize that
the interfacial secondary phases formed by annealing are not observable in a TEM
image but clearly detected by the XMCD line shapes and element-specific hysteresis
curves. Although the annealing process at 350 °C is necessary to obtain high quality

Fig. 10.14 XAS intensity ratio of Co toMn L-edges depending on angle for as-grown and annealed
cases in Co/Mn1.5Ga. Inset shows the sample geometry and definition of angle. Incident beam and
magnetic field directions are fixed parallel
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TMs/MgO interfaces, it inevitably produces an interfacial layer at the Mn1.5Ga/TMs
boundaries, which contributes slightly to the TMR properties [77, 78].

In summary of this sub-section, by using XMCD, we found that the spins in
TMs were coupled with and parallel to those in Mn1.5Ga under the as-grown condi-
tions, while the post-annealing at 350 °C changed the interface magnetic coupling
to antiferromagnetic in Co and ferromagnetic in Fe. The element-specific hysteresis
curves at eachXMCDabsorption edge revealed large coercive fields in Fe andCo that
obeyed the magnetic properties ofMn1.5Ga. After the annealing, alloy formation was
observed from theXAS andXMCD spectral line shapes and hysteresis curves in each
absorption edge are also modulated through the interfacial alloy formation. There-
fore, XMCD is a powerful tool to investigate element-specific interfacial magnetism
and chemical diffusion processes [87].

10.4 Summary and Outlook in X-Ray Magnetic
Spectroscopies for Heusler Alloys

Recent XMCD studies for Heusler alloys and related compounds were reviewed to
clarify the element-specific electronic and magnetic states. As discussed above, the
electronic structures of alloys are modulated by composition and degree of ordering,
which developed novel properties such as magnetic semiconductors or SGS, PMA,
antiferromagnetic or ferromagnetic ordering, topological band engineering. As the
next steps of material designing using Heusler alloy based compounds, following
items are necessary.

(i) The PMAproperties with half-metallic properties are strongly desiredwithout
using heavy-metal elements. Recent progresses are developed by using inter-
facial atomic controlling with MgO for TMR device applications. The PMA
at MgO/Co2FeAl is one of the ultimate cases possessing both PMA and half-
metallic properties [88, 89]. Interfacial atomic controlling has to be considered
explicitly. Further, combinations with magnetic quantum dos or clusters are
also expected [90]. Junction with graphene is also anticipated [91].

(ii) Since the Heusler alloys are basically formed as body- or face-centered cubic
structures, a crystalline symmetry is relatively high in the bulk form. Not only
ordering controlling but also active controlling of strain and designing the
quantized states pave a way for creation of novel concepts. In fact, the quan-
tized states in hetero-structures are observed in resonant TMR bias-dependent
measurements [92].

(iii) Novel physics can be developed using Heusler alloys. Due to the flexible
tuning of band structures, semi-metallic and Weyl-type band crossings are
anticipated. These are discussed by Berry curvature [93], which affects the
anomalous Hall effects.

(iv) As for the material design, the machine learning procedures for alloy
compounds are also helpful techniques. With accelerating the designing of
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band structures, quantum materials exhibiting topological phenomena and
spin-thermal conversion effects are modified.

For probing the electronic structures, spin states, and orbital states, not only
XMCD but also other techniques are also developed. The element-specific charac-
terization is a powerful technique. X-ray magnetic linear dichroism with an element-
specific characterization is also a powerful technique for the estimation of magnetic
anisotropy and quadrupole moments using magneto-optical sum rules in the same
manner as those in XMCD. The x-ray magnetic spectroscopy andmicroscopy during
the bias applying are also strongly demanded. Further, to detect the spin-resolved
band structures directly, high-resolution spin- and orbital-resolved photoemission
spectroscopy has to be also developed with high efficiency.
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