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2.1 Introduction: IT in US General Hospitals

In the USA, a hospital is often associated with a medical group and it is run by a
set of general practitioners, including doctors, nurses, and laboratory technicians.
Simultaneously, it has also been widely recognized that Information Technology
(IT) market is growing dramatically in recent few years. Combining this, the key
role that information plays in health care cannot be ignored. IT costs on healthcare
have become a foremost concern of the US government. Health Information
Technology (HIT) or Health Information System (HIS) is defined as the computer
applications for the practice of medicine [81]. HIS/HIT covers a wide range of
applications, such as the Electronic Medical Record (EMR), the Electronic Health
Record (EHR), Continuity of Care Document (CCD), Computerized Physician
Order Entry (CPOE), decision support systems to assist clinical decision making,
and computerized entry systems to collect and storage patient data. According
to the report of the U.S. Congressional Budget Office, the Bush Administration
established the position of National Coordinator for HIT in the Department of
Health and Human Services in 2004 and set the goal of making EHR available to
most Americans by 2014. The time to achieving the goal has been revised [15]: in
2008, less than 10% of US hospitals had adopted Basic EHR system; and however,
this increased to 76% in 2014. Almost all hospitals (97%) have adopted a certified
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EHR technology in 2015, increasing by 35% comparing with 2011. Current data
suggests that HIS/HIT has gained increasing recognition in the USA and it is playing
a more and more important role for US hospitals [35].

Not only the US government, many leading business companies also realize the
potential of HIS/HIT development. Google Health, introduced by Google in 2008
and cancelled in 2011, was a personal health information centralization service
that allowed patients to import personal medical records, schedule appointments,
and refill prescriptions [96]. As the most similar competitor of Google Health,
HealthVault, developed by Microsoft, is a web-based platform where users can
see, use, add, and interact with other personal devices such as Windows, Windows
phone, iPhone [69]. Microsoft HealthVault allows individuals to manage personal
health data via health apps and personal health devices. Intel is now making
efforts on multiple perspectives to promote the development of HIS/HIT, including
personalized medicine, mobility, devices and imaging, privacy and security, secure
cloud [38]. IBM’s Healthcare solution aims to enable advanced business models
to reduce costs, to create new forms of cooperation, and to promote engagement
among business and individuals to increase healthcare outcomes [37]. Subsequently,
HIS/HIT has gained visible achievements and is still evolving.

Government and business company efforts bring huge investments into health-
care information systems research in the USA and all over the world. Despite the
enormous cost to the hospitals, the overall benefits and costs of HIS have not been
deeply assessed [27]. In recent years, much research efforts investigated the link
between the implementation of information systems and the performance of organi-
zations. Because hospitals are at the frontier of technology adoption, IT investment
becomes one of the main costs of its spending [84]. Many previous studies have
indicated a positive relationship between the use of IT and hospital performance
[3, 21, 61], but the mechanisms by which IT impacts hospital performance are still
not clear: Do HIS/HIT systems influence different hospitals the same way? How to
understand and explain the mechanism that HIS/HIT improves the performance of
hospitals?

2.2 Overview of Current Healthcare Information Systems

A healthcare system, sometimes referred as “health care system” or “health system,”
is the integration of people, institutions, and resources that provide health care
services. According to the World Health Organization (WHO)’s definition [80]:

A health system consists of all organizations, people and actions whose primary intent
is to promote, restore or maintain health. This includes efforts to influence determinants
of health as well as more direct health-improving activities. A health system is therefore
more than the pyramid of publicly owned facilities that deliver personal health services.
It includes, for example, a mother caring for a sick child at home; private providers;
behavior change programmers; vector-control campaigns; health insurance organizations;
occupational health and safety legislation. It includes inter-sectoral action by health staff,



2 Big Data Analytics for Healthcare Information System: Field Study. . . 27

for example, encouraging the ministry of education to promote female education, a well-
known determinant of better health.

The WHO’s definition highlights the fact that there are not only factors of
technology, but also factors of human and organization in a healthcare system.
All these factors simultaneously determine the outcome of a health care system.
In our research, we narrow the broad scope of “system” and define healthcare
information systems as computerized systems that facilitate the information sharing
and processing within healthcare facilities. Healthcare information systems are
fundamentally different from industrial and consumer products which are concerned
about market share protection [65]. They need to be able to be implemented across
the platforms, and thus there is a requirement for standardization. In general, it has
special needs in terms of security, database design, and standards issue.

Evaluating, designing, and implementing HIS/HIT systems cover a wide scope.
The key is to integrate the technology factors (e.g., information integration and
knowledge management) and social factors (e.g., management, psychology and
policy). This multidisciplinary research has drawn interests frommany fields includ-
ing those working in the fields of information system, computer science, business
management, medical science, and others. For example: Wilton and McCoy [108]
introduced a distributed database which established data links between different
applications running in a local network [108]. Both patient information and
reference materials were included in their database. Lamoreaux [59] described a
database architecture in a medical center in Virginia which integrated the patient
treatment file, outpatient clinic file, and fee basis file all together [59]. Johnson et
al. [43] discussed the generic database design for patient management information
[43] and indicated that the database design needed to allow efficient access to
clinical management events from patient, even, location, and provider. Tsumoto
[101] developed a rule instruction system to automatically discover the knowledge
from an outpatient healthcare system [101], similar to Khoo et al. [52]’s knowledge
extraction and discovery system while using the graphical pattern of a medical
database [52]. Chandrashekar et al. [14] talked about the considerations when
designing a reusable medical database, including the contract issue between the
clinical applications and the storage component, multimodality support, centralizing
external dependencies, communication models, and performance considerations
[14]. Xu et al. [111] introduced an integrated medical supply information system
which integrated the demand, service provided, health care service provider’s
information, inventory storage data, and support tools all together [111]. A recent
study by Honglin et al. proposed multiple factor integration (MFI) method to
calculate the similarity map for sentence aligning for medical database [110].

With the emergence of these advanced HIS/HIT systems, some well-developed
ones have gained wide adoption. Electronic Medical Record (EMR), Electronic
Health Record (EHR), and Electronic Patient Record (EPR) are three of the main
types adopted. All three systems aim to represent the data electronically and are
often used interchangeably. However, fundamental differences exist among these
three systems. EMR is the electronic medical information file that is generated
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during the process of diagnosis. EMR is normally designed according to the
diagnosis process in a medical facility, and it is rarely extended outside the scope
of a hospital, clinic or medical center. On the other hand, EHR is the systematic
collection of electronic health information about patients, which can go beyond the
scope of a single medical facility. Thus, EHR integrates information across different
facilities and systems, and EMR can serve as a type of data source for the EHR [33,
53]. The scope and purpose of EHR are given by [1]: “a repository of information
regarding the health status of a subject of care in computer processable form,
stored and transmitted securely, and accessible by multiple authorized users. It has a
standardized or commonly agreed logical information model which is independent
of EHR systems. Its primary purpose is the support of continuing, efficient and
quality integrated health care and it contains information which is retrospective,
concurrent and prospective.” And finally, EPR refers to “An electronic record of
periodic health care of a single individual, provided mainly by one institution” [24],
as defined by National Health Service (NHS). The definition of EPR is patient
centric. It is the health record of a person along his/her life. NHS has classified
EPR into six levels. The research of HIS/HIT may focus on any of the six levels.
Our field study looked at Level 1 and 2 of these six levels, which provide evidence
to support the intergraded systems on upper levels.

Level 1 - Patient Administration System and Departmental Systems
Level 2 - Integrated Patient Administration and Departmental Systems
Level 3 - Clinical activity support and noting
Level 4 - Clinical knowledge, decision support, and integrated care pathways
Level 5 - Advanced clinical documentation and integration
Level 6 - Full multimedia EPR on line

From the perspective of information location, content, source, maintainer, and
user, we compare EMR, EHR, and EPR in Table 2.1:

Although these well-developed systems have gained wide acceptance and have
been implemented by most healthcare facilities today, many studies have discussed
the issues regarding the implementation of the EMR/EHR/EPR as well as the
problems of the system design. For example, some studies discussed the accuracy
issues of quantitative EMR data [17, 30, 98, 104]. Particularly, Wagner and Hogan
indicated that the main cause of errors was the failure to capture the patient’s mistake
when misreporting about medications, and the second most important cause for the
error was the failure to capture medication changes from outside clinicians. Moody
et al. [72] found that only small amount of nurses reported that EHRs had resulted in
a decreased workload, while the majority of nurses preferred bedside documentation
[72]. Bygholm [12] found the implementation issues of EPR systems from a case
study [12], and it was argued that there was a need to distinguish different types of
end-user support when various types of activity were involved.
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Table 2.1 Comparison among EMR, EHR, and EPR

EMR EHR EPR

Purpose Managerial
process control on
a medical domain

Information sharing Personal health
management

Information
allocation

Health facilities Public health department Individual person

Information
content

Medical record Medical record and public
health record

Medical record and
personal health record

Information
control

Health practitioner
or related stuff can
gain access

Health practitioner, related
stuff in the health facilities,
and government stuff can
gain access

Can get access only after
get permission by the
record owner

Information
resource

Single health
facilities

Multiple health facilities Single Health facility and
individuals

Information
maintainer

Health facility Government Individual

2.3 The Measurement of the Healthcare System

Performance measurement is defined as “the process of quantifying the efficiency
and effectiveness of action,” or “a metric used to quantify the efficiency and/or
effectiveness of an action,” or “the set of metrics used to quantify both the efficiency
and effectiveness of actions” [76], [78]. Here three main issues are covered: “quan-
tification,” “efficiency and effectiveness,” and “metrics.” Quantification means that
the results of performance measurement need to be countable and comparable.
Efficiency and effectiveness are the measuring objects. Metrics emphasize that
performance measurement is multidimensional.

In most cases, the process of measuring performance requires the uses of statisti-
cal tools to determine results. Today many performance measurement systems have
gained great achievements. For example, the Balanced Scorecard, first proposed in
1992, provides a comprehensive framework to translate a company’s strategic objec-
tives into a related set of performance measures [49, 50], including the financial
perspective, customer perspective, internal business perspective, and innovation and
learning perspective. Neely’s “Performance Prism” system looks at five interrelated
facets of the prism: stakeholder satisfaction, stakeholder contribution, strategies,
process, and capabilities [2, 77, 79]. More detailed measuring perspectives are
defined under each facet. The Performance Pyramid developed by Lynch and
Cross contains a hierarchy of financial and nonfinancial performance measures.
The four-level pyramid system shows the link between strategies and operations,
translating the strategic objectives top down, and rolling measures bottom up
[18]. Dixon [22] developed the Performance Measurement Questionnaire (PMQ)
system to determine the degree that the existing performance measures supported
the improvements and to identify what the organization needed for improvement
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[22]. For team-based structures, Jones and Schilling [44] proposed the approaches
of the Total Productive Maintenance (TPM) process in which a practical guide
for developing a team’s vital measurement system is provided [44]. Later after
the proposition of TPM, the 7-step TPM process [62] and Total Measurement
Development Method (TMDM) [31] were developed. By studying the processes and
strategies with organizations, these systems function as a part of the management
process giving insights on what should be achieved and whether the outputs meet
intended goals.

Since performance measurement is multidimensional, a Performance Measure-
ment System (PMS) can differ when the situation and context change. Despite
the variety of PMSs, some universal steps and requirements need to be followed
when designing a meaningful measurement system. Three general steps are included
when designing a performance measurement system: defining strategic objectives,
deciding what to measure, and installing performance measurement system into
management thinking [51]. Wisner and Fawcett later added more operational details
into the procedure, expanding the three steps to a nine-step flow diagram [109].

Particularly for the measurement of healthcare related systems, Purbey et al.
adopted Beamon’s evaluation criteria for supply chain performance [8], coming
up with a set of measurement characteristics for healthcare processes: inclusive-
ness, universality, measurability, consistency, and applicability [87]. Due to the
complexity of healthcare systems, there are various aspects implicating the system
performance. Looking at the review of Van Peursem et al., three measurement
groups are included for health management performance: (1) economy, efficiency,
and effectiveness; (2) quality of care; and (3) process [102]. These measurement
aspects focused on the quality of management, not the quality of medical practice.
The first aspect mentioned here (economy, efficiency, and effectiveness) is normally
referred to as the three e’s and it has been devised for public sector organizations
[11, 66, 70]. A PMS for HIS/HIT can also be classified as financial or nonfinancial
[68, 90, 102]. Table 2.2 summarizes the studies on healthcare system performance
and their measurements according to financial and nonfinancial categories:

As a short conclusion to this section, existing healthcare systems have gained
long-term success, while there remain many unsolved issues regarding the imple-
mentation and use of such systems. More research needs to be done to improve the
usability and data quality of healthcare systems. There is a high demand for a further
investigation of current system’s weaknesses and the development of integrated
healthcare systems. As a result, we conduct this field study to collect evidence from
a general hospital. The information we gathered contains both the qualitative and
quantitative ones. Before looking at the details of the field study, let’s compare these
two general research categories: quantitative research and qualitative one.
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Table 2.2 Healthcare system studies with financial and nonfinancial measurements

Financial measurement Nonfinancial measurement

Return on investment (ROI) [67]
Medicaid inpatient revenue [29]
Total income/revenue [4]
Cost, market share grow, return on assets
(ROA), ROI, operating profit [63]
ROA, operating margin, market share, sales
growth, current ratio, debt ratio, cash flow to
debt ratio, cumulative depreciation ratio [41]
Net operating revenue, market share, total
margin, total revenue [58]
ROA, operating margin, net cash flow,
adjusted net patient revenue (Bill Binglong
[106])

Patient satisfaction [10, 13, 85, 86]
Patient safety (Bill Binglong [106])
For three clinical areas: hip/knee surgery,
cardiac care, and obstetric care, hospitals were
rated as better than expected (fewer deaths/
complications), as expected, or worse than
expected [36]
Standardized mortality ratio (SMR) [39, 45,
71, 91]
Bed Occupancy Rate (BOR) [4]
Mortality, readmission, and complication [20]
Percent occupancy [58]

2.4 Quantitative Research

Quantitative research methods are rooted in the natural sciences [74]. The objective
is to measure a particular phenomenon using quantified datasets of a chosen sample
from the population of interest. In general, using quantitative methods requires the
inclusion of a large sample size in order to fully represent the population of interest.
Sometimes quantitative research can be followed by qualitative research to further
investigate the details of some findings, or it can follow qualitative research in
order to prove the validity of proposed assumptions. Quantitative research methods
are widely accepted in the field of social science. There are several examples of
application of quantitative methods in HIS/HIT studies.

Mathematical modeling [9, 56, 114] means to construct and describe a system
using mathematical concepts and equations.

Experimental method in information system studies is a controlled procedure in
which independent variables are manipulated by the researchers, and the dependent
variable is measured to test the hypotheses [26, 28, 54].

Survey method [7, 89, 93, 105] studies the sampling of datasets from a population
using collected survey data. A survey can be cross-sectional (collecting data from
people for one time) or longitudinal (collecting information from the same people
over time). The cross-sectional method simply measures the research subjects
without manipulating the external environment. If multiple groups are selected,
it can compare different population groups at a single point of time. In contrast,
longitudinal survey method collects information from multiple time frames. It
has a significant advantage over cross-section methods in identifying cause-and-
effect relationships. However, longitudinal survey method also faces the challenges
associated with following a study group over a long time period.

Quantitative methods are most suitable when a researcher wants to know “how
much”: the size and extent or duration of certain phenomena [94]. Especially
when testing the cost, quality, or performance of HIS/HIT systems, quantitative
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methods become a main choice of evaluation. For instance, to evaluate the financial
performance of HIS/HIT systems, quantitative methods are suitable to use. One of
the main strengths of quantitative approaches is their reliability and objectivity. With
a well-constructed analytical model, they are able to simplify a complex problem to
a limited number of variables. This requires establishing the testing model prior to
data collection and the collected data to be precise and able to reflect the target
population. Once the data collecting process is complete, data analysis becomes
relatively less time-consuming especially with the help of statistical software (e.g.,
SPSS, Matlab, Minitab, SAS, Excel). What one needs to note is that the research
results are relatively independent of the researchers. For example, researchers
cannot guarantee whether the outputs are statistically significant, or whether the
model fit can be proved. There are also some weaknesses of quantitative methods.
As the tested models are constructed before data collection, the researchers might
miss some important factors of the phenomena, because the focus is “hypotheses
testing” rather than “hypotheses generation” (R. B. [42]). Therefore, the tested
model needs to be reasonable and with a valid theoretical background.

2.5 Qualitative Research

In contrast to quantitative ones, qualitative research methods were originally devel-
oped for the social sciences [74] who are concerned with “developing explanations
of social phenomena [34].” The purpose of utilizing qualitative methods is to gain
an in-depth understanding of underlying factors and to uncover hidden trends.
More importantly, they are able to provide insights and ideas for future quantitative
research: to determine not only what is happening, or what might be important to
measure, but why to measure and how people think or feel [48]. Unlike quantitative
methods that require large number of datasets in general, qualitative methods usually
concentrate on a small number of cases. Examples of qualitative approaches in the
field of information systems given byMyers are action research, case study research,
and ethnography [74].

Action research “seeks to bring together action and reflection, theory and
practice, in participation with others, in the pursuit of practical solutions to issues
of pressing concern to people, and more generally the flourishing of individual
persons and their communities.” [88]. By this definition, action research method
for HIS/HIT has its concern on the perspective of human and organizational factors.
Reason and Bradbury concluded that action research could be an ideal postpositivist
social scientific research method in information system discipline [88].

Case study research methods intend to implement up-close and detailed exam-
ination of a subject of the case. They are analyses of person, projects, periods,
policies, decisions, events, institutions, or other systems that are under the study
by one or more methods (G. [99]). By its nature, the case study approach can be
applied on almost all perspectives of HIS/HIT research. Many cases are presented
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all over the world, such as the United States [47], Australia [23], Netherland [103],
Taiwan [107], Philippines [40], and Africa [46].

The word ethnography has its origin in Greek where ethnos means “folk, people,
nation” and grapho means “I write” [95]. The goal of ethnography research is to
improve people’s understanding of human thought and activities via investigation
of human actions in context [73]. Therefore, ethnography approaches in HIS/HIT
research also focus on the social aspects of the field, for instance, organizational
culture [5], power and managerial issues [75], and to contribute to the design process
drawing examples to build explanation system [25].

Unlike quantitative approaches which check comparatively large sample sizes,
qualitative approaches examine specific cases. It is useful when investigating
complex situations involving a limited number of cases, and it provides rich
detail of the phenomena in specific contexts. Quantitative approaches require data
standardization in order to process and compare statistical results, while qualitative
approaches allow the researchers to explore the responses as they are and to observe
the behaviors, opinions, needs, and patterns without yet fully understanding whether
the data are meaningful or not [64]. As a result, they are able to help HIS/HIT
researchers capture some important hidden factors which might be ignored with
quantitative approaches. However, because of the flexibility of the collected data,
it takes more time for data processing and data analysis. Moreover, the results of
interpretation and quality are easily influenced by researchers’ personal knowledge
and biases. Therefore, qualitative and quantitative methods have been integrated in
many HIS/HIT studies to compensate each other.

2.6 Challenges in Understanding Existing Healthcare
Information Systems

Identifying the challenges means to explore the influences from the physical, socioe-
conomic, and work environments [92]. One of the most widely studied questions
regarding the performance of current systems is: what matters? These factors can
relate to multiple perspectives such as human, organization, and technology. We
find a lot of influential factors under different contexts, for example:

• Staff and clinic size, doctor waiting time, the use of appointment scheduler (new
or follow-up patient) [16]

• Time interval until the next appointment, doctor number, keep record of follow-
up patient, improve the communications, booking no routine patients for the first
45 minutes for each clinic, field-of-vision appointments before 1st appointment,
redesign the appointment card to give patients more information about their next
visit to clinic [9]

• Number of operators, registration windows, physicians nurses, medical assis-
tants, check in rooms, specialty rooms [97]

• Appointment scheduling for no-shows. Solution: overbooking [56]
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• Appointment scheduling, appointment supply and consumption process, no-
shows, overbooking [55]

• Different appointment types, no shows, overbooking [32]
• Length of time patients had attended the clinic, patients’ mode of transport to the

clinic [100]

Now the challenge is not only whether the factors matter or what factors matter,
but also at which level they matter, and why they matter. Lau’s review on HIS
research summarized the factors of HIS studies into Information System Success
Model [19, 60]. It is clear that understanding HIS/HIT systems is multidisciplinary.
As discussed earlier, the research scope of HIS/HIT covers the aspects of technol-
ogy, organization, social, and human. To evaluate the quality or performance of
an existing health information system, we need to include elements from multiple
perspectives: technical factors (such as information quality, system easiness of use,
system reliability and response time), social factors (such as policy enforcement),
and financial factors (such as different types of costs). We will start from a field
study to explore the environment of healthcare providers and to collect information
about doctors and patients.

2.7 The Field Study of EVMS

The Eastern Virginia Medical School (EVMS) clinic is located on South Hampton
Avenue, Norfolk, Virginia, USA. It belongs to Denver Community Health Services
(DCHS), which is a network of 8 community health Centers, 12 school-based
health centers, and 2 urgent care centers. The EVMS research provides coordination
for research committees as well as the research advisory group. It wins funding
from outside sources, with grants and contracts awarded for work in Hampton
Roads communities. EVMS has a long-term cooperation with our research team
and provided great support for this field study.

The physicians of EVMS specialize in family and internal medicine, obstetrics,
medical and surgical specialties as well as radiation oncology, laboratory, and
pathology services, with the mission “to provide patient-centered quality healthcare
to the patients that we serve.” In order to reach the goal, the medical group has been
working very hard to deliver care that is safe, efficient, and cost-effective. By the
time of our investigation, EVMS had been using patient portal to keep records.
In order to explore the current situation of EVMS Ghent Family Medicine, we
conduct a data analysis to identify the discrepancy between patient demand and
provider supply, to see whether the capacity management in such an outpatient
family machine has brought a good outcome and whether the patient data in the
HIT/HIS system was utilized effectively.

The datasets from EVMS were mainly drawn from the scheduling record
spreadsheet provided by the hospital. Some data came from our interview with the
doctors, such as the general workloads of doctors and residents. The dataset consists



2 Big Data Analytics for Healthcare Information System: Field Study. . . 35

of the doctor’s schedule and patient records from July 2012 to December 2012.
There are 131 days, for both morning and afternoon schedules. In our analysis, we
take the average of the doctor and patient number for the morning and afternoon as
the data points. Our results are as follows.

2.8 Statistical Findings

Figure 2.1 shows a linear relationship between the number of doctors and the
number of the patient. According to Fig. 2.1, each doctor takes care of 6 to 7 patients
in 4 hours (half a day) on average.

The actual workload for each doctor is 6 to 7 patients per day, according to
our collected data. On the other hand, our interview also indicates that each doctor
spends about 20 minutes on a single patient on average. Therefore, the actual total
workload is less than what the doctors are able to handle. We question that it might
be the poor design of scheduling system that reduces the efficiency. There is room
for improvement.

From Table 2.3, we can see that Tuesdays and Wednesdays are easy days, while
Mondays, Thursdays, and Fridays are busy days, especially on Mondays. Moreover,
the standard deviation associated with patients is much higher than that of doctors
every day, especially on Mondays. Then here comes the question: does the current
schedule respond to the high demand on Mondays?

Fig. 2.1 Relationship between number of doctors and number of patients (force s = 0)
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Table 2.3 Number of patients and doctors each day (half day based, holiday excluded)

Average #
of doctors

STD DEV
of doctors

Average #
of patients

STD DEV
of patients # of pts. per doc

Monday 7.4 1.3 51.3 13.0 7
Tuesday 6.1 1.3 33 13.0 5.5
Wednesday 4.6 1.4 12.5 5.2 2.7
Thursday 5.1 1.3 33.7 11.8 6.6
Friday 4.8 1.64 32.6 15.3 6.8

Table 2.4 Number of patients and doctors each month (half day based, holiday excluded)

Average #
of doctors

STD DEV
of doctors

Average #
of patients

STD DEV
of patients # of pts. per doc

July 5.2 1.9 31.1 16.4 6.0
August 5.0 1.1 29.6 13.3 5.9
September 6.6 1.4 38.5 17.0 5.8
October 5.3 1.6 27.5 16.9 5.2
November 6.0 2.4 38.7 21.8 6.5
December 5.1 1.9 29.2 16.7 5.7

A similar pattern is also found when we do monthly demand analysis (Table 2.4):
November has the highest standard deviation associated with the patient as well as
the doctors. The assumption is that it is because of the seasonal factors: November
is the month of Thanksgiving and it is very close to Christmas break. People tend to
travel, have parties, reunion, and engage in more risky behavior in terms of health
issues. Thus, it has the highest variation in demand.

2.9 Gap Between Patient Demand and Doctor Schedule

Figure 2.2 shows the changes in the patient numbers and doctor numbers in half a
year. We can see that the service time provided by physicians is level and stable,
while the demand for service from patients is sporadic and lumpy. Figure 2.2
suggests that sometimes there were too many service hours, and at other times there
appeared to be insufficient service resources that might lead to long waiting times
and unhappy patients. Delays in obtaining service lead to patient dissatisfaction,
higher cost, and adverse consequences. Similarly, comparing with the actual number
of patients seen by the doctors each day which is sporadic and lumpy in Fig. 2.3, the
line for the expected number of patients appears more level and stable. It indicates
that the current patient schedule does not fit the intended workload capability of
doctors.

Finally, we face such a question: are we able to determine a consistent demand
pattern that matches the level supply of providers?What we find is that the pattern of
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Fig. 2.2 Number of patients and doctors of the time period

Fig. 2.3 The actual number of patients seen each day versus the expected number of patients seen
each day

the patient demand and the service provider is not consistent. As shown in Fig. 2.4,
the shape of the demand and service curve can be a triangle, a negative slope, and a
concave. Other than these standard shapes, there are some other shapes as shown in
Fig. 2.4(d). In other words, the variability of patient demand and the service seems
to be significant.

Such variability may come from patients and service providers. From the
perspective of patients, the variability comes from (1) different patient types, such
as new patients, follow-up patients, return patients; (2) different schedule types,
such as by appointments, late show, no show, overbooking, walk-in patients, urgent
patients, emergencies, patients who want the same doctor; and (3) different service
times, such as the diagnosis by annual physical, for new patients, for follow-ups, for
patients who want to have all health issues done in one visit. From the perspective of
the service providers, the variability may come from (1) the difference in provider’s
schedule, for example, the doctor schedule is made quarterly, 3 ~ 4 months in
advance, while the medical aid schedule is made a day before the service; (2)
variability in-service time, that the standard (20 minutes per patient) does not apply
to all doctors and there is at least a 5% chance the doctors will run their appointment
late. Our findings highlight the mismatch between patient demand and the schedule
of the service provider.

Our goal is to reduce the bottleneck of the services, reduce the waiting time of the
patients, and improve patients’ satisfaction towards the services. Some lean service
operations can take place to reach the goal, such as better scheduling, understanding
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Fig. 2.4 The pattern of patient demand and service provider by weeks

the patient’s needs and their tolerance span, and matching patient’s demand with
providers’ supply. For example, parents with young children will be scheduled
early in the morning or late in the afternoon, so the parents do not need to take
time off during the day; retired senior citizens (who do not mind waiting a little
longer than the scheduled time) can be scheduled in the middle of the day. The
physician schedule, nurse scheduling, and patient schedule need to be integrated,
and the patient information also needs to be integrated with the staff schedule. Such
categorizing functions can be performed by decision support systems. It is one of
our following studies that fall into the categories of level 3 and 4 in NHS framework.

2.10 Discussion and Future Work

The field study in EVMS highlights the mismatch between patient demand and
service provider schedules. This was actually the very 1st step of our series of
study. One of the following works was to adopt the institutional theory to explain
the process of implementing HIS/HIT and the possible outcomes. Using HIMSS
data, we run structural equation model to test six hypotheses to identify the rela-
tionships between size and service volume, size and performance, and size and IT
implementation. To solve the problem of existing systems, we will conduct further
research to adopt decision support methods to capture the classification patterns
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from the doctor. Such a system should be able to provide valuable recommendations
to health providers, helping them gain more transparent information from patients,
and make better scheduling decisions to minimize gaps between patient demand and
the provided services.

This field study evaluated Level 1 and 2 of NHS model. It reveals that the
physicians in the EVMS hospital were not satisfied to the current scheduling
status by the time the survey was conducted. The studies with SERVQUAL,
a measurement framework for service quality [83], also show similar findings.
SERVQUAL that evaluates the quality of clinic services based on information
systems will be measured and compared from five dimensions: tangibles, reliability,
responsiveness, assurance, and empathy:

• Tangibles: physical facilities, equipment, and appearance of personnel
• Reliability: ability to perform the promised service reliable and accurately
• Responsiveness: willingness to help customers and provide prompt service
• Assurance: knowledge and courtesy of employees and their ability to inspire trust

and confidence
• Empathy: caring, individualized attention provided to customers

Many studies have gained success in adopting the SERVQAULmodel to evaluate
the performance in health care research discipline. Babakus and Mangold [6] found
that the SERVQUAL scales could be used to assess the gap between the patient
perceptions and expectations and that SERVQUAL was applicable as a standardized
measurement scale to compare results in different industries [6]. In particular, Lam
[57] checked a hospital service quality in Hong Kong and the result indicated
that SERVQUAL was consistent and reliable as a measurement tool [57]. Youssef
et al. [113] examined at the service quality of NHS hospitals [113]. Pakdil and
Harwood evaluated the patient satisfaction for a preoperative assessment clinic with
SERVQUAL [82]. And a recent study in 2010 compared the service quality between
public and private hospitals using SERVQUAL [112]. Based on all these facts,
we can also adopt SERVQUAL as a reliable measurement infrastructure for our
proposed healthcare systems of following studies.
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