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Preface

This book intends to gather valuable contributions to help the reader to understand
the latest technological developments in the areas of cutting edge developments of
next generation data and knowledge management for the diversified applications
related to the convergence of ICT, Healthcare and telecommunication services.

The first chapter significantly introduces and focuses the scope of this book by
addressing an interoperable and integrated care service architecture for intellectual
disability services in the context of the COVID-19 pandemic. The following two
chapters focus on the work related to big data in the context of healthcare and in
applications related to intelligent transport systems. The next chapter provides an in-
depth study on the applications of intelligent sensors in healthcare services. Finally,
the last two chapter address the convergence of ICT, which deal with the applications
of robotic arm with ANN and IOT, respectively.

This book attracted contributors from several countries. Therefore, we would
like to thank all authors for their contributions and also thank all reviewers for
their review work. Last but not least, we express our sincerest thanks to Dr. Imrich
Chlamtac, Series Editor, and Ms. Mary E. James, Senior Editor, EAI/Springer. We
convey special thanks to Ms. Eliška Vlˇcková, Managing Editor, European Alliance
for Innovation (EAI), for all her support and cooperation throughout the process of
creating this book.

Haldia, West Bengal, India Suman Paul

Viana do Castelo, Portugal Sara Paiva

Long Beach, CA, USA Bo Fu
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Chapter 1
Development of an
Interoperable-Integrated Care Service
Architecture for Intellectual Disability
Services: An Irish Case Study

Subhashis Das and Pamela Hussey

1.1 Introduction

There is much evidence to suggest that digital transformations are complex pro-
cesses that are predisposed to fail. Only about one in four transformations succeeded
in the short and long terms, and the success rate has been trending downward
[4, 7, 54]. Policy makers and administrators charged with digital transformation
at the enterprise level need to consider carefully corner stones on specific design
approaches. For example, what judgements they make and what they base their core
decision making on. Important decisions need to be influenced by a critical review
of emerging evidence, what data analytics requirements are needed, with some
focused consideration on how emerging technology can provide support at policy
clinical and administration levels in short, medium, and long terms [16, 17, 22, 33].
The world is changing and we are now living in a post COVID-19 society. This
is having an impact on how we live and how we work. Telehealth is emerging
as key driver to support service delivery and with it access to shared electronic
records. Such records will depend on quality data which must be underpinned
by semantic interoperability to realize anticipated benefits [30]. From a business
perspective, organizational change science theory specifically highlights the need to
ground change programmes in state-of-the-art evidence, and to situate any change
in context using co-participatory methods in order to fully understand the nature
of the proposed challenges in any planned programme. The Captain’s project [11]
for example demonstrates how researchers are using innovative co-participatory
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2 S. Das and P. Hussey

methods in design science through the adoption of living labs and stakeholder
communities to advance transformation of systems using technology.

For planned transformation change, the COVID-19 pandemic increases this
challenge and presents a global emergency which means more agile and responsive
digital resources are required to assist in slowing down the virus transmission.
Understanding the complexity and uncertainty of the environment and ensuring that
emerging technology is flexible will be key. So too is the strategic fit of the science
applied to underpin scheduled programme development and create targeted inter-
vention for meaningful change [22]. In the midst of an ever increasing demographic
trend of an ageing population, a pandemic, and a rise in non-communicable diseases,
collaboration and cooperation of global research communities is key and has never
been more necessary [54]. As a consequence of COVID-19 healthcare professionals
are also now increasingly considered vulnerable citizens by policy administrators
[56]. We build our systems development life cycle in the midst of a perfect storm
and we need robust navigation to deliver sustainable solutions that are effective and
provide a good Return On Investment (ROI). Health informatics standards provide
guidance to weather this storm and therefore are used to underpin this case study.

1.2 About the CSDM Project

The CeIC1 in partnership with the Adapt Research Centre2 in Dublin City Uni-
versity (DCU) are tackling this uncertainty and complexity directly to impact on
the aforementioned societal challenges of ageing population and global pandemic.
CSDM aligns with the Shanghai Declaration [55] which aims to reorient health
and social services to optimize fair access and put people and communities at the
centre of policy development. This is particularly important for individuals who are
socially underprivileged or with a disability.

Healthy lives and increased wellbeing for people at all ages can be only achieved
by promoting health through all of the Sustainable Development Goals (SDGs),
and by engaging the whole of society in the health development process including
marginalized population groups [53, 55]. In this chapter, we provide insights from
a case study in Ireland with our Intellectual Disability (ID) partner services which
seeks to address social mobilization with innovative initiatives which help address
issues to support our society. We look to service improvement initiatives providing
core access to infrastructure for intellectual disability care services delivery. In
this chapter, we provide insights on our progress for phase one of this initiative.
At the core of the CSDM project, nursing leadership and vision are directing the
strategic course and decision making of the research method. This approach is
conducted in accordance with international best practice, values and vision of the

1https://www.dcu.ie/ceic.
2https://www.adaptcentre.ie/.

https://www.dcu.ie/ceic
https://www.adaptcentre.ie/


1 Interoperable-Integrated Care Service Architecture 3

CSDM team which are decisively rooted in co-participatory care development and
delivery processes. Embracing Open Innovation 2.0 principles is key to our work
[12, 33]. Cultivating our initial research within the centre, in this chapter we offer
a summary of our approach from a computer science perspective. We therefore
provide a summary of a specific body of work in progress to deliver a common
semantic data model (CSDM) designed using the state-of-the-art health informatics
standards from ISO TC215 and CEN TC251 communities (see Table 1.1).

As nursing leadership is at our core, we consider it important to make the
case to adopt and position nursing and health informatics theory to lead this
interdisciplinary initiative. Drawing on Actor Network Theory (ANT) principles,
we consider the nurse (or nurse practitioner) as a central person to communicate
and make shared decisions with the patient and their care team to plan and execute
a care plan that accounts for all the patient’s health conditions. ANT helps us to
distinguish how one factor may influence another within any given social process.
Focusing on the nurse as an actor and an agent, where the actor is defined as a source
of action, we will consider over time the impact and effect on adopted processes in
the context of Intellectual disability services focusing case study initially on the
development of a COVID-19 app as a non-human agent [5].

1.2.1 Case Study

In our identified Intellectual Disability (ID) partner services the site has a diverse set
of care settings including Day service, Residential Services, Community Houses,
Independent Living, Host Families—Home Sharing, and an Activity Hub which
provides services to the clients and manages a variety of information using paper
based and electronic based resources. Managing and providing services for a one-to-
one service user and monitoring of patient health status and addressing service user
needs has to date worked effectively. With advancement of COVID-19 restrictions
implemented through national government guidelines as is the case elsewhere in the
world, additional services were identified. Service providers nationally identified
the need to enhance the process of work and care flow using digital in health
and social care. For example, telehealth increasingly is identified as the primary
communication for care delivery. Supporting telehealth and clinical decision making
across this diverse healthcare setting is the need for electronic records for integration
of care. Such records need to be designed to support interoperability so that data
is accessible across and between different systems at the service level. Semantic
interoperability allows machine to share, understand, interpret and use data without
ambiguity. Lack of semantic interoperability in the healthcare domain is of a great
concern, where the main objective is to exchange health-related information with
explicit meaning that is shared between different stakeholders or policymakers [4].
The main hurdle in achieving semantic interoperability is the existence of different
terminologies used by various coding systems, a lack of correlation among local
coding systems and international coding systems which needs to be addressed. An



4 S. Das and P. Hussey

ontology based approach with the standard controlled vocabulary helps tackle the
interoperability issues where an explicit formal specification can provide guidance
to interact with different systems [31]. A key to understand diverse data and knowl-
edge and big data analysis is ontologies. Ontologies are widely used in biomedical
domain and metadata standardization [28], and rigorously support data integration,
sharing, re-usability, and computer-based data analysis and automated reasoning.
Ontologies are also regarded as the foundation of knowledge representation and
knowledge graph, a major field required to support the advancement of artificial
intelligence [48]. Making health records meaningful will only be possible if we
link the Electronic Health Record (EHR) to an authoritative clinical knowledge and
then use natural language in the user interface as suggested by the IMIA working
conference on clinical terminology [4]. This enables effective meaning-based
retrieval and provides the evidence and associate details to support the adopted
specific design approach for CSDM. Using a case study, we can demonstrate and
provide guidance to advance knowledge to support eHealth practices.

1.3 Nursing Engagement in System Design

As the largest percentage of the professional workforce, nursing occupies 50% of the
total headcount for many countries [57]. There is a wealth of evidence demonstrat-
ing the impact of registered nurses on healthcare outcomes for populations across
a range of roles particularly missed care [10]. Building on discussion and opinion,
the evidence reports that there is also much in the history of nursing which argues
the case that the profession needs purposeful and focused engagement [38]. This is
conceivable particularly when one considers the significant research completed to
identify adverse outcomes on risk which has been published over the past 10 years
[2, 34]. Traditionally, nursing has a strong history demonstrating their professions
ability to deliver expertise in the realm of systems development and design for health
and wellbeing. While the technology may be new, the challenges for generic systems
design sadly remain. But without involving interdisciplinary healthcare viewpoint
in system design, multi-billion pound losses can happen as evident in Lorenzo
healthcare IT system deployed by National Health Service (NHS)-England [51].

Twenty first century healthcare policy advocates advancement of the role of
nurse practitioners. The American Medical Informatics Association for example,
estimates that as many as 70,000 nursing informatics specialists or analysts will be
needed in the next 5 years [49]. From a sociology perspective, Trotter suggests that
at its core nursing as a profession can be described as iconic providers of care which
provide labour that is gendered and which seeks to support members of society who
cannot care for themselves because of age, illness or disability [52]. Interventions
such as care coordination with a wide range of people and organizations provide a
layered understanding of the broad and variable set of service user needs. Arguing
the case that nurses are adequately experienced in advising informing and are
therefore experts in transforming the nature of care delivery itself [52]. In this
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2 year study, we begin phase one engagement with nursing at the helm directing
the development of a case study to advanced strategic tactics of the research.

1.4 Insights on Digital Transformation in Ireland

Ireland is in the process of procuring and deploying a national electronic health
record (EHR) programme for the past 5 years. More recent attention focuses
on shifting health and social care to the community in the form of a national
implementation plan entitled Sláintecare [20, 29]. Recent study in the UK shows
that Healthcare and social care integration is a key contemporary concept in the
service delivery [1]. There is at the time of writing this chapter, however an absence
of harmonization of big data which would allow policy analysts and healthcare
workers to conduct big data analysis, to reduce costs of treatment, predict outbreaks
of epidemics and support disease prevention at the national level. Ireland as a
country has invested significantly in registry development in the past; however, data
collection within the existing registries cannot support a common semantic data
platform and therefore information can only be reported nationally in a fragmented
and siloed way [33].

Drawing on relevant evidence we choose to blend Actor–network theory (ANT)
principles with an ontology based model and knowledge transfer approach in order
for us to be able to publish this research in the open source.3 This initial work
is illustrated through visualization on a graph database platform, GraphDB by
Ontotext.4 Presenting our research development outputs in this way helps build
capacity in standards use and deployment through industry. It is important to
recognize that this approach is not suitable for use with a relational database which
is the more conventional approach in healthcare for data storage for secondary care
delivery.

We also argue the case that future models of care aligned with our national and
global policy will need to be linked with the Internet of Things (IoT) to advance self-
management support and will require access to data across one to many healthcare
settings. This can be only achieved if we use an ontology based model which is
relying on linked data approach and strategically fits better for the digital patient’s
future requirements. According to market research there is currently in 2020 3.68
million smartphone users in Ireland.5 On July 6th, 2020 the public health services
app for tracing citizens with COVID-19 was launched in Ireland and passed one
million registrations within 48 h of its launch [43]. In this context, we consider it
important to focus on a case study approach to help us to understand and assist in
the development of a model with intellectual disability services. A model where

3https://bioportal.bioontology.org/ontologies/CONTSONTO.
4https://www.ontotext.com/products/graphdb/.
5https://www.statista.com/statistics/494649/smartphone-users-in-ireland/.

https://bioportal.bioontology.org/ontologies/CONTSONTO
https://www.ontotext.com/products/graphdb/
https://www.statista.com/statistics/494649/smartphone-users-in-ireland/
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the terminology is motivated by case study scenarios that focus on clinical need
and capable of supporting future service improvement. Phase one of this project
reported here provides deliverables which offers the team a guidance so that we are
able to understand requirements as well as identify limitations which helps us during
modelling and future implementation of the systems development lifecycle.

1.5 Summary of Case Study Methodology Phase One

Phase one of the CSDM research project aims to set in place a framework to develop
a system architecture that will be useful for other application scenarios in the future.
Preliminary output of our research development work is available in open source
domain.6 Drawing on specific evidence such as the WHO policy on patient centred
integrated care [54] and the work of Blobel [6–9], we also contribute to European
Committee for Standardization (CEN) and ISO community working groups on
health informatics [15, 35]. The nursing led team established a working group to
define a use case and create and deploy an extension of Semantic Sensor Network
(SSN) ontology [27] and Fast Healthcare Interoperability Resources (FHIR) [32]
application programming interface (API) with an industry partner entitled Davra7

in quarter 2 of 2020. Through initial analysis for sustainable health systems access,
the following information was collated and critiqued.

1.5.1 Initial Requirements Gathering and Needs Analysis

Guided by Blobels’ systems approach to interoperability [6] in combination with
OntoClean methodology [25], the team created a formalized ontology and defined
an information model to underpin the project in phase one. The information model
for data, information, and action was adopted in partnership with focused discus-
sion groups and an advisory board was identified with dedicated implementation
team. Included in the advisory board are two Fulbright academic scholars with a
background in doctoral nursing practice from the USA who provide insights into
the project action and data management plan from a global perspective.

Some early key milestones from preliminary discussions included the need to
develop a common business case underpinned by two communicating and cooper-
ating principles. In our case these identified principals were quality and relevance
to inform contributions and deliverables. The first principal was to ensure that
identified contributions be as informative as is required for the purpose of exchange
of semantic data. The second principal was to ensure that the contributions are

6https://opensource.org/.
7https://davra.com/.

https://opensource.org/
https://davra.com/
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focused on relevance of identified requirements with a view to avoiding obscurity
of expression in community services. The team recognized the nature of this work
in the context of a COVID-19 pandemic and considered the information cycle
process in a phased manner to deploy existing or emerging knowledge, skills and
capabilities within the team. Agreed agendas included building capacity for shared
communications and dissemination of findings as part of the communication and
cooperation process across the CSDM project. A critical review of the evidence to
informed decision making on the case study provided the flowing information and
action steps as detailed in the following Sect. 1.2.

1.5.1.1 Evidence and Action Steps

The ISO Reference Model for Open Distributed Processing (ODP) was used to
analyse the emerging tools, resources and standards published on the various
interoperability levels using core evidence from Blobel [6–9]. This provided a
rigorous structure and pathway to build capacity and progress with the project
specified requirements to deliver on the following goals in phase one. These
standards are outlined in Table 1.1 using the various viewpoints for ODP with the
exception of the technical viewpoint scheduled for review later in this case study
development lifecycle. Goals and scoping review were considered both informally
(Social participatory engagement processes) and formally (Informatics technical
implementation processes).

Informal: To develop and report with advisory boards and dedicated implemen-
tation team a proof of concept research study for assessment of service users within
a specific intellectual disability (ID) service. This person-centred initiative focuses
on COVID-19, Referral and Healthy ageing initiatives. Design of an information
data plan will be underpinned with related health policy—Sláintecare, eHealth
Ireland and ID national policy. Formal: Drawing on ANT and co-participatory
methods develop phase one of a Common Semantic Data Model (CSDM) for an
emerging interoperable framework capable of accommodating different schemas for
knowledge transfer on health informatics standards for digital health transformation
with ID services.

1.5.2 Scoping Review and Mapping Exercise

In order to define the Interoperable-Integrated care Service Architecture (IISArc),
a qualitative and quantitative analysis was carried out to investigate the correlation
between different actors involved in the residential care service. We also investigated
the correlation between several smart devices including IoT based services for
residential care and the corresponding needs of the service users with COVID-19
through detailed clinical modelling and testing in a simulated environment [41].
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Fig. 1.1 Infrastructure view of a stimulated residential care unit

Figure 1.1 depicted typical arrangement of medical device, IoT, smartphone to
collect patient observation data within our identified residential care unit.

This initiative was then tested in a day service with nurse practitioner leading
a simulated exercise to test clinical workflow and impact of digital devices in
context. As individuals with Intellectual disability (ID) are considered a vulnerable
population group and COVID-19 cocooning was in process, for preliminary work
conducted in phase one we opted not to directly involve the service users in
the initial design process. The co-participatory group opted to work with nurse
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Fig. 1.2 Process flow schema adopted for the IISArc project

practitioners and healthcare professionals and experienced carers who provided
detail for the mapping of the service. The plan being to provide a demonstrator
to service users for review and comment and additional development as required
once ethical approval has been obtained. Overall on-going design and workflow for
IISArc, shown in Fig. 1.2 and comprise of the following five steps: (1) field study,
(2) scoping, (3) conceptualization, (4) design and (5) testing.

Field Study An ethics proposal was drafted for the clinical engagement phase of
the project. As no personal or identifiable records were to be used for the initial
scoping review and mapping exercise in phase one, there was no anticipated risk
associated with the study. Simulated data was created to demonstrate the testing
and demonstration of the prototype. Primary users for phase one identified in the
case are nurses and carers. Secondary users identified are the management team in
the service, the individual clients with intellectual disability (ID) and the Industry
partner Davra. User centric-design has been applied to develop the users’ needs
analysis based on evidence on COVID-19. It is anticipated that the project scope
for phase one which has been developed in the ID services may be useful to address
older person needs in the future. This aligns well with the overarching mission of the
research team to ensure an adaptive, usable and understandable sustainable product
is delivered which may be adapted for other domains in the future.

In Fig. 1.3, we will describe process, domain and context of use. We illustrate
a summary view of how we are defining requirements of the information layer
for semantic interoperability in the identified domain using a phased and step
by step cyclical process. The context of use is defined with practitioners who
consider workflow and data requirements for assessment of a COVID-19 service
user. We consider a deteriorating service user who requires transfer from a social
care residential unit to an acute care provider. Core data for transfer in line with
national guidelines and specific care requirements for the intellectual disability
domain are taken into consideration [30]. The user needs and feature analysis
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Fig. 1.3 Plan–Do–Study–Act adapted for CSDM

include focus group interviews and documentary analysis completed by health care
practitioners which are conducted as phase one. This is followed by a series of
steps which confirm with the practitioners the specific relationships between the
various resource requirements for data transfer across different care settings. We
consider the focus to be on assessment of service needs for an individual service
user and referral of key information for transfer with the service user to support
safe referral of care. The final step in this phase of needs analysis and scoping
process relates to the development of the knowledge graph (KG) using synthesized
cases for demonstration to the wider stakeholder group through planned dedicated
workshops. At each step of the CSDM project, there is a check action to review and
confirm that CSDM resource is aligning with the domain and context of use.

1.5.2.1 Informal Scoping

Initial attributes collection as part of a scoping phase was completed outside of the
service with the experienced nursing group. The main objective being to understand
which attributes aka data fields are needed for our initial conceptual model
development. Key questions which we have used within the focus group discussions
with service providers relate to the following: What are the most relevant and agreed
requirements considered essential for day to day patient observation data collection?
These reported data attributes are currently reported to be in form of paper or
excel spreadsheets from existing information system deployed in the residential care
facility. Step one and step two of the user and needs analysis was completed to
identify the data attributes to create an initial conceptual model. An example of the
data attributes identified and related to the COVID-19 app is available from FHIR
[32]. For example, temperature and breathing are included in the FHIR observation
detail and available in Sect. 1.5.3.3.
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In adopting a hybrid approach to tackle the complexity of health and social care
delivery two specific standards Fast Healthcare Interoperability Resources (FHIR)
and Observational Medical Outcomes Partnership (OMOP) [32, 44] were used.
FHIR has well-defined data structure (aka Resource) to capture patient observation
data as well as other components involved in a care setting such as patient,
diagnostic report, medication statement, etc. Detailed explanation on how this case
study use FHIR is available in Sect. 1.5.3. OMOP was used to guide the dataset
mapping coming from across care settings.

Design Principles Agreed key design principles adopted by CSDM are in accor-
dance with core principles of health interoperability [4]. The project team will
accommodate and store observational data to facilitate ongoing research which is:

• Suitability for purpose
• Data protection
• Rationale for domains
• Standardized Vocabularies
• Reuse of existing vocabularies
• Maintaining source codes

Initial scoping review of health informatics standards and resources used are
presented in Table 1.1 under the Reference Model of Open Distributed Processing
(RM-ODP) structure. RM-ODP is an architectural standard developed in the mid-
1990s following 10 years of development work through the International Standards
Community on architecture [39]. This standard explains the inter relations between
the various viewpoints as the enterprise viewpoint linking with the system designer
role, the information viewpoint which informs the information architect role, and
the component developer which uses the computer viewpoint and the systems
implementer role which uses the engineering viewpoint supported by the systems
administrator role in the technology viewpoint. The technical viewpoint is not
included in Table 1.1 as this review is scheduled for later in the project lifecycle
when tested in the service context [6, 39].

1.5.2.2 Formal Scoping

Identification of the formal scoping and mapping exercise involved the analysis of
the Conceptualisation model. This action step commenced with a focus on the
co-design and model validation within the core research team and four focused
co-participatory group discussions. These discussions were considered preliminary
because of COVID-19; access to the services was delayed. The team opted to use
ISO 22272 a Health Informatics Standard Methodology for analysis of business and
information needs of health enterprises to support standards based architectures.
These initial discussions explored the project from four specific perspectives to
consider the Business Impact Analysis, Concept Analysis, Information Analysis
and Future Model Development. In the context of CSDM this phase one analysis
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Table 1.1 Summary table of standard and techniques use in our project

Standards and
techniques

Category Framework development utility

ISO 22272 Enterprise Used to define Business mission aims and objectives,
conceptual model and capacity building

Contsys ISO 13940
https://contsys.org/

Computer Overarching ontology framework designed in OWL
as a formalized web ontology (publish on May 2020)
https://contsys.org/pages/Guest%20blog/
FormalOntology

HL7 FHIR v.4 https://
hl7.org/FHIR/

Computer Used to specify attribute structure of Observation,
Medication Statement, Medication Administration,
Medication Diagnostic, Report, Patient

EHRcom ISO 13606 Engineering Reviewed in terms of harmonization of HI standards
to describe distribution of objects and applications
across platforms

IHE CCR https://
www.astm.org/
Standards/E2369.htm

Information Provides a patient health summary standard which
facilitates timely and focused transmission of
information across and between health professionals
involved in the delivery of patient’s care

Snomed-CT ICNP Information Formalized reference terminologies used for semantic
mapping of concepts in health care systems

Protégé https://
protege.stanford.edu

Engineering A free, open source ontology editor and framework
for building intelligent systems

Karma https://usc-isi-
i2.github.io/karma/

Engineering A data integration tool and aligning with
Interoperability level-1 Technical automation. Semi
automation of semantic mapping is important so that
the semantic detail used is approved and validated by
nurses

GraphDB http://
graphdb.ontotext.com

Engineering Used as a specification with common functions
providing a technology-neutral architectural
framework and database support

on the conceptual model refers to identifying the core design requirements for
the ontological model which enables semantic interoperability [46]. This formal
scoping also included a number of presentations of the evidence selected to support
the CSDM project and a detailed explanation on how ontologies can support future
models of integrated care development. A defined ontology can be viewed as a
declarative model of a domain that defines and represents the concepts existing
in that domain, their attributes and the relationships between them. It is typically
represented as a knowledge base which then becomes available to applications that
need to use and/or share the knowledge of the identified domain. In addition the
emerging conceptual model used Web Ontology Language (OWL). In the domain
of health informatics, an ontology [23] can be described as a formal description of
a health-related domain. OWL offers a logic-based semantic markup language for
publishing and sharing ontologies on the World Wide Web [45]. OWL 2 was used
[19] and found useful for our project particularly in demonstrating specific detail
of the case study with key stakeholders. OWL 2 was selected as it supports both

https://contsys.org/
https://contsys.org/pages/Guest%20blog/FormalOntology
https://contsys.org/pages/Guest%20blog/FormalOntology
https://hl7.org/FHIR/
https://hl7.org/FHIR/
https://www.astm.org/Standards/E2369.htm
https://www.astm.org/Standards/E2369.htm
https://www.astm.org/Standards/E2369.htm
https://protege.stanford.edu
https://protege.stanford.edu
https://usc-isi-i2.github.io/karma/
https://usc-isi-i2.github.io/karma/
http://graphdb.ontotext.com
http://graphdb.ontotext.com
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qualified and unqualified cardinality restrictions. Its datatypes include various kinds
of numbers, adding support for a wider range of XML Schema Datatypes (double,
float, decimal, positive integer, etc.) and providing its own datatypes.

This was considered a useful resource to linked open data community. In addition
to developing a preliminary conceptual model in OWL, the development team also
conducted some terminology mapping as part of the model validation process.
Specifically focusing on changing the values found in the source datasets into
the values defined by the standard organization resources adopted in the project
lifecycle. Typically data elements are stored in a database which consists of values
such as a word, number or a date, a text string or a code. Each database uses values
that are defined by the database designer, in this case an intellectual disability (ID)
service provider. The defined set of codes can be called a reference terminology.
In healthcare within Ireland existing widely used and adopted terminologies
include International Classification of Diseases 10th revision (ICD-10), and more
recently Systematized Nomenclature of Medicine-Clinical Terms (SNOMED-CT)
for diagnoses and intervention mapping. The CSDM development team considers
it important to recognize that many databases contain values that are unique to
their local environment [3, 4]; therefore, differences in codes and values can lead
to inconsistencies where data are combined across many different local systems
resulting in heterogeneous data collections. This reflects the challenges ahead for
national programmes in adoption of national electronic health records (EHR) and
why the European Union (EU) is focusing on ICT standardization in the EU with
programmes such as the Elite S Scholarship [14] which is funding this research.
What is required for existing data banks is cleaning of data for terminology mapping
in order to convert local terms into standard terms that are used across all data
partners or care centres in a healthcare network. Figure 1.4 provides a summary of
the tooling used in this phase of the CSDM which addresses this issue by adopting
language independent ontological model which helps to integrate data based on their
semantic meaning rather terms.

1.5.3 Technical Implementation

Dissemination of information on the CSDM is provided on a phased basis with
the ISO and CEN Community, for example publication of formal ontology for
community of care is available with a supporting blog post on the Contsys Website.8

For technical implementationFor technical implementation depicted In Fig. 1.4,
provides a summary of CSDM intended implementation pipeline which includes
tools and techniques on how we executed our work to date.

As we await ethical approval for data collection, we will then collect more data
from different healthcare data sources through our identified service. We anticipate

8https://contsys.org/pages/Guest%20blog/FormalOntology.

https://contsys.org/pages/Guest%20blog/FormalOntology
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Fig. 1.4 Implementation pipeline used for CSDM

that this will be possible through planned fieldwork, such as workshop and survey
activity as this approach has worked well for preliminary work conducted in phase
one of this study. As required the development team will then set about cleaning the
data collated using some software such as ontoRefin, which is a data transformation
tool, based on OpenRefine9 and integrated in the GraphDB Workbench [21].
Protégé [42] is a free, open source ontology editor and a knowledge management
system, which will be used for designing and editing IISArc schema. Protégé
provides a user-friendly graphical interface to define ontologies. In particular for
defining the terminology and schema mapping Cellfie [36], a Protégé desktop
plugin will be used for importing spreadsheet data into OWL ontologies for data
integration tasks. As the research programme grows for large dataset we will use
KARMA, for integration [26]. KARMA is an open source tool which enables to
integrate data from different sources like XML, CSV, text files, web Application
Programming Interface (API’s). KARMA also generates RDB to RDF Mapping
Language (R2RML) mapping file which can be reused again and again in case of
feeding models with new data.

Other features under consideration for System Architecture of CSDM are as
depicted in Fig. 1.5. We aim to connect with an existing local IT system called
Clinical Information System (CIS); this is a particular in-house system of the service
organization which has been in place for a number of years. The Geographical
Information System (GIS) applications could be used to collect and locate service
user and staff details including emergency management planning, and IoT devices
to monitor service user’s health and wellbeing. The local IT information system CIS

9https://openrefine.org/.

https://openrefine.org/
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Fig. 1.5 System architecture of CSDM

could be connected with the GraphDB via a connector while KARMA could be used
to harmonize the data. This could then facilitate access by staff and service users to
information via organizational laptop, desktop or other mobile devices which are
connected with the system via web API.

1.5.3.1 Data Modelling

As it is our first phase of the project, we mainly focus on data modelling part to
generate initial IISArc ontological schema. Full formal ontology for continuity of
care comprises around 138 classes.10 Out of that main classes needed to capture our
scenario are rather small. They are:

• Healthcare actor organization or person participating in healthcare. The involve-
ment of the healthcare actor will be either direct (for example, the actual
provision of care) or indirect (for example, at organizational level).

• Subject of care healthcare actor with a person role; who seeks to receive, is
receiving, or has received healthcare. Synonym: subject of healthcare; service
user; patient; client.

• Healthcare profession having a healthcare professional entitlement recognized in
a given jurisdiction. The healthcare professional entitlement entitles a healthcare
professional to provide healthcare independent of a role in a healthcare organiza-
tion.

10see https://bioportal.bioontology.org/ontologies/CONTSONTO.

https://bioportal.bioontology.org/ontologies/CONTSONTO
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Fig. 1.6 Class relationship with Observation

• Observation Observations are a central element in healthcare, used to support
diagnosis, monitor progress, determine baselines and patterns and even capture
demographic characteristics. We reuse HL7 FHIR observation [32] Resource
in our ontology which provides the details and data structure for capturing
patient daily observation. Class relationship with observation class is depicted
in Fig. 1.6. It represents class relationships among the nine classes which contain
data and how they are interrelated with each other. We use Ontotext GraphDB
[21] to generate this class diagram. The Class relationships diagram is based on
the real statements (i.e. instance level) between classes and not on the ontology
schema.

1.5.3.2 Ontology Alignment

Top-level ontologies provide domain-independent conceptualization, relations and
axioms (e.g. categories like Event, Mental Object, Quality, etc.) in order to
standardize the ontology creation by providing guideline based on a rigorous
ontological commitment. Therefore, building the continuity of care ontology under
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Fig. 1.7 Formal Ontology of continuity of care developed and visualized using Protégé ontology
editor

a top-level ontology should contribute to improve its semantic interoperability with
other existing ontologies. In our work, we use the top-level ontology Descriptive
Ontology for Linguistic and Cognitive Engineering (DOLCE) [24] as a middle-
out solution between degree of formalization and complexity, contributing to an
effective practical solution. In spite of the benefit of top-level ontologies, their
alignment and use is not trivial and requires some expert effort. The EU project
Advancing Clinico-Genomic Trials (ACGT) [50] as well as other healthcare projects
emphasize on need and benefit from top-level alignment.

DOLCE ontology classes such as stative, mental object, event, natural person and
physical object preoccupied class hierarchy of our ontology. This helps to aggregate
similar kind of classes of continuity care under one super class. The European
Federation for Medical Informatics (EFMI) also emphasises the need for ontological
scrutiny for continuity of care [40] however it is interesting to note we found no
further progress in our review in the past decade. Our formal model tries to resolve
those ontological issues as well with our collaborative work with the existing ISO
13940 community. Figure 1.7 depicted fragment of our formal OWL ontology in
Protégé user interface.

1.5.3.3 Formal Model

In the research completed to date the expressiveness of our ontology model is
ALCHQ(D) as per description logic (DL) scale. We opted not to exploit full power
of DL-Full as supported by OWL language, rather we opted to use simple rule
so that it is compatible with a GraphDB rule engine. This approach facilitates
quick query execution time as we are cognisant that our model will have potential
to expand exponentially in the future. In this section we provided details on the
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data structure of the class observation and property person.gender in Resource
Description Framework (RDF) Turtle syntax. The observation class defined by
FHIR Observation accommodates reuse of properties in order to facilitate our model
for interoperability. This approach aligns with other EHR models using FHIR based
specifications and supports cross border studies on intellectual disability (ID) clients
in the future. Observation captures measurements and simple assertions made about
a patient, device or other subject. The subject of observation is Patient class. The
performer of observation is healthcare_professional class. Datatype restriction is
encapsulated under property person.gender, where the data provider has to choose
among gender value “Male”, “Female” or “Transsexual” as it is a mandatory and
important information needed by the service provider. It cannot be left blank and
reasoner will able to detect in case of wrong information inserted in the system. The
following excerpt demonstrates an example of this observation class detail in RDF
turtle syntax.

observation(class)

h t t p : / / o n t o l o g i e s . dcu_smh . i e / CeIC−SMH# O b s e r v a t i o n
EWS: O b s e r v a t i o n r d f : t y p e owl : C l a s s ;

r d f s : s u b C l a s s O f [ r d f : t y p e owl : R e s t r i c t i o n ;
owl : o n P r o p e r t y o b s e r v a t i o n −d e f i n i t i o n s : O b s e r v a t i o n . p e r f o r m e r ;
owl : someValuesFrom EWS: h e a l t h c a r e _ p r o f e s s i o n a l ] ,
[ r d f : t y p e owl : R e s t r i c t i o n ;
owl : o n P r o p e r t y o b s e r v a t i o n −d e f i n i t i o n s : O b s e r v a t i o n . s u b j e c t ;
owl : someValuesFrom EWS: P a t i e n t ] ;

oboInOwl : hasDbXref
" h t t p s : / / www. h l 7 . o rg / f h i r / o b s e r v a t i o n −d e f i n i t i o n s . h tml
# O b s e r v a t i o n "^^ xsd : anyURI ;
r d f s : comment " Measurements and s i m p l e a s s e r t i o n s made a b o u t
a p a t i e n t , d e v i c e o r o t h e r s u b j e c t . " @en .

person.gender(property)

h t t p s : / / www. h l 7 . o rg / f h i r / pe r son−d e f i n i t i o n s . h tml # P e r s o n . g e n d e r
person−d e f i n i t i o n s : P e r s on . ge nde r r d f : t y p e owl : D a t a t y p e P r o p e r t y ;

r d f s : r a n g e [ r d f : t y p e r d f s : D a t a t y p e ;
owl : unionOf ( [ r d f : t y p e r d f s : D a t a t y p e ;
owl : oneOf [ r d f : t y p e r d f : L i s t ;
r d f : f i r s t " Female "^^ xsd : s t r i n g ;
r d f : r e s t r d f : n i l ] ]
[ r d f : t y p e r d f s : D a t a t y p e ;
owl : oneOf [ r d f : t y p e r d f : L i s t ;
r d f : f i r s t " Male "^^ xsd : s t r i n g ;
r d f : r e s t r d f : n i l ] ]

[ r d f : t y p e r d f s : D a t a t y p e ;
owl : oneOf [ r d f : t y p e r d f : L i s t ;
r d f : f i r s t " T r a n s s e x u a l "^^ xsd : s t r i n g ;
r d f : r e s t r d f : n i l ] ] ) ] ;
r d f s : comment " The g e n d e r might n o t match t h e b i o l o g i c a l sex
as d e t e r m i n e d by g e n e t i c s , o r p r e f e r r e d i d e n t i f i c a t i o n .
Note t h a t t h e r e a r e o t h e r p o s s i b i l i t i e s t h a n M and F " .
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Fig. 1.8 DL Query execution with HermiT reasoner

1.5.3.4 Inference

OWL contain schema information in addition to links between different classes.
This additional information and rules allow users to perform reasoning on the
knowledge bases in order to infer new knowledge and expand existing knowledge.
The core of the inference process is to continuously apply schema-related rules on
the input data to infer new facts. This process was considered helpful in this case
study for deriving new knowledge and for detecting inconsistencies. Example of
automated inference using HermiT [47] reasoner is depicted in Fig. 1.8.

1.5.3.5 Knowledge Graph

Knowledge graph (KG) can be briefly explained as a graph with interconnected
entities. KG became popular in early 2012 when Google started showing their search
result as a Knowledge Graph which appeared on the right side of the page of your
search result [13]. KG feature is available in all Graph database technology. In this
case study, we obtain our initial IISArc KG using Ontotext GraphDB as shown in
Fig. 1.9.

We can see how observation, patient and healthcare professional are connected.
Here node represents entity and edge represents relation. Node with same colour
means those entities belong to the same ontology class. On the right side of the
illustration, we can see information related to particular node, in this case for
Diastolic blood pressure. The user can click on different nodes to know detailed
information related to that entity. It is a very intuitive way of visualization and also
very helpful for healthcare professional or even healthcare management group to
show workflow within identified residential care facility. Our initial interview with
service providers indicates their satisfaction on our preliminary result. The next
challenge is to formally evaluate the resource once additional data is entered from
different settings.
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Fig. 1.9 Initial Knowledge Graph of IISArc visualized using GraphDB

1.6 Discussion

Considering the scope of the project and the need to identify alternative care
delivery mechanisms in the era of COVID-19, this nurse led initiative recognized
the need to deal with the challenges at the organizational level and devise innovative
approaches to progress the CSDM project. Nurses are critical providers of care and
therefore contextually understand the organization and what is required to achieve
intended goals and service user outcome. The COVID-19 pandemic intensifies not
only the economic needs of service provision but also the social needs of service
users, and research needs to be cognisant of this when designing systems for new
models of care delivery. Focused coordination and social distancing guidance on key
requirements of COVID-19 can generate as many problems as they are designed
to solve. It is therefore critical to approach the project with an interdisciplinary
focus using a layered understanding of the existing and potential problems created
by changing care delivery mechanisms. Simulation of planned transitions carries
low risk and can be completed ahead of a study which requires ethical approval.
This preliminary work has provided insights for the CSDM project and provides
early indicator on the practical application and use of standards and technical
reports for implementation of a common semantic data model for a complex
healthcare network. As recommended by OECD [57], even though medicine has
been successful at treating disease continual initiatives for service improvement
must include assessment of the impact treatments have on people’s lives. This makes
outcomes valued by patients a key indicator of success.
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1.7 Conclusion and Future Work

The European Union, aware of the poor uptake of health informatics standards,
and associated fragmentation of health systems delivery has introduced the Elite
S scholarship programme for future leadership in ICT standardization in Europe.
In DCU through CeIC and Adapt Research Centers, researchers are working in
partnership to accelerate the uptake and use of health informatics standards in
Ireland. The COVID-19 pandemic has presented many challenges globally, and
health researchers and policy analysts are reporting worrying results on predictive
models for 2020–2021. Health and social care professionals are now classified as
vulnerable populations by WHO [57]. It is critically important that such vulnerable
employees are not unduly placed at risk, and in their respective practices that
their time is not unduly wasted doing menial and repetitive tasks that can better
be achieved using alternative and more efficient practices. Digital health systems
and services can potentially provide some leverage in addressing some of the
more outdated and repetitive routines that take up a significant HCP time. Co-
participatory methods to advance appropriate design science of technology in
context can potentially impact on service providers. Such systems once deployed
can leave more time for important interventions that can address some of the more
pressing needs in direct care provision. In addition to the longer term impact by
providing data analytic and visualization for population outcome monitoring and
policy planning.

During phase one development the CSDM team has identified opportunity in the
current working processes with potential for service improvement. The next step
is showcasing the benefit of using integrated-interoperable care service architecture
(IISArc) to the wider audience. In this way the benefit of adopting graph database
as part of a data storage and long term benefit to manage and retrieve service
information can be realized. Additional benefit include but not limited to data
harmonization and discovering new knowledge to inform targeted interventions.
The second phase of development will test CSDM application from user satisfaction
point of view using user experience (UX) dimension as proposed by Laugwitz [37]
and as we implemented in our previous work on Semantic User Interface (SemUI)
[18]. The questionnaire will be designed to understand different UX dimensions
[37] along with the specific traits of User Interface. These UX dimensions perform a
thorough assessment of the product using 6 scales with 26 terms. These scales were:
Attractiveness, Perspicuity, Efficiency, Dependability, Stimulation, and Novelty.
Final step will be to deploy our system on a cloud based server with the help of
our industry partner Davra in order for us to conduct performance testing of the
CSDM platform.
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Chapter 2
Big Data Analytics for Healthcare
Information System: Field Study
in an US Hospital

Liuliu Fu, Wenlu Zhang, and Lusi Li

2.1 Introduction: IT in US General Hospitals

In the USA, a hospital is often associated with a medical group and it is run by a
set of general practitioners, including doctors, nurses, and laboratory technicians.
Simultaneously, it has also been widely recognized that Information Technology
(IT) market is growing dramatically in recent few years. Combining this, the key
role that information plays in health care cannot be ignored. IT costs on healthcare
have become a foremost concern of the US government. Health Information
Technology (HIT) or Health Information System (HIS) is defined as the computer
applications for the practice of medicine [81]. HIS/HIT covers a wide range of
applications, such as the Electronic Medical Record (EMR), the Electronic Health
Record (EHR), Continuity of Care Document (CCD), Computerized Physician
Order Entry (CPOE), decision support systems to assist clinical decision making,
and computerized entry systems to collect and storage patient data. According
to the report of the U.S. Congressional Budget Office, the Bush Administration
established the position of National Coordinator for HIT in the Department of
Health and Human Services in 2004 and set the goal of making EHR available to
most Americans by 2014. The time to achieving the goal has been revised [15]: in
2008, less than 10% of US hospitals had adopted Basic EHR system; and however,
this increased to 76% in 2014. Almost all hospitals (97%) have adopted a certified
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EHR technology in 2015, increasing by 35% comparing with 2011. Current data
suggests that HIS/HIT has gained increasing recognition in the USA and it is playing
a more and more important role for US hospitals [35].

Not only the US government, many leading business companies also realize the
potential of HIS/HIT development. Google Health, introduced by Google in 2008
and cancelled in 2011, was a personal health information centralization service
that allowed patients to import personal medical records, schedule appointments,
and refill prescriptions [96]. As the most similar competitor of Google Health,
HealthVault, developed by Microsoft, is a web-based platform where users can
see, use, add, and interact with other personal devices such as Windows, Windows
phone, iPhone [69]. Microsoft HealthVault allows individuals to manage personal
health data via health apps and personal health devices. Intel is now making
efforts on multiple perspectives to promote the development of HIS/HIT, including
personalized medicine, mobility, devices and imaging, privacy and security, secure
cloud [38]. IBM’s Healthcare solution aims to enable advanced business models
to reduce costs, to create new forms of cooperation, and to promote engagement
among business and individuals to increase healthcare outcomes [37]. Subsequently,
HIS/HIT has gained visible achievements and is still evolving.

Government and business company efforts bring huge investments into health-
care information systems research in the USA and all over the world. Despite the
enormous cost to the hospitals, the overall benefits and costs of HIS have not been
deeply assessed [27]. In recent years, much research efforts investigated the link
between the implementation of information systems and the performance of organi-
zations. Because hospitals are at the frontier of technology adoption, IT investment
becomes one of the main costs of its spending [84]. Many previous studies have
indicated a positive relationship between the use of IT and hospital performance
[3, 21, 61], but the mechanisms by which IT impacts hospital performance are still
not clear: Do HIS/HIT systems influence different hospitals the same way? How to
understand and explain the mechanism that HIS/HIT improves the performance of
hospitals?

2.2 Overview of Current Healthcare Information Systems

A healthcare system, sometimes referred as “health care system” or “health system,”
is the integration of people, institutions, and resources that provide health care
services. According to the World Health Organization (WHO)’s definition [80]:

A health system consists of all organizations, people and actions whose primary intent
is to promote, restore or maintain health. This includes efforts to influence determinants
of health as well as more direct health-improving activities. A health system is therefore
more than the pyramid of publicly owned facilities that deliver personal health services.
It includes, for example, a mother caring for a sick child at home; private providers;
behavior change programmers; vector-control campaigns; health insurance organizations;
occupational health and safety legislation. It includes inter-sectoral action by health staff,
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for example, encouraging the ministry of education to promote female education, a well-
known determinant of better health.

The WHO’s definition highlights the fact that there are not only factors of
technology, but also factors of human and organization in a healthcare system.
All these factors simultaneously determine the outcome of a health care system.
In our research, we narrow the broad scope of “system” and define healthcare
information systems as computerized systems that facilitate the information sharing
and processing within healthcare facilities. Healthcare information systems are
fundamentally different from industrial and consumer products which are concerned
about market share protection [65]. They need to be able to be implemented across
the platforms, and thus there is a requirement for standardization. In general, it has
special needs in terms of security, database design, and standards issue.

Evaluating, designing, and implementing HIS/HIT systems cover a wide scope.
The key is to integrate the technology factors (e.g., information integration and
knowledge management) and social factors (e.g., management, psychology and
policy). This multidisciplinary research has drawn interests from many fields includ-
ing those working in the fields of information system, computer science, business
management, medical science, and others. For example: Wilton and McCoy [108]
introduced a distributed database which established data links between different
applications running in a local network [108]. Both patient information and
reference materials were included in their database. Lamoreaux [59] described a
database architecture in a medical center in Virginia which integrated the patient
treatment file, outpatient clinic file, and fee basis file all together [59]. Johnson et
al. [43] discussed the generic database design for patient management information
[43] and indicated that the database design needed to allow efficient access to
clinical management events from patient, even, location, and provider. Tsumoto
[101] developed a rule instruction system to automatically discover the knowledge
from an outpatient healthcare system [101], similar to Khoo et al. [52]’s knowledge
extraction and discovery system while using the graphical pattern of a medical
database [52]. Chandrashekar et al. [14] talked about the considerations when
designing a reusable medical database, including the contract issue between the
clinical applications and the storage component, multimodality support, centralizing
external dependencies, communication models, and performance considerations
[14]. Xu et al. [111] introduced an integrated medical supply information system
which integrated the demand, service provided, health care service provider’s
information, inventory storage data, and support tools all together [111]. A recent
study by Honglin et al. proposed multiple factor integration (MFI) method to
calculate the similarity map for sentence aligning for medical database [110].

With the emergence of these advanced HIS/HIT systems, some well-developed
ones have gained wide adoption. Electronic Medical Record (EMR), Electronic
Health Record (EHR), and Electronic Patient Record (EPR) are three of the main
types adopted. All three systems aim to represent the data electronically and are
often used interchangeably. However, fundamental differences exist among these
three systems. EMR is the electronic medical information file that is generated
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during the process of diagnosis. EMR is normally designed according to the
diagnosis process in a medical facility, and it is rarely extended outside the scope
of a hospital, clinic or medical center. On the other hand, EHR is the systematic
collection of electronic health information about patients, which can go beyond the
scope of a single medical facility. Thus, EHR integrates information across different
facilities and systems, and EMR can serve as a type of data source for the EHR [33,
53]. The scope and purpose of EHR are given by [1]: “a repository of information
regarding the health status of a subject of care in computer processable form,
stored and transmitted securely, and accessible by multiple authorized users. It has a
standardized or commonly agreed logical information model which is independent
of EHR systems. Its primary purpose is the support of continuing, efficient and
quality integrated health care and it contains information which is retrospective,
concurrent and prospective.” And finally, EPR refers to “An electronic record of
periodic health care of a single individual, provided mainly by one institution” [24],
as defined by National Health Service (NHS). The definition of EPR is patient
centric. It is the health record of a person along his/her life. NHS has classified
EPR into six levels. The research of HIS/HIT may focus on any of the six levels.
Our field study looked at Level 1 and 2 of these six levels, which provide evidence
to support the intergraded systems on upper levels.

Level 1 - Patient Administration System and Departmental Systems
Level 2 - Integrated Patient Administration and Departmental Systems
Level 3 - Clinical activity support and noting
Level 4 - Clinical knowledge, decision support, and integrated care pathways
Level 5 - Advanced clinical documentation and integration
Level 6 - Full multimedia EPR on line

From the perspective of information location, content, source, maintainer, and
user, we compare EMR, EHR, and EPR in Table 2.1:

Although these well-developed systems have gained wide acceptance and have
been implemented by most healthcare facilities today, many studies have discussed
the issues regarding the implementation of the EMR/EHR/EPR as well as the
problems of the system design. For example, some studies discussed the accuracy
issues of quantitative EMR data [17, 30, 98, 104]. Particularly, Wagner and Hogan
indicated that the main cause of errors was the failure to capture the patient’s mistake
when misreporting about medications, and the second most important cause for the
error was the failure to capture medication changes from outside clinicians. Moody
et al. [72] found that only small amount of nurses reported that EHRs had resulted in
a decreased workload, while the majority of nurses preferred bedside documentation
[72]. Bygholm [12] found the implementation issues of EPR systems from a case
study [12], and it was argued that there was a need to distinguish different types of
end-user support when various types of activity were involved.
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Table 2.1 Comparison among EMR, EHR, and EPR

EMR EHR EPR

Purpose Managerial
process control on
a medical domain

Information sharing Personal health
management

Information
allocation

Health facilities Public health department Individual person

Information
content

Medical record Medical record and public
health record

Medical record and
personal health record

Information
control

Health practitioner
or related stuff can
gain access

Health practitioner, related
stuff in the health facilities,
and government stuff can
gain access

Can get access only after
get permission by the
record owner

Information
resource

Single health
facilities

Multiple health facilities Single Health facility and
individuals

Information
maintainer

Health facility Government Individual

2.3 The Measurement of the Healthcare System

Performance measurement is defined as “the process of quantifying the efficiency
and effectiveness of action,” or “a metric used to quantify the efficiency and/or
effectiveness of an action,” or “the set of metrics used to quantify both the efficiency
and effectiveness of actions” [76], [78]. Here three main issues are covered: “quan-
tification,” “efficiency and effectiveness,” and “metrics.” Quantification means that
the results of performance measurement need to be countable and comparable.
Efficiency and effectiveness are the measuring objects. Metrics emphasize that
performance measurement is multidimensional.

In most cases, the process of measuring performance requires the uses of statisti-
cal tools to determine results. Today many performance measurement systems have
gained great achievements. For example, the Balanced Scorecard, first proposed in
1992, provides a comprehensive framework to translate a company’s strategic objec-
tives into a related set of performance measures [49, 50], including the financial
perspective, customer perspective, internal business perspective, and innovation and
learning perspective. Neely’s “Performance Prism” system looks at five interrelated
facets of the prism: stakeholder satisfaction, stakeholder contribution, strategies,
process, and capabilities [2, 77, 79]. More detailed measuring perspectives are
defined under each facet. The Performance Pyramid developed by Lynch and
Cross contains a hierarchy of financial and nonfinancial performance measures.
The four-level pyramid system shows the link between strategies and operations,
translating the strategic objectives top down, and rolling measures bottom up
[18]. Dixon [22] developed the Performance Measurement Questionnaire (PMQ)
system to determine the degree that the existing performance measures supported
the improvements and to identify what the organization needed for improvement
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[22]. For team-based structures, Jones and Schilling [44] proposed the approaches
of the Total Productive Maintenance (TPM) process in which a practical guide
for developing a team’s vital measurement system is provided [44]. Later after
the proposition of TPM, the 7-step TPM process [62] and Total Measurement
Development Method (TMDM) [31] were developed. By studying the processes and
strategies with organizations, these systems function as a part of the management
process giving insights on what should be achieved and whether the outputs meet
intended goals.

Since performance measurement is multidimensional, a Performance Measure-
ment System (PMS) can differ when the situation and context change. Despite
the variety of PMSs, some universal steps and requirements need to be followed
when designing a meaningful measurement system. Three general steps are included
when designing a performance measurement system: defining strategic objectives,
deciding what to measure, and installing performance measurement system into
management thinking [51]. Wisner and Fawcett later added more operational details
into the procedure, expanding the three steps to a nine-step flow diagram [109].

Particularly for the measurement of healthcare related systems, Purbey et al.
adopted Beamon’s evaluation criteria for supply chain performance [8], coming
up with a set of measurement characteristics for healthcare processes: inclusive-
ness, universality, measurability, consistency, and applicability [87]. Due to the
complexity of healthcare systems, there are various aspects implicating the system
performance. Looking at the review of Van Peursem et al., three measurement
groups are included for health management performance: (1) economy, efficiency,
and effectiveness; (2) quality of care; and (3) process [102]. These measurement
aspects focused on the quality of management, not the quality of medical practice.
The first aspect mentioned here (economy, efficiency, and effectiveness) is normally
referred to as the three e’s and it has been devised for public sector organizations
[11, 66, 70]. A PMS for HIS/HIT can also be classified as financial or nonfinancial
[68, 90, 102]. Table 2.2 summarizes the studies on healthcare system performance
and their measurements according to financial and nonfinancial categories:

As a short conclusion to this section, existing healthcare systems have gained
long-term success, while there remain many unsolved issues regarding the imple-
mentation and use of such systems. More research needs to be done to improve the
usability and data quality of healthcare systems. There is a high demand for a further
investigation of current system’s weaknesses and the development of integrated
healthcare systems. As a result, we conduct this field study to collect evidence from
a general hospital. The information we gathered contains both the qualitative and
quantitative ones. Before looking at the details of the field study, let’s compare these
two general research categories: quantitative research and qualitative one.
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Table 2.2 Healthcare system studies with financial and nonfinancial measurements

Financial measurement Nonfinancial measurement

Return on investment (ROI) [67]
Medicaid inpatient revenue [29]
Total income/revenue [4]
Cost, market share grow, return on assets
(ROA), ROI, operating profit [63]
ROA, operating margin, market share, sales
growth, current ratio, debt ratio, cash flow to
debt ratio, cumulative depreciation ratio [41]
Net operating revenue, market share, total
margin, total revenue [58]
ROA, operating margin, net cash flow,
adjusted net patient revenue (Bill Binglong
[106])

Patient satisfaction [10, 13, 85, 86]
Patient safety (Bill Binglong [106])
For three clinical areas: hip/knee surgery,
cardiac care, and obstetric care, hospitals were
rated as better than expected (fewer deaths/
complications), as expected, or worse than
expected [36]
Standardized mortality ratio (SMR) [39, 45,
71, 91]
Bed Occupancy Rate (BOR) [4]
Mortality, readmission, and complication [20]
Percent occupancy [58]

2.4 Quantitative Research

Quantitative research methods are rooted in the natural sciences [74]. The objective
is to measure a particular phenomenon using quantified datasets of a chosen sample
from the population of interest. In general, using quantitative methods requires the
inclusion of a large sample size in order to fully represent the population of interest.
Sometimes quantitative research can be followed by qualitative research to further
investigate the details of some findings, or it can follow qualitative research in
order to prove the validity of proposed assumptions. Quantitative research methods
are widely accepted in the field of social science. There are several examples of
application of quantitative methods in HIS/HIT studies.

Mathematical modeling [9, 56, 114] means to construct and describe a system
using mathematical concepts and equations.

Experimental method in information system studies is a controlled procedure in
which independent variables are manipulated by the researchers, and the dependent
variable is measured to test the hypotheses [26, 28, 54].

Survey method [7, 89, 93, 105] studies the sampling of datasets from a population
using collected survey data. A survey can be cross-sectional (collecting data from
people for one time) or longitudinal (collecting information from the same people
over time). The cross-sectional method simply measures the research subjects
without manipulating the external environment. If multiple groups are selected,
it can compare different population groups at a single point of time. In contrast,
longitudinal survey method collects information from multiple time frames. It
has a significant advantage over cross-section methods in identifying cause-and-
effect relationships. However, longitudinal survey method also faces the challenges
associated with following a study group over a long time period.

Quantitative methods are most suitable when a researcher wants to know “how
much”: the size and extent or duration of certain phenomena [94]. Especially
when testing the cost, quality, or performance of HIS/HIT systems, quantitative
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methods become a main choice of evaluation. For instance, to evaluate the financial
performance of HIS/HIT systems, quantitative methods are suitable to use. One of
the main strengths of quantitative approaches is their reliability and objectivity. With
a well-constructed analytical model, they are able to simplify a complex problem to
a limited number of variables. This requires establishing the testing model prior to
data collection and the collected data to be precise and able to reflect the target
population. Once the data collecting process is complete, data analysis becomes
relatively less time-consuming especially with the help of statistical software (e.g.,
SPSS, Matlab, Minitab, SAS, Excel). What one needs to note is that the research
results are relatively independent of the researchers. For example, researchers
cannot guarantee whether the outputs are statistically significant, or whether the
model fit can be proved. There are also some weaknesses of quantitative methods.
As the tested models are constructed before data collection, the researchers might
miss some important factors of the phenomena, because the focus is “hypotheses
testing” rather than “hypotheses generation” (R. B. [42]). Therefore, the tested
model needs to be reasonable and with a valid theoretical background.

2.5 Qualitative Research

In contrast to quantitative ones, qualitative research methods were originally devel-
oped for the social sciences [74] who are concerned with “developing explanations
of social phenomena [34].” The purpose of utilizing qualitative methods is to gain
an in-depth understanding of underlying factors and to uncover hidden trends.
More importantly, they are able to provide insights and ideas for future quantitative
research: to determine not only what is happening, or what might be important to
measure, but why to measure and how people think or feel [48]. Unlike quantitative
methods that require large number of datasets in general, qualitative methods usually
concentrate on a small number of cases. Examples of qualitative approaches in the
field of information systems given by Myers are action research, case study research,
and ethnography [74].

Action research “seeks to bring together action and reflection, theory and
practice, in participation with others, in the pursuit of practical solutions to issues
of pressing concern to people, and more generally the flourishing of individual
persons and their communities.” [88]. By this definition, action research method
for HIS/HIT has its concern on the perspective of human and organizational factors.
Reason and Bradbury concluded that action research could be an ideal postpositivist
social scientific research method in information system discipline [88].

Case study research methods intend to implement up-close and detailed exam-
ination of a subject of the case. They are analyses of person, projects, periods,
policies, decisions, events, institutions, or other systems that are under the study
by one or more methods (G. [99]). By its nature, the case study approach can be
applied on almost all perspectives of HIS/HIT research. Many cases are presented
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all over the world, such as the United States [47], Australia [23], Netherland [103],
Taiwan [107], Philippines [40], and Africa [46].

The word ethnography has its origin in Greek where ethnos means “folk, people,
nation” and grapho means “I write” [95]. The goal of ethnography research is to
improve people’s understanding of human thought and activities via investigation
of human actions in context [73]. Therefore, ethnography approaches in HIS/HIT
research also focus on the social aspects of the field, for instance, organizational
culture [5], power and managerial issues [75], and to contribute to the design process
drawing examples to build explanation system [25].

Unlike quantitative approaches which check comparatively large sample sizes,
qualitative approaches examine specific cases. It is useful when investigating
complex situations involving a limited number of cases, and it provides rich
detail of the phenomena in specific contexts. Quantitative approaches require data
standardization in order to process and compare statistical results, while qualitative
approaches allow the researchers to explore the responses as they are and to observe
the behaviors, opinions, needs, and patterns without yet fully understanding whether
the data are meaningful or not [64]. As a result, they are able to help HIS/HIT
researchers capture some important hidden factors which might be ignored with
quantitative approaches. However, because of the flexibility of the collected data,
it takes more time for data processing and data analysis. Moreover, the results of
interpretation and quality are easily influenced by researchers’ personal knowledge
and biases. Therefore, qualitative and quantitative methods have been integrated in
many HIS/HIT studies to compensate each other.

2.6 Challenges in Understanding Existing Healthcare
Information Systems

Identifying the challenges means to explore the influences from the physical, socioe-
conomic, and work environments [92]. One of the most widely studied questions
regarding the performance of current systems is: what matters? These factors can
relate to multiple perspectives such as human, organization, and technology. We
find a lot of influential factors under different contexts, for example:

• Staff and clinic size, doctor waiting time, the use of appointment scheduler (new
or follow-up patient) [16]

• Time interval until the next appointment, doctor number, keep record of follow-
up patient, improve the communications, booking no routine patients for the first
45 minutes for each clinic, field-of-vision appointments before 1st appointment,
redesign the appointment card to give patients more information about their next
visit to clinic [9]

• Number of operators, registration windows, physicians nurses, medical assis-
tants, check in rooms, specialty rooms [97]

• Appointment scheduling for no-shows. Solution: overbooking [56]
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• Appointment scheduling, appointment supply and consumption process, no-
shows, overbooking [55]

• Different appointment types, no shows, overbooking [32]
• Length of time patients had attended the clinic, patients’ mode of transport to the

clinic [100]

Now the challenge is not only whether the factors matter or what factors matter,
but also at which level they matter, and why they matter. Lau’s review on HIS
research summarized the factors of HIS studies into Information System Success
Model [19, 60]. It is clear that understanding HIS/HIT systems is multidisciplinary.
As discussed earlier, the research scope of HIS/HIT covers the aspects of technol-
ogy, organization, social, and human. To evaluate the quality or performance of
an existing health information system, we need to include elements from multiple
perspectives: technical factors (such as information quality, system easiness of use,
system reliability and response time), social factors (such as policy enforcement),
and financial factors (such as different types of costs). We will start from a field
study to explore the environment of healthcare providers and to collect information
about doctors and patients.

2.7 The Field Study of EVMS

The Eastern Virginia Medical School (EVMS) clinic is located on South Hampton
Avenue, Norfolk, Virginia, USA. It belongs to Denver Community Health Services
(DCHS), which is a network of 8 community health Centers, 12 school-based
health centers, and 2 urgent care centers. The EVMS research provides coordination
for research committees as well as the research advisory group. It wins funding
from outside sources, with grants and contracts awarded for work in Hampton
Roads communities. EVMS has a long-term cooperation with our research team
and provided great support for this field study.

The physicians of EVMS specialize in family and internal medicine, obstetrics,
medical and surgical specialties as well as radiation oncology, laboratory, and
pathology services, with the mission “to provide patient-centered quality healthcare
to the patients that we serve.” In order to reach the goal, the medical group has been
working very hard to deliver care that is safe, efficient, and cost-effective. By the
time of our investigation, EVMS had been using patient portal to keep records.
In order to explore the current situation of EVMS Ghent Family Medicine, we
conduct a data analysis to identify the discrepancy between patient demand and
provider supply, to see whether the capacity management in such an outpatient
family machine has brought a good outcome and whether the patient data in the
HIT/HIS system was utilized effectively.

The datasets from EVMS were mainly drawn from the scheduling record
spreadsheet provided by the hospital. Some data came from our interview with the
doctors, such as the general workloads of doctors and residents. The dataset consists
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of the doctor’s schedule and patient records from July 2012 to December 2012.
There are 131 days, for both morning and afternoon schedules. In our analysis, we
take the average of the doctor and patient number for the morning and afternoon as
the data points. Our results are as follows.

2.8 Statistical Findings

Figure 2.1 shows a linear relationship between the number of doctors and the
number of the patient. According to Fig. 2.1, each doctor takes care of 6 to 7 patients
in 4 hours (half a day) on average.

The actual workload for each doctor is 6 to 7 patients per day, according to
our collected data. On the other hand, our interview also indicates that each doctor
spends about 20 minutes on a single patient on average. Therefore, the actual total
workload is less than what the doctors are able to handle. We question that it might
be the poor design of scheduling system that reduces the efficiency. There is room
for improvement.

From Table 2.3, we can see that Tuesdays and Wednesdays are easy days, while
Mondays, Thursdays, and Fridays are busy days, especially on Mondays. Moreover,
the standard deviation associated with patients is much higher than that of doctors
every day, especially on Mondays. Then here comes the question: does the current
schedule respond to the high demand on Mondays?

Fig. 2.1 Relationship between number of doctors and number of patients (force s = 0)
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Table 2.3 Number of patients and doctors each day (half day based, holiday excluded)

Average #
of doctors

STD DEV
of doctors

Average #
of patients

STD DEV
of patients # of pts. per doc

Monday 7.4 1.3 51.3 13.0 7
Tuesday 6.1 1.3 33 13.0 5.5
Wednesday 4.6 1.4 12.5 5.2 2.7
Thursday 5.1 1.3 33.7 11.8 6.6
Friday 4.8 1.64 32.6 15.3 6.8

Table 2.4 Number of patients and doctors each month (half day based, holiday excluded)

Average #
of doctors

STD DEV
of doctors

Average #
of patients

STD DEV
of patients # of pts. per doc

July 5.2 1.9 31.1 16.4 6.0
August 5.0 1.1 29.6 13.3 5.9
September 6.6 1.4 38.5 17.0 5.8
October 5.3 1.6 27.5 16.9 5.2
November 6.0 2.4 38.7 21.8 6.5
December 5.1 1.9 29.2 16.7 5.7

A similar pattern is also found when we do monthly demand analysis (Table 2.4):
November has the highest standard deviation associated with the patient as well as
the doctors. The assumption is that it is because of the seasonal factors: November
is the month of Thanksgiving and it is very close to Christmas break. People tend to
travel, have parties, reunion, and engage in more risky behavior in terms of health
issues. Thus, it has the highest variation in demand.

2.9 Gap Between Patient Demand and Doctor Schedule

Figure 2.2 shows the changes in the patient numbers and doctor numbers in half a
year. We can see that the service time provided by physicians is level and stable,
while the demand for service from patients is sporadic and lumpy. Figure 2.2
suggests that sometimes there were too many service hours, and at other times there
appeared to be insufficient service resources that might lead to long waiting times
and unhappy patients. Delays in obtaining service lead to patient dissatisfaction,
higher cost, and adverse consequences. Similarly, comparing with the actual number
of patients seen by the doctors each day which is sporadic and lumpy in Fig. 2.3, the
line for the expected number of patients appears more level and stable. It indicates
that the current patient schedule does not fit the intended workload capability of
doctors.

Finally, we face such a question: are we able to determine a consistent demand
pattern that matches the level supply of providers? What we find is that the pattern of
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Fig. 2.2 Number of patients and doctors of the time period

Fig. 2.3 The actual number of patients seen each day versus the expected number of patients seen
each day

the patient demand and the service provider is not consistent. As shown in Fig. 2.4,
the shape of the demand and service curve can be a triangle, a negative slope, and a
concave. Other than these standard shapes, there are some other shapes as shown in
Fig. 2.4(d). In other words, the variability of patient demand and the service seems
to be significant.

Such variability may come from patients and service providers. From the
perspective of patients, the variability comes from (1) different patient types, such
as new patients, follow-up patients, return patients; (2) different schedule types,
such as by appointments, late show, no show, overbooking, walk-in patients, urgent
patients, emergencies, patients who want the same doctor; and (3) different service
times, such as the diagnosis by annual physical, for new patients, for follow-ups, for
patients who want to have all health issues done in one visit. From the perspective of
the service providers, the variability may come from (1) the difference in provider’s
schedule, for example, the doctor schedule is made quarterly, 3 ~ 4 months in
advance, while the medical aid schedule is made a day before the service; (2)
variability in-service time, that the standard (20 minutes per patient) does not apply
to all doctors and there is at least a 5% chance the doctors will run their appointment
late. Our findings highlight the mismatch between patient demand and the schedule
of the service provider.

Our goal is to reduce the bottleneck of the services, reduce the waiting time of the
patients, and improve patients’ satisfaction towards the services. Some lean service
operations can take place to reach the goal, such as better scheduling, understanding
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Fig. 2.4 The pattern of patient demand and service provider by weeks

the patient’s needs and their tolerance span, and matching patient’s demand with
providers’ supply. For example, parents with young children will be scheduled
early in the morning or late in the afternoon, so the parents do not need to take
time off during the day; retired senior citizens (who do not mind waiting a little
longer than the scheduled time) can be scheduled in the middle of the day. The
physician schedule, nurse scheduling, and patient schedule need to be integrated,
and the patient information also needs to be integrated with the staff schedule. Such
categorizing functions can be performed by decision support systems. It is one of
our following studies that fall into the categories of level 3 and 4 in NHS framework.

2.10 Discussion and Future Work

The field study in EVMS highlights the mismatch between patient demand and
service provider schedules. This was actually the very 1st step of our series of
study. One of the following works was to adopt the institutional theory to explain
the process of implementing HIS/HIT and the possible outcomes. Using HIMSS
data, we run structural equation model to test six hypotheses to identify the rela-
tionships between size and service volume, size and performance, and size and IT
implementation. To solve the problem of existing systems, we will conduct further
research to adopt decision support methods to capture the classification patterns
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from the doctor. Such a system should be able to provide valuable recommendations
to health providers, helping them gain more transparent information from patients,
and make better scheduling decisions to minimize gaps between patient demand and
the provided services.

This field study evaluated Level 1 and 2 of NHS model. It reveals that the
physicians in the EVMS hospital were not satisfied to the current scheduling
status by the time the survey was conducted. The studies with SERVQUAL,
a measurement framework for service quality [83], also show similar findings.
SERVQUAL that evaluates the quality of clinic services based on information
systems will be measured and compared from five dimensions: tangibles, reliability,
responsiveness, assurance, and empathy:

• Tangibles: physical facilities, equipment, and appearance of personnel
• Reliability: ability to perform the promised service reliable and accurately
• Responsiveness: willingness to help customers and provide prompt service
• Assurance: knowledge and courtesy of employees and their ability to inspire trust

and confidence
• Empathy: caring, individualized attention provided to customers

Many studies have gained success in adopting the SERVQAUL model to evaluate
the performance in health care research discipline. Babakus and Mangold [6] found
that the SERVQUAL scales could be used to assess the gap between the patient
perceptions and expectations and that SERVQUAL was applicable as a standardized
measurement scale to compare results in different industries [6]. In particular, Lam
[57] checked a hospital service quality in Hong Kong and the result indicated
that SERVQUAL was consistent and reliable as a measurement tool [57]. Youssef
et al. [113] examined at the service quality of NHS hospitals [113]. Pakdil and
Harwood evaluated the patient satisfaction for a preoperative assessment clinic with
SERVQUAL [82]. And a recent study in 2010 compared the service quality between
public and private hospitals using SERVQUAL [112]. Based on all these facts,
we can also adopt SERVQUAL as a reliable measurement infrastructure for our
proposed healthcare systems of following studies.
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Chapter 3
Smart City: An Intelligent Automated
Mode of Transport Using Shortest Time
of Travel Using Big Data

Mashrin Srivastava, Suvarna Saumya, Maheswari Raja,
and Mohana Natarajan

3.1 Introduction

With the focus shifting to revolutionizing the way of life by introducing ‘smart’
technology to analyse and predict needs or reduce the man power required to
complete jobs and the onset of emerging technology in the field of big data analytics
and cloud computing in this age of technology, the area of focus in our proposal is
automated transportation. The proposal is to use a modified Dijkstra’s algorithm
to calculate the shortest time to reach the destination instead of the shortest path.
The simple explanation for choosing this is that in today’s fast paced world, the
constraint of time is more pressing as compared to distance. People want results
faster. Time is money. With everyone scrambling to squeeze in a few extra seconds,
they want to save time while travelling from one place to another. The fastest path
is however determined relative to the others on the road. If there is a shortcut to a
certain place, then one can hope to reach that place faster by using that shortcut.
However if a large number of drivers choose the same path, that path becomes a
bottleneck to reaching the destination. Another constraint is the condition of the
roads and the speed limits on the roads. If there is a small dirt path and a concrete
path, it is an obvious conclusion that the speed will be faster on the concrete roads
other than the dirt path. Where automated cars are concerned, it is needed to take
the surroundings like speed bumps, construction work, etc. into consideration [1, 2].
These factors play a pivotal role while choosing a suitable path that will help reach
the destination in the shortest time possible [3].
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3.1.1 Background and Motivation

The latest advancement in technological innovation raising to a deployment of
smart city targeting imminent in smart vehicle mobility with Artificial Intelligence
Centric, Machine Learning Centric, IoT enabled automation supporting Industry
4.0 as well. All ways of remote automation is achieved through IoT which ensures
exceptional connectivity planes amongst the users and vehicles. The existence of
flexibility in restructuring the merchandise logistics and transport optimization
using various digital technologies such as remote/real automation, connected car
techniques, big data analytics technologies and Industry 4.0 forms the strength of
tomorrow’s transportation and logistics market productivity assuring smart transport
system [4]. The diverse cohorts of Connected and Automated vehicles (CAV) with
numerous echelons of system automation along with human-driven vehicles (HDV)
make us to extend and achieve extra resourceful and safer transportation systems
[5]. Hosting of autonomous buses empowers optimization with reduction of fleets
and cost acquired by the vehicle. The prototypical construction method anticipated
castoff to deliver bus transit with effective guidance counting autonomous buses
on its integrational bus fleets configuration and distribution. Henceforward, this
work provides the outline of the research practice employed for an automated based
Society of Automotive Engineers level five mode of transport expending a modified
Dijkstra’s algorithm integrating ant colony optimization, big data analytics and
cloud computing. This integration helps the driver to reach the destination based
on the traffic pertaining to the shortest time possible instead of the usual shortest
distance algorithms.

3.2 Literature Survey

3.2.1 Automated Transport

Experiments in the field of automated cars started in the 1920s gained momentum
in 1950s and is still improving with projects like Navlab from Carnegie Mellon
University, Vislab from University of Parma, Eureka Prometheus Project from
Bundeswehr University Munich, etc. Automobile companies like Tesla motors,
Mercedes-Benz, Renault, Toyota, Bosch, Nissan, etc., are amongst the leaders in
prominent projects undertaken [6, 7]. The most famous project is Google Self-
Driving car undertaken by Google X.
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3.2.2 Classification of Autonomous Cars

The standardization body for automotive-SAE (Society of Automotive Engineers)
has a classification system consisting of six different levels based on the involvement
of the driver based on his attentiveness and intervention that is required to reach the
destination safely more than the capabilities of the vehicles [8].

Level 0: The automated system may alert the driver but it does not control the
vehicle.

Level 1: Features such as ACC (Adaptive cruise control), Parking assistance with
automated steering and LKA (Lane Keeping Assistance) in some combination
requires the driver to be in a state ready to take control anytime.

Level 2: The driver must take control of detecting objects and events if the
automated system fails to respond properly. When the driver takes over, all
activities like accelerating, braking and steering must be suspended by the
autonomous system and control must be promptly passed to the driver.

Level 3: The driver can afford to be inattentive towards the driving tasks only in
known limited environments like freeways.

Level 4: The driver needs to control the vehicle in severe conditions like bad
weather apart from which the automated system can take control of the vehicle
without requiring the driver’s attention.

Level 5: The driver is only required to start the system and set the destination,
and the automated system can take control of driving in any location provided it
is legal to drive.

3.2.3 Ant Colony Optimization

Ant colony Optimization algorithms is a part of swarm intelligent methods that use
probabilistic techniques to solve problems. The basic principle comes from the food
gather techniques of an ant colony [9]. The initial movement of ants is random;
however, they leave a trail of pheromones on their way to the colony. If any of
the other ants moving at random happen to see this food trail, they follow it and in
turn leave pheromones increasing the strength of the pheromone trail which makes it
more likely for the ants moving randomly to be attracted to it. With time however the
pheromone trails evaporate and hence the longer the path from the food to the colony
is, the more the chances of the ants not following the path due to disappearance of
the pheromone trail, but in comparison, the shorter paths have more concentrated
pheromones thus having a much higher probability of ants following that path and
reinforcing the pheromones till finally all ants are following one path. The different
variations of the ant colony optimization include the ‘Min–max ant system’, ‘Elitist
ant system’, ‘Rank-based ant system’, etc. The applications include vehicle routing,
scheduling, assignments, set, image processing, protein folding, data mining, etc.
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3.2.4 Dijkstra’s Algorithm

For a given weighted graph input, Dijkstra’s algorithm can be used to find the
shortest path between vertices in the graph when the condition that all weights are
non-negative is satisfied. Originally the Dijkstra’s algorithm found the shortest path
between two vertices, but a more popular variation that is widely used is for finding
the shortest path from one vertex to all other vertices in the graph [10]. Dijkstra’s
algorithm has many real-world applications that include finding the shortest path
from one city to another using the driving distance as the weights in the graph and
the nodes as the different cities. One major pitfall is the exclusion of the concept
of quantity and time i.e. if there are many cars and the corresponding effects of
the time taken to reach the destination [11, 12]. Using the concepts of Ant Colony
Optimization (ACO) and Dijkstra’s algorithm, a modified version can be tailored to
suit this need [13].

3.2.5 GPS (Global Positioning System)

Irrespective of the weather conditions, be it rain, hail or snow if there are four
satellites that have access to direct view of the GPS receiver, the current time and
location are provided to the person by the navigation system based in space. The
GPS system was created by the USA in addition to which various systems were
in use and development including Global Navigation Satellite System (GLONASS)
from Russia, BeiDou Navigation Satellite System from China, Quasi-Zenith Satel-
lite System from Japan and Indian Regional Navigation Satellite System from India
[14].

3.2.6 LIDAR (Light Detection and Ranging)

A laser is popularly used in fields like geology, geomatics, geomorphology, etc., to
illuminate the target in order to measure distance [15].

3.2.7 Odometry

It involves the measurement of the current position relative to the position in which
it started with the help of motion sensors [16]. The sensitivity to errors is high
because the measurement of position involves the integration of velocity over time.
Object recognition and event recognition is most needed in the implementation of
the proposal.
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3.2.8 Computer Vision

For a given weighted graph input, Dijkstra’s algorithm can be used to find the
shortest path between vertices in the graph when the condition that all weights are
non-negative is satisfied. Originally the Dijkstra’s algorithm found the shortest path
between two vertices but a more popular variation that is widely used is for finding
the shortest path from one vertex to all other vertices in the graph [10]. Dijkstra’s
algorithm has many real-world applications that include finding the shortest path
from one city to another using the driving distance as the weights in the graph and
the nodes as the different cities. One major pitfall is the exclusion of the concept
of quantity and time i.e. if there are many cars and the corresponding effects of
the time taken to reach the destination [11, 12]. Using the concepts of Ant Colony
Optimization (ACO) and Dijkstra’s algorithm, a modified version can be tailored to
suit this need [13].

3.2.9 Ad Hoc Network

Ad hoc network is a type of wireless network that is decentralized, and it is free
from the constraint of existing infrastructure because it relies on each node in
the network to behave like a router and forwards data to the other nodes thus
dynamically deciding the next node based on the available connectivity [17]. Mobile
ad hoc networks (MANET) comprise mobile devices that follow the principles of ad
hoc networks [18]. Vehicular ad hoc networks (VANETS) comprise the application
of MANET to the domain of vehicles where the mobile devices are the vehicles
themselves making them the main component of intelligent transport systems (ITS)
with uses in electronic brake lights, traffic information systems and platooning.

3.2.10 Big Data

Big data refers to copious amounts of real-time data that has the characteristics of
a large amount of data that can even extend to petabytes of data (volume), different
types of data including audio, text, images, videos, etc., (variety), varying speed
at which the data is collected (velocity) and the difference in the quality of data
captured (veracity) making it too large and complex for traditional data processing
applications to suffice. Application of big data to decision making gives better
accuracy in results and helps make more informed decisions for more efficiency
and reduced risks and cost [19]. Big data analytics involves combing through the
vast amount of data to find unknown correlations and hidden patterns to provide
information that could help in the decision making process. In this project the
intention is to harness this power of big data analytics in an endeavour to make the
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vehicle secure by using it to find the shortest path, to detect any obstacles through
vision computing and image analysis and to provide better response dynamically
to the vast amounts of real-time data generated so that decisions can be made
spontaneously [20]. Predictive models can be used to determine the times and places
for maximum traffic enabling the system to cope with the problems brought with it.

3.2.11 Cloud Computing

Cloud computing involves the sharing of computer resources and other services
like applications, virtual machines, etc., on demand to a variety of devices. The
advantage of cloud computing includes cost saving in terms of hardware equipment,
agility, increased security due to decentralized data, independence of location
and device, reliability, scalability, etc. The main advantage includes the provision
of resources rapidly and with minimal amount of managerial effort [21]. The
ability to provide prompt services in terms of expansions and the huge amount
of computational power that is available due to sharing of resources makes cloud
computing an essential part of the project.

3.3 Motivation

The motivation behind this started with the limitations of the autonomous cars as
well as the limitations for Dijkstra’s algorithm. For the autonomous cars, testing
in heavy snow and rain has not been carried out due to safety concerns. Even
with the use of LIDAR, it becomes difficult to distinguish light debris and garbage
causing the car to veer unnaturally without any real threat and inability to distinguish
police officers signalling cars to stop. The first known incident that proved fatal
involved Tesla model S, an electric car from Tesla motors when an 18 wheel
trailer tractor made a left turn just in front of the Tesla car and the car failed to
stop on the non-controlled access highway [22–24]. These specified limitations
can be overcome by incorporating appropriate weather forecasting and weather
mapping techniques. The adverse weather conditions can be detected and necessary
precautions like slowing down the speed in heavy rains to prevent skidding can be
taken forward. The accidents involving Google’s and Tesla’s car were due to human
error. This occasion does not arise when all cars are being controlled [25, 26]. For the
Dijkstra’s algorithm, the major disadvantage is that the algorithm does a blind search
thereby consuming a lot of time and the wastage of necessary resources. Another
disadvantage is that it cannot handle negative edges, which leads to acyclic graphs
and most often cannot obtain the right shortest path. But the biggest problem with
the algorithm is that though it is widely used, we believe that it is not an algorithm
that should be used for path navigation. The traditional navigation applications made
use of this algorithm initially given that it is well known and works well for finding
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the shortest path. Since in the past, traffic was not a major issue because of lesser
number of vehicles on the road, this algorithm performed fairly well. But this is not
the case now. There are a lot of vehicles on the roads now, leading to heavy traffic.
We have all observed in day to day life, that the shortest path now is no longer the
path which will take the minimum time to reach somewhere. This was the motivation
for proposing a modification to the Dijkstra’s algorithm so that the heuristic takes
care of this fact and suggests the path which takes the least time rather than the least
distance as the value for time is becoming more and more important in the lives of
people given the fast moving world and our lifestyles.

3.4 Problem Statement

Given a weighted graph of the road network, the objective is to find the path that
takes the least amount of time to reach from any given location A to location B,
where each location is represented as the vertex in the graph.

3.5 Proposed Work Description

The complete path flow of the proposed work is shown in Fig. 3.1. The major
components of flow diagram are start, choose destination, shortest travel time path
set, automated transport, destination arrive and stop.

• Start: The user is logged into the system as soon as the car is turned on. Choose
destination: The source and destination is chosen based on the current position
as identified by the GPS system and the input by the user, respectively.

• Shortest travel time path set: Using the proposed modified algorithm, based on
all the users currently logged onto the system and their current position and
destination, the route that takes the shortest time to travel is set.

• Automated transport: Using the grid based system where the inaccessible roads
are blocked out by giving a very high value and the weight is taken in accordance
to the speed the car can achieve on the particular road, the user is transported
from source to destination.

• Arrive at destination: With minimal sensors, this automated mode transport uses
big data analytics and cloud computing to ferry people from one place to another
safely.

• Stop: Once the car is stopped, the user is logged off the system.

The first part of the prototype consists of the modified Dijkstra’s algorithm in
which the shortest path is determined based on the time taken and not on the distance
between the source and destination. Analysing is required to find out the number of
people who had own car and statistically how many people would want to go to the
same place at the same time in a particular place. If the shortest route is to take the I-
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Fig. 3.1 Flowchart of the
proposed work

16 and turn north towards the bridge, and all 100 people take the I-16 and turn north,
then imagine the traffic jam a vehicle would be stuck in with the agonizing honking
and bumper to bumper traffic. The whole ground can be represented as a grid or a
matrix. A path can then be plotted based on the parts of the grid that are free. For
example, if there is a pothole then that part of the grid can be made as inaccessible
and will not show as a viable route that can be taken. Similar pothole checking and
path plotting is made to all the places that are on either side of the road. In Fig. 3.2a
and b the grey area represents a concrete road on the highway, therefore the weight
assigned is minimal. The yellow area represents a tar road near residential areas,
therefore the weight assigned is 10. The black areas are the areas that should not be
accessed. We can either give a very large weight representing infinity.

With the offset of the GPS system and the popular google maps, the dependence
on maps or memorizing routes has decreased leading to the ease in travel due to
assurance of arrival at the mentioned destination. The project uses this concept to
ensure accuracy in reaching the destination without needing to rely on maps or
roads. A number of safety features will be provided including the application of
vision computing to pre-detect objects and potentially dangerous situations.

Steps in the Algorithm for the Modified Dijkstra

• Start.
• Initialize the map.
• The values according to the speed in the particular area are set. The inaccessible

zones and areas of roadwork are initialized with infinity value so that the areas
are never chosen.
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Fig. 3.2 Sample maps. (a) Sample map (blank parts). (b) Sample map with weights

• For the first driver is assigned the shortest path available to it and the route
congestion for that path is incremented.

• For all the subsequent drivers, the most optimal path according to the modified
shortest path algorithm is calculated considering the present congestion of the
paths

• Optimal path is calculated by increasing the initial weight of the path by some
factor of congestion, Weight = Weight + k*congestion.

• The destination is reached by providing the most optimal path using the modified
algorithm.

• The data is updated dynamically to include the changes in traffic due to
unforeseeable factors.

• Stop.

The time saved by each driver when the modified algorithm is used to calculate
the shortest path to the destination instead of Dijkstra’s algorithm is calculated for
map of sizes 4×4, 6×6, 8×8 and 10×10. Figure 3.3 shows the values plotted and
the corresponding curve fitting for the plotted value. The slope of the curve increases
with increase in the size of the matrix showing the increase in the time saved as the
size of the map increases. In a real-world scenario, the size of the matrix would
be enormous as the roads and surrounding would be divided into multiple grids
decreasing the size of the grids for more accuracy.

3.6 Implementation of Prototype

The model of the proposal was made using Arduino and the functioning was tested
along with the application of the modified Dijkstra’s algorithm. The path to be
followed is traced using a vector, and the model robot follows the path that is given.
In the proposal, the same will happen with the help of Google maps API. Using GPS
the starting point of the user can be located and when the user enters the destination,
the vectors to reach the destination is fetched by the Google maps API in accordance
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Fig. 3.3 Graph showing the total time saved as the map size increases

Fig. 3.4 Graph plot for the time saved by each driver

to the modified algorithm. The model moves along the plotted path as shown in
Fig. 3.4. The scale is specified as the actual movement with respect to the length
of the plotted vector. The model then moves along the given path by calculating
the length by multiplying the plotted length with the factor of the scale. The same
principle is applied using the Google API. Figure 3.4 also shows the actual length
moved by the model. Figure 3.5 shows the movement of the model in progress. In
Figure 3.6 are the screenshots that show the modified algorithm for the matrix of
size 5 × 5 and the paths allotted for the different drivers having different source and
destination.
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Fig. 3.5 Time saved in a particular case

Fig. 3.6 Vector plot and
movement of the model

3.6.1 Mathematical Model

Let di , ti and Vi be the distance, time and average velocity for the path ‘i’ given in
Eqs. (3.1) and (3.2).

Average Velocity Vi = di/ti (3.1)

Optimal Route = Max{V1, V2, , Vi} (3.2)

The trial runs performed for a number of matrices of varying sizes and the time
saved by each of the driver are plotted. Figures 3.4 and 3.5 represent the time saved
by each driver and time saved in a particular case. As the map size increases, we
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Fig. 3.7 Screenshot of
application of the algorithm

Fig. 3.8 The path selection using the modified algorithm

can observe that the time saved for each driver is increased. This Fig. 3.6 shows that
with the increase in map size that the real-world scenario will have, the time saved
will increase thus proving the efficiency of the modified algorithm and ensuring high
performing automated cars.
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3.6.2 Collision Avoidance

The most important issue to be addressed is that of collision avoidance. There are
two types of collision—static and dynamic. Although in the proposal there is no
possibility of collision but taking into account the errors and malfunctioning that
could happen, the possibility of errors and the corresponding methods for correction
have to be taken into consideration. For static collisions in case of roadwork or
inaccessible paths that can be predefined before the vehicle reaches the area, since
the map is updated dynamically, they can be assigned a very high value that forbids
the movement to those areas. For the dynamic collisions or the collisions that may
occur between the vehicles on the road, we can use vision computing methods for
analysis of the movement of the vehicles in the vicinity. The results then can be
communicated from vehicle to vehicle using the principles of VANET. In case of
manual rerouting of traffic, a specialized VANET signal can be used to communicate
the message to the vehicles thus successfully rerouting traffic in case of emergencies
and even in the case of ambulance travels. The future work would be to build a
prototype of the model and go over the safety features in the case of a failure with a
fine comb.

A prototype of the proposed work is designed and implemented using Arduino
and appropriate hardware components.

Performance analysis has been made by constructing the code to calculate the
paths using optimized algorithm and paths without using optimized algorithm with
map size of 5 and driver count of 25. The obtained result is depicted in Fig. 3.7 as
screenshot of application of the algorithm.

The traces of varying values of the car driving with respect to number of drivers
and time stamp is simulated and tracked appropriately. Figure 3.8 shows the output
of the path selection using the modified Dijkstra algorithm.

3.7 Conclusion and Future Work

Thus, a prototype is proposed and analysed for the mode of transport using a
modified Dijkstra’s algorithm. Deriving the concepts of Ant Colony Optimization,
big data analytics and cloud computing, a novel technique to arrive at the destination
based on the traffic and the number of drivers on the road, in the shortest time
possible instead of the usual shortest distance algorithms is simulated. Appropriate
analysis with respect to time frame is performed and presented here to validate the
state of the art. The graph and screenshots remain the proof of concept supporting
the correctness of modified Dijkstra algorithm for shortest time. The future work
would be to rebuild a prototype of the model and go over the safety features in the
case of a failure with a fine comb.
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Chapter 4
Context Awareness for Healthcare
Service Delivery with Intelligent Sensors

Shikha Singhal, Adwitiya Sinha, and Buddha Singh

4.1 Overview

Our research surveys through several application-based challenges and recent
trends. It includes a complete systematical introduction of fundamental concepts of
e-healthcare systems and the importance of contextual sensors with user mobility.
Later, more complex and advanced topics including a case study are included
to develop a research initiative required for implementing secure framework for
healthcare service delivery.

4.1.1 Healthcare Service Delivery

Traditionally, providing an unwavering healthcare service for elders, loved ones, and
especially the person with disabilities had become a critical issue that exacerbates
the situation faced by family members. Nowadays, people usually having busy
schedules do not have much time, as a result of which health issues are ignored and
therefore, eventually tend to avoid consultation with doctors regularly. However,
certain critical health issues, like cardiovascular and chronic diseases, cannot be
ignored and hence require attention consistently.
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Rapidly, the world population is increasing day by day along with healthcare
costs that are raising forcibly. On the comparison with traditional healthcare,
we normally do not often lean towards digitized equipment to check our health
issues regularly and timely. Therefore, efforts are being made towards ubiquitous
technology in performing medical observation in a pervasive manner. This would
help in transforming the healthcare system that allows continuous monitoring of
inhabitants without hospitalization. The rapid development in the technology area
provides us a new way of monitoring health through using mobile Internet, cloud
computing technology, sensor technology, and intelligence system. Now the goal
is to develop a pervasive application, or system for delivering a mobile healthcare
service to customers anywhere, anytime with the help of the above technologies
[1–3].

Deployment of intelligent sensors pervasively has revolutionized the delivery
of sustainable healthcare services over time and space. Owing to technological
advancements in electronics, sensors are embedded within the scenario we dwell
in, thereby resulting in better sampling and availability of information anytime
and anywhere. This next-generation infrastructure has also developed high-end
mechanisms for accurate medical information mining, storage, and retrieval. This
helps in building, evaluating, and presenting an improved platform for transforming
the traditional healthcare systems towards innovative heights using intelligent sensor
technology.

Environmental monitoring is one of the most significant and widespread appli-
cations of intelligent sensors that allows a cluster of sensing devices to monitor
various environmental parameters and conditions over a stipulated period. Such
healthcare services for monitoring health-related issues of patients together with
significantly reducing the healthcare expenditures are incurred in present healthcare
systems. These sensors can also be used to provide a more useful, collaborative, and
intelligent living environment for human beings. For instance, ambient intelligence
is growing in the form of a future vision of intelligent sensing and managing the
delivery of medical information worldwide. This technology offers a paradigm
that is capable of monitoring health status periodically as well as continuously.
It can even assist in diagnosing health conditions or even can get indulged in
communicating with the patient regarding lifestyle or food habits for maintaining
a sound health. Ambient technology allows to remotely contact with medicinal
experts for regular check-ups or in case of a medical emergency.

The pervasive availability of sensory data enhanced with context information
addresses existing healthcare problems with a promising future. Context-aware
services imparted by intelligent sensing electronics results in advanced healthcare
delivery to patients by eradicating location, temporal, financial, and other resources
limitations without compromising service coverage, timely delivery, and quality of
assistance. Such advancements broadly include prevention from viral infections,
regular health check-ups, healthcare maintenance with customized diets, etc. Several
real-time applications extend support in making advanced healthcare services
feasible. This largely involves smart homes and hospitals, advanced cloud services,
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Fig. 4.1 Context-aware modeling for healthcare service delivery with intelligent sensors

mobile devices and applications, autonomous systems, etc. The intelligent health-
care system mainly includes the following significant characteristics in principal:

• Short-term healthcare monitoring
• Intelligent homing
• Long-term nursing
• Tracking health improvements
• Personalized medical supervision.
• Incidence detection
• Risk management in disasters
• Emergency medical intervention
• Transportation facilities
• Treatment updates

These features promise an effective solution with reliable access to widely
distributed healthcare services, including biomedical information sharing with
remote medical and surgical units with pervasive availability to attend for services
or enquires.

Figure 4.1 explains the whole scenario, how mHealth services are provided
by healthcare professionals at anytime and anywhere. Here, all the recorded
information of patient is stored on a server that can only be retrieved by doctors
and healthcare professionals for providing better treatment on time and anywhere.

4.1.2 Significance of Context Information

The word “context” refers to surrounding information for a given situation, which
can be time, date, or any object of interest. It helps users to develop a consciousness
of behavior with an awareness of the environment. Representation of context to
communicate with the system in a more efficient manner is known as contextual
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information. In other words, contextual information is any relevant information
regarding the system and its users so that system can deliver personalized service
as per user requirements. In the healthcare service delivery system, we need context
information to deal with different users. How can be context information helps us!
This question arises in our mind. In the future, the intelligent hospital will be built
that would introduce new technologies, new architectures so that the implementation
of the new system will be secure and reliable. The main concern is to identify,
evaluate, and implement a new system or services without any hazards which
provide good communication between healthcare professionals and co-operate with
users, doctors, and healthcare service providers (HSPs) [4].

Dedicated Use of Context According to the researchers, we can use context in three
main cases:

• To represent relevant information and service of the systems for the user
• To execute new service accurately and properly
• Tag relevant context information for lateral usage

Objects for the Representation of Context For analyzing the healthcare contexts,
it is possibly necessary to explain the distinct contexts in detail. To represent the
context in a synthesized way, we split the context items into three main classes: (i)
environment, (ii) people, and (iii) activities.

Context-Aware Computing It refers to the building of applications that is capable
of adapting certain changes in the surrounding (people, environment, activities) and
responds according to the usage of the context item in that situation [5].

Context-awareness computing is still a challenging concept in healthcare ser-
vices. The three major challenges are [6]:

• No recommendation regarding suggestions and usage as per functional needs in
the context.

• Actual context-awareness prototypes are different from the fundamental or
theoretical concept of context representation in existence. This can be performed
by analyzing the real-time healthcare projects.

• It is very difficult to build an efficient computerized system for healthcare as per
the customer’s perspective.

These days a mobile phone has become part and parcel for several routine tasks.
Everybody depends on the mobile device for everything such as shopping, paying
bills, healthcare, watching movies. Mobile phones or smartphones have become
one of the significant means of communication in daily lives. The International
Telecommunication Union (ITU) report depicts that the population in the world
who are accessing cellular networks with mobile phones/smartphones are increasing
monstrously. The dependency of people on mobile phones has become even more
owing to enhanced embedded wireless communication techniques (GSM, Wi-Fi,
Bluetooth, and others) for more reliable communication between two parties. Also,
smartphones support a variety of new applications for providing more flexible



4 Context Awareness for Healthcare Service Delivery with Intelligent Sensors 65

Fig. 4.2 Embedded sensors
in modern mobile devices

options for users. With the help of the Internet, we can integrate healthcare services
with mobile phones, to communicate healthcare centers on time. Practical medicine,
online doctor consultation, and healthcare services all are supported by mobile
devices, thereby providing mHealth solutions. Recently, mHealth filed is growing
fast to create new applications for providing better healthcare services to all users.
ThemHealth supported apps are available on webportals, such as Google Play Store.
This makes its users to easily download and use the healthcare solutions efficiently
on the mobile mode. Another most important factor is to determine the applicability
of mobile phones in the healthcare area. In recent days, the upgraded mobile device
is integrated with enhanced embedded sensing equipment, such as accelerometer,
microphone for voice, and camera for imaging. These sensors intend to provide a
better use of healthcare applications.

The basic applicability of a mobile sensing device is mobility with fewer handoffs
or connection drops. Mobility is the most important factor nowadays so that users
can track their health every time and anywhere. The integrated sensors in the mobile
phone may be subdivided into two categories as in Fig. 4.2.

• Environment Sensors: These are used to perceive different characteristics of the
mobile environment. Environment sensors include microphones, cameras, object
trackers, etc.

• Position and Orientation Sensors: These sensors may include accelerometer,
digital compass, gyroscope, and GPS. These electronic devices sense the location
and orientation of the mobile phone with respect to time and space.

4.1.3 Applicability with Mobile Sensing Devices

Intelligent sensing devices offer dynamic extensions to static information-based
healthcare systems with additional contexts. Context means instantaneous details
associated with the surrounding environment, event, or entity, possessing specific
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attributes. The contextual attributes are referred to those characteristics that deter-
mine the situational cases or instances of a system or organization during a time
frame. Contexts can be relatively static or dynamic concerning time. A context-
aware system behaves intelligently to model user requirements adaptively and more
realistically. Some contextual attributes include time, date geo-location, type of
connectivity, user identity (name, password, designation, etc.), type of information,
level of access, propose of visit/access, etc. Sources of such contextual attributes
could be drawn from manual entries (drafted from a predefined list of options),
sensors hardwired in computing devices (for tracking time, date, and location-
related information), external sensors embedded in the environment, system state
of execution, and other context provider services. The following sections illustrate
some mobile sensing devices being widely used in health-related applications [7–
10].

4.1.3.1 Microphone Sensor

Microphone sensors can be used in several ways in mHealth applications, apart
from its inherent usage for communication and transmission. The application of the
microphone involves:

• Providing communication and training platform for healthcare workers or pro-
fessionals

• Diagnosing and imparting treatment support
• Tracking of diseases

This sensor offers an efficient way to use it in mHealth application so that a
proper healthcare service will be delivered to customers.

4.1.3.2 Camera Sensor

The web camera or any motion detection sensor in the mobile phone is used to get
useful information about a patient in form of images and videos that data will use in
those applications where remote doctor consultation is needed.

4.1.3.3 Accelerometer and Geo-Location Facilitator Sensor

The main application in healthcare services is to track a user’s physical activity level
regularly. This application is very important for chronic disease patients because it
reduces the risk of having any critical situation.

The embedded sensors and the mobility feature make the mobile device users
in the field of healthcare service delivery. Context-awareness is gaining importance
owing to the increasing opportunities being provided by cloud computing for online
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storage and instant availability of large-scale distributed data in homogeneous as
well as in heterogeneous form.

4.1.4 Prevalent Applications

Some of the medical applications are enlisted that describes the significance of
context-awareness in medical services:

4.1.4.1 Vocera

This was an initiative conducted in Birmingham, the USA by St. Vincent hospital
for setting by an efficient system for communication [11]. This system is useful only
for people using mobile devices. It is a wearable device for communication based on
speech recognition. This system consists of an automatic calling facility, a small-size
text screen that is flexible for enabling voice-call capabilities. The important features
of this system are hands-free conversations and answering to perform calling, and
storing voice message in case no answer to call is received. Biometric services are
enabled device security with speaker identification and authentication. It transfers
the relevant information to the users directly by using context-related information.

4.1.4.2 Mobile WARD

This is an innovation built by Aalborg University, Denmark, to maintain mobile
electronic patient records. MobileWARD is the preliminary version of a device that
is developed to sustain daily medical procedures in a hospital ward. Through this
device, one can able to display the list of patients and their related information. The
device can sense information and provide functionality basis on the location and
time of hospital staff on duty. Patients will be chosen by a displaying list of patients
or an active barcode at the hospital bed.

4.1.4.3 Other Medication Consumption Devices

Fishkin and Wang proposed a device for assisting medication facilities given at
home [12]. It is a pad-like device that is specially designed for detecting:

• Lifting of a medicine bottle and putting it back
• Remaining number of pills from medicine bottles
• Postmedication suggestions
• Pills to take as per prescribed by the doctor or physician
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4.1.4.4 Intelligent Hospital

Intelligent technology speeds up patient reports, diagnosis, and check-up summa-
rization generation, by the intelligent device through context awareness [13, 14].
Some context-aware intelligent projects include:

• A hospital bed with context-awareness: With a built-in screen attached with the
bed to display features as demanded by the patient (e.g., for viewing television)
and also by doctors for accessing medical data of patients. The hospital bed has a
sensor which could “sense” who is being allotted for the bed and what facilities
are available in the nearby vicinity.

• A contextually aware container for pills intake: A self-aware container that
contains pills and reports when it nears a particular patient. Moreover, containers
could get labeled with the names of the patients and the respective dosage, the
number of pills left, etc.

• A context-based electronic record for patients: The bed “sense” contexts, such as
the patient, nurse, and the tray of medicine. It can also display other significant
information as per the context, such as patient records, medicine schema.

4.1.4.5 Intelligent Wheelchair for Disabling Humans

It is an intelligent device with an accelerometer, camera, location sensors, and
obstacle sensors. It allows the paralyzed person to move freely without the help
of another person. It allows users to move independently. It contains an alarming
system also which allows the users to call another person if they need it.

4.1.4.6 Dot Smartwatch

It is an intelligent wearable smartwatch that is easily affordable. This device helps
blind people to access the messages, e-mails, tweets, books anywhere, and at any
time.

4.1.4.7 MotionSavvyUNI

It is a two-way tool for communication by deaf people. It uses speech recognition
technology and gesture technology for detecting the movement of hand and fingers
with help of specialized camera and then it converts the signals into text in a while.
In that way, it gives the meaning of sign language used by a deaf person. It has one
more feature that is voice recognition. It converts speech into text for enabling both
ways of communication. It further enables users to create their sign language and
add custom dictionaries for custom sign language.
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4.1.5 Open Challenges

Context-aware computing has some technical challenges that may occur during the
implementation of healthcare service [15]:

4.1.5.1 Localization

Localization is the most important factor in mHealth solutions because it tracks the
present location and provides relevant information depending upon the location of
the user. For example, if the user lives in hilly areas where he takes fresh breathing
air and suddenly arrives in the mainland area with too much pollution, he might
not feel comfortable. mHelath solutions could prove beneficial to provide proper
solutions according to his location what to do and how to survive in such an area.

4.1.5.2 Connectivity

Connectivity is the main concern also in the healthcare area. Most of the entire
healthcare service is real-time so they need an Internet connection to sense the real-
time data. Due to connection drop, one might fail to perceive real-time data and
cannot provide proper healthcare service, promptly.

4.1.5.3 Real-Time Data

Real-time data is important through which service providers can provide accurate
and proper service based on real-time conditions of users. For example, if blood
pressure shoots up or steeps down from the normal level, mHealth solution should
be able to react on the real-time input and respond with controlling and preventive
measures. This may also involve informing family members or local emergency
centers. Such attempts become infeasible in the absence of real-time data.

4.1.5.4 Environmental Issue

This issue often comes across when the device is based on the environmental
condition. For instance, intelligent devices embedded in hospital beds that can
sense information when some patient is assigned with all types of reports, including
medicine schema, dietary chart, and so on.
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4.1.5.5 Feasibility of Data

This means that the device can remark the feasibility of data. Data should be relevant
and in the proper format so that doctors and service providers can provide a solution
in less time. Data should not contain noise or redundancy.

4.1.5.6 Storage of Relevant Data and History

Such activity becomes very crucial in healthcare service, especially to perform a
case study of patients and treat them more suitably. They can provide the exact
solution or medicine after examining through the medical history of the patient and
present real-time data.

4.2 Context Awareness in Healthcare

The context-aware intelligent healthcare framework provides the solution to one
of the prevalent challenges confronted by traditional medical units of providing
improved services to a large number of patients with constrained financial resources
and manpower.

4.2.1 Smart Sensory Devices

Some of the important sensory devices used for smart healthcare delivery are
enlisted as follows:

(a) Heart-Monitoring System: Smart sensors are installed unobtrusively in the
patient’s body for monitoring the heart. This sensor senses the heart rate, regular
functioning of the heart. This system helps to prevent high death casualties due
to cardiovascular disease. Based on the sensing information, the medical staff
may provide treatment in advance so that the delay in treatment can be avoided
if the patient is suddenly in a critical condition.

(b) Detection of Cancer: Today, cancer is one of the most critical threats to human
life. The number of such patients is rising very fast every day. With a sensor
capability to identify the nitric oxide that is released by the cancer cells, one
can assist doctors to identify cancer cells at an early stage. These sensors are
capable to distinguish the cancerous cells and based on collecting information
the medical staff can detect the stage of cancer along with its possibility of
treatment and cure.

(c) Hip-Guard: This system is designed for those patients who are improving from
hip injuries. The embedded sensors can detect the patient’s leg and position of
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the hip along with the extent of rotation. Alarm signals are sent to the patients if
any hip or leg position and rotation turn out to be wrong. This sensor provides
real-time updates for better recovery.

(d) Asthma Sensors: Such electronic devices are used to sense agents in the envi-
ronment that causes allergic reactions and report the present status constantly to
the physician and patient so that necessary precautionary actions could be time
taken.

(e) Mobihealth: Such an application is often deployed for continuously monitoring
the patient outside the hospital environment. A sensor is used in this system to
create a general platform for enabling healthcare in the domestic environment.
Intelligent sensors detect the patient’s conditions and assist accordingly to
diagnose disease straightaway.

(f) Glucose Level Monitoring: Diabetes is a chronic disease that can lead to
several chronic diseases, such as heart attack, stroke, high blood pressure,
kidney disease. A diabetes sensor is capable to monitor the level of glucose
and periodically send the results to a wirelessly operating digital assistant, and
also provide one of the functionalities to inject insulin automatically whenever
glucose threshold level is violated.

(g) E-Health Sensor Shield: In consists of different sensors, which include recording
pulse, the oxygen level in the blood, breathing condition, temperature, galvanic
skin response, blood pressure and electrocardiogram, and a glucometer.

(h) Encryption Algorithm Embedded Sensor: A sensor is used in this system to
safeguard the confidentiality, integrity, and authentication of the collected data.

(i) 3G connectivity, Wi-Fi, and Bluetooth Sensors: These sensors allow sending the
collected information at the same time. These sensors are very important for
real-time data and to store it in a remote location.

(j) Environmental Monitoring Sensors: These devices are quite significant for
analyzing the weather forecasting data and for quantifying the several environ-
mental threat that can be averted before they occur. Environmental monitoring
sensor collects data from a geographical region, which allows monitoring minute
variations in the environmental parameters. Input from such sensors acts as
crucial for suggesting mHealth solutions to patients.

4.2.2 Wireless Medical Sensors: Requirements and Challenges

The medical sensors must fulfill the following requirements, including wearability,
interoperability, reliability, and security.

• Wearability: For employing inconspicuous and noninvasive monitoring of
patients, the wireless medical sensors must be light in weight and small in
size, so that it can easily wearable.

• Reliable Communication: Reliability of communication by medical sensors
depends upon the need of sampling rates (from less than 1 to 1000 Hz). It can be
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maintained by transferring the relevant information after applying data mining
techniques on raw data.

• Security: It is an important requirement in medical sensors. To ensure the integral
contents of patient-centric information gathered for medical examination. This
further ensures the privacy of data to be maintained.

• Interoperability: The medical sensors operating wirelessly must allow users to
easily construct a robust communication based on the state of health of the
patients. Such information needs to be transferred reliably and rapidly to avoid
the expiration of data freshness.

4.2.3 Context-Aware Sensor Data

Context-awareness describes an application that tends to make use of some context.
Context-based data often helps to determine the context related to a person or
object. The context-aware systems deploy mobile or wearable devices that are
embedded with smart sensors particularly to monitor the current environmental
situations to assist humans to maintain a suitable quality to their standard of living.
The architecture of the context-aware system allows them to extract low-level
context from a realistic heterogeneous physical world. Based on low-level context
information acquired by sensors, high-level conceptual models are developed by the
concerned authority. The following section provides a layout of key components and
modeling processes in a context-aware system.

(a) Contextual Information: In the real world, sensing data and communicating
mined and processed information is the key element of human interaction. The
context can be defined as sensing the information and uses this information
for providing better interaction between communicating parties in a real-world
environment. Context-based information helps to reveal the joint-impact of all
influencing contexts associated with a person or an object.

The context can be interpreted in different ways because it is completely
dependent on the usage of smart sensors. The context is the assumption of a
specific entity in the situation such as user profile, interaction, activity, user
location. In that way, the concept of context is more powerful, more useful,
more personalized, especially for mobile users.

(b) Context Representation: The context-awareness is applied to a mobile device
to reduce human intervention by providing assistant services. The physical
factors such as temperature, light, and location are also added in context-
awareness systems, to perceive real-time contexts. The context represented in
heterogeneous form or structure presents the collected information of the entity
owing to situation-specific conditions of the real world. Following category of
sensors are used to sample contextual data:

• Physical sensors: Sensors in this category are capable of sensing physical
environment data, for instance, location detection through GPS sensors, etc.
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• Virtual sensors: Such sensors obtain data that is manually fed by users about
applications/services via social networking portals.

• Logical sensors: Such types of sensors buffer extra information on physical
and virtual sensors which is recorded from user interaction history and
records.

The context can be divided into:

• Device context: This includes Internet connectivity, cost of communication,
and other resources, etc.

• User context: Such contexts include user profile, user geographic position or
location, user activities in a particular situation, etc.

• Physical context: This captures temperature, noise, light intensity, traffic
conditions, location, etc.

• Temporal context: Time factors such as day, week, month, and year are
recorded as temporal context.

(c) Context Modeling: Context modeling aims to reduce the complexity and usabil-
ity of the system/application and improve the maintainability and adaptability of
the system or application for future use. This facilitates acquiring context-aware
sensor data and thereby, model data according to the use.

4.2.4 Pervasive Healthcare

Pervasive healthcare systems provide telemedicine and healthcare services by
caregivers and doctors. Patients can communicate with healthcare professionals at
anywhere and anytime via the pervasive healthcare system. The main features of
pervasive computing in the healthcare area include:

• Context-awareness
• System intelligence
• Knowledge-based discovery of database
• Privacy and security
• Mobility

Classification algorithms are used to extract the relevant data from a large data
set. Such a colossal form of data undergoes through mining techniques, over which
the decision-making process is executed. This further involves machine learning
algorithms, real-time data collection, clustering algorithms for sensing intelligent
locations, etc., for designing a better smart home healthcare system.

Pervasive computing has a mobility feature that permits users to move with their
mobile devices such as Tab, Pad, cell phone, laptop and can access any service (G-
mail, contacts, notifications, chat) via Internet/network at anytime and anywhere.

The objective of pervasive computing as highlighted in Fig. 4.3 helps to develop
a refined and reliable service that is equipped with smart sensors embedded over
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Fig. 4.3 The objective of
pervasive computing

mobile devices. The pervasive healthcare systems can be classified into two main
categories:

• Control and assisting for prevention systems
• Rescue in emergencies

It controls and assists the best measure for prevention. These guidelines are being
provided for controlling the chronic disease and assisting with the best possible
treatment for the prevention of patients from critical and adverse situations [16].

(a) Real-time Affordable Cardiovascular Emergency Detection System
This system enables handling patients suffering from chronic heart diseases.

The cardiovascular emergency detection system is a wearable strap that can
check the heartbeat rate timely and also draw conclusions from heart ECO. This
device uses Bluetooth/Wi-Fi sensors for providing communication between
healthcare providers and heart patients. This device can provide communication
anywhere and at any time so that patients can be prevented from a critical
situation. This system provides three types of warning messages with the help
of smartphones. The system generates the following warning messages when
required:

• Sending SMS alert which shows highlights the location of monitored patients
• Firing an alarm when the monitored patient’s heartbeat rate exceeds the

allowable optimal rate, that is, falling or rising beyond the acceptable
threshold

• Sending alert messages to the emergency unit of the hospital to send an
ambulance with medical facilities to rescue the monitored patient suffering
in a critical state

• All such data and information are stored on the server. Data analysis
application is applied to server data for decision-making purposes. This
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server is directly connected to the emergency unit to promptly trigger the
rescue process based on the received information.

(b) Monitoring system for diabetic’s patients
The basic idea behind this system is to monitor diabetic patients. This system

measures the sugar level in the blood of patients regularly. This system has
mobile integration technology for sensing tasks. The patients can perform self-
controlling and monitoring parameters by measuring the level of sugar in the
blood using their mobile phones and in that way, they can reduce the risk
of critical health conditions. This system provides many check-ups such as
pulse rate, glucose level, BP, the weight of the patient and instantly provides
measuring information using the smartphone. The capabilities of this system
are:

• To send data report by the patient in real-time
• To transmit received data on a central server with the help of a smartphone
• To analyze stored server data by the expert team
• To make any decision (high level, very high level, diabetic or not) based on

analyzed data

(c) Rescue operation in an emergency state
To achieve good health rescue systems that depend on good management of

emergency services (EMS) and emergency vehicles (EMV). The management
of emergency medical services follows ironic steps and takes actions to
determine the priority for achieving a good precise decision. The EMV has
route guidance and reception calling features. This assists the management
and reduces the overall waiting time to rescue the patient, without much time
elapsed.

(d) Advanced system based on rescue operation in emergencies: This system
provides rescue operations for attending to sudden accidents. This application
has four components:

• EMV: an emergency vehicle (like an ambulance)
• Traffic Management: to manage road traffic, that is, finding those areas which

confront less or no traffic
• Geographic Information System: to give geographical information of acci-

dent area
• Conference Calling: to provide basic treatment in EMV through conference

This application is designed with the sole objective to reduce the EMV
arrival time on accident areas, to reduce the required transfer time of patients
from the accident spot to hospital, and to provide a high quality of healthcare
service in EMV. This is one of the best instances of a real-time system for
saving the life of people with a high success rate.
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4.3 Mining Context-Based Health Aspects

Here, mining context-based health aspects means “knowledge discovery of the
entire context that is related to health.” Mining context-based health aspects refer
to select the relevant data from the environment so that mined data will be used
to determine the current health condition of users, that is, whether it is normal or
critical!! For determining the health condition of the user, any application, or system
needs a huge variety of data for analysis, data must contain all the aspects of health
so that mining will be applied on all context data to get the relevant amount of
information for generating the actual result.

4.3.1 Multiaspect Context-Based Dataset

Multiaspect context-based dataset refers to the sensing of multiple aspects of data
(variety of parameters) from the current environment. Here, we define the multi-
aspect of the context-based dataset by using some applications. An elaborated study
is illustrated on these applications sense different parameters by context-awareness
property and then maintain a context-based dataset for analysis purpose.

• To maintain blood pressure normal
Nowadays, hypertension and stress are the most common chronic diseases all

over the world. So many people are suffering from Blood pressure problems.
Most of the patients use technology to monitor their BP regularly and for taking
some remedies or precautions to get rid of high BP. Withings is one of the
connected devices, which is easily available on the market. An app consisted
device which is connected to Bluetooth for monitoring the blood pressure itself.
This app measures all the relevant aspects of health which will be helpful to
monitor the best result. This app measures not only blood pressure but also check
the heartbeat rate and also counts the footsteps the person takes weekly. The app
takes these three measurements and reports based on collecting health aspects
with the medical recommendations. This app has a useful alarming feature so
that patients can take his/her medicine on time and patients can set an alarm for
monitoring BP. In that way, this app sensed multiaspects context data set and
reports the actual result after mining.

• To keep healthy heart
We know our heartbeats 100,000 times per day. Many gadgets are in the

market to keep track of the heartbeat rate and analyze the health of the heart.
In that way, users of the gadget can predict and prevent lots of heart problems
such as sudden heart attacks. AliveCor Heart Monitor is an electrocardiogram
with the help of a mobile phone. It is easily attached to the phone case. This
device is slim and tiny in size. It records ECG, past the patient’s data. It takes
all aspects of health parameters to check whether the patient’s heart is working
normally or not! This device takes the history of the patient to report the best
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result on time. This app stores all aspects of health as a context dataset. Later this
dataset will be mined to get the relevant information for reporting good health.

• To measure body temperature:
To maintain the optimal body temperature is very important. Through ther-

mometer measuring of body temperature is very frustrating and takes long
minutes of sitting. Recent innovations allow us to measure the temperature and
also other parameters in less time. Viatom Checkmethe world’s first medical
Tricorder which diagnoses medical conditions within seconds. It is a proper
medical multitool which not only measures body temperature but also records
ECG, pulse rate and oxygen saturation, BP, physical activity, and sleep. This
device is used to check the body temperature and all other aspects of health and
provide the result whether the patient should have to visit a physician or not!! On
the basis of the report, the patient can plan his day.

The above applications help us to understand how a multiaspect context-based
dataset is created and how this dataset to help healthcare providers to generate the
result. The huge collection of datasets may contain some noise and irrelevant data
that will not be useful. For extracting the relevant and useful data from the large
dataset, we apply mining techniques like clustering.

4.3.2 Collaborative Intelligent Mining

Intelligent mining or data mining refers to extracting or mining knowledge (relevant
information) from a huge amount of data. It is a logical process to search for a
pattern from the large dataset. The main goal of mining is to find the pattern which
will be used in the future to make the right decision. In other words, intelligent
mining is a knowledge discovery of data.

Intelligent mining is an iterative process. In Fig. 4.4, we define the overall
procedure of collaborative intelligent mining [17, 18]. The following steps of this
process highlight working in brief.

• Data wiping: It is the process to remove noise and inconsistent data from the
large dataset.

• Data amalgamation: It is the process to combine multiple data sources.
• Data selection: It refers to analysis of relevant data that are retrieved from the

database.
• Data alteration: Selected data are altered into other appropriate forms by applying

mining rules.
• Data mining: It is a logical process to search a pattern from the large dataset.
• Pattern evaluation: It identifies the best pattern for the best prediction.
• Knowledge presentation: It represents and visualizes the knowledge or pattern

for the user by applying some techniques.
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Fig. 4.4 Collaborative intelligent mining

Fig. 4.5 Popular data mining algorithms for mHealth applications

Many different types of algorithms and techniques are available in intelligent
mining for mining the relevant information for the user from the large dataset.
Data mining algorithms and techniques are Classification, Clustering, Regression,
Artificial Neural Networks (ANN), Association Rules, K-means, etc. Some Popular
Data Mining Algorithms for mHealth Applications are shown in Fig. 4.5.

(a) Classification
Classification is the most commonly used intelligent data mining. Predefined

examples are stored to develop a classifier that can classify the large recorded
dataset. This technique can be used with neural networks and decision trees
also. It is the process that involves learning by example and then classification.
This technique is based on two phases:

• Learning phase: Classifier uses the training data set and then analyzed the
data by classification rules.

• Classification of data: The tested data can be used to estimate the accurate
classification rule for finding the best pattern or relevant data.
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A classifier is just a model to perform the above two phases and provide
the required and relevant pattern after applying accurate classification rules.
In other words, we can say that it classifies the knowledge based on the
features in the large dataset. Types of classification models:

– Decision tree classification
– Bayesian classifier
– Artificial neural intelligence
– Support vector machines
– Classification with associations rules

(b) Clustering
It is the process to identify the homogeneous classes of objects. The

clustering technique helps to identify dense and spare regions of object space.
It can find the distributive pattern and co-relates that pattern with the dataset.
The classification works on heterogeneous data but clustering makes classes of
homogeneous data. Clustering makes a class of those data objects which has
similar functionality [19]. The clustered data becomes the refined knowledge
discovery of large data. The different types of clustering methods include:

• Partitioning techniques
• Hierarchical clustering
• Density-based clustering methods
• Grid computing

(c) Regression
The regression technique is based on predication. This technique is used to

define the relationship between the dependent and one or more independent
variables. Independent variables are known attributes and they help to predict
the next variables. It analyzes the relationships among the variables. It models
a set of dependent data and independent data from the large dataset which
is further useful for maintaining the best result. Types of regression methods
are:

• Linear and logistic regression
• Multivariate linear regression
• Multivariate nonlinear regression

(d) Association rule
Association and correlation are used to find frequent item set among large

data sets. This frequent item set helps to make better decisions. Association
rule algorithms help to generate new rules with values less than 1. We can
generate so many numbers of association rules for a given dataset with certain
values. Types of association rules include multilevel, multidimensional, and
quantitative.
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(e) Neural networks
A neural network is a set of interconnected input and output units (called

neurons). Each interconnected units has weight and activation function. Each
neuron has training data to fire on particular input patterns. Neuron works on
two modes: learning and training mode, using mode. In the learning phase,
networks adjust the neuron weights so that the correct result can be predicted.
Types of neural networks broadly involve:

• Backpropagation
• Single-layer perceptron
• Multilayer perceptron

4.4 Security in Healthcare Service Delivery Model: A Case
Study

Context mainly relates to the situation concerning certain influencing factors.
Contextual attributes are those characteristics or attributes that determine such
situational cases of a system or organization. This section highlights a case study
on context-aware security in healthcare services that aim to safeguard resources
based on the present context of an entity (person, object, profile, or application) (Fig.
4.6). Context-aware security is gaining significance owing to widespread research
in distributed data, cloud computing, sophisticated crime, cyber threats.

Different forms of security could be triggered for access control, authentication,
authorization, encryption, etc., of records and information. Traditional security is
coarse and context insensitive, and relies on consistent configuration (Fig. 4.7).
Modes of context-awareness could be decided based on static or dynamic contexts.
Depending upon which contextual cluster on entity belongs will decide the type
or level of security is being imposed. Contextual attributes include time, date,
geolocation, type of connectivity, user identity (designation, user id, password), type
of information, level of access, purpose. Source of contextual attributes could be
from manual entries (user comment or from a predefined list of options), sensors
embedded in a computing device (for recording instantaneous information, like
time, date, location), extended sensors in environment, system state, other context
providing service, etc.

4.5 Recent Trends in Intelligent Healthcare Delivery

Recent trends include some intelligent healthcare services are cloud-based which
stores data on the cloud and IoT in real-time. Here, we are explaining some
intelligent healthcare services; these are the following [20]:
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Fig. 4.6 Instances of contextual attributes and clusters for context-aware security

Fig. 4.7 Instances of mapping between contextual clusters and security levels

• Intelligent wheelchair for disabling humans: It is an intelligent device with an
accelerometer, camera, location sensors, and obstacle sensors. The device allows
the paralyzed person to move freely without the help of another person. It allows
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users to move independently. It contains an alarming system also which allows
the users to call another person if they need it.

• Dot: It is an intelligent wearable smartwatch that is easily affordable. This device
helps blind people to access the messages, e-mails, tweets, books anywhere, and
at any time.

• UNI: UNI is a two-way communication tool for the deaf. It uses speech
technology and gesture technology for detecting the movement of hands and
fingers with help of specialized camera and then it converts the signals into text in
a while. In that way, it gives the meaning of sign language used by a deaf person.
It has one more feature that is voice recognition. It converts speech into text for
two-way communication. It also enables users to create their sign language and
add custom dictionaries for custom sign language.

• Cancer Detection: Today’s cancer is the biggest threat to human life. The
number of cancer patients is rising very fast day by day. A sensor can detect
the nitric oxide which is emitted by cancer cells. This sensor can be placed
by doctors where they identify the cancer cells. These sensors are capable
to differentiate cancerous cells between different types of cells and based on
collecting information the medical staff can detect the stage of cancer at an early
age.

• Fitbit Aria: A smart gadget to keep a track of body fat and your weight. This
is a cloud-based gadget which stores measuring data on cloud server through
the Wi-Fi network. It creates a separate account for the user on the cloud and
maintains his/her record separately and senses the historic data also to provide
the best result. With the help of this app, the user can compare their changes in
weight by doing physical activity.

4.6 Conclusion

Currently, there are several prevalent healthcare applications and devices that are
connected with a mobile platform to monitor human health. These are intelligent
applications that work in real-time and offer dynamic extensions to the static
healthcare frameworks with contextual processing of relevant medical data. Context
refers to instantaneous and scenario-specific details associated with the surrounding
environment or entity that enables to pour extensive insights on the cause and
remedy of an ailment. Our work introduces the utility of such context-aware
systems, specifically in terms of real-time adaptability.

To summarize, our research addresses the principal methods, models, current
trends, and further projections of future research in intelligent healthcare. This
would foster the understanding of formidable challenges confronted in developing
protocols and standards. Our research would serve as a leading reference for those
who seek broad knowledge with in-depth conceptualization of context-awareness in
smart healthcare delivery.
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Chapter 5
Optimization of Training Data Set Based
on Linear Systematic Sampling to Solve
the Inverse Kinematics of 6 DOF Robotic
Arm with Artificial Neural Networks

Ma. del Rosario Martínez-Blanco, Teodoro Ibarra-Pérez,
Fernando Olivera-Domingo, and José Manuel Ortiz-Rodríguez

5.1 Introduction

The large amount of data available today constitutes one of the most valuable capital
for organizations, because through its analysis, it is possible to obtain strategic
information for decision-making, detection of behaviors, establishment of predictive
models, among others [1].

The current volume of information has exceeded the processing capabilities
of current conventional systems. The intervention of new processing algorithms
and scalable techniques, which allow fast and efficient information processing, is
increasingly necessary [2].

When having a very large amount of data, there are usually two ways to
approach the problem. One way can be to redesign the algorithms without affecting
performance to obtain an efficient execution with all the data. A second approach
may involve reducing the data set to obtain a very similar result as if the entire
volume of data were used [3].

Success in knowledge extraction algorithms is highly dependent on the integrity
and consistency of the extracted data. Particularly in the field of artificial neural
networks, most research focuses its efforts on specific applications and training
algorithms that improve precision and convergence of results. However, most of the
studies do not describe the procedure that was applied in the data preprocessing
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stage and, in general, the determination of success or failure in the knowledge
extraction algorithms is influenced by the quality of the training data [4].

Data preprocessing is a stage that can increase the quality and reliability of the
data because a low quality in the data leads to a low quality in the knowledge
extracted. Although it is true that a very complete training data set would allow
a better understanding of the problem to be obtained, the training time required will
be much longer and computationally costly, making it infeasible [5].

Sampling is one of the most appropriate preprocessing methods to solve this
problem due to its advantages in performance and low processing cost required
during its application in knowledge extraction algorithms in various fields of
engineering, statistics, machine learning, and data mining [6].

Data preprocessing techniques focus on two areas: data preparation and data
reduction. Data preparation is mandatory and refers to the adequacy of the data so
that the algorithms can be executed correctly, such as normalization, cleaning, and
probably the recovery of lost data. On the other hand, data reduction is not always
required and refers to the generation of a reduced size that maintains the integrity
of the information as much as possible, such as the selection of characteristics, the
selection of instances, the grouping, and sampling among others [7, 8].

Linear Systematic Sampling (LSS) is one of the most used techniques thanks to
its ease of use. It was first introduced in 1944 by [9] and is also known as Cluster
Sampling method, which consists of dividing the population N into k groups of n
elements each, allowing all the elements of the data set to have the same chances of
being selected [10, 11].

In this study, a Reduction Data Filter (RDF) algorithm based on the LSS method
was implemented to process more than 4 billion data in a conventional AMD Ryzen
7 processor with 16 GB of RAM. In this way, a training data set was generated,
which was used by two different Artificial Neural Networks (ANN) architectures to
analyze the performance and generalizability of both architectures.

5.1.1 Artificial Neural Networks

The understanding of our brain has allowed the creation of Artificial Neural
Networks (ANN) due to the fact that they are inspired by its operation, while
a microprocessor processes information sequentially, the human brain does it in
parallel and concurrently, however, we are still far from emulating the simplest
capabilities of human reasoning, although ANN is currently a very powerful
instrument for various applications in engineering and a very promising field of
research [12].

An artificial neuron can be described as a computational structure or a mathemat-
ical abstraction model inspired by the neurons of our brain to which input signals
arrive, as occurs with the dendrites of a real neuron, and generates an output signal,
as happens with the axon [13]. An example of the schematic of an artificial neuron
is shown below in Fig. 5.1.
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Fig. 5.1 Scheme of an
artificial neuron

Each of the inputs x1, . . . , xn is assigned a value or synaptic weight w1, . . . ,wn. The
output of the perceptron is an independent function of the value of its inputs, with
their respective weights and threshold value. The weights wi represent the intensity
of synapses connecting two neurons and can be negative or positive. θ is the transfer
function or firing threshold from which the neuron is activated [14].

The output is calculated by the cumulative sum of the product of all the input
signals multiplied by their corresponding synaptic weights plus a bias, b, as shown
below in Eq. (5.1).

z =
∑

i

xi × wi + b (5.1)

The output generated is used as input to a transfer function where the response
to the artificial neuron is generated, as shown below in Eq. (5.2).

yi = f

(
∑

i

xi × wi + b

)
. (5.2)

ANNs are interconnected neurons distributed in parallel. Generally, the form of
connection between neurons determines the type of network and they are usually
grouped in layers. A layer is a set of neurons and according to its location it can
be the input layer, a hidden layer, or the output layer. The architecture of a neural
network is determined according to the arrangement of neurons within the layers
and the forms of connection between them [14, 15].

Figure 5.2 shows a simplified model that describes an ANN with three layers,
where it is observed that the network has R1 inputs, i1 neurons in the first layer,
i2 neurons in the second layer, and i3 neurons in the third layer. The bias constant
with a value of 1 is added in each neuron and in this way a layered approach can be
obtained to analyze the complete structure of the network [16].

According to the feedback existing in the network, it can be seen that, if there
is no connection between the output layer and the neurons of the input layer, the
network does not maintain a previous memory state, so it is a forward propagation
network. On the other hand, when there is feedback between the input and output
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Fig. 5.2 Artificial Neural Network with two hidden layers

layers, a memory of their previous states is kept and the next state depends not only
on the input signals but also on the previous states of the network, generating a
backward propagation network [14].

In 1986 Rumelhart and McCelland proposed the Back Propagation Neural
Network (BPNN) whose fundamental architecture consists of three layers. In
this type of network, the number of layers that are necessary can be used and
its mathematical foundation is based on the gradient descent algorithm, where
the synaptic weights constantly change when processed by neurons through an
activation function, producing outputs for the next layer until the minimum error
is reached [14, 17, 18].

There is generally a problem with this type of network because the structural
parameters must be established at the beginning of the training. Currently there is
no procedure that guarantees the optimal configuration of these parameters and they
are usually proposed according to the researcher’s previous experience in trial and
error experiments [19].

In Generalized Regression Neural Network (GRNN) architectures, unlike BPNN,
it is not necessary to optimize the training parameters such as the learning rate and
the momentum, on the contrary, the smoothing factor or propagation value of the
network is determined. This value must be greater than zero and can generally be
in the range of 0.01 to 1, obtaining excellent results. To determine the propagation
value, it is necessary to estimate the probability density function according to the
samples used in the training of the network and to carry out several experiments in
order to determine the most appropriate value to train the GRNN [20, 21].

Donald F. Spech introduced this type of network in 1991, which is capable of
producing continuous output values and rapidly draining sparse data sets. Due to
the fact that only one forward propagation is necessary, the training of this type
of network is very fast compared to the BPNN, where the information must be
backward and forward propagated several times until an acceptable value of the
desired error is found [20, 22].
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5.1.2 Inverse Kinematics Solution with Artificial Neural
Networks

Inverse kinematics is one of the most interesting problems in the field of industrial
robotics. Inverse kinematics consists of determining the joint values of the end
effector for a certain position and orientation in a Cartesian plane. This problem
can be solved by means of a closed solution, since on some occasions the solution
in real time is necessary for applications such as tracking a trajectory. However,
the solution could be very complex due to the geometry of the manipulator, forcing
the implementation of iterative solutions, which would be unfeasible for real-time
applications, requiring the intervention of appropriate predictive models in the field
of soft computing, where ANNs are one of those techniques that can be used to
obtain acceptable results [23–25].

During the last decades, researchers have shown a special interest in the use of
ANN, particularly due to its characteristics related to nonlinearity, parallelism, high
robustness, fault tolerance, and great capacity for learning and generalization from
complex and nonlinear examples [26–29].

The multilayer perceptron trained with the back propagation algorithm (BP)
is one of the most widely used network architectures in modeling, optimization,
and classification applications [19, 30–32]. This type of network is one of the
most frequently used to learn the equations of the direct and inverse kinematics
of 6 Degrees of Freedom (DOF) robotic manipulators, where the network learns
the functional relationship between the input space and the output space through
supervised training, based on a mapping adapting the solution in a nonlinear
relationship between the locations of the end effector with the desired location [23,
33].

Currently, the determination of the structural parameters in the use of ANN
continues to be a difficult and complicated task, because the parameters are gen-
erally defined by the researcher’s previous experience in trial and error procedures,
investing large amounts of time and resources, without guaranteeing the optimal
configuration of the structural parameters [19, 28, 34, 35].

In this study, the Robust Design Artificial Neural Networks (RDANN) method-
ology was used to determine the optimal parameters in the first proposed network
architecture: BPNN. Likewise, a systematic procedure was used to calculate the
optimum value in the second proposed network architecture: GRNN. Both networks
were used to solve the Inverse Kinematics (IK) of a 6 DOF robotic manipulator after
training them with two data sets of the same size, but with different preprocessing
characteristics, with the aim of analyzing the performance and generalizability of
the proposed networks based on the quality of the training data [19, 36].



90 M. d. R. Martínez-Blanco et al.

5.2 Neural Networks Based Inverse Kinematics Solution

5.2.1 Kinematics Analysis of Ketzal Robot

The morphology of robotic manipulators generally refers to the shape of the
components and their structural mechanical parts [37]. A robotic manipulator
generally has rigid mechanisms known as links that are connected by prismatic or
rotating joints forming an open chain that can be operated by actuators [38].

In this study, the structure of a robotic manipulator called Ketzal with six DOF
was used. Figure 5.3 shows the structure and coordinates reference systems of the
robot, which is based on an open source, low-cost, and 3D printed project [39].

The forward kinematics calculation is about finding the position and the ori-
entation vectors of the end effector with respect to a fixed coordinate reference
system, given the vector of joint angles [40]. The inverse kinematics problem is
about calculating the vector of joint angles given the position and orientation vectors
of the end effector with respect to a fixed coordinate reference system [41].

The forward kinematics calculation results in an homogeneous transformation
matrix T of size 4x4, as shown in Eq. (5.3), where the spatial configuration between
the joints of the manipulator is related to the position and orientation with respect to
a fixed reference system [24].

T 6
0 =

[
R6

0
0

P 6
0

1

]
=

⎡

⎢⎢⎣

nx ox ax px

ny oy ay py

nz oz az pz

0 0 0 1

⎤

⎥⎥⎦ (5.3)

where R6
0 represents a 3×3 size rotation matrix composed of the vectors n, o y a

and that defines the orientation of the end effector and P 6
0 is the position vector

of the end effector in the coordinate reference system. In this chapter, the Denavit-
Hartenberg (D-H) method was used to calculate the forward kinematics of the Ketzal
manipulator by implementing our basic transformations [42]. The D-H parameters
are shown below in Table 5.1.

Fig. 5.3 Ketzal robotic
manipulator
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Table 5.1 Ketzal robot D-H parameters

Link offset (cm) Joint angle (rad) Link length (cm) Twist angle (rad)

d1 = 20.2 θ1 = q1 a1 = 0 α1 = π
2

d2 = 0 θ2 = q2 a2 = 16 α2 = 0
d3 = 0 θ3 = q3 + π

2 a3 = 0 α3 = π
2

d4 = 19.5 θ4 = q4

The transformations, which depend on the configurations of the links, consist of
a succession of rotations and translations allowing to relate the reference system of
element i with the system of element i-1, which is given by Eq. (5.4) [43].

i−1Ai = RotzθiTransx,diTransx,αiRotz,αi (5.4)

Similarly,

i−1Ai =

⎡

⎢⎢⎣

Cθi −SθiCαi

Sθi CθiCαi

SθiSαi aiCθi

− CθiSαi aiSθi

0 Sαi

0 0
Cαi di

0 1

⎤

⎥⎥⎦ (5.5)

where i is the number of the link, θ i is the angle of rotation of the joint, αi is the
rotation of the joint, ai is the length of the link, di is the displacement of the link,
and Cθ i = cos (θ i) y Sθ i = sin (θ i).

Realizing the product of the six matrices obtained from Eq. (5.6), the matrix
that indicates the location of the final system with respect to a reference system
located at the base of the robot is obtained, which is known as the homogeneous
transformation matrix T 6

0 [43].

T 0
6 = 0A1 · 1A2 · 2A3 · 3A4 · 4A5 · 5A6 (5.6)

where

0A1 =

⎡

⎢⎢⎣

cos (q1) 0
sin (q1) 0

sin (q1) 0
− cos (q1) 0

0 1
0 0

0 a0 + a1

0 1

⎤

⎥⎥⎦ , (5.7)

1A2 =

⎡

⎢⎢⎣

cos (q2) − sin (q2)

sin (q2) cos (q2)

0 a2 ∗ cos (q2)

0 a2 ∗ sin (q2)

0 0
0 0

1 0
0 1

⎤

⎥⎥⎦ , (5.8)
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2A3 =

⎡

⎢⎢⎣

− sin (q3) 0
cos (q3) 0

cos (q3) 0
sin (q3) 0

0 1
0 0

0 0
0 1

⎤

⎥⎥⎦ , (5.9)

3A4 =

⎡

⎢⎢⎣

cos (q4) 0
sin (q4) 0

− sin (q4) 0
cos (q4) 0

0 −1
0 0

0 a3 + a4

0 1

⎤

⎥⎥⎦ , (5.10)

4A5 =

⎡

⎢⎢⎣

cos (q5) 0
sin (q5) 0

sin (q5) 0
− cos (q5) 0

0 1
0 0

0 0
0 1

⎤

⎥⎥⎦ , (5.11)

5A6 =

⎡

⎢⎢⎣

cos (q6) − sin (q6)

sin (q6) cos (q6)

0 0
0 0

0 0
0 0

1 a5 + a6

0 1

⎤

⎥⎥⎦ , (5.12)

Getting,

nx = sin (q1) sin (q6) cos (q4) + sin (q1) sin (q4) cos (q5) cos (q6) + sin (q2 + q3)

sin (q4) sin (q6) cos (q1) − sin (q5) cos (q1) cos (q2 + q3) cos (q6) − sin (q2 + q3)

cos (q1) cos (q4) cos (q5) cos (q6)

(5.13)

ny = − sin (q6) cos (q1) cos (q4) − sin (q4) cos (q1) cos (q5) cos (q6) + sin (q1)

sin (q2 + q3) sin (q4) sin (q6) − sin (q1) sin (q5) cos (q2 + q3) cos (q6) − sin (q1)

sin (q2 + q3) cos (q4) cos (q5) cos (q6)

(5.14)

nz = − sin (q2 + q3) sin (q5) cos (q6) + cos (q2 + q3) cos (q4) cos (q5) cos (q6)

− sin (q4) sin (q6) cos (q2 + q3)

(5.15)
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ox = sin (q1) cos (q4) cos (q6) + sin (q2 + q3) sin (q4 + q6) cos (q1) − sin (q1)

sin (q4) sin (q6) cos (q5) − sin (q5) sin (q6) cos (q1) cos (q2 + q3)

(5.16)

oy = sin (q4) sin (q6) cos (q1) cos (q5) + sin (q1) sin (q2 + q3) sin (q4) cos (q6)

+ sin (q1) sin (q5) sin (q6) cos (q2 + q3) − sin (q1) sin (q2 + q3) sin (q6) cos (q4)

cos (q5) − cos (q1) cos (q4) cos (q6)

(5.17)

oz = sin (q2 + q3) sin (q5) sin (q6) − sin (q6) cos (q2 + q3) cos (q4) cos (q5)

− sin (q4) cos (q2 + q3) cos (q6)

(5.18)

ax = sin (q1) sin (q4) sin (q5) − sin (q2 + q3) sin (q5) cos (q1) cos (q4) + cos (q1)

cos (q2 + q3) cos (q5)

(5.19)

ay = − sin (q4) sin (q5) cos (q1) − sin (q1) sin (q2 + q3) sin (q5) cos (q4)

+ sin (q1) cos (q2 + q3) cos (q5)

(5.20)

az = sin (q2 + q3) cos (q5) + sin (q5) cos (q2 + q3) cos (q4) (5.21)

px =
[

sin (q1) sin (q4) sin (q5) − sin (q2 + q3) sin (q5) cos (q1) cos (q4) + cos (q1)

cos (q2 + q3) cos (q5)
]
(a5 + a6) + cos (q1) cos (q2 + q3) (a3 + a4) + cos (q1)

cos (q2) a2

(5.22)
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py = −
[

sin (q4) sin (q5) cos (q1) − sin (q1) cos (q2 + q3) cos (q5) + sin (q1)

sin (q2 + q3) sin (q5) cos (q4)
]
(a5 + a6) + sin (q1) cos (q2 + q3) (a3 + a4)

+ sin (q1) cos (q2) a2

(5.23)

pz = [sin (q2 + q3) cos (q5) + sin (q5) cos (q2 + q3) cos (q4)] (a5 + a6)

+ sin (q2 + q3) (a3 + a4) + sin (q2) a2 + (a0 + a1) (5.24)

It can be seen that Eqs. (5.13, 5.14, 5.15, 5.16, 5.17, 5.18, 5.19, 5.20, and 5.21)
reflect the values of the orientation vectors of the end of the robot [noa] as a function
of the joint coordinates (q1, q2,q3, q4, q5, q6) and Eqs. (5.22), (5.23) y (5.24) reflect
the values of the position vector of the end of the manipulator (px, py, pz) as a
function of the joint coordinates and lengths of the links (a0, a1, a2, a3, a4, a5, a6).

5.2.2 Description of Data Sets

According to the geometry and physical dimensions of the Ketzal robotic manipula-
tor, the workspace can be represented by the set of position coordinates, orientation,
and joint values. In principle, the workspace is made up of an infinite set of spatial
coordinates. However, it is necessary to generate a space defined by a finite set so
that it can be processed by a computer, because the volume in the data considerably
influences the available processing capacities [4].

Two data sets A and B were proposed. Both sets were generated from the transfor-
mation matrices described by Eq. (5.5). According to the geometric characteristics
of the Ketzal robot, the ranges of movement for each of the joints (�1 . . . �6) are
described in Table 5.2.

The workspace for both proposed sets is the same; however, the distribution of
the spatial coordinates is different due to the resolution used in the ranges of motion
initially established in each of the joints during the generation of the two data sets.
In other words, the amount of data generated is defined as a function of the spatial
resolution established in the range of joint values. For example, joint �1 has a range
of motion from 0 to 2π ; therefore, if a jump is set Δθ1 = π , only three values [0,
π , 2π ] are considered, on the contrary, if a jump is used from Δθ1 = π /5 a better
spatial resolution is obtained considering eleven values [15].

Table 5.2 Angular ranges in
the Ketzal robot joints

(rad) θ1 θ2 θ3 θ4 θ5 θ6

Mínimum 0 0 2π 0 2π 0
Máximum 2π π π

2 2π π
2 2π
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Available hardware features and capabilities are one of the most important factors
that significantly influence data processing. Below a description of the two data sets
that were generated by implementing two arrays of rows × columns is presented
[44].

DatasetA =

⎡

⎢⎢⎣

a11 a12 . . . a1c

a21 a22 . . . a2c

. . . . . . . . . . . . .

ar1 ar2 . . . arc

⎤

⎥⎥⎦ (5.25)

For data set A, the subscript r represents the number of data generated by each
variable with a value of 24,000 double precision data, with a spatial resolution of
10×5×5×6×4×4, that is, joint �1 within its range of motion can only generate
10 values, the second joint 5 values, and so on for the other joints. The subscript c
represents the total number of variables used with a value of 18 variables, giving a
total of 432,000 data with a physical space in memory of 3.29 MB. The elements
{ar1, ar2, ar3} correspond to the position vector [p] = {px, py, pz}, the elements
{ar4 . . . ar12} correspond to the orientation vector [noa] = {nx, ny, nz, ox, oy, oz,
ax, ay, az}, and finally the elements {ar13 . . . ar18} correspond to the vector of joint
values [Θ] = {Θ1, Θ2, Θ3, Θ4, Θ5, Θ6}.

DatasetB =

⎡

⎢⎢⎣

b11 b12 . . . b1c

b21 b22 . . . b2c

. . . . . . . . . . . . .

br1 br2 . . . brc

⎤

⎥⎥⎦ (5.26)

For data set B, the subscript r has a value of 244,140,625 double precision data,
with a spatial resolution of 25×25×25×25×25×25, where each of the joints can
generate 10 values within its range of motion. The subscript c has a value of 18
variables giving a total of 4,394,531,250 data with a physical space in memory of
4.09 GB.

The elements {br1, br2, br3} correspond to the position vector [p] = {px, py, pz},
the elements {br4 . . . br12} correspond to the orientation vector [n o a] = {nx, ny, nz,
ox, oy, oz, ax, ay, az}, and finally the elements {br13 . . . br18} correspond to the vector
of joint values [Θ] = {Θ1, Θ2, Θ3, Θ4, Θ5, Θ6}.

5.2.3 Data Set Collection

To collect the data sets from the kinematic analysis of the proposed manipulator, a
six-dimensional matrix was generated that contains all the combinations of values
defined in Θ1, Θ2, Θ3, Θ4, Θ5, and Θ6. For data set B, each of the joints
was defined with 25 values; therefore, the resulting matrix has a dimension of
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25x25x25x25x25x25. For data set A, the resulting matrix has a dimension of
10x5x5x6x4x4. The x, y, z coordinates are deduced through the direct kinematics
equations, starting from the ranges of motion for each data set as described in
Table 5.2 and taking into account the lengths of the six links of the manipulator,
where a0 = 10.1 cm, a1 = 10.1 cm, a2 = 16.0 cm, a3 = 9.2 cm, a4 = 10.3 cm,
a5 = 1.345 cm, and a6 = 5.37 cm. When calculating the direct kinematics Eqs.
(5.13, 5.14, 5.15, 5.16, 5.17, 5.18, 5.19, 5.20, 5.21, 5.22, 5.23, and 5.24) as a
function of the joints and lengths of the links, a six-dimensional matrix is obtained
for each equation solved. Finally, to obtain the data set, the result of the direct
kinematics equations is grouped together with the joint value matrix in a single
matrix. The resulting matrix contains nine orientation matrices, three position
matrices, and six joint value matrices, for a total of 18 six-dimensional matrices.

5.2.4 Dispersion Analysis of the Generated Data Set

Starting from the initial position and according to the range of movement defined
for each of the joints, the workspace can be appreciated from different perspectives
by using scatter diagrams in the position vectors as a function of the joints. Figure
5.4 shows the dispersion of the position data as a function of the three joints of the
end effector, generating a half sphere as shown below.

By including the combinations of the q1 joint with the previous one, a set of half
spheres following a circular trajectory is obtained, because the joint has a range of
motion from 0 to 360 degrees as seen below in Fig. 5.5.

Fig. 5.4 Position vector (px, py, pz) in function of joints q4, q5 and q6
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Fig. 5.5 Position vector (px, py, pz) in function of joints q1, q4, q5 and q6

Fig. 5.6 Position vector (px, py, pz) in function of joints q2, q4, q5 and q6

On the contrary, if the combinations of the q2 joint instead of the q1 joint are
included in the position vector functions(px, py, pz), a set of half spheres in a vertical
plane following a half-circle trajectory is obtained, because the joint q2 has a range
movement from 0 to 180 degrees as shown below in Fig. 5.6.

If the combinations of q3, q4, q5 and q6 joints are included in the position vector
functions (px, py, pz), a series of half spheres in a horizontal plane following a
circular path are obtained, because the joint q3 has a range of motion of −90 to
90 degrees as shown below in Fig. 5.7.
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Fig. 5.7 Position vector (px, py, pz) in function of joints q3, q4, q5 and q6

Fig. 5.8 Position vector (px, py, pz) in function of joints q1, q2, q4, q5 and q6

In this particular case, if the q1, q2, q4, q5 and q6 joints are combined to the
position vector functions (px, py, pz), a vertical and horizontal path of the half sphere
generated by the q4, q5 and q6 joints is obtained through a half-circle path as shown
below in Fig. 5.8.

Finally, by combining all the joints of the manipulator, a data set of size
244,140,625 data with 18 variables is obtained and generated through the functions
of the position vector (px, py, pz) as shown below in Fig. 5.9.
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Fig. 5.9 Position vector (px, py, pz) in function of joints q1, q2, q3, q4, q5 and q6

5.2.5 Reduction Algorithm Based on Linear Systematic
Sampling

It is evident that the amount of data generated in set B exceeds the processing
capacities of a conventional computer. To solve the problem, an algorithm based
on the LSS method was designed. This method has two main advantages. On one
hand, the selection of the first sample is chosen by a sampling period that guarantees
a random instance among a set of samples in a given interval. On the other hand, the
samples chosen consecutively are distributed in a good way among the population,
that is, there is less risk that some or a large part of the population is not represented,
maintaining a constant and uniform distribution among the data [4].

Although the LSS method is one of the most common methods, it has two
drawbacks. On one hand, The sampling variance cannot be taken impartially on the
basis of the single sample taken and in the other hand, when the population size N
cannot be divided evenly by the desired sample size n, systematic sampling cannot
be performed, that is, when N is not an integer multiple of the desired sample size
n and consequently N �= nk. In this case, the sampling could be inefficient and if
at some point the characteristics of the population were periodic and they coincide
with the sampling interval, the representativeness of the desired sample could be
biased [10, 11].

The quality of the data is influenced by the spatial resolution of the data in
the workspace. In this sense, the higher the spatial resolution, the more data will
be distributed in the workspace and the better the data quality. However, to carry
out the processing on conventional processors, it will be necessary to implement
data reduction algorithms that allow obtaining a balanced representation and thus
obtaining good results in the knowledge extraction algorithms [4, 6].
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In this case, considering data set B with a population of N = 244,140,625,
where the size of the desired sample is n = 24,000, it is observed that N is not
an integer multiple of n, because k = N / n = 10,172.5260; therefore, k is not an
integer that satisfies the criteria of the LSS method. However, due to the distribution
characteristics of the data, it is possible to carry out systematic sampling while
maintaining a homogeneous representativeness among the data. In this case, the
sampling interval k will be converted to an integer, because the characteristics
of the population are not periodic; therefore, the accumulated bias at the end of
the sampling can be eliminated without altering or modifying the homogeneous
representativeness of the population. Figure 5.10 describes the RDF algorithm that
was used only with data set B due to its size to fulfill this purpose.

According to the Fig. 5.10, the steps for the implementation of the filter are
described in a general way:

1. The values for the original population size N and the desired sample size n are
initialized.

2. The constant of the sampling interval k = N / n is calculated.
3. The random number between 1 and k is generated.
4. The random value is rounded to an integer r1.
5. Element r1 from the original data set is selected as the first filtered data.

Fig. 5.10 RDF algorithm
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6. The cumulative sum is made between the random number and the constant k. In
this step, the cumulative sum is a positive noninteger value.

7. The cumulative value of the sum is rounded to an integer r2.
8. Element r2 is selected from the original data set as the second filtered data and

steps 6, 7, and 8 are repeated until the desired n samples are reached.

Where the variable n represents the desired sample, N represents the original
population, k is the sampling interval, a random number between 1 and k is stored
in the variable start, and the variable index represents the index of the instance
with decimal number while index_r is the integer value of the index of the instance
rounded up.

Within the iterative loop type for, the selection of instances is performed starting
from the k-th element until reaching the desired sample n. The variable index
accumulates the values of the indices with decimals and the value of the sampling
interval k.

For the case of data set B, there is a population N = 244,140,625, where the
desired sample is n = 24,414 and the sampling interval k = 10,000,025. In this
case, when k is not an integer, the RDF algorithm will always perform rounding.
Therefore, when the value of the modulus of the sampling interval k divided by the
desired sample n is zero, a sampling without bias among the population is ensured,
that is, when K is an integer, the LSS criterion is applicable. However, when the
value of the modulus of the sampling interval divided between the desired samples
is close to zero, the bias generated is minimal without significantly influencing the
training results.

5.2.6 Data Set Normalization

The normalization of data sets A and B was performed in the range of −1 to 1,
because the hyperbolic sigmoid tangent transfer function was used for the BPANN
training. A mean of zero was applied, in an interval of −1 ≤ data ≤ 1 by means of
Eq. (5.27).

datanorm =
(

data- min

range
∗ (high − low)

)
+ low (5.27)

where data_norm is the normalized data, data is the data to normalize, min is
the minimum of the generated data set, range is the range or difference between
the maximum value and the minimum value of the generated data set, high = 1
represents the upper limit of the desired interval, and low = −1 represents the lower
limit of the desired range [45].
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5.2.7 Training and Test Data Sets

There is no procedure that determines the amount of training and test data that
should be used to train ANNs. However, much of the research with ANN uses the
80:20 and 90:10 ratio. In this study, a random selection of the data was carried out
in order to randomly choose the training and testing subsets with densities of 80:20
and 90:10. This procedure was applied to both data sets, A and B.

To analyze the performance in the proposed network architectures, a training was
carried out for each proposed data density configuration. With the aim of analyzing
the generalizability in each of the proposed network architectures, during the testing
stage, an error of less than 5% was considered for the prediction of the data through
a statistical analysis of correlation and Chi-square.

5.2.8 Training and Test Back Propagation Neural Network

To determine the optimal parameters of the BPNN network, the RDANN method-
ology based on the robust parameter design method proposed by Genichi Taguchi
was used. The engineering method, applied to the design of products or processes,
is focused on reducing the sensitivity to noise and has proven to be an efficient and
powerful method in product design [46].

The robust design technique is known as factorial design of experiments where
most of the possible combinations can be identified without the need to include
a considerable number of experiments and its application allows determining the
functionality or performance of a product or process to be controlled [47].

The RDANN methodology applied to the ANN design allows finding the
selection of the factors involved that allow minimizing the variability of the response
to different inputs to the system through the appropriate choice of the levels in the
controlled design variables [19].

The design variables considered were the number of neurons in the first and
second layers, the momentum, and the learning rate. For the noise variables, the
random weights, the size of the training set versus the size of the test set, and the
random selection of the sets were considered. During the experimentation stage, an
orthogonal array configuration was used with an L9(34) y L4(32) with the aim of
training and testing 36 different ANN architectures [48].

During the confirmation stage, the signal-to-noise ratio was analyzed through
an analysis of variance (ANOVA) to determine adequate levels in the variables
involved and to identify the possible optimal values of the best network topology,
also involving the value of the mean obtained from the Mean Square Error (MSE).
The best architecture was 12: 12: 6, momentum = 0.01, and learning rate = 0.1.

Figure 5.11 shows the generalization tests applied to the BPNN that was
trained with 19,200 data from set A with spatial resolution of 10×5×5×6×4×4
without applying the filter. In each individual graph, the six joint coordinates of
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Fig. 5.11 Without filtering: Predicted joints vs calculated

the manipulator that were previously calculated (“x”) versus the joint coordinates
predicted by the BPNN (“o”) are observed.

Figure 5.12 shows the tests carried out on the BPNN, with the data from
set B that were previously treated by the RDF, with a spatial resolution of
25×25×25×25×25×25. Joint coordinates previously calculated and belonging to
the test data set are displayed. In each box, six joint coordinates calculated (“x”)
versus joint coordinates predicted by the BPNN (“o”) are observed.

5.2.9 Training and Test Generalized Regression Neural
Network

In the GRNN, to determine the optimal spread value of the network, also known as
the “kernel spread constant,” a spread value smaller than the distance between the
input vectors is used to make a close fit between the data. If a higher spread value
is used, it could cause an over adjustment, on the contrary, if the value is too small,
it could cause an under adjustment. Therefore, this constant propagation value is
considered as a regularization parameter that should be optimally selected [49].

To determine the best constant propagation value in the RGNN, 2000 trainings
were performed for each configuration in the data density (80:20 and 90:10) for each
proposed set (A and B) in an automated manner. Next, Table 5.3 shows the spread
values obtained during the RGNN training.

Figure 5.13 shows the generalization tests applied to the GRNN that was trained
with 19,200 data from set A with spatial resolution of 10×5×5×6×4×4, without
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Fig. 5.12 With filtering: Predicted joints vs calculated

Table 5.3 Obtaining the
spread value with 2000
iterations

Data set Train/test Global time [hr] Optimal spread

A 80:20 2.38 0.2881
A 90:10 1.22 0.2721
B 80:20 2.26 0.2111
B 90:10 0.89 0.2131

applying the filter, with a much lower spatial resolution compared to set B. In each
individual graph, the six joint coordinates of the manipulator that were previously
calculated (“x”) versus the joint coordinates predicted by the GRNN (“o”) are
observed.

Figure 5.14 shows the tests performed on the GRNN that was trained with the
data from set B that were previously treated by the RDF, with a spatial resolution of
25x25x25x25x25x25. Eight joint coordinates previously calculated and belonging
to the test data set are displayed. In each box, six joint coordinates calculated (“x”)
are observed versus joint coordinates predicted by the GRNN (“o”) are observed.

5.3 Results

5.3.1 Reduction Data Filter Analysis

To analyze the distribution of the data, two dispersion matrices were plotted to
compare the results obtained before and after applying the filter to the data. Based
on the range of motion previously established for each of the joints in Fig. 5.15 (a), a
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Fig. 5.13 Without filtering: Predicted joints vs calculated

Fig. 5.14 With filtering: Predicted joints vs calculated

representation of data set B is shown, which maintains a population of 244,140,625
data for each variable. On the main diagonal, the distribution of three variables
corresponding to the position vector [p] = {px, py, pz} and their data scatter diagrams
in different perspectives can be observed.
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Fig. 5.15 Dispersion matrix of the position data set B: (a) Before filtering (b) After filtering

In Fig. 5.15 (b), the data after applying the RDF are shown, obtaining a reduction
of n = 24,410 data for each variable. It can be seen that the data maintain a constant
and uniform distribution with respect to the data set shown in Fig. 5.15 (a).

Figure 5.16 shows the distribution of the position and orientation data vectors
before and after applying the RDF to the data. In Fig. 5.16 (a), we can see the
distribution of the vectors of position [p] = {px, py, pz} and orientation [n o a] = {nx,
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Fig. 5.16 Distribution of position and orientation data set B: (a) Before filtering (b) After filtering

ny, nz, ox, oy, oz, ax, ay, az} belonging to data set B and which originally maintains
a population of 244,140,625 data per variable.

In Fig. 5.16 (b), the data distribution after applying the RDF is shown, obtaining
a reduction of n = 24,410 data per variable. It can be seen that most of the data
maintains the distribution in a constant and uniform way with respect to the data set
shown in Fig. 5.16 (a).
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5.3.2 Performance Evidence with Filtering: Comparison
GRNN with BPNN

Next, Table 5.4 shows the results obtained by the two network architectures in the
testing stage, where it can be seen at the end of the table that RGNN obtained the
best percentage of predictions with an error of less than 5%. Likewise, it can be
observed that the training time required for this network is much lower compared to
the BPNN.

The use of the RDF filter allowed solving the problem of data volume and also to
carry out the training in a conventional processor, maintaining the homogeneous
distribution of the original data. During the tests, an error of less than 5% was
considered in the prediction of the data for both architectures by means of a
statistical analysis of correlation and Chi square.

For the BPNN training, 10,000 iterations were performed and the trainrp training
algorithm was used with a goal mse = 1E-4. The structural parameters of the
network such as momentum and learning rate were obtained by the RDANN
methodology with values of 0.01 and 0.1, respectively. The best results in this
architecture were obtained through the training performed by data set B processed
by the RDF Filter, with a data density of 90% for training data and 10% for tests.

5.4 Conclusions and Discussions

There is a relationship between the improvement in the generalizability of both
proposed networks and the fact that the data set was previously processed by
the RDF, because the reduction of the data allows maintaining a representative
distribution with respect to the spatial resolution generated initially, maintaining the
characteristics of the original population, and obtaining a considerable reduction of
99.99% to be able to carry out the processing in conventional computers and obtain
good results.

For the application of the RDF algorithm, as long as the modulus of the sampling
interval k divided by the desired sample n is a value close to zero, it will be possible
to obtain a better representativeness of the population N. Therefore, the answer of
question How close to zero should the sampling interval k divided by the desired
sample n be? its determination will depend on the characteristics of the problem
to consider it as a sampling that allows obtaining good results, since the expected
results are not always obtained when considering an integer k sampling interval. In
this study, the value was 0.02560.

The results obtained by the two network architectures showed an increase in the
generalizability due to the fact that they were trained with the data set previously
treated by the filter. However, when training both architectures using the data set
that was not treated, the generalizability in both networks was lower.
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The increase in the percentage of successes in relation to the spatial resolution
in the training data sets is evident. However, as spatial resolution increases, data
processing requires higher performance in the available hardware resources, so
the benefit that the use of data preprocessing techniques and/or tools that allow
obtaining good results without decreasing performance and generalizability in
knowledge extraction algorithms is evident.

The time required to train a BPNN is usually ten times greater than the training
time required by a GRNN, in addition to the fact that it is not necessary to select a
list of structural parameters compared to the BPNN, so its implementation is faster
and more efficient.

The best training in both network architectures was obtained using a data density
of 80% for training and 20% for testing. At best, during the testing phase, the GRNN
succeeded in keeping 83% of its predictions with a margin of error of less than
5%. Therefore, this study reaffirms that the quality of the training data sets has a
significant influence on the results obtained by the knowledge extraction algorithms.
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Chapter 6
Smart Farming Prediction System
Embedded with the Internet of Things

R. Mallikka, S. S. Manikandasaran, and K. S. Karthick

6.1 Introduction

Recently, a lack of water for agriculture has become a rising concern, especially
for Asian countries such as India or Mediterranean countries. The Mediterranean
countries are the most helpless against the dry season among the countries in
Europe [1]. A good irrigation system is a basic requirement for the fortitude
of farmers because it gives water—i.e., the lifeblood of crops—to the growing
plants. Irrigation systems include various methods of getting water from various
sources and conveying it to different mediums and are essential in all types of
agriculture because of the unpredictable nature of the weather. It is contended that
understanding the feasible and cost-proficient conventional water system techniques
is important for local networks in India. The three regular conventional strategies
that exist in India are complex channels utilization of stones and tree limbs, small-
scale water bodies such as water system tanks to store water, and wells to gather
groundwater. These techniques are commonly intended for small scale/local use for
a town and large-scale or territorial applications. The small-scale customary water
system techniques are not only arranged and developed by the local individuals but
are also overseen by them locally, while the large-scale conventional water system
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strategies include the surface or flood water system techniques such as bowl, fringe,
and wrinkles.

The plan and structure of every conventional water system technique are chosen
by the territory and precipitation history of the district [2]. In regions of good
groundwater springs, burrowed wells with creative techniques are utilized to lift
the water to the surface, and in the low precipitation regions, individuals utilize
strategies that capture every single drop of water where it falls. These traditional
water system techniques have made life possible, even in the desert areas.

The Internet of Things (IoT) speaks to a general idea for the capacity of system
gadgets to detect and gather information from our general surroundings, and share
that information over the Internet where it tends to be prepared and used for different
fascinating purposes. The Internet of Things is rapidly turning into a reality. We can
see the evidence of it around us. The Internet of Things is a system of physical items
that interface with one another through the web. Things or objects can move data
remotely without requiring human collaboration.

A farmer from Bahirwadi [3], (Vishwanath) a town in the dry spell inclined
Beed area of Maharashtra, has earned Rs 7 lakh (700,000 rupees; ~9592 USD)
from farming on only one acre of land. This farmer chose to try multi-cropping,
and he likewise decided that he could expand his harvest by building a wire fence
and planting creepers and climbers on them. He additionally introduced a pipeline
with his first-year earnings to guarantee sprinklers watered his plants. He has also
used cultivating strategies such as raised-bed gardening and mulching throughout
the year, which has been useful.

In this work, we combined a smart irrigation prediction system with the IoT to
improve farming. The challenges of the existing methods are a lack of groundwater
and rain, which leads to an insufficient food supply for society. To overcome the
problems of the exiting methods used in irrigation systems, our proposed method
used various sensors for temperature, humidity, and soil moisture. Farmers are able
to predict market value based on suitable crops, soil type, appropriate weather, water
requirements, maintenance cost per acre, and analysis of farming risk factors.

The researchers in [4] have recommended farming systems dependent on the
embedded frameworks, IoT, and remote sensor networks for agri-farm fields and
domesticated animal ranches. This chapter incorporates the portrayal of frameworks
with the electronic hardware of the frameworks, utilized organization conventions,
and smart remote monitoring frameworks for PCs and smartphones, and so forth.
Social IoT or SIoT [5] can hugely contribute to help gauge climate, pest control,
humidity, precipitation, soil fertility, determine leaf moisture levels, temperature
variation, airflow, and soil moisture. SIoT can likewise control plant ecological vari-
ables through temperature, moisture levels, carbon dioxide focus, and brightening
as indicated by the state of crop development in real-time, and it tends to be utilized
in vertical farming.

Farming 4.0 is a term for following the enormous patterns confronting the
industry, helping to bring exactness to the agribusiness, using the IoT and big data
to drive business efficiency despite the rising population and environmental change.
The researchers in [6] have described consolidating machine learning calculations
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to the embedded hardware stage for information examination to help farmers
achieve precision farming. The model utilizes Raspberry Pi. Machine learning
calculations have been embedded for data acquisition from different sensors such
as pH sensors, fire sensors, and pressure sensors. This examination inspects SVM
usage in embedded processor models and offers improved engineering productivity.
The current agricultural robots are being leased, sold or enlarging social work [7] on
the terrains, where products of the soil are developed. With the utilization of robots
in farming, the yield of production can be increased, while the expenses related to
production can be decreased over time.

The rest of the chapter is organized as follows: Section 6.2 covers the background
study about the smart farming system, Sect. 6.3 explains traditional methods for
smart irrigation systems, Sect. 6.4 discusses the proposed irrigation prediction
system, Sect. 6.5 explain the results, and Sect. 6.6 concludes the chapter and
mentions the future direction of the work.

6.2 Background Study

The taxonomy of the traditional farming system is shown in Fig. 6.1, and it includes
categories such as farming, agriculture, and crops with various methods of using the
tradition farming system.

Traditional Farming System

AgricultureFarming Crop

Intensive

Extensive

Dry Land

Wet Land

Plantation

Mediterranean

Subsistence

Commercial

Shifting

Food HorticultureCash Plantation

Wheat

Rice

Maize

Millets

Pulses

Sugarcane

Tobacco

Jute

Cotton

Fruits Vegetables

Tea

Rubber

Coconut

Coffee

Fig. 6.1 Taxonomy of the traditional farming system



116 R. Mallikka et al.

6.2.1 Traditional Farming System

The authors in [8] provided a brief literature review of traditional agriculture and
management of plant disease/infections. Traditional practices have intense results
on advanced agriculture and most of the best practices are based on the traditional
way of agriculture. Conservation and resource management have not always been
followed using the traditional farming system. The labor-based method is followed
in the traditional farming system; an increased number of laborers are involved in
agriculture, reducing the chances of unemployment. In [9], the authors discussed
the cultivation of fodder crops using the traditional method and partial farming
system. The amount of energy consumed by land preparation, fertilizer application,
sowing, irrigation, and harvesting is calculated based on ratio. The energy ratio for
the traditional and partial method in yield, production energy, input energy, and
output energy was calculated. The results indicated that the partial farming system
has higher yields compared with the traditional system.

As indicated by the Indian National Crime Record Bureau [10], 60,670 farmers
committed suicide in Maharashtra between 1995 and 2013, most of whom were
from the cotton-farming belt. The high occurrence of farmer suicides has brought
notice to this area and its powerful rural framework. A few families have reacted
to the agrarian emergency in Vidarbha by embracing low-input, conventional, and
economical farming practices dependent on the standards of sustainable farming,
referred to locally as shashwat sheti. While cotton was developed [11] in Vidarbha
before colonial rule, its broad development started under pressure from the British
organization in an offer to increase agrarian production in India. Chief among the
cotton-developing regions was Berar Province, which went under the British Raj
in 1853, presently known as the Amravati area of Vidarbha. Cotton from Berar
was shipped to the cotton plants of Britain during the Industrial Revolution. Indian
cotton production in Vidarbha expanded significantly during the cotton famine that
occurred because of the American Civil War between 1861 and 1865.

The Himalayan locale [12] is renowned for its beautiful valleys and quiet
magnificence. Patio cultivating provides sustenance for Himalayan individuals, who
grow an assortment of oats, millets, beats, oilseeds, and pseudo-grains. A significant
part of the varieties grown in the Himalayan zones includes landraces adjusted
to the natural local conditions. Additionally, different indigenous practices utilize
the available resources. Such practice incorporates field planning, seed planting,
weed destruction strategies, determination of yields according to the appropriateness
of the ecological conditions, pest control, harvesting techniques, and germination
capacity of the seeds. Indigenous individuals, as a rule, develop different crops in
an intermixed or interchange way, with the goal that the soil well-being and yield
efficiency can be maintained.

According to the 2011 census, there were 1034 ghost villages in Uttarakhand, and
that number increased to 1768 in 2018. In the past 10 years, almost 138 individuals
moved away from the state’s villages. Among these, 33 stay away from their village
for the indefinite future and 105 return occasionally to their villages for short spans
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[13]. It is not only the relocation of individuals but also their customary information
is likewise relocating alongside them. In the recently settled zones, individuals
do not practice their customary information and practices. Like this, a wealth of
customary knowledge is being forgotten. In the past, farming was the primary
wellspring of employment for these individuals, but now farming is considered as
a below average occupation. Beforehand, developing was additionally an agreeable
endeavor of the residents. Individuals used to take an interest in furrowing and other
agriculture acts of each other. In the past, the entire network took an interest to
experience the issue of human–untamed life strife.

The interest in freshwater [14] is on the rise because of rapid population growth.
Simultaneously, the impact of dangerous atmospheric deviations and environmental
changes causes extreme danger to water use and food security. Therefore, irrigation
systems are used by numerous farmers worldwide, especially for their detailed
measure of water utilization from different sources. There is an expanded spotlight
on improving the productivity of water utilization in agriculture water systems. The
IoT and propelled control methodologies are being utilized to accomplish improved
checking and control of the water system for farming. In this audit, a careful
review of water system observations and propelled control frameworks featuring the
research of the previous 10 years are introduced. Consideration is paid to ongoing
research areas identified from the observations and advance control ideas for a
precision water system. Typically, this audit serves as a valuable reference to inform
about checking and propelled control openings identified when using water systems
in farming and it helps analysts to distinguish directions and gaps for future research
in this field.

According to the Economic Survey [15], 2017–18, over half of the entire work-
force in India is utilized by the Agricultural division, contributing approximately
17–18% of the nation’s GDP. Regardless of the motorization in the agriculture divi-
sion, improved rural strategies to enhance crop production are needed. Ill-advised
water system practices bring about lower food production and imperfect crop yields.
Likewise, there is a need to enable the farmers to decide the most reasonable return
depending on the plant. One approach to address these issues is to utilize the IoT in
the agrarian area. The Internet of Things is the systems administration of sensors,
organized features, and gadgets to computerize regular assignments and perform
activities contingent upon the condition of the encompassing. The aim of this work
is to survey the advancements in agribusiness to computerize the water system and
select the best crop to plant.

6.2.2 Traditional to Smart Agriculture System

The natural [16] and monetary effects of a few supply frameworks for water
systems have been examined. An off-grid (diesel motor) and on-grid (network
power) vital supply framework with a PV plant was compared. The LCA technique
and restitution period was utilized to decide the effects connected to every supply
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alternative. An affectability investigation demonstrated the life expectancy length
and diesel and power costs impact. The PV framework introduced the least natural
effect and life cycle cost, in spite of the fact that it demonstrated the most noteworthy
initial speculation.

The communication advances of the IoT assume a significant job in a smart
agriculture framework [17]. A smart water system framework dependent on LoRa
innovation was proposed and tests were conducted to prove the superb performance
of the proposed water system framework. The test results validate the pertinence of
the proposed framework and indicate the benefits of LoRa innovation embraced in
smart irrigation systems. The framework proposed encourages increasingly active
communication, to limit the expense of sending and systems of support. As per the
test results, the water system hub outfitted with a hydroelectric generator can work
for a considerable length of time.

Regardless of more outstanding efficiency [18], the farming business faces new
difficulties that undermine human development. With population growth and the
intricacy of environmental change, the farming business has been compelled to
progress away from mechanical techniques to information-driven administration
and computerization to produce more food while utilizing fewer resources. Another
worldview is conceivable with the selection of utilizations and arrangements driven
by the convergence of a few key innovations, including the Internet of Things,
Artificial Intelligence, and applying autonomy. Together these advancements keep
a homestead beneficial and gainful by gathering and breaking down information
to assist farmers with dealing with their resources, produce better crop yields and
animals while enhancing vitality and compound use and alleviating hazards. Be
that as it may, information-driven administration has just been the start of the new
change in perspective. The ecological and financial cost of work and resources will
continue developing operational proficiency. Farms are moving from information-
driven administration to mechanization. The move has been in progress with new
applications requiring less human intercession and addressing fundamental issues,
including food deserts, work deficiencies, and specialized difficulties, for example,
developing in urban conditions and perceiving plants through image processing.

Researchers in [19] indicated that a reason to use smart farming system was
because a farmer needs to go to the homestead to check the water level in the
field and to turn the water siphon on or off, even at mid-night. This issue can be
overcome by improving old farming techniques. Another framework can be created
or planned, which changes the old conventional growing into smart development.
Researchers attempted to make a straightforward water siphon controller, with the
soil moisture sensor, utilizing Esp8266 NodeMCU-12E, which is helpful in the
agribusiness field. Framework security was provided by using transport layer secu-
rity (TLS) and secure attachment layer (SSL) cryptographic conventions. Esp8266
NodeMCU-12E has easy, low force utilization, and a small size microcontroller,
which makes the proposed framework suitable for the given application. The high
accuracy soil moisture sensor provides simple readings, so soil moisture content is
effectively measured. Finally, it showed soil moisture amounts and water siphon
state in web page and mobile applications.
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Dangers brought about by environmental change [20], growing population, and
diminishment of natural resources present a need to search for alternatives that
improve manageable crop production. Bioprospecting new assortments that are
flexible to the content of the atmosphere and tolerant to biotic and abiotic stresses
is of great importance. Supplanting old varieties and finding promising unique
assortments could bring a new period of reasonable production. In the national seed
framework, especially in the farming world, the assortments utilized by the farmers
ought not to be more seasoned than 10 years aside from for certain exceptional
circumstances. Furthermore, administrative bodies, breeding associations, seed
organizations, and national seed frameworks should be responsible for moving the
hereditary additions related to the varietal substitution rate. In addition, a five-point
system’s viable usage could positively upgrade the VRR, which will eventually lead
to reasonable efficiency.

Researchers in [21] explained their challenges in seed priming in field crops. A
portion of the difficulties regarding seed adaption preparation involves the life span
of seeds after traditional sorts of preparing under surrounding stockpiling conditions
and an absence of studies on hermetic bundling materials for broadened capacity.
This investigation [22] affirms that steady information about homesteads prompts
ideal choices. Rural administration frameworks can deal with farm information so
that outcomes are arranged to address revised answers for each farm. This guide for
farmers as advanced arrangements joins powers with mechanical technology and
artificial intelligence to assist in agriculture. Following 30 years of extraordinary
hopes—and dissatisfactions—of applying autonomy to agribusiness, the planning
appears to be nearing an end. Nonetheless, to get the most out of Agriculture 5.0,
profound preparation should be conveyed to clients; in a perfect world, youthful
farmers will be anxious to learn and apply present-day advances to agriculture and
conceding a generational restoration still to come. Now is the correct opportunity to
push ahead toward advanced and practical agriculture that is fit for demonstrating
the full intensity of information-driven administration to confront the challenges
presented to food production in the twenty-first century. The advancement to
Agriculture 5.0 is in the plan of most significant homestead gear producers for
the following decade, and subsequently off-street hardware makers will assume a
vital job in this move if agriculture robots are considered as the coming—smarter—
age of farm machines. Smart farming technologies raise moral issues related to the
expanded corporatization and industrialization of the agriculture area. Specialists
investigate the idea of biomimicry to conceptualize smart farming technologies as
biological developments that are installed in and as per the indigenous habitat. Such
a biomimetic approach of smart farming technologies takes a bit of leeway of its
capability to relieve environmental change, while at the same time keeping away
from the moral issues identified with the industrialization of the rural area. Six
standards of the idea of biomimicry were investigated and these standards were
applied with regard to smart farming technologies in [23].

Large data applications in smart farming and recognition of the related financial
difficulties to be tended were discussed in [24]. Following an organized method-
ology, an applied system for examination was built that can likewise be utilized
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for future investigations on this theme. The survey shows that the extent of big
data applications in smart farming goes past essential production; it affects the
whole food supply chain. Substantial information is employed to give prescient bits
of knowledge in farming tasks, drive continuous operational choices, and update
business forms for game-changing plans of action. A few creators in this way
propose big data will cause significant movements in jobs and force relations among
various players in current food supply chain systems. The partners’ scene displays a
fascinating matchup between amazing tech organizations, financial speculators, and
frequently small new companies and new contestants. Simultaneously, there are a
few open foundations that distribute transparent information under the condition that
people’s protection must be ensured. The fate of smart farming may disentangle in a
continuum of two extraordinary situations: shut, exclusive frameworks in which the
farmer is a piece of a profoundly coordinated food supply chain or open, cooperative
structures in which the farmer and each other partner in the chain organization is
adaptable in picking colleagues for the innovation concerning the food production
side. The further improvement of information and application framework stages and
principles and their institutional implementation will assume a pivotal role in the
fight between these situations.

Farming is a tremendous undertaking for humans that affects the lives of the
general public [25]. Agriculture is the most significant aspect of social progress.
The mechanical headway in remote communication and decrease in size of sensors
has extended their use in different fields, such as ecological observing, precision
farming, social insurance, military, smart home, and so forth. This work [25] gives
an understanding into the different requirements of remote sensor technologies,
wireless sensor bits utilized in agriculture, and the difficulties associated with the
arrangement of wireless sensor networks (WSN). Smart farming (SF) has assumed
a significant role to improve production in agribusiness. This effort centers on smart
farming as well as contrasted and customary techniques in agribusiness.

These days, the expanded rural production at a lower cost is increasingly
determined by the IoT and the distributed computing ideal models. Numerous
explorations and ventures have been explained so far in this unique circumstance.
It targets decreasing human endeavors such as resources and force utilization. For
the most part, such experiments are dependent on gathering different information
relating to the rural territory and sending it to the cloud for additional investigation.
Be that as it may, the significant distance between sensors/actuators and the cloud
prompts a vast increase in inertness, which prompts a lessening of performance
of the irrigation systems, pesticide checking, and so on. This work [26] presents
an elective arrangement dependent on fog nodes and LoRa innovation to advance
the quantity of hubs organization in smart homesteads. The proposed arrangement
decreases the absolute inertness prompted during information transmission toward
the cloud for handling.

Smart farming [27] includes the joining of data and communication advances into
hardware, gear, and sensors for use in rural production frameworks. Innovations,
for example, the IoT and distributed computing, are required to propel this turn of
events, presenting artificial intelligence into farming. Accordingly, the points of this
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paper are twofold: First, to portray the logical information about SF that is accessible
in the overall literature dependent on the fundamental variables of advancement by
nation and after some time and second, to depict current SF possibilities in Brazil
from the viewpoint of specialists in this field. The exploration included directing
semi-organized meetings with market and analyst specialists in Brazil and utilizing
a bibliometric overview using methods for information mining programming. A
combination of the diverse, accessible frameworks available was distinguished as
one of the principles restricting elements to SF development. Another restricting
variable is the instruction, capacity, and abilities of farmers to comprehend and
deal with SF devices. These confinements uncovered an open market door for
undertakings to investigate and help tackle these issues, and science can add to this
procedure. China, the United States, South Korea, Germany, and Japan contribute
the biggest number of research studies to the field. Nations that put more in R&D
produce the most distributions; this could show which nations will be pioneers in
smart farming. The utilization of both examination strategies in a reciprocal way
permitted seeing how science outlined the SF and the main boundaries to embrace
it in Brazil.

Since sustainability is challenging and there is a need to secure the production of
high-quality, affordable, and healthy food, alternative food production/distribution
schemes have emerged that can increase food production without burdening the
environment by using technological or organizational innovation [28]. Short food
supply chains (SFSCs) and smart farming have potential as solutions for these
challenges. Theoretically, introducing smart farming technologies into SFSCs could
increase the value-generating capacity of short food supply schemes. However,
it is questionable if such technologies are compatible with SFSCs. In this study,
the authors followed a mixed research design, to analyze Greek farmers’ and con-
sumers’ perceptions of the compatibility between smart technologies and SFSCs,
and they examined the extent to which compatibility perception affects willingness
to engage in smart SFSCs. The authors found that perceived (in)compatibility was
central in predicting willingness for both farmers and consumers. The study revealed
the existence of two different types of compatibility: actual compatibility, which
involves the consistency of smart technologies with the technological advancement
of farms and the real everyday needs of farmers, and symbolic compatibility, which
involves the meanings attributed to both SFSCs and smart technologies by farmers
and consumers. The study concludes that smart technologies are viewed as tools
that can lead to a conventionalization of SFSCs, which alters their preferred distinct
nature, and that the promotion of smart farming should include more than just
traditional views of smart technologies as tools that increase farm efficiency and
also pay attention to their compatibility with different types of agriculture and to the
ways they can bring about change to farming systems.

Drones are beginning to be used in farming. It is assessed that drones in
the rural market will be valued at billions of dollars in the next few years.
As editor of the UN Food and Agriculture Organization and the International
Telecommunication Union’s exploration report on “UAVs and agriculture,” data
master Gerard Sylvester said that as farmers work to adjust to environmental change
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and address different difficulties, drones are required to enable all agricultural
endeavors to improve proficiency [29]. With the progression in drone advancements
and new companies/producers demonstrating interest in the business, it is expected
that the expense of the robots and the extra gear will decrease. Likewise, flight time
and distance should be increased as a result of basic advancements, for example,
battery stockpiling and reduction in payloads. These improvements will guarantee
that farmers get more advantages from the utilization of robots in farming [30].

6.3 Supply Chain Management in Agriculture

The study in [31] portrays the overarching promoting courses of action in Tanzania
at local, provincial, national, and fare markets utilizing contextual analysis models.
The significant obstacles for trade in Tanzania have been sorted into three groups:
(1) physical foundation, (2) know-how and capital, and (3) institutional system. A
lack of physical foundation including streets increases the expense of transportation,
acts as a casual market barrier, creates a wedge between the provider cost and
purchaser cost, and expands the loss of short-lived items. The absence of expertise
appears in poor market direction and business abilities and prompts challenges
in overseeing and getting financial advances. Moreover, the current institutional
structure cannot bolster the arrangement of solid brokers and makers’ affiliations
and other agent bodies to upgrade the limit building and to expect more pleasant
terms of exchange. Also, the absence of market data and the weak legal framework
lead to challenges in arranging exchange understandings and upholding the current
agreements. At present, the important institutional structure has been filled in for
by long supply chains of go-betweens and depends on close to home connections
between makers, merchants, and intermediaries. To understand the maximum
capacity of agrarian exchange as an instrument in the battle against poverty, the
recommended approach mediations are to organize and expand financing for a
physical framework from both national and universal sources; place accentuation
on rural non-farm work and intra-territorial exchange advancement (horizontal
integration); advance large-scale limit working in business abilities and market
direction; improve access to credit and improve the administration of the current
plans; implement the current laws and bolster formalization of agreements to
decrease trade dangers; lastly improve dispersion of market data to permit markets
to work proficiently.

Supply chain management [32] generally indicates dealing with the connection
between organizations liable for the proficient production and supply of agribusiness
items from farm level to buyers, to dependably meet buyers’ necessities as far as
amount, quality, and cost. This regularly incorporates the administration of both
horizontal and vertical coalitions. In developing nations, the supply chain of rural
items regularly includes numerous players or operators with numerous farmers on
one side and shoppers on the other. These conventional supply chains are firmly
connected with social structures. For the most part, small farmers in developing
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nations are not able to set their own price and their contact with “business sectors”
is regularly restricted to associating with a produce gatherer or to deals at the
neighborhood/town market and area advertising. Indian agribusiness is ruled by
small holders, approximately 86% having the land property of up to 2 ha, with
a normal, size of the land property of 0.53 ha according to the Government
of India. The survivability of these small holders is questionable because their
failure to access markets is a significant restriction. The broadening of farming
toward high value wares has been proposed as a conceivable choice for small
holders. A move is occurring in the types of food Indian buyers prefer, including a
nutritious eating regimen of organic products, vegetables, milk, and meat. Continued
financial development and a quickly developing urban populace are powering fast
development for sought after high worth food items. Moreover, the exported portion
of horticulture and animal food products in agriculture products expanded from 24%
in 1981 to 35% in 2003. The farmer’s portion of the wholesale price continues
to only be approximately 35%, with the significant portion going to middlemen
as promoting cost, as a result of wasteful supply chains. Thus, supply chain
management might be an incredible asset in connecting farmers to the business
sectors to increase their pay.

Third-party logistics (3PL) specialist organizations [33] can assume a significant
job in the agriculture supply chain management for consumer loyalty and cost
reduction in overseeing supply chains. Determination of the providers is one of
the significant elements that should be thought of because choosing the best
3PL providers can expand the competitiveness and sustainability of the supply
chain. In any case, this choice becomes confused when there are numerous 3PL
providers having different models and incorrect boundaries. Also, the vagueness
and suspiciousness of the experts’ feelings exacerbates the issue. In this way, a
dynamic device dependent on multi measures has been utilized generally as a
fuzzy logic, progressive procedure approach to determine the best 3PL specialist
co-ops. The principle point of this exploration is to build up a blueprint of various
rules for provider’s choice dependent on literature reviews and methods utilized to
choose the best 3PL providers. Moreover, this study gives an increasingly exact,
compelling, and proficient decision help tool for choosing the best 3PL suppliers.
This exploration may help in expanding the inclination to outsource logistics
activities to upgrade the manageability of the IoT-based agribusiness supply chain.

The authors in [34] investigated and analyzed factors influencing cauliflower
post-harvest losses (PHL) at the farm level in the Surat area of Gujarat. Sample
data was gathered from 120 cauliflower producers from 12 towns using the survey
method. Multiple regression analysis was carried out to decide the indicators of
factors that lead to fresh produce PHL. The main reasons for PHL at maker level
were: damage during harvest, damage because of disease, damage because of pests,
damage during transportation; and an absence of legitimate cleaning and washing
indicated a positive connection between every autonomous variable and the reliant
variable. To diminish PHL, farmers need to focus on reducing the above concerns
because these factors were shown to have a noteworthy impact on the amount of
PHL of fresh produce.
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Blockchain technology (BT) has affected the supply chain by removing the trust-
related issues [35]. Studies are being performed worldwide to use the advantages
BT can provide to improve the presentation of the supply chains. The literature has
shown that BT offers different benefits prompting enhancements in the sustainable
performance of the agribusiness supply chains. Usually, BT will bring a change
in perspective on how the transactions are conveyed in the agriculture supply
chains (ASC) by decreasing the high number of middlemen, deferred installments,
and high transaction lead times. India, a developing economy, must consider
the food security needs of an ever-developing populace and address numerous
difficulties influencing ASC supportability. Therefore, it is necessary to embrace
BT in the ASC to use the different advantages. The authors recognized and built
up the connections between the empowering agents of BT selection in ASC and
identified 13 empowering influences from the literature, which were approved
by the specialists before applying a joined interpretive structural modeling (ISM)
and decision-making trial and evaluation laboratory (DEMATEL) procedure to
imagine the complex causal connections between the distinguished BT empowering
influences. The authors found that, among the recognized empowering agents,
traceability was the most critical purpose behind BT execution in ASC, followed
by auditability, immutability, and provenance. The discoveries of the investigation
will assist the experts in designing BT execution methodologies in agribusiness,
making an ongoing information-driven ASC. The outcomes will likewise help the
policymakers create arrangements for quicker usage of BT guaranteeing sanitation
and practical ASCs.

Agriculture supply chain management involves everything associated with the
process of moving farm products from the field to the client, and it is an important
part of a nation’s economy [36]. This study aimed to determine the difficulties
present in the farming supply chain in India based on reviewing the literature and
the Delphi method. The authors then used the decision-making trial and evaluation
laboratory approach to show the determined difficulties, investigate the cause–effect
interrelationship, and to build up the deliberate progressive structures of difficulties
through an interpretive structural modeling strategy. Considering the Indian setting,
two elements, specifically limited mixing among the national agriculture markets
and restricted farming market infrastructure, were determined to be the most
significant ones. The incorporated model acquired as a yield of this examination
plans to direct the agrarian arrangement and chiefs to improve the presentation of
the rural supply chain in India. Additionally, some basic proposals have been given
to improve the proficiency of the rural supply chain management.

6.3.1 Farmer to Factory (F2F)

The agriculture sector is made up mostly of family businesses, which face diffi-
culties participating in worldwide business because of the Free Trade Agreement
(FTA) [37]. In this paper, the authors suggest business strategies to help the
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family businesses compete in the worldwide value chain. The researchers conducted
a literature review on family-owned businesses and farming to determine the
challenges they faced and propose systems that can help family farms compete.
Two main challenges were determined, in particular the use of labor and capital.
It was found that Indonesia’s family-owned businesses used a higher amount of
labor than worldwide businesses, on average. Even so, the all-out estimation of
capital use in Indonesia’s family businesses was lower than worldwide businesses
because farmers cooperated and shared know-how. Capital use was found to be
driven by social capital fortification, capital allotment, and capital accessibility, and
the Indonesian family-owned businesses were found to not be able to take advantage
of capital use. The authors proposed a procedure for the family-run company to
defeat the danger of work through its capital utilization quality. Addressing these
challenges should help to fortify family-owned businesses in the agriculture sector
to conquer worldwide trade challenges and engage in new opportunities. This work
may benefit governments in drawing up arrangements for helping the family-owned
businesses in the farming sector to become global. This work adds to the scarce
literature related to family farming businesses in Indonesia.

The sustainable development goals (SDGs) [38] are a significant system that
sets the development plan for the following 15 years. Although the SDGs seem
to address improvement challenges in a thorough manner, they have many flaws.
This is clear in their origination and comprehension of sustainability, particularly
according to agribusiness and its duty to reduce poverty and promote development.
By concentrating on the agriculture segment of the SDGs, the author shows
how the interests of agribusiness are expressly adjusted and progressed through
a flawed view of sustainability that is found in the SDGs. The author suggested
that the “agriculture for development” plan available in the SDGs is more about
guaranteeing the interests of agribusiness to the detriment of guaranteeing genuine
sustainable development. The author concludes that the social and political endeav-
ors originating from such an arrangement sabotage endeavors to progress genuine
sustainability and meaningful ecological relations.

This year the fund subject gathered information on extra regions that are
fundamental to agrarian accounts; however, global procedures are not completely
evolved. Partial credit guarantee frameworks and rural loaning shares are two
zones of the account point examined. Partial Credit Guarantees (PCGs) can be
a useful asset to build credit for agribusiness. They diminish the hazard that
monetary establishments take when loaning to farmers and agribusinesses by going
about as an insurance substitute, wherein “if the borrower neglects to reimburse,
the moneylender can fall back on partial reimbursement from the underwriter.”
However, the presence of a PCG does not ensure expanded farming division loaning;
rather, PCG plan and usage effectively affect program manageability and adequacy.
Because there is no “one-size-fits-all” structure for PCGs, the group decided not to
score this information. The information gathered shows that 18 of the 62 nations
reviewed have a PCG specifically for rural advances given by business banks. Only
two high-income nations, Italy and Korea, have PCGs.
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The reason to make an agriculture marketing organization is to help overcome
any barrier among producers and buyers. The general murkiness surrounding
production has created a rift between the industry and consumers, leading them to
scrutinize their food, and a general lack of understanding about the farming lifestyle.
A rural promoting firm in California is attempting to close the gap between producer
and consumer by speaking to and advocating for local businesses. In general, the
American farmer exceeds expectations at numerous things; however, they often
fall short regarding communication. Current farmers have had the option to create
more food than any time in recent memory in spite of fewer resources and inputs.
As the population grows and more individuals relocate from rural to urban areas,
the populace engaged with agribusiness declines, and a knowledge gap is made.
Essentially because of where individuals live, there is a distinction between general
society and the story of farming. The average farmer is seen as a blockhead, who
does nothing but farm and sleep [39]. Today, farming proceeds as a generational
business based upon previous family achievement and having a gainful future for
future generations — farming remains a lifestyle. Agriculture faces a purported farm
issue. A farm issue is a barrier to better open comprehension by the urban majority
of the country of the issues and needs of agribusiness.

This study aimed to distinguish a connection between agrarian added value share
and the agriculture employment share [40] through a correlation analysis utilizing
the Pearson’s correlation coefficient. The results indicate that the lower the portion
of the agriculture added value in the Ecuadorean economy, the greater the portion of
the employment in the area, which implies that Ecuadorian farm workers generally
become poorer relative to others laborers over time.

The success of some urban farmers has attracted worldwide intrigue. The
authors conjectured that cultural inclinations and the worthiness of urban farming
undertakings and items decide the achievement or disappointment of urban agri-
culture businesses. The authors studied 386 urban participants in Berlin, Germany,
to determine general inclinations for the gainful utilization of urban space, the
acknowledgment of various urban agriculture structures, and requests and desires
with respect to agriculture items. The outcomes show that more than 80% of the
respondents favored having open frameworks, for example, open green spaces, inter-
cultural nurseries, and rooftop gardens. In fact, land uses that do not give openness,
for example, glades, aquaponic farms, or concentrated rural and green scenes were
less favored (under 40%). While 60% of members communicated acceptance of
rooftop gardening, agribusiness in the urban periphery, or in downtown brownfields,
65% dismissed having farming in multi-story structures, agro parks, or aquaponic
farms [41].

Agriculture assumes a critical job in Metropolis Ruhr cultivating approximately
33% of the metropolitan zone; however, on-going loss of farmland and transient
rent of land influence farms extensively by complicating access to land. Generally
separated and differentiated farms require a certain measure of farmland to be
effective, which is compromised by further farmland losses in addition to expanded
rivalry for the rest of the farmland [42]. Long haul arranging security is pivotal
for farms that focus on high added value crops and organic farming. Dynami-
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cally developing participatory farming activities exhibit urban farms’ capacities
to inventively adjust to cultural preferences. Better knowledge of proficient urban
agribusiness’ homestead exercises and plans of action is of significance for farms
and their related advisory services to more accurately address the urban setting in
farm advancement methodologies, in addition to aiding public authorities’ land-
related decision-making with regard to planning and polices. The economic viability
of expert urban farming is the key prerequisite for extra social, environmental, and
landscape improvements inside urban territories.

6.4 IoT-Based Smart Farming

The flowchart of the IoT-based farming system is graphically represented in Fig. 6.2.
Run of the mill business sensors for agribusiness irrigation system frameworks are
extremely expensive, making it inconceivable for small farmers to utilize them [43].
Although, producers are currently offering low-cost sensors that can be associated
with hubs to implement affordable frameworks for irrigation management and to
monitor farms. In light of the ongoing advances in IoT and WSN innovations applied
in the improvement of these frameworks, the authors presented an overview of the
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current best-in-class smart irrigation systems. The parameters that are monitored
in irrigation systems include water amount and quality, soil attributes, and climate
conditions. The researchers give an overview of the most used hubs and wireless
technologies and examine the difficulties and the accepted procedures for the usage
of sensor-based irrigation systems.

6.4.1 Arduino UNO

Arduino UNO is an Atmega328-based microcontroller board created by Arduino.cc.
Sensors and different gadgets are incorporated into the Arduino adding to its
incredible on-board capabilities. It has 6 simple pins and 14 digital pins. Arduino
IDE is utilized to program Arduino Uno. Its working voltage is 5 volts. Arduino
UNO reads the qualities from the sensors, and dependent on these qualities, it will
train the engine driver to turn on/off the engine siphon. Figure 6.3 shows the IoT
circuit in agriculture.

A soil moisture sensor, humidity sensor, and water level sensor are connected
with the Arduino UNO board through wires and breadboard. The soil moisture
sensor will detect the moisture of the soil. A limit has been set for both least and
most extreme so that at whatever point the moisture content crosses the predefined
threshold limit, the engine will be turned on/off. The water level sensor functions
in the same way, where a base and highest limit have been set so that at whatever
point the water level crosses the predefined threshold limit, the engine will be turned
on/off to fill the tank. An LCD is associated with Arduino and all the sensors to show
the status of moisture content in humidity, soil, and water level in the tank. A 5 V
engine siphon was utilized for this work because this is a structure model, and the
Arduino used in this work can give a limit of 5 V power. Figure 6.4 illustrates the
schematic design of a smart farming prediction system.

Fig. 6.3 IoT in agriculture
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Fig. 6.4 Schematic design of smart farming prediction system

Figure 6.5 explains the workflow of the proposed smart farming prediction
system.

Table 6.1 gives a summary of various sensors used in smart farming. LM35 is
a temperature sensor that yields a simple sign that corresponds to the immediate
temperature. The yield voltage can acquire a temperature reading in Celsius. The
benefit of LM35 over thermistor is that it does not require any outer alignment.
LM35 temperature sensor has 4-20 V, OUT, and GND. For the working principle
of DS18B20 temperature sensor, the default goal at power-up is 12-piece. The
DS18B20 controls up in a low force inactive state. Following the change, the
following warm information is put away in the 2-byte temperature register in the
scratchpad memory, and the DS18B20 returns to its inactive state. The moisture-
detecting part of the DHT11 is a moisture holding substrate with the terminals
applied to the surface. The adjustment in the opposition between the two terminals
corresponds to the relative humidity. The reading for a dry soil is somewhere in
the range of 3 and 5, approximately one for air, and approximately 80 for water.
The most reasonable alternative for estimating soil moisture content is robust state
sensors, which cost approximately $35–60 for each sensor unit. Different kinds
of soil properties, including compaction, structure, soil type, and moisture level,
produce interesting distinguishing marks. At the point, when covered in the dirt, the
clay tip of the tensiometer permits water to move openly in or out of the cylinder.
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Fig. 6.5 Workflow of
proposed system Acquiring data (Moisture, temperature) from

sensor nodes (LaRo technology)

Compression is performed and prediction with
Kalman filtering

Noise is reduced from sensed data

Data is transfer by IoT gateway

Virtual data is stored on IoT service platform

Crop growth prediction by Decision tree
algorithm

Risk factor is communicated
through mobile

As the soil dries out, water is sucked out through the porous clay tip, making a
partial vacuum inside the tensiometer, which is read on the vacuum measure. In
the thermal conductivity humidity sensor, one thermistor is hermetically fixed in a
chamber loaded up with dry nitrogen while the other is presented to open condition
through little vent openings. An optical hygrometer gauges the retention of light by
water from the surroundings. A light producer and a light locator are orchestrated
with a volume of air between them. In an electrical hygrometer, generally, a sensor
estimates changes in a layer of lithium chloride or another sort of semiconductor.

6.5 Results

The hardware setup of the proposed smart farming prediction system is shown in
Fig. 6.4. An Arduino board set up is used for an automatic or manual function
to predict crop growth. The prediction is based on sensors for temperature, soil
moisture, and humidity. Water source-level data is fixed before the buzzer so that the
information is transferred according to the water level. 16x2 LCD is used to display
farming risk factors, which are sent through a mobile device. Relay coil and Ac
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Table 6.1 Summary of sensors used in agriculture

Sensors Sensor Types Sensors Functions

Temperature LM35 It can measure temperature more
precisely than utilizing a
thermistor

DS18D20 Reads with a precision of ±0.5 ◦C
from –10 ◦C to +85 ◦C
and ± 2 ◦C exactness from –55 ◦C
to +125 ◦C.

DHT-11 It is an essential, ultra-minimal
effort computerized temperature
and humidity sensor

Soil moisture Dielectric soil
moisture

It works by utilizing two cathodes
to quantify the electrical
opposition in the soil

Airflow It measure soil air
penetrability

Tensiometer Uses probes to measure soil
compaction

Humidity Thermal
conductivity

Measure the warm
conductivity of both dry air
and air with water vapor

Optical
hygrometer

The retention of light by
water from the surroundings

Electrical
hygrometer

Estimations on changes in
electrical obstruction or
capacitance
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motor pumps are fixed for reliability. In an IoT module, GSM.GPRS is invoked for
authentic communication. Ranges for automatic functions of temperature increased
by more than 70, communication is sent through a mobile device. If the humidity
range is more than 50 or the soil moisture range is more than 160, then this will be
communicated. Based on the threshold value of each sensor, a farmer can predict
water source level for various crops. In summer season, more water is required for
paddy fields, whereas less water is consumed during winter.

Figure 6.5 explains the workflow of the proposed smart farming prediction
system. Data is acquired from sensor nodes using LoRa technology. Noise is
reduced from the sensed data. Compression takes place for prediction using Kalman
filtering (KF). In this work, nominal packet size is utilized for transmission to
accomplish better pressure; however, the Kalman filter sends every second at least,
which can lessen the sum of energy needed for every exchange. Rather than
utilizing models dependent on schedule for predication, the KF-based procedure
utilizes a total model for predication where a few states are obscure, which gives
a more detailed prediction investigation. Because of the decrease in the pace of
transmission, the reproducibility of information is diminished. To accomplish better
quality, KF eliminates noise from detected information gained by leaf hub and
makes the reproduced sign more precise compared to unpleasant perceptions. Data
is transferred by the IoT gateway. Water source level data is stored on the IoT service
platform. A decision tree algorithm is performed to predict crop growth and, finally,
the farming risk factor alert is communicated through a mobile device.

The output result of prediction analysis based on maintenance cost per acre along
with predicted market price per kilogram in rupees is shown in Fig. 6.6. Various
crops are shown in the x-axis such as paddy, wheat, groundnut, corn, and onion.
The value of maintenance cost for paddy is 201 and market price is 75. Maintenance
cost for wheat is 229 and market value is predicted as 26. For groundnut, 164 is the
maintenance cost and 137 is the predicted market value. The value of maintenance
cost for corn is 260 and the market price is predicted as 42. The maintenance cost
for onion is 257 and the predicted market price is 50. The proposed smart farming
prediction system predicted maintenance cost is high and predicted market price is
low for corn. The crop corn has a high risk factor according to the proposed sensors.

In the Harvard setup, the water source level data is used to predict the required
water for the particular corp. Figure 6.7 shows the maximum water required per day
in millimeters. Experimental results show paddy required 1350 mm or maximum
water. Wheat required 1267 mm of water, groundnut required 600 mm of water,
corn required 430 mm of water, and onion required 126 mm of water. Based on the
results, farmers can easily predict which crop is suitable for farming.

A farmer can easily understand and predict the farming system from Table 6.2
based on the suitable season, water required per day, the temperature in Celsius,
maintenance cost per acre, a market predicted value of the particular crop, which
is mentioned in rupees per kilogram, and predict the risk factors of the particular
crop to yield or not. This prediction system is useful to the farmers to prevent loss
in production. From the chart, a farmer can predict suitable crops from the soil
condition and the water requirements. The irrigation system may by via pond, well,
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Table 6.2 Farmers prediction chart

Crop Season Water required/day
Temperature
in Celsius

Maintenance
cost/acre

Predicted
market
value in
Rs./Kg Risk factor

Paddy Summer 1100-1250 mm 20–27 201 75 Low
Wheat Winter 130.7–136.7 mm 21–26 229 26 Low
Groundnut Summer 400-600 mm 27–30 164 137 Low
Corn Spring 2.5–4.3 mm 18–23 260 42 High
Onion Winter 10-12 mm 12–25 257 50 Moderate

or river according to the land. Agri-IoT-based sensors can be used to sense weather
conditions, water status, soil moisture, and humidity.

6.6 Conclusion

In this chapter, we have depicted Agri-IoT, an IoT-based structure applying ongoing
stream handling, examination, and thinking in the space of agriculture, in light
of sensors, encouraging increasingly educated and exact dynamic by farmers and
occasion choice. We have examined the presentation of IoT in smart farming and its
chances, through the consistent blend of heterogeneous advances and the semantic
mix of data from different sources such as sensors, online life, associated farms,
administrative alarms, guidelines and so on, guaranteeing an increase in production
and efficiency, better quality items, environmental protection, less utilization of
resources(for example, water , fertilizer, and energy), and quicker response to
capricious occasions, as well as provide greater transparency to the purchaser.
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