
Chapter 7
Data Quality Management
for Interoperability

Josip Stjepandić and Wjatscheslaw Korol

7.1 Introduction

Data becomes an even more important constituent of our daily lives and an essential
asset, driver and fuel for mature and new industries. While data is becoming a crucial
importance as a strategical resource, the quality of the data that is used during business
processes will impact the business outcome today and tomorrow [1]. As a fundament
of the digital economy, data must have a high quality. For the data quality, the same
semantic understanding is transferred from the production of physical goods to the
management of data [2]. The quality of data, defined by the objectively measurable
degree to which the data properties fulfill requirements, can have a tremendous
impact on the businesses [3]. Subsequently, data can be seen as a rawmaterial for the
production of information products through an information production process [4].
This also fits the definition of information as the “processed data”. Since information
products reproduce itself almost recursively, the terms data and information can only
be distinguished in the basic process chains and used synonymously further [5]. Data
quality is usually assumed [6]. It becomes a topic once the data quality falls below
a certain threshold [7].

Research and industry reports continuously discover that huge efforts are spent
to improve the quality of the data being used in many applications, sometimes even
only to understand the quality of auxiliary data, in order to preserve a proper function
of information systems. Data quality is defined as a context-dependent, multidimen-
sional property and expresses the fitness for use of certain data for a user in a specific
context. The inherent context dependence of the data quality emphasizes that the
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requirements for data elements depend on the intended use and only the user can
decide for himself whether the data objects are usable for him or not. The context
can include, for example, the data-using business process, country affiliation, appli-
cable regulations, time of data usage, data-processing application or the business
process role of the data user [8].

Considering the variety of business views, use cases, properties, or simply the
specificities of the systems being evaluated, the quantitative assessment of the data
quality can become an extremely difficult task which can hardly provide clear results
[9]. In general, the importance of data quality increases themore complex the business
processes become and the more applications and interfaces have to interact [10].
Data translation mostly impairs the data quality [11] and, therefore, cause for several
issues.

In addition, there aremanydata quality dimensionswhich, in combination, express
the data quality (Fig. 7.1): timeliness, credibility, reliability, interpretability, oper-
ability and sufficiency accompanied with data quality attributes. The quality of a
data object can be measured by checking certain properties of the values of the data
elements it contains [13]. If the data elements of a data object have all the required
properties, its quality is perfect. Properties of data (e.g. certain value is mandatory
within a range, completeness of a data element) can be formulated as business rules
and thus checked. There are structural (how must a data object be structured?) and
operational business rules (how do values for individual data elements have to be
set?) [8].

Data Quality Management is a subordinated area of data management, which, as
part of company-wide information management, aims to make optimal use of data
in the company. Data quality is never an end in itself. As a typical supporting topic,
it gets its meaning through a process chain, mostly as a pre-requisite for a highly
performant interoperability [14, 15]. Subsequently, the term digital thread refers to
a communication framework [16]. Companies can only offer digital services, open
up new business opportunities or make processes between companies more efficient,
if data on customers and products, but also context information on whereabouts,
preferences, and billing are available in high quality [1].

Fig. 7.1 Data and information quality model [12]
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Like other business assets, data also has its own lifecycle that needs to bemanaged
in a suitable way to continuously ensure its purpose and need. The lifecycle of a data
object begins with its planning and specification, through the creation during the
execution of business processes, and ends with their archiving or deletion [8]. It is
important to say that the life cycle of the data is always longer than the life cycle of
the product concerned due to the regulatory rules. This fact has a crucial impact to
Digital Twin because all components must be adjusted with one another in order to
enable seamless interaction. A high data quality is a pre-requisite for this.

The given definition of the data lifecycle corresponds to the understanding of the
product lifecycle, which also begins with the first product requirement and not with
the current product representation. Established reference models of Product Life-
cycle Management (PLM) describe several process stages for planning and imple-
menting the entire product life cycle [17]: planning the product portfolio, designing
the product, planning the production process, supplying the end customer with the
product, providing service and support services, and, finally, product disposal and
recycling. In era of model-based definition and processes, the data management
including data quality management is a function within a powerful commercial PLM
system [17, 18]. Thus, one of the aims of PLM is the provision of data in a sufficient
quality for downstream processes.

The structure of this chapter reflects this aim. In Sect. 7.2, Digital Thread and its
supporting concept are briefly introduced. Data quality classification with respect to
its dimensions and related standards is discussed in Sect. 7.3. Subsequently, achieve-
ments related to the issue of data quality metrics in manufacturing industry is intro-
duced in Sect. 7.4. Section 7.5 showcases the achievements of data quality in indus-
trial applications of design and manufacturing for various industries. A discussion
chapter in Sect. 7.6 gives insight into benefits and gaps of current applications of
data quality as well as future directives. Finally, an outlook is given in Sect. 7.7 with
respect to the future importance of data quality from business process perspective.

7.2 Digital Thread

The fundamental vision of integration inmanufacturing industry supposes a seamless
flow of information in all product lifecycle stages from the first product idea until
disposal and recycling. This vision is expressed by three layers as illustrated in
Fig. 7.2 which can be seen as structural constituents of Digital Twin.

Data integration is a widely requested ‘digital data’ lever for digital transfor-
mation. It describes a product (born digital) holistically with (1) domain-specific
application models for example, mechanical, software, simulation or cost models.
It demands cohesive communication in the (2) supply chain based on business data
streams with partners, in joint ventures and across factory plants [19]. It finally real-
izes (3) a fusion between up- and downstream in the entire lifecycle, where digital
aspects of the product solely are used as engineering, manufacturing and service
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Fig. 7.2 The integration vision in the automotive industry [20]

bridges [20]. Although all three layers have its particular importance for Digital
Twin, the product lifecycle layer (3) prevails due to the volume and complexity.

The connection between the real asset and the development and planning models
that describe its history is known as a digital thread [16]. Like a data highway, it
connects the information of a real product instance across processes and IT systems.
On the one hand, this enables all data from the lifecycle of the product instance or the
real asset to be brought together and thus forms the basis for the creation of Digital
Twins. Without digital thread, the Digital Twins could be recreated manually, but
it would be difficult or impossible to keep them up to date. On the other hand, the
traceability along the digital thread makes it possible to track and monitor decisions
in development and production and to identify potential for optimization with the
help of the operating data [21].

Product data is an umbrella term that includes many different types of infor-
mation: PDM, CAx, planning, inspection data [17]. Usually only certain data is
necessary at sequences (gates) for assessment in downstream processes [18]. Large
and comprehensive functionalities, such as provided with modern CAx systems are
not mandatory. In fact, the number of consumers of CAD data in extended enter-
prise is about a factor of ten at least higher than data creators in engineering. The
use of powerful CAx systems however in downstream processes such as purchase,
production, assembly and quality assurance needs to be scrutinized in the course of
an efficient product creation [22]. Certain level of data quality and level of detail
(filter) is always supposed.

7.3 Data Quality Classification

To properly place data quality, clear classification criteria are necessary. Classifica-
tion can be based on several criteria (environment, organization, purpose, status). For
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our purpose, its classification relative to the afore-mentioned dimensions (Fig. 7.1)
needs to be understood.

7.3.1 Data Quality Dimensions

Ensuring the timeliness of data processing requires the ability to acquire, transfer,
process, transform and use the data in required time. It comprises the temporal
capability of the virtual representation of entities from the real world, based on the
data quality attributes age and processing speed. Age refers to the time passed since
a change of the measured value in context of change. Processing speed is a system-
related attribute measuring the interval from data collection to information provision
[12]. Timeliness expresses the time expectation for accessibility and availability of
data. As the value of data can rapidly decrease over time, the computing architecture
needs to perform all the calculation and communication almost on the fly with the
data that was recently provided.

Data credibility expresses the level of certitude to which the good faith of a
source of data can be relied upon to facilitate its reuse in order that the data really
represents is what the data is supposed to represent, and vice versa [23]. In other
words, data credibility indicates the confidence of the Digital Twin users supported
by the trustworthiness of the provided data. It is based upon the consistency with
other evidence. It fosters the willingness to rely on the data with the goal to increase
the intensity of data usage [12].

Data traceability is the ability to track a data construct back to the construct it was
derived from as a more concrete instantiation. This can be ensured by metadata that
track information provenance, for instance implemented in form of a data pedigree
(effects of attributional qualities of a source). A pedigree is a list of ancestors with
some attribution of purity of the lineage [24].

Data reliability is the degree to which prior historical reports from a source have
been consistent with fact. Reliability includes a notion of dependability, that the
data will be produced, and attain some level of accuracy and precision [24]. The
data quality attribute correctness binarily differentiates data considered ‘correct’
or ‘incorrect’. This requires that all data values for a business attribute must be
correct and representative of the attributes. Preciseness is a data-related attribute
measuring inaccuracy on data item level, while level of detail is determined by
system limitations. While this is trivial for numeric values, other data types need to
be translated into a numeric representation that allows for deviation measures, or
special distance metrics need to be applied [12].

The information provided from Digital Twins must be interpretable for the
users. Interpretability can be assessed at two different levels: by examining models
(heuristic approach) or representations (mainly with user-based surveys). In the
former case, simple measures can be used to compare several models of the same
type, such as the number of rules and terms in decision rules or the number of nodes
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in decision trees. If models differ, then this comparison is not that obvious and other
heuristics have been proposed [25].

The provided data should be free of unintentional duplicates, as expressed by
the data quality attribute redundancy. In contrast, an intentional redundancy can
be useful and improve process reliability [4]. Besides, defined rules need to be
satisfied, as expressed by semantic consistency and structural consistency. Semantic
consistency describes consistency of the meaning of data, achieved through unified
definitions, labels assigned to real-world objects, and vocabulary [12]. Semantic
consistency is important for the mathematical data quality of CAD data. Structural
consistency refers to technical specifications of structure and format and impacts the
organizational quality of CAD data [4].

Data operability describes a level of data record ability to be used directly, without
additional processing (translation, filtering): how the information consumer interacts
with the Digital Twin. The quality attribute ease of retrieval is assessed on a scale
from ‘inaccessible to user’ to ‘machine readable and ready as input for analysis
software’ [12]. It belongs to the specific data operability challenges such as semantic
duplicates, data fusion or information extraction.

Data sufficiency is related to the amount of information provided to fulfil a certain
purpose, e.g. a complex assembly feature. Insufficient data yield unstable models.
The attribute availability of a dataset describes whether mandatory data items are
available, e.g. in case of data replication [12].

From the engineering perspective, the data quality dimensions can be roughly
classified in two groups: technical and organizational. Technical dimensions are
primarily related to the capabilities of product and organizational to the capabilities of
process. In order to check the data quality by appropriate tools, technical dimensions
are checked for singular entities. In contrast, organizational dimensions are checked
for data structures.

7.3.2 Related Standards

The primary purpose of standards is to define compliance clauses in a way that
vendors can claim compliance to differentiate their offering from those that are
not compliant. Compliance with an international, industry or proprietary standard
is often a legal pre-requisite for a supplier to get a contract with his customer [19].
While a specificDigital Twin standard, whichwould define the necessary data quality
requirements, neither exists yet nor can be expected in the next future, the existing
standards related to data quality will be shown here.

ISO 8000 is a set of data quality management standards developed by ISO TC
184/SC4/W G13 [26]. The committee’s mission is the development of standards for
the exchangeof complexdata in an applicationneutral form toprovide data portability
and long-term data preservation in an environment where the life cycle of software
applications used to capture and manage data is but a fraction of the life cycle, if the
data itself lie in focus of this committee. ISO 8000 defines which characteristics of
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data are relevant to data quality, specifies requirements applicable to those character-
istics, and provides guidelines for improving data quality. It deals with Master Data,
Transactional Data, Referenced Data and Engineering Data. ISO 8000 standards can
be applied to manufacturing processes defined in IEC 62,264 (Enterprise-control
system integration). Manufacturing processes defined in IEC 62,264 are restructured
according to processes of ISO 8000-61. Each process consists of purpose, outcomes
and activities. Achievement of each process can be confirmed with work products
[27].

For sake of Digital Twin, the data quality management process reference model
of ISO 8000-61 [28] and process assessment of ISO 8000-62 [29] are of a particular
importance. ISO 8000-61 specifies the processes required for data quality manage-
ment. Each process is defined by the purpose, outcomes and activities that are to be
applied for planning, controlling, assuring and improving data quality. It comprises
also the data-related support and resource provision. The processes are used as a
reference model in assessing and improving data quality management. The imple-
mentation cycle is based on the ‘Plan, Do, Check, Act’-cycle defined in ISO 9001.
Based on 8000-61, ISO 8000-62 identifies those elements of the maturity model
that exist in other standards and specifies additional elements of the maturity model.
ISO 8000-62 provides guidance on assessing the maturity level of an organization
and derives organizational process maturity level rating from process profiles. The
assessing of the organizational maturity level for data quality management conveys
how well the organization is fulfilling the requirements identified by the process
reference model specified by ISO 8000-61 [27]. ISO 8000-62 specifies six maturity
levels and process profiles to indicate when organizations have achieved each of the
maturity levels. ECCMA (Electronic Commerce Code Management Association)
has developed a series of compliance certificates for individuals, organizations and
their software applications and data services [29].

IEC 62,264-1:2013 defines the functions of an enterprise involved with manu-
facturing and the information flows between the functions that cross the enterprise-
control interface in order to improve integration regardless of the degree of automa-
tion. Global acting companies are very interested in it because it unifies and merges
different IT methods and enables robust, easy-care integration solutions to be
achieved in the long term. This standard is important for both manufacturers and
users and system integrators. It offers a uniform terminology for corporate IT and
control systems as well as a number of concepts and models for the integration of
corporate functions. The technical solution is determined by the uniform modeling
of the interfaces between the corporate functions and control functions. The main
concepts are object modeling and the modeling languages UML and XML [30].

Among the industry standards for data quality, the guidelines that have been
developed by the German and international automotive industry since 1980 have
achieved a widespread use. These activities were driven by increasing complexity
of product models which are described by thousands of CAx and PDM tools in the
automotive supply chain. The difficult data exchange was caused by not powerful
interfaces and low data quality [31].
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The main purpose of the widespread VDA (German automotive association)
recommendation 4955/2 is to improve the collaboration of project partners during the
product development phase [32]. This guidance helps to reduce remastering times
and costs of CAD processes through the exchange of information and experience,
the definition of cross-company, common data quality criteria, the provision of both
CAD system-neutral test programs and repair aids as well for the frequently used
systems or system pairings. The recommendation is divided into the following areas:

– geometrical data quality,
– organizational data quality,
– recommendation for agreement among data exchange parties, and
– recommendation for a proper extent of CAD models.

This recommendation is written in such a level of detail like an implementation
guide for the development of check tools. Although the fulfillment of quality criteria
is checked using proprietary system functions, the criteria are formulated neutrally in
order to preserve comparability and system independence of the results. The transla-
tion and check software usually are certified by VDA against this recommendation,
whereby the various check tools are compared by using different test models from
practice in order to guarantee the reliability and consistency of the test results. An
example for consistency issue in a CAD model with a virtual gap in solid that really
does not exist is shown in Fig. 7.3.

Similar standards were established in further countries with automotive industry.
Then, these have founded the association SASIG (Strategic Automotive product
data Standards Industry Group) which has taken the further development of data
quality standards. The result was “Product Data Quality Guidelines for the Global
Automotive Industry” [33], which has adopted and extended the previous works of
VDA. The last version of this document entails CAD, CAE, PDM and inspection
data. It contains some suggestions for project management, communication and
know-how for better CAD model quality. However, these suggestions are generic
and cannot be applied directly. A direct implementation in a check tool is not known
yet [33].

Fig. 7.3 Exemplary data quality problem: consistency [31]
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7.4 Data Quality Metrics

Ametric, or Key Performance Indicator (KPI), is a quantifiable attribute of an entity
or activity that helps to describe its performance [18]. This can be measured to help,
manage and improve the entity or activity. In term of data quality, it represents a
set of attributes which describe the data quality in a sufficient way. From a quality
perspective, two moments have importance during the data’s lifetime: the moment
it is created and the moment it is used. The quality of data is fixed at the moment of
creation or change. However, data quality is usually not assessed until the moment
of use. If the quality looks low, users typically attempt by working around the data
or correcting errors themselves. Therefore, quality of product models needs to be
continuously controlled in engineering workflow, especially in systems based on
downstream data.

Model quality impacts not only the model accuracy and modifiability but also
the changeability of the whole engineering systems. Careful and thorough model
verification facilitates effecting product model quality. Verifying product models
and designs manually is a tedious and time-consuming process [19]. By automating
parts of the verification process, e.g. by using intelligent templates for check tools
[34], benefits can be achieved in the time frame and end results of the verification.

The metrics presented below belongs primarily to CAD data as the main input
for Digital Twin. A ‘one size fits all’ set of metrics is not a solution and that
assessing data quality is an on-going effort that requires awareness of the funda-
mental principles underlying the development of subjective and objective data quality
metrics. The main dimensions for the metrics are shown in Fig. 7.4. The dimensions
contain almost universally agreed model quality dimensions described in Sect. 7.3.1.
These dimensions should be the basic principles when assessing product model
quality. In addition, often used quality dimensions are accessibility or reachability
of data. Considering the downstream processes, modifiability and reusability are
the paramount dimensions. However, for all-around measurement for quality of
configurable product models, even more additional dimensions are needed [35].

Simplicity of productmodels defines the topological structure built of a few simple
and understandable elements. Simple models facilitate consistency in the modeling

Fig. 7.4 Model verification metrics [35]
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system in order to reduce causes of possible instability. Model instability would
cause huge additional efforts to repair the model. Robustness of a model describes
the resistance to error while being modified. It is a prime indicator for overall model
quality as it is a result of minimizing error and quality issues from models [35].
Basically, the approach to create robust models means to create simple models with
as simple features as possible. Referencing increases the robustness if detail feature
shows to the basic feature [31].

Flexibility expresses the range of reachable states depending on the time and cost
required to change state. Flexible systems are built for a set of reachable states which
are predefined during the engineering process [35]. Interoperability describes how a
master model can be accurately transferred from one format to another, e.g. CAD to
CAD or point cloud to CAD. Interoperability can be efficiently supported to create
and follow common methodology for modeling in all systems. Interoperability is a
prerequisite for seamless downstream processes in Digital Twin [31].

Reusability describes good model reuse derived from the structures and refer-
ences of the model. Reuse can be performed at different levels from utilizing library
component—as practiced in our solution—to using existing designs of similar prop-
erties. As the modification to the models in the case of reuse is frequent, the quality
of reusable models must be higher than normal as they need to reliably allow for
modifications while maintaining the original design intent. Design intent and ratio-
nale are always needed for a model to be reusable [35]. Therefore, Digital Twin
requires a native model in similar quality as a manually generated CAD model
following a method. Conveying design intent is important for some newer engi-
neering processes such as Model-based Design (MBD), Model-based Engineering
(MBE) and Knowledge-based Engineering (KBE). Simplicity helps to convey the
intent of the original design.

On a morphological level the model quality can be quite effectively quantified
even with CAD environment native tools. Different type of geometry checks and
identification of topological errors is usually even built-in the software to make
sure the software works as it should [35]. Such functions are often collected in a
specific data quality check module. Such modules can be easily controlled by using
pre-defined profiles for specific purposes [34]. The most important metric on data
quality is the distribution of error rate during a period, e.g. project duration [4].

For product data in PDM different rules of data quality are used which mostly
refer to structural data quality dimensions. This is caused by configurable product
data structures which are the fundament of PDM. Because of this, the consistency
of data in the system and planning of the data structures is crucial. Furthermore, the
consistency of data between different systems in the modeling environment is one
of the most important aspects in modern multi-environment engineering systems.
Many key performance indicators (KPI) have been established for product data in
PDM. To these, primarily belong consistency, completeness and timeliness [17].
These metrics can be used to determine the quality level of data sets, but they are
not as suited for evaluating and verifying the quality level of single product data
instances. Furthermore, some metrics or parameter thresholds need to be used to
correctly evaluate if product data is incomplete or not [35].
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7.5 Practical Examples

The framework of the practical application is usually formed by the standard steps
according to ISO 9000: quality planning, control, testing, and improvement. The
focus is set here to control and testing. Practicalmanagement of data quality consist of
methods to ensure required data quality and their implementation in process chains—
primarily by deploying suitable data quality check tools. Good product data quality
means providing the right data to the right task at the right time [33]. Data provision
is realized by workflows in modern PDM systems. Data quality methods (‘Design
for Quality’) help users in usage of IT systems (e.g. CAD) to ensure the quality of
their work from the perspective of various stakeholders. It consists of approaches for
manual techniques for assessment of CADmodels, identification and repair of typical
model errors, as well as application ofmodules and tools for interactive improvement
of models [31].

The quality assurance should occur in each phase when data is changed. It gets its
particular importance during the detail design, when both the amount of new gener-
ated data and the frequency of changes are high. Therefore, the practical data quality
assurance is focused either on the data creation period or its phase of exploitation. In
this section, three practical examples are presented which belong to Digital Twin: the
use of a commercial tool in the design phase with focus on the methods and training
(Sect. 7.5.1) [36], the conception and implementation of a knowledge-based check
tool for downstream application in manufacturing (Sect. 7.5.2) [37], and the control
of CAD data migration process by using a CAD quality tool (Sect. 7.5.3) [4].

7.5.1 Design

The study presents the use of a standard, commercial module of SolidWorks (Solid-
Works Design Checker—SWDC) in a representative case study of modern Model
Quality Testing tools (MQT) [36]. SolidWorks is a leading CAD system, widely
used in manufacturing industry which is also applied as authoring system for factory
models in our DigiTwin project [37]. SWDC can identify and sometimes repair data
errors that could affect the simplification, interoperability, and reusability of CAD
models.

This study has investigated the usefulness of this check tool as an assess-
ment mechanism both for instructors and for self-evaluation. SWDC integrates the
following modules: build checks, check active document, check again existing file,
and learn check wizard. By mapping the Build Check requirement of SWDC against
the CADquality criteria available in the literature, themain conclusions can be drawn
that SWDC only covers lowest semantic level quality criteria, and is designed for
intensive use to maintain consistency across documents [36].
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Fig. 7.5 Usage of SolidWorks Design Checker—SWDC in context of digital twin

This study provides an exhaustive insight how to map requirements to quality
dimensions. Issues arise on detection of constraints that are repetitive but not incom-
patible. In general, the structure of the application is designed for intensive use and to
maintain consistency across vast amounts of documents. Most criteria implemented
in SWDC are aimed at verifying settings, and thus intended to ensure the semantic
correctness of the CAD model [36].

Two additional observations are included: SWDC will repair certain errors, but
others (not all) will only be identified, and SWDC partially overlaps with the built-in
checking capabilities of the CAD application, which can sometimes perform better
than the MQT [36]. The findings include the insight that the product data quality can
be achieved by design rather than byMQT tools. This is practised in our development
of Digital Twin (Fig. 7.5) [37].

Finally, althoughMQT is considered solved by a number of scholars, it remains an
open practical problem, as new quantitative metrics require the design of new appli-
cation programming interfaces that transform current MQT tools into mechanisms
to assess higher semantic level quality aspects [36].

7.5.2 Manufacturing

Different model users in various stages of the manufacturing process have varied
requirements in terms of model quality. To handle this diversity of models, a study
proposes a knowledge-based MBD part model quality analysis system and its imple-
mentation technologies to analyze and test the quality of models from the perspective
of different model-used stages. Alternatively, such a system would need to create
partial models by using entity filters. It is fully integrated into CAD system Siemens
NX and, therefore, uses system functions for its operations. The system decomposes
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Fig. 7.6 Data quality analysis in model-based design [38]

the MBD part model into model definition instances (MDI) as well as the relation-
ship between them for model quality verification with the help of relevant model
quality knowledge. The model quality knowledge from different model-used stages
enables the system to analyze quality defects from the respective perspective of
model-used stages in MBE [37]. After the analysis is finished, model quality issues
and corresponding modification suggestions are written into report.

Based on a knowledge-management system with its own data quality data model,
this tool acquires new model quality knowledge into the knowledge base. The rule-
based framework of knowledge representation facilitates the functional extension of
this system. The applicability and expressive power of the rule-based framework is
enhanced by object chain rules and parameter table rules (Fig. 7.6). In practice, with
the help of the system, the knowledge derived from various model-used stages in
MBE is collected, stored, and reused in downstream processes [38]. The unknown
model defects are represented by new knowledge objects.

Apart of the detection of the model quality defects, this system provides modifi-
cation suggestions in the design stage. However, the quality defects mostly need to
be addressed manually, which results in a lot of repetitive work. Hence, new quality
defects may occur for the wrong modification operations. Moreover, only the qual-
itative analysis is provided in this system [38]. The most important drawback is the
missing comparing functionality. It is difficult for the analysis results of different
models to be compared directly. Besides, for different quality analysis requirements
fromvariousmodels, the analysis schemehas to be createdmanually [38]. It is tedious
in case of an assembly model which contains of a large variety of part models.

For a frequent use in generation of a Digital Twin three improvements should be
made: the procedure or workflow to automatic quality defects modifications based
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on knowledge, the technology for the quantitative analysis of model quality, and the
approach to automatic generating quality analysis scheme according to the model,
as well as relevant knowledge [39].

7.5.3 Data Migration

Data migration refers to a large system change which includes the translation of a
huge quantity of data which were often collected during decades within a short time
period. Such migrations happen every ten to fifteen years and set a huge challenge
for the organization and the users. Remastering of a factory with all the equipment,
e.g. by using the method presented in Chap. 6, can be understood as a migration of
the factory representation, too. This is valid in particular, if the object recognition
does not recognize all objects which subsequently must be built by a singular feature
recognition or manual remastering. Generation of Digital Twin must preserve an
option to remove a system by another.

In such a case, a huge change arises in the customer process of almost each internal
and external supplier, because they are forced to keep the current process running and
to ramp-up the new process. This procedure includes many CAD translation steps
which are principally not beneficial for good data quality. The challenge is ensuring
an appropriate level of data quality to make sure that all translating processes are
successful [4].

The translators in modern CAD systems show a similar level of performance
and robustness as known from previous benchmarks and long-term experience [4]
and, therefore, all models can be transferred lossless without exception to Solid-
Works. However, it appears that in some cases automatic healing algorithms have
slightly adjusted the geometry to satisfy the continuous condition [39]. It could not
be predicted definitely to what extent of additional problems in further processing
this will lead [4].

Further comparisons in the model properties like center of gravity, moments of
inertia, as well as cloud of points, were also executed systematically (Fig. 7.7). All
values remained within the allowed tolerances and showed no abnormalities what
indicated a mature and stable and reliable process [4].

7.6 Discussion and Future Perspectives

Despite of its huge achievements described in the use cases above, data quality is
still subject to intensive research and practical improvements. The valuation of data
quality can be facilitated in two directions: operational control of data quality as
autonomous procedure (supported by an application) and data quality as inherent
component of the business process as a whole.



7 Data Quality Management for Interoperability 149

Fig. 7.7 Results of data quality check of migrated data

When considering the operational control of data quality, a number of develop-
ments have put data quality on a stronger footing over the last decade. In particular,
the development and uptake of data quality dedicated design methods, the uptake
of data quality assessment functionality in most major CAD and PDM systems, and
the development of supporting methodologies as well as check tools have strongly
contributed to the higher sensitivity for the data quality. However, a number of
challenges remain to be solved.

On the operational level, better quantitativemetrics are required tomeasure higher
semantic level quality aspects. CAD model reuse is particularly sensitive to hidden
errors and anomalies. Design intent is still poorly addressed by MQT tools, but there
are other bottlenecks for different stakeholders (Original Equipment Manufacturers
(OEM), lower tier suppliers, and SME’s) [40]. Profiles must become robust (changes
donot produceunexpected failures) andflexible, e.g.modular (allowasmanychanges
as necessary) [41]. Ifwe can experimentally validate the hypothesis that the flexibility
of the profiles depends not on the amount but on the semantic level of the constraints,
valid metrics for flexibility may follow. For instance, detecting excessive use of poor
‘fix’ relations that lock point coordinates is an example of the type of high semantic
quality tests that are not supported by current CAD check tools [32].

Dominant OEMs force top-down interoperability with their suppliers, which
results in ‘defensive’ or ‘conservative’ designs, which are robust but hardly creative.
Interoperability is a main concern for OEMs, as reusability is guaranteed by the
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best practices they impose, whereas simplification tasks are transferred to suppliers
[42]. A hidden problem that hinders interoperability is the lack of proven modeling
guidelines. Best practices are checked by MQT tools but also imposed and tuned
by the OEM, whose current goal involves improving interoperability by abandoning
explicit representations and adopting STEP AP 242. Validation rules require setup,
and although quantitative metrics for shape errors already exist, they are context
dependent and are governed by computational threshold values that are different for
each MQT [41].

We see that the demands on data quality are getting higher and higher [42].
Therefore, the way practiced here appears to be very advantageous, preferably to use
the models from a higher-quality library of CAD models. The alternative approach
of performing object recognition via feature recognition in several stages requires a
data quality check and subsequent repair procedure [43].

Considering a holistic approach, development of a data quality assessment tool—a
dashboard—in addition to policies and protocols to manage data quality could be the
solution for data quality issues on the enterprise level. Moreover, it should include
systematic guidelines for planning the data quality assessment activity, extracting
requirements for the data quality management, setting priorities to expedite the adap-
tation, identifying dimensions and metrics to ease the understanding, and visualizing
these dimensions and metrics to assess the overall data quality [44].

Finally, a universal standard for describing, modeling, analyzing, measuring,
testing, simulating, and building the real-world objects, products, and services
remains a vision of Digital Twin. It promises to provide a platform whose stan-
dardized digital representation of real-world objects enables consistent, seamless
exchange of technical information and interoperability across domains, industry
silos, vertical markets, tools, and applications.

7.7 Conclusions and Outlook

As the preceding sections and use cases indicate, data quality plays an important
role for the generation of Digital Twin. The generation of high-quality models is
an important and integral part of digital processes today. The earlier approach of
the ‘digital master’ has now evolved into a comprehensive approach of a Digital
Twin. The developed approach with object recognition replaces the human hand in
generation of Digital Twin providing the same level of data quality.

3D CAD models not only serve to depict the product shape geometrically, but
also provide a basis for a large number of subsequent tasks and processes that are
managed by the PDM system. The continuous further use and reuse of the CAD
models by different users, such as CAE and CAM, can increase the effectiveness of
virtual product creation and shorten the product creation time considerably [45]. As
can be observed from the use cases, knowledge from downstream disciplines such as
manufacturing must be implemented into data quality methods. At present, many of
the original CADmodels are either time-consuming post-processing by downstream
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users or, in some cases, even created from scratch. Many processes in PDM are
still document-oriented [46]. Therefore, the sophisticated methods and techniques
of quality management must be used for the virtual products of a digital planner
as well as for physical products. Likewise, every model error leads to loss of time
and additional costs. Ultimately, this knowledge has led to the use of fully-fledged
parametric models to build the Digital Twin.

As a future development, a more comprehensive theoretical basis is required
to define quantitative metrics for complex quality requirements (e.g. higher level
semantics, data quality templates, relationship to Digital Thread). A new challenge
for future developments represents the increasing product complexity caused by
upcoming technologies, especially in area of electrics, electronics, and software [47].
As a typical supporting topic, data quality will keep the speed with the development
of the subordinated systems.
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31. Fischer T,MartinHP, EndresM, Stjepandić J, TrinkhausO (2000)Anwendungsorientierte opti-

mierung des neutralen CAD-Datenaustausches mit Schwerpunkt Genauigkeit und Toleranz,
VDA, Frankfurt

32. N.N., 4955 (2006) Umfang und Qualität von CAD/CAM-Daten, VDA, Frankfurt
33. N.N., ISO/PAS 26183:2006 (2005) SASIG-product data quality guidelines for the global

automotive industry. International Organization for Standardization, Switzerland
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41. Ostrosi E, Stjepandić J, Fukuda S, KurthM (2014)Modularity: new trends for product platform
strategy support in concurrent engineering. Adv Transdiscipl Eng 1:414–423. https://doi.org/
10.3233/978-1-61499-440-4-414

42. Sun J, Hiekata K, Yamato H, Nakagaki N, Sugawara A (2014) Virtualization and automation
of curved shell plates manufacturing plan design process for knowledge elicitation. Int J Agile
Syst Manage 7(3/4):282–303. https://doi.org/10.1504/IJASM.2014.065348
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