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Chapter 1
Introduction to the Book

Josip Stjepandić, Markus Sommer, Sebastian Stobrawa,
and Berend Denkena

1.1 Origins of the Digital Twin

The first notion of a Digital Twin can be traced back to Michael Grieves of the
University of Michigan, who introduced the topic of Digital Twin in his lecture on
Product Lifecycle Management in 2003 [1]. In the early years, the concept of Digital
Twin was primarily used in the NASA’s Apollo project to simulate the behavior
of the capsule in space. However, a project with a similar high-fidelity simulation
approach, concluded by USA Air Force Research Center during the same period of
time, has carried a different label: SORCER (Service-ORiented Computing Envi-
Ronment) [2]. In the same period, the terms Concurrent Engineering [3], Product
LifecycleManagement [4] andSystemsEngineering [5] have attractedmore attention
in academia and industry.

The idea of the Digital Twin is to generate, maintain and use the virtual version of
a system (product, production system, instance) during the entire product lifecycle
(design, test, manufacture, exploitation). The aim of this holistic approach is to
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conclude a high-fidelity product definition, verification, and validation including the
modes of failure before the physical system is actually manufactured. The outcome
of a Digital Twin is not only the product improvement of the physical product by
failure prevention in exploitation, but also better quality, higher performance, cost
reduction, shortening of time-to-market, and higher customer satisfaction [1].

In the literature, a few definitions of the Digital Twin are available. This will be
further elaborated in Sect. 3.1. These fairly divergent definitions are caused by the
different views based on specific characteristics of various use caseswhere theDigital
Twin is in question (industry, phase in product lifecycle, environment, technology).
The meaning and understanding of the term Digital Twin have continuously evolved
in the course of its advancement without a significant consolidation. The inconsistent
use of the term Digital Twin makes it much more challenging to distinguish the
singular expressions and identify the main components of a Digital Twin. Therefore,
that conceptual blurriness spawned numerous adjacent terms, such as the Digital
Shadow or the Digital Angel, which hinders precise usage of the term Digital Twin
[6]. A suitable taxonomy (see Sect. 3.2) will help to understand specific differences
but, of course, cannot cover all expressions of Digital Twin which become subject
for Configuration Lifecycle Management (CLM) [7].

While the terminology has evolved over time, the basic concept of the Digital
Twin model has remained fairly stable from its inception. It is based on the idea that
a digital counterpart of a physical system could be generated as an entity on its own.
This digital information would be a “twin” of the information that was embedded
within the physical system itself and be linked with that physical system through
the entire lifecycle of the system. The common features of the available concepts
and definitions include the integration of various data sources, which allow a digital
representation of the physical object or process over its entire lifecycle [1].

With the emergence of the basic IT technologies like cloud computing, Internet-
of-Things (IoT), Big Data, and Machine Learning (ML), substantial developments
occurred in specific industrial domains such as Industry 4.0. From the early begin-
ning, Industry 4.0 has facilitated digital achievements as the pillars of its development
[8]. Due to fact that all data are available in digital format, and sensors are inbuilt
into the industrial spaces, the main pre-requisites for Digital Twin in area of manu-
facturing are fulfilled. A mirroring or twinning of systems between what existed
in real space to what existed in virtual space and vice versa becomes possible and
meaningful. Using the emerging extensive simulation capabilities, it became feasible
to perform realistic tests in a virtual environment. Furthermore, the overwhelming
rise of artificial intelligence, primarily expressed by techniques such as ML, made
a significant contribution to the further progress of the Digital Twin [9]. Following
to these technical advancements, manufacturing industry has broadly implemented
Digital Twins in the past few years for specific tasks, for example, the monitoring
and the predictive maintenance of long-lasting goods in service [10].

Nowadays, Digital Twin is used both as a subject of scientific research as well as
a buzzword to attract existing commercial products and services [11]. Nevertheless,
the implementation of the Digital Twin is still considered undertaking a complex
procedure because of the vast divergence of technical andorganizational options. This
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is also the reason why the integration of a Digital Twin with PLM is not completed
yet, although the largest vendors of PLM claim their leadership also in Digital Twin
[12]. Specific types and expressions of theDigital Twin are presented in Sects. 3.3 and
3.4. Indeed, appropriate reference models and architectures are subject of research,
no industrial or international standard is known yet [13, 14].

The progress and development of a Digital Twin is not limited to the area of
engineering only. Coming from the medical technology, the concept of Digital Twin
has entered also the area of medicine in order to predict emergence of disease (for
example: rise of a tumor) and develop the protecting and healing measures [15]. In
a similar manner, a Digital Twin is deployed to simulate the societal processes [16].
In area of economy, a Digital Twin of economy can help to predict the impact of
macroeconomic measures, for example, changes in tax policy [17].

Studying a complex system, however, cannot be fully successful when context
is left out of scope. Interaction between a system and its context (for example:
environment or workforce) needs to be part of the study. Transdisciplinary systems
pose a specific challenge because they add a level of analysis, which does not exist
on the level of each of the disciplines [18, 19]. The content of this book considers
the working environment, but not the human factors.

Starting from the practice that it took nearly a decade for a new concept to be
implemented, the editors and authors undertook a pragmatic approach to develop
during a two-year project a specific Digital Twin offering primarily for small and
medium enterprises which as service can be implemented within weeks.

In this chapter, the introduction in this book is presented: origins of the book
(Sect. 1.2), goals of the book (Sect. 1.3), expected audience (Sect. 1.4), content of
the book (Sect. 1.5), and finally, contributors of the book (Sect. 1.6).

1.2 Origins of the Book

This book explores the results of the research project “DigiTwin—Efficient Gener-
ation of a Digital Twin in the Manufacturing” conducted by four partners supported
by the German Federal Ministry of Education and Research (BMBF) within the
framework concept “KMU innovativ” in period 2018–2020. In the communication
with the funding agency, this project was evaluated as the particularly successful
and worth for further dissemination [20]. Therefore, it was decided to present its
outcome to a broader audience. The editors were representatives of their research
organizations. The authors were members of the project team.
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1.3 Goals of the Book

This book is an attempt to present the latest developments and best practices of the
principles of Digital Twin based on the specific experience of the editors. The presen-
tation includes not only current Digital Twin processes and methods, but also, very
importantly, a specific real-life application and concept for its commercialization.
These applications and experiences are aimed to show that the Digital Twin is still
an indispensable part of research and business in manufacturing industry nowadays.
The term Digital Twin expresses a plethora of concepts and approaches that can be
classified asDigital Twin subtypes or derivates. Each such approachmust be assigned
to an innovative product, process, or service development. Each approach must also
consist of methods and tools to enable and support extensive collaboration and infor-
mation exchange between people from different disciplines, functions, departments,
or companies.

The first goal of the book is to describe the state-of-the-art, summarizing Digital
Twin achievements in area ofmanufacturing. A second goal of the book is to illustrate
the choices that exist in organizing information flow in the modern factory. These
choices encompass selection of methods and tools; technical as well as organiza-
tional. The methods and tools show the variety of problems that need to be tackled in
practice and can be understood as a constituent of a customer-oriented whole. They
should support trade-offs and finding (near-)optimal solutions. The third goal of this
book is to demonstrate that Digital Twin has become indispensable, used widely in
many industries and that the same basic engineering principles can be applied to new,
emerging fields like self-optimizing factory. The final goal of the book is to provide
practical example and use case that thoroughly illustrate achievements and practices
of a Digital Twin. This is conducted by presentation of the research project solution
which helps to generate the Digital Twin of manufacturing in the built environment
provided by amiddle-sized enterprise. In addition,many remaining trends challenges
in research and practice have been listed.

1.4 Audience

The authors intend this book to be useful for several audiences: industry experts,
managers, enterprise architects, business planners, postgraduate and Ph.D. students,
researchers, and software developers. The content is intended to serve both as an
introduction to development and assessment of novel approaches and techniques of
Digital Twin and as a compact reference for more experienced experts. In this role
practitioners can use the content to improve their core competencies and use it as
a reference during their daily work, in particular for planning of commercialization
activities. Graduate and undergraduate students who have already mastered several
basic areas of engineeringmay find useful instructionmaterial to practices in modern
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industrial product creation processes. Researchers can find recent achievements and
challenges in various fields of Digital Twin [3].

Engineers in various design domains, such as mechanical, electrical, computer
science, and environmental and logistics engineering may find this book helpful to
understand the fundamental background as captured in modern product, process,
and service development. It may help them to understand the multi-disciplinary,
multi-dimensional and multi-level nature of a Digital Twin. It may help them to
request information they need from and to supply information needed for engineering
processes to the relevant stakeholders. It may help to exploit the benefits of new
IT techniques like contactless object acquisition or ML. It will help stakeholders
from various domains to understand how a Digital Twin works and to participate in
different Digital Twin teams [3].

Managers need to understand information representing numerous facets of Digital
Twin for developing a comprehensive strategy and establishing suitable engineering
structures andorganization. The decisions theymakemust advance business competi-
tion bymeeting quality, cost, and time targets. This book paves theway to a pragmatic
solution to introduce Digital Twin. Management and engineering need to exchange
information rapidly and seamlessly so that the processes will be adjusted to support
the business strategy and so that management can understand and track product
issues and maturity. This book presents several methods for organising, transferring,
tracking, and tracing of information [3].

Students and researchers in the wide area of manufacturing need comprehensive
information on recent achievements and on directions for future research. The book
fulfills this need. For this purpose valuable information can be found in the closing
part of this book. Each chapter comprises an exhaustive list of recent references
in related area which either were used by authors or are recommended for further
consideration [3].

Finally, a further audience may consist of developers of tools and development
platforms who usually have a strong software engineering background and are not
experienced in applications and process development. In particular for those who
define and implement integration scenarios like enterprise architects, this book could
be a useful reference [3].

1.5 Content of the Book

The book has been structured into eleven consecutive chapters, which will be intro-
duced below. Singular chapters contribute to various aspects of basic concepts,
methods, technologies, industrial applications, and current challenges of Digital
Twin. This chapter is the introduction to this Book as explained above.

In Chap. 2 it is explored how the production planning and control can be supported
by Digital Factory methods to optimize production processes and workflows. The
Digital Factory has already been recognized as a strategic advantage by the industry
more than ten years ago. An essential component of the Digital Factory are digital
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models of products, processes, and resources, which aim the standardization of
processes, the increasing of flexibility and shortening of the lead time. Especially for
digital models in production, there are already existing many fields today (e. g. plan-
ning of factories, optimization of layout of the shopfloor, approval processes in recon-
struction and fire protection, or optimization of production processes). Assuming
the gap between the real and the virtual factory, concrete solutions are needed for
the continuous synchronization of the planning data and simulation models from
the product development, the production planning and the production by using
measured values from the real factory. High quality CAD data of all geometrical
objects in all stages of planning process are the pre-requisite for seamless down-
stream processes whichmust be, apart of other non-geometrical characteristics of the
production system, acquired if 3D planning data are not existent or not accurate [21].
A central component of the Digital Factory is simulation, which is used to represent
real objects and processes in a virtual environment. This virtual environment is suit-
able for performing analyses and planning processes so that understanding about the
real system can be gained. Accordingly, planning processes such as factory planning,
investment planning, capacity planning, bottleneck analyses, inventory planning, and
internal material transport can benefit from simulation by gaining more valid and far-
reaching insights. However, simulations must be designed for specific use cases in
order to be able to process them. Therefore, the corresponding parameters for the
use of the simulation must be determined. The approach presented here focuses on
several use cases to create a framework that is not only valid for a single use case, but
allows for an arbitrary application which is as comprehensive as possible. This leads
to a Digital Twin, which, in turn, can handle several use cases and is not focused on
one use case like the simulation. Chapter 2 deals with the mentioned applications,
primarily focusing on the requirements of the use cases for the simulation framework
by identifying and specifying the required parameters. Accordingly, a comprehen-
sive list of parameters and their exact properties is presented to support production
planning and control. With this understanding, an efficient determination of these
parameters can be carried out in the further course of this book, from which the
generation of a Digital Twin is enabled.

In Chap. 3, the conceptual view for Digital Twin is drawn as a new key approach
in the field of PLM. Briefly, a Digital Twin is a digital representation of an active
unique product or unique product-service-system with its selected characteristics
within dedicated lifecycle phases. This concept has experienced a tremendous impact
by IoT technology, which has drastically reduced the costs. It builds the foundation
not only for connected products and services but also for entirely new offerings and
business models. For a better understanding, a taxonomy from recent literature is
presented which consists of eight dimensions and 18 characteristics at all. Three
main characteristics of the Digital Twin were identified: representation of a physical
system, bidirectional data exchange, and the connection along the entire lifecycle.
For a better understanding, three subtypes of Digital Twin are presented, namely: The
Digital Master, the Digital Manufacturing Twin, and the Digital Instance Twin which
refer to the different phases of the product lifecycle: design, production, and oper-
ation. Therefore, Chap. 3 formulates a consistent and detailed definition of Digital
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Twins and gives insight in dedicated research direction. Finally, based on the afore-
mentionedDigital Twin characteristics, an approach for generation of Digital Twin in
manufacturing in a built environment is shown which is implemented and described
in the following chapters of this book.

In Chap. 4, techniques and approaches for acquisition of objects in a production
plant are presented. A three-dimensional digital representation, as theDigital Twin of
machines and objects within production plants, is becoming increasingly important
for efficient planning and documentation of production. During the acquisition of
the images, the two areas of accuracy and detail are the key. The accuracy describes
the precision in which the Digital Twin represents the real objects. For example,
it discovers how well the dimensions of a machine within a reconstructed model
matches its counterpart in reality. Detail refers to the level of detail in the digital
model: Should the door of a machine tool be distinguishable from the machine or
not. Two basic technologies have been established for scanning. The photogram-
metry method creates a dense point cloud based on images using a sophisticated
toolchain. The laser scan method firstly measures an accurate model of the environ-
ment using a laser scanner. In a second step, the color information is assigned to
the measured points via the evaluation of photos. For certain applications, models
resulting in highest accuracy and detail are not necessary; in these cases, speed and
practicability of the acquisition is the primary concern. Due to recent advancements
in photogrammetry, these methods are best suited in the case of generating a Digital
Twin for production facilities. Furthermore, these methods provide a better physical
handling and accessibility in case of occlusion and larger object height. An overview
of the methods available as well as the underlying principles are presented. Practical
considerations and examples show the feasibility and results of different photogram-
metry approaches, resulting in the presentation of a photogrammetric system well
suited to the task of creating a Digital Twin of a production facility.

In Chap. 5, the methods and approaches of the AI in manufacturing are intro-
duced. Nowadays, AI becomes one of the core drivers of the industrial develop-
ment and a critical factor in promoting the integration of emerging technologies, in
the new generation of Big Data and Industry 4.0. In particular, ML as a particular
expression of AI becomes increasingly more frequently applicable in manufacturing
applications. Chapter 5 presents a systematic overview of today’s applications ofML
techniques and approaches for their usage in the manufacturing environment. The
utilization ofMLmethods is explored related to manufacturing process planning and
control, predictive maintenance, quality control, in-situ process monitoring, control
and optimization, logistics, robotics, assistance, and learning systems for shopfloor
employees. Exhaustive fundamental and problem concept describes how to select an
appropriateML approach including the concatenation ofmultiple approaches. Super-
vised methods dominate the state of the art with reinforcement learning methods
gaining even more attention in recent years. Subsequently, the gains of ML such as
derivation of model configuration based on the data, generation of behavioral models
through training, easy validation of the model and optimization of the real system
based on the model are illustrated. This illustration is surrounded by two use cases
from plant engineering. Data analysis points out how these concepts can be analyzed
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and with behavior model can be achieved regarding the implemented ML method.
Finally, conclusions and outlook reflect the benefits and drawbacks of ML and draw
the way for future development.

In Chap. 6, the methodical approach for object recognition based on a point
cloud is presented. Recognition of an object from a point cloud, image, or video is
an important task in computer vision which plays a crucial role in many real-world
applications. The challenges involved in object recognition, aiming at locating object
instances from a large number of predefined categories in collections (images, video
or, model library), are multi-model, multi-pose, complicated background, occlu-
sion, and depth variations. In the past few years numerous methods were developed
to tackle these challenges and have reported remarkable progress for 3D objects.
However, suitable methods of object recognition are needed to achieve added value
in built environment. Suitable acquisition methods are also necessary to compensate
the impact of darkness, dirt, and occlusion. This chapter provides a comprehen-
sive overview of the recent advances in 3D object recognition of indoor objects
using Convolutional Neural Networks (CNN). Methodology for object recognition,
approaches for point cloud generation, and test bases are presented. The comparison
of main recognition methods based on methods of geometric shape descriptor and
supervised learning and their strengths and weakness are also included. The focus
lies on the specific requirements and constrains in an industrial environment like
tight assembly, light, dirt, occlusion, or incomplete data sets. Finally, a recommen-
dation for use of existing CNN framework for implementation of an automatic object
recognition procedure is shown.

In Chap. 7, aspects related to data quality in the complex processes are discussed.
The challenge of enhancing and generalizing interoperability as an important pre-
requisite for Digital Twin is often hindered by the fact that data quality requisites
depend on the purpose for which the data will be used and on the subjectivity of
the data consumer. Data quality is getting as important as product quality in manu-
facturing process. In Chap. 7 it will be presented how to systematically handle the
data quality requirements and support a comprehensive data quality management.
After the definition of Digital Thread as a data highway, the classification of data
quality is discussed based on data quality dimensions and standards related to field of
manufacturing. The data quality metrics is discovered upon the guidelines developed
by national and international harmonization bodies from global automotive industry.
Three practical examples from design and manufacturing as well as data migration
in industrial context give insight in practical challenges and achievements in the field
of data quality as well as future directives. The discussion section emphasizes the
high importance of data quality for the generation of a Digital Twin as a seamless
process chain.

In Chap. 8 practical implementation of the object recognition based on methods
described in Chaps. 4–7 is explored. In order to prepare the point cloud for a feature-
based process of planning and simulation, the objects in itmust first be recognized and
a CAD-based structure must be created. The great challenge in every process chain
is to implement the desired function with minimal effort and losses. As one of the
alternatives, the object recognition is selected to implement the layout planning of a
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factory in 3D. InChap. 8, it is demonstrated how to embed the object recognition in the
process of virtual 3D layout planning in a built environment as well as which findings
and results can be expected. The aim of Chap. 8 is to investigate and evaluate the
usefulness of a realistic 3D virtual factory model in factory layout planning primarily
for theDigital Twin based on object recognition. This is addressed by a practical study
of how existing methods for data acquisition and processing can be concatenated
and, subsequently, applied under real industrial constraints and conditions. During
this study, realistic 3D layout models are created using point clouds acquired by
commercial terrestrial laser scanner and prepared for object recognition with CNN
considering the strict data quality requirements and further constraints. The selection
of models was discussed and the results were evaluated in industrial workshops with
engineers involved in the layout planning andmachine operators thatwillworkwithin
the production system. Seamless, robust, (semi-)automatic workflow of primarily
standard, modular components with low user assistance was of particular interest.
Chapter 8 is concluded with the discussion of the achieved results, the solution
alternatives, and the present approaches how to extend the utilization, improve, and
simplify the entire process.

In Chap. 9, the design of simulation models based on previously provided CAD
models is explained. Setting up a virtual model of a production system is time-
consuming and requires expertise in the use of simulation software as well as knowl-
edge of the operations in production systems. For this reason, the creation of virtual
models as a basis for the Digital Twin of a production system is hardly feasible
for many companies. Chapter 9 presents an approach for the efficient generation
of simulation models. For this purpose, production systems are first systematically
described using an ontology. On the one hand, this description serves to develop
a generic creation method. This is necessary to be able to convert any production
system into a virtual representation. On the other hand, the ontology provides a
structured data model for subsequent modelling of the Digital Twin. In Chap. 9, an
approach for generating a simulation model of the shop floor is introduced, including
its functional behaviour as well as a visual representation. Since most steps of the
approach are automated, the simulation model can be generated highly efficient.
Also, less expertise in handling simulation programmes is needed. The remaining
manual steps require either no special IT knowledge or can be carried out via services.

In Chap. 10, the planned commercialization of the research project solution is
shown. Product and service innovations are the key driver of the competitiveness
in the manufacturing industry. For long time, partnerships between manufacturers,
suppliers, and service providers have been established to improve overall perfor-
mance of entire supply chain. Most members in such a supply chain try to expand
their business by developing platforms and building their ecosystems. This also
occurs in the IT-related industries, in particular when services are provided for large
companies. In Chap. 10, the commercialization of the project solution is presented as
an extension of a well-running ecosystem OpenDESC.com. The background to the
emergence of OpenDESC.com, the customer base and the corresponding offering
are described. The method how to systematically plan changes, improvements and
extensions by enterprise architecture integration is discussed. The extended offering
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for new customer categories based on the out-come of the project is classified
and described. The method for assessment of this ecosystem is proposed. Finally,
conclusions and outlook summarize the insights and give future directions.

In Chap. 11, the outcome of project is given and the future perspectives drawn.
The concept of Digital Twin is almost twenty years old, posing an enhancement
of well-known concepts like CIM and PLM, with expected benefits through ubiq-
uitous simulation, real-time analysis, and synchronous processing. The theoretical
framework and practical implementations of Digital Twin still do not follow this
vision rather discover some specific characteristics of the Digital Twin. Although
many successful implementations exist, Digital Twin is still offered and sold as a
project for a company’s specific purpose. While sufficient implementation details
are not publicly available, it is difficult to assess effectiveness of different solu-
tions and make comparisons in a structured manner. While a standard taxonomy for
Digital Twin does not exist, a recent taxonomy from literature is used to explain the
state of development of Digital Twin. At first, the way for the further development
of the presented research project solution is discussed. At second, current trends
and challenges related to Digital Twin and its research domains are explained in a
comprehensive overview. The assessment is based dimensions and characteristics
which serve as an initial part of a future universal reference framework. The Digital
Twin applications in different domains are classified and the possible Digital Twin
evolution is discussed. Novel research trends and challenges are identified, advancing
the theory and practice of Digital Twins. The results show an evolution of Digital
Twin’s role from an enabler of cyber-physical systems to a product lifecycle data
integration and processing platform.

1.6 Contributors of the Book

Apart of their own contribution, the editors have invited the contributors based on
their contribution to the research project. The singular chapters represent the authors’
contribution to the dedicatedwork package. The editors are grateful to all contributors
for their excellent work.
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Chapter 2
Requirements for the Optimization
of Processes Using a Digital Twin
of Production Systems

Sebastian Stobrawa, Berend Denkena, Marc-André Dittrich,
and Moritz von Soden

2.1 Introduction

Production planning and control in industrial companies as part of production
management includes many tasks that are performed to optimize the production
system. The task of production planning and control is to achieve various logistical
and economic objectives of industrial production operations. Such objectives can be
quantified by target figures like delivery reliability, efficiency, stock levels, and so on
[1]. To achieve these targets, production planning and control encompasses the entire
production process, from order acquisition to production, warehouse and assembly
to dispatch [2]. The Digital Factory supports companies in production planning and
control throughout the production process in order to achieve the above-mentioned
targets. It is defined as an overall term for a comprehensive network of digital models,
methods and tools that are integrated by a continuous data management [3]. A central
tool of the Digital Factory is simulation, which contributes to the planning and
improvement of all structures, processes, and resources in real production [4]. In the
field of production and logistics, simulation has been scientifically investigated and
established for a long time [5–7]. However, simulation models are usually designed
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for a specific application. This could be, for example, the analysis of stocks. If a
further issue is to be solved with this simulation model, this is usually only feasible
with accordingly adapted simulation parameters. Therefore, it is useful to create a
framework for simulation models with which these models can be used for several
use cases and can be extended as needed. By using such a framework and by enabling
a two-way exchange of information and control between the real and virtual world,
these simulation models become a Digital Twin of production systems, which is
generally defined as the digital representation of an object or system which includes
characteristics, properties, conditions, and behaviours by means of models, informa-
tion and data [8]. As a result, the Digital Twin provides an image of the production
process, which enables the optimization of company production and the simulation
of various processes in advance with the help of the digital tool. Overall, the Digital
Twin is a considerable asset for companieswhich fosters objective-orientated produc-
tion [4]. To achieve this in practice, however, the above-mentioned use cases’ specific
simulation models have to be adapted to a framework by selecting and specifying
the respective parameters, so that an extension to a Digital Twin can be achieved.

2.2 Investigated Use Cases

In this section, the use cases that are to be investigated further are presented. From
this selection, requirements and basic conditions for the further procedure arise. The
application of simulation in the Digital Factory or as the basis of the Digital Twin is
generally possible in a comprehensive manner so that a selection must be made from
themultitude of conceivable use cases. In particular, this excludes applicationswhich,
despite promising benefits, concern other areas as well, such as energy management,
personnel management or similar [9]. Of course, the procedure presented in this book
can also be utilized to address these topics. For this purpose, the detailed description
presented here provides a suitable pattern to be transferred to other application cases.

Factory planning: This use case consists of the reorganization of structures based on
new concepts like push or pull, layout planning, or material flow analyses. Accord-
ingly, this task mainly addresses the spatial arrangement of the factory building. One
important parameter to perform the task is the location data of the relevant objects of
the production system. These objectswill be named and explained in the following. In
addition to the spatial location, information about the production process is also rele-
vant; with this, the position of the object can be optimized in terms of the production
process.

Investment planning: An investment is a long-term capital expenditure in assets.
For the application case described here, planning investments means that capital
flows into capacity expansions with the aim of achieving a long-term return on these
investments. This requires an economic consideration of the investment so that the
costs do not exceed the expected benefit. Investment goods that are considered at this
point are, in particular, new machines, equipment, or technology. For the application
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case, thismeans that the investment goods are inserted into the considered production
system and the effect on the production system is examined. In addition to the spatial
information, since the investment goods must also be physically inserted into the
system, the production-related features must also be determined and included in the
analysis.

Capacity planning: The planning of capacities for a production system determines
the necessary capacity of the potential factors for the execution of the production
schedule in a reference period. Potential factors in this context are machines, equip-
ment and workers. For the application case, capacity requirements of the production
system are compared with existing available capacities. The aim is to resolve this
trade-off at the lowest possible cost. To fulfil the use case, information about the
considered potential factors and their effects on the production system is required.

Bottleneck analysis: Production systems consist of multi-stage production steps
which are interlinked andperformedondifferent stations.The linkingof these process
steps causes bottlenecks in the production process, for example, due to different
process step durations or malfunctions. Correspondingly, bottleneck stations arise
which, subsequently, limit the entire production system. In the use case bottleneck
analysis, these bottleneck stations are identified so that measures can be taken to
relieve them and thus increase the performance of the entire system. To perform the
use case, information on the production process and the interlinking of the stations
is required.

Inventory management: In the use case bottleneck analysis, it has already been
explained that production systems are characterized by interlinked production steps,
but that these cannot usually be carried out synchronously due to different process
or setup times. To enable synchronicity, stocks are applied. Intermediate products
are temporarily stored here so that the single process steps can be loaded as high as
possible. However, stocks are a high cost factor, so they should be avoided if possible.
For this reason, a trade-off is reached in which there is an optimal point that, on the
one hand, ensures the reliability of the production process and the synchronicity of
the process steps and, on the other hand, minimizes inventory costs. This optimal
point is determined with inventory planning. For this planning, information on the
storage locations and the production process is required.

In-house material transport: Material transport within a production system is
necessary to move products or load carriers between fixed stations and storage facil-
ities. These processes are usually time-consuming and require a lot of space in the
production system due to the routes needed. For this reason, there is a great poten-
tial for optimization in the planning of transportation. This task is performed by the
internal material transport. For this application, information is required regarding
the moving objects in addition to the spatial arrangement of the objects in the given
production system. Information about the production process is also needed.

Figure 2.1 summarizes the discussed use cases. In the framework presented here,
the production system to which the use cases are applied is represented by the param-
eters introduced in more detail in the following section. These parameters determine
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Fig. 2.1 Use cases and related objects

the information defining layout, process, capacity, linking, stock, and transport. This
information is necessary to process the use cases as further explained in the following.
For this purpose, the objects are examined in the next section.

2.3 Parameters for the Framework of the Digital Twin

In general, the spatial position and orientation of the entities of a production system
are relevant for the Digital Twin. On the one hand, this allows correct mapping
of movements within the production system and calculation of transport times for
individual objects. On the other hand, the correct arrangement of the elements makes
the representation directly understandable and interpretable. This is important for
animations, for example, but also for spatial planning within factory planning.

The most important elements of a production system, which are also mapped in
the framework for Digital Twin, are:

Stations: This term includes all objects in which value creation in a narrow sense
occurs, such as machine tools, assembly stations, automated systems or robots, and
rework stations. Here, the single production steps are executed on the respective
product. Therefore, processing time is spent at these objects. Depending on the given
production system, set-up times are also mapped here. In addition, malfunctions can
cause delays in the production process, for which reason these malfunctions are
also mapped. In general, it is necessary for each application to include stations in
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simulations because the production process to be examined cannot be modelled
without them.

Products: This object type includes the raw materials, additives, intermediate and
finished products which move between the stations, and thus the moving elements of
the production system. However, the products can also be represented in simplified
form as production orders. The only important thing at this point is that the elements
each trigger a specific process at the stations. The products are also necessary for each
mentioned application of the simulation, as they determine the production process
according to their work plan.

Load carriers: Similar to products, load carriers are also moving elements in the
production system. The special feature which distinguishes them from the products
is that these products are transported in the load carriers. These objects include, for
example, boxes, pallets or even vehicles. The modelling of load carriers is useful in
factory planning if they have a relevant influence on size such that the storage of the
load carriers must be taken into account. They can also be included in bottleneck
analyses, inventory management, and material transport if the level of detail justifies
the modelling effort. It should be emphasized that, in many cases, load carriers can
be represented by products in a simplified way, so that the listing of this element is
only given for the sake of completion.

Warehouse: This element refers to all elements of a production system which store
products for longer periods of time. This includes incoming, outgoing, and inter-
mediate storage. Warehouses are not explicitly integrated into the process flow. For
this reason, the modelling of warehouses is only necessary if their size is relevant
for factory planning, if the stock contained in them is to be considered in inventory
planning, or if the material transport should include the route to and from the ware-
house. The level of detail varies depending on the specific application in which the
warehouse can be modelled, simply as a fixed location or single spaces in detail.

Buffer: The elements which are assigned to the object buffer store products, as
mentioned in the object typewarehouses. However, in contrast towarehouses, buffers
store products temporarily and close to the stations. Therefore, buffers are also inte-
grated into the process flow. The types of buffers include all storage locations where
products are placed before or after a station. For example, these can be floor areas or
supply shelves. Buffers are relevant for factory planning because they occupy space
in the production hall, for bottleneck analysis, as stations can be synchronized with
them, for inventory planning, because they contain work-in-progress stock, and for
material transport, because products are stored or picked up at these locations.

Workplaces: These elements are stations where manual tasks are performed. A
mapped object is always required where the operations are executed, for example,
stations (for processing or set-up tasks) or buffers, warehouses, and conveyors (for
transport tasks). Workstations are necessary to be able to integrate a working person
into the Digital Twin, which, in turn, is necessary for the above-mentioned appli-
cations should the level of detail be requested. It should therefore be emphasized
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that workplaces can be modelled in a simplified way by using the information in
the stations, for example, by adjusting the processing times accordingly. However,
simulations of labour-intensive production systems typically have to be modelled
with human resources.

Employees: In addition to theworkstations, theworking persons themselves also play
a role regarding manual labour. Accordingly, they constitute objects in the Digital
Twin. The degree of detail depends on the intended use case, so that properties of
the employees, such as work efficiency and speed, can be integrated as needed. The
mapping of employees is required for all applications, as described in the section on
workplaces, if a labour-intensive production system is given.

Conveyors: The objects refer to all (partially) automated installations for transporting
products or load carriers. This includes conveyor belts, roller belts, cranes and so on.
Material transport within the production system is performed with regard to specific
transport times. The objects of the conveyors are necessary for all applications in
which the transport within the production system represents a critical time expen-
diture. Accordingly, there is the possibility here that the transports are modelled in
a simplified way if the transport within the production system plays a subordinate
role.

Transport routes and paths: Within a production system, defined paths are used
to move material, people, or other items. These routes are also objects which are
modelled in the Digital Twin in order to be able to implement the movements in the
simulation—for example, for the determination of transport times. This is relevant
for all applications because the production process is determined by it, but especially
for factory planning, bottleneck analysis and material transport.

The shown objects are now further defined by assigning properties. These prop-
erties include: position data, output behaviour, time portion, setup information,
malfunction information, working hours, and type-specific properties. At this point,
it should be emphasized that this is an initial generation, so that e. g. the position
data of products is therefore not applicable. Table 2.1 presents an overview of the
relevant properties of the respective objects. A detailed table of all used parameters
can be found in the appendix. In order to make the procedure comprehensible at this
point, the object “station” is explained in detail in the following section.

2.4 Parameter Properties for Implementation in the Digital
Twin

It has been shown that the execution of different use cases requires appropriate param-
eters, as detailed in Sects. 2.2, 2.3. To further define the use cases, these parameters
are described in more detail in this section. For the generation of a Digital Twin,
these parameters must be available in a defined way. For this purpose, the parameters
shown in Table 2.1 are assigned to each object. Further, each parameter is assigned
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Table 2.1 Properties of the objects

Objects Position
data

Output
behaviour

Times
portion

Malfunction Working
hours

Object-specific
properties

Stations ✔ ✔ ✔ ✔ ✔ Setup
information

Products Dimensions,
batch size

Load carriers Capacity,
dimensions

Warehouse ✔ ✔ Capacity

Buffer ✔ ✔ ✔ ✔ Capacity

Workplaces ✔ Assigned object,
tasks

Employees ✔ ✔ Efficiency,
speed, tasks

Conveyors ✔ ✔ ✔ ✔ Capacity,
stowage,
backwards

Routes ✔ ✔ Width, capacity

based on the way the acquisition is performed, which data type is used, whether the
parameter is mandatory or optional, for which use case the parameter is needed, and
whether the parameters must be recorded once or continuously. The procedure is
explained in more detail using the example of a station.

Initially, each object must have a label, which corresponds to the real name,
and another unique identification (Table 2.2). This information is only used for the
identification in the simulationmodel and the software implementation. Beyond that,
Table 2.1 indicates that position data, output behaviour, time portion, malfunctions,
working hours, and setup information are required to define the stations for the
simulation.

The position data consists of the spatial information in X, Y and Z position
(Table 2.3). This is used to locate the station spatially in the factory hall so that
the layout is correctly included in the model. It is possible to specify either the centre
of the station in the three spatial coordinates or a bounding box. Furthermore, the

Table 2.2 Basic information
of stations

Basic information

Parameter Name ID

Acquisition Manually Automatically

Data type String String

Mandatory or optional Mandatory Mandatory

Assigned use cases All All

Recording Once Once
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Table 2.3 Position data of
stations

Position data

Parameter X-coordinate Y-coordinate Z-coordinate

Acquisition Scan

Data type Real

Mandatory or
optional

Mandatory Optional

Assigned use
cases

All

Recording Once

position data is either acquired by a scan or entered manually. The input is done via
a numeric data type, for example real. Since the position data determines the shape
of the simulation model and a Digital Twin can only be interpreted in this way, the
position data is mandatory and relevant for all use cases. The Z-position, i.e. the
position in height, is not relevant in many cases because all objects are on one level.
Therefore, the Z-coordinate is optional. The recording is performed once and only
needs to be updated if there are any changes in the shop floor.

The stations are connected in the material flow, which means that the products
move from one station to the next according to a certain logic, usually the work plan.
These connections can either result directly from thework plan or be predetermined in
the case of rigidly linked production systems. In the second case, an output behaviour
is then stored in the station properties (Table 2.4). For example, these can be simple
rules such as distributing the products evenly to all downstream stations or a certain
percentage distribution. The output behaviour is entered manually and described
with the data type string. This is optional data but, if applied, it is relevant for all
applications, as it determines thematerial flow. The recording is necessary only once.

The time portion indicate the time sequence at the stations (Table 2.5). The
following portion are distinguished:

– Processing time: The time in which the actual process is performed. This time
portion is mandatory for the Digital Twin, as it defines the process and is therefore
essential for the material flow.

Table 2.4 Output behaviour Output behaviour

Parameter Output behaviour

Acquisition Manually

Data type String

Mandatory or optional Optional

Assigned use cases All

Recording Once
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Table 2.5 Time portion Time portion

Parameter Times share Distribution

Acquisition Manually/database Manually/database

Data type Time String

Mandatory or
optional

Mandatory/optional Optional

Assigned use
cases

All All

Recording Continuously Continuously

– Recovery time: Time required to prepare the single process, e.g. loading a part
into the machine (this definition is taken from the simulation software). This is
an optional specification.

– Cycle time: This optional time portion defines the cycle of a station. With this,
processes controlled by the stroke can be modelled.

– Set up time: This is used to define the duration of a setup process. This optional
information is specific to stations and is not included in other objects.

For each time portion described by the datatype time, a statistical distribution
(datatype string) is optionally recorded to be able to map fluctuations in the process.
The recording of the data is usually done manually, but it can be automated by
accessing data stored in databases. This can be enterprise resource planning (ERP)
and manufacturing execution systems (MES). Also, this can be the scan of the
objects compared with a corresponding reference database in which station data
is stored. For this purpose, the currently existing work from Denkena et al. [10] can
be considered. Time portion are used in all use cases because they determinate the
process modelled. The recording is done continuously because current and correct
time portion determine the validity of the Digital Twin and large fluctuations or
changes can occur.

In many cases, the process flow in a production system can only be modelled
correctly if malfunctions of the stations are also mapped. This allows valid analysis
results, especially in bottleneck analysis and inventorymanagement. The parameters,
however, are generally optional, since analyses can be performed without them, e.g.
in production systems where malfunctions have no major influence (Table 2.6). The
malfunctions for stations are integrated by two parameters: mean time to repair
(MTTR) and availability. The MTTR indicates how long on average a disturbance
lasts until it is rectified, the data type time is used accordingly. The availability
indicates the percentage ratio of the disturbance-free time to the total time and is
thus indicated with the numerical data type real. Both parameters must be entered
manually or obtained from a database, as with the time portion. The recording of
the parameters should always be renewed in order to register changes and keep the
Digital Twin valid [11].
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Table 2.6 Malfunction Malfunction

Parameter MTTR Availability

Acquisition Manually/database Manually/database

Data type Time Real

Mandatory or
optional

Optional Optional

Assigned use
cases

Bottleneck, inventory Bottleneck, inventory

Recording Continuously Continuously

Table 2.7 Working hours Working hours

Parameter Working hours

Acquisition Manually

Data type Table

Mandatory or optional Optional

Assigned use cases Capacity planning

Recording Once

The last property of stations considered is the working time (Table 2.7). This indi-
cates the times during the working day when the stations are operating. Accordingly,
breaks and rest periods are considered. The working hours are listed in a table which
must be createdmanually.Working hours are generally optional. They are not explic-
itly necessary in cases without an integrated production schedule, but only a general
process sequence is examined. However, for capacity planning, the integration of
working hours is recommended. Since the working hours do not usually change, this
must be included only once.

With the mentioned properties, stations are described with sufficient accuracy for
a Digital Twin of a production system. For all other objects, corresponding investiga-
tions have been performed. The results can be found in the appendix. At this point, it
is emphasized that the implementation of these parameters in a Digital Twin is aimed
at the use in the simulation software Plant Simulation by Siemens. If another simu-
lation software is used, it should be checked how efficiently the single parameters
can be mapped. However, a rough examination of comparable simulation programs
led to the conclusion that the parameter selection is generally transferable.

2.5 Summary and Outlook

In this chapter, it was described how a Digital Twin of production systems can be
parameterized by considering relevant use cases. This procedure was necessary to
restrict the investigation scope because many other parameters can be included for
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other use cases. For example, energy efficiency analyses would require additional
objects and parameters. Furthermore, it was explained how the individual resulting
objects are structured into parameters. The efficient determinationof these parameters
via scan, object recognition and forms are outlined in the following chapters of this
book. In the next chapters, the parameters have been further examined so that the data
type, the type of capture, and the repeat for each parameter have been determined.
The explanations thus form the basis for an efficient generation of a Digital Twin.

Appendix

These abbreviations apply to the following tables:

– Acquisition group:
1—Automated recording via a scan or a database extract
2—Semi-automated acquisition via data post-processing, e.g. object recognition
3—Manual recording using expert queries or forms.

– Data type:
Boolean—True or false
Integer—Numeric, positive number
Object—Reference to another object
Real—Numeric; negative and positive real numbers
String—Any characters
Table—Two-dimensional specification of strings
Time—Time specification, numeric in seconds (optional).

– Use case:
1—Factory Planning
2—Investment planning
3—Capacity planning
4—Bottleneck analysis
5—Inventory management
5—Inventory management
6—In-house material transport

Parameter Description Acquisition
group

Data type Mandatory
data

Use
case

Recording

Stations

Name Name of the
station

1/3 String Yes All Once

ID Unique naming 1/3 String Yes All Once

X-coordinate Length of the
product in
X-dimension

1 Real Yes All Once

(continued)
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(continued)

Parameter Description Acquisition
group

Data type Mandatory
data

Use
case

Recording

Y-coordinate Length of the
product in
Y-dimension

1 Real Yes All Once

Z-coordinate Length of the
product in
Z-dimension

1 Real Yes All Once

Output
behaviour

According to
which
principle is the
product sent to
the next station

3 String No All Once

Processing
time

Default
processing
time

2/3 Time Yes All Continuously

Processing
time
distribution

Statistical
distribution of
the processing
time

2/3 String No – Once

Setup time Default setup
up time

2/3 Time No All Continuously

Setup time
distribution

Statistical
distribution of
the setup time

2/3 String No – Once

Cycle time Default
recovery time

2/3 Time No – Continuously

Cycle time
distribution

Statistical
distribution of
the recovery
time

2/3 String No – Once

Automatic
setup

Specifies
whether the
setup should
be performed
automatically

3 Boolean No – Once

Set up by
number of
parts

Setup after a
certain number
of parts

3 Integer No – Once

Set up by
attribute

Setup
according to a
specific
product
attribute (e.g.
name)

3 String No – Once

(continued)
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(continued)

Parameter Description Acquisition
group

Data type Mandatory
data

Use
case

Recording

Mean time to
repair

Average
malfunction
duration

2/3 Time No – Continuously

Availability Average
percentage of
the
functionality
of the station

2/3 Real No – Continuously

Shift calendar Times at which
production
takes place
(minus breaks
and rest
periods)

3 String No All Once

Products

Name Name of the
worker

1/3 String Yes All Once

ID Unique naming 1/3 String No – Once

Width Width of the
object

1/3 Real No 5, 6 Once

Length Length of the
object

1/3 Real No 5, 6 Once

Height Height of the
object

1/3 Real No 5, 6 Once

Batch size Number of
Products, that
can be
summarized as
a unit

1/3 Real No all Once

Load carriers

Name Name of the
load carrier

1/3 String Yes All Once

ID Unique naming 1/3 String No – Once

Capacity Number of
units, that can
be stored in
one load
carrier

1/3 Integer No 5, 6 Once

Width Width of the
Load carrier

1/3 Real No 5, 6 Once

Length Length of the
Load carrier

1/3 Real No 5, 6 Once

(continued)
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(continued)

Parameter Description Acquisition
group

Data type Mandatory
data

Use
case

Recording

Height Height of the
Load carrier

1/3 Real No 5, 6 Once

Warehouse

Name Name of the
warehouse

1/3 String Yes All Once

ID Unique naming 1/3 String No – Once

X-coordinate X-position of
the object

1 Real No 1, 6 Once

Y-coordinate Y-position of
the object

1 Real No 1, 6 Once

Z-coordinate Z-position of
the object

1 Real No 1, 6 Once

Capacity Number of
units, that can
be stored in the
warehouse

2/3 Integer No 3, 5 Once

Mean time to
repair

Average
malfunction
duration

2/3 Real/time No 3, 4,
5, 6,

Continuously

Availability Information
about the
availability of
the object

2/3 Real No 3, 4,
5, 6,

Continuously

Buffer

Name Name of the
buffer

1/3 String Yes All Once

ID Unique naming 3 String No – Once

X-coordinate X-position of
the object

1 Real No 1, 6 Once

Y-coordinate Y-position of
the object

1 Real No 1, 6 Once

Z-coordinate Z- position of
the object

1 Real No 1, 6 Once

Output
behaviour

According to
which
principle is the
product sent to
the next station

3 String No All Once

Capacity Capacity of the
buffer

2/3 Integer No 3, 5 Once

(continued)
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(continued)

Parameter Description Acquisition
group

Data type Mandatory
data

Use
case

Recording

Mean time to
repair

Average
malfunction
duration

2/3 Real/time No 3, 4 Continuously

Availability Information
about the
availability of
the object

2/3 Real No 3, 4 Continuously

Workplaces

Name Name of the
workplace

1/3 String Yes All Once

ID Unique naming 3 String No – Once

X-coordinate X-position of
the object

1 Real No 1, 6 Once

Y-coordinate Y-position of
the object

1 Real No 1, 6 Once

Z-coordinate Z-position of
the object

1 Real No 1, 6 Once

Tasks Used to define
various work
tasks

3 String No – Continuously

Workstation Assigned
single station

1/3 Object No – Once

Employees

Name Name of the
Employee

1/3 String Yes All Once

ID Unique naming 1/3 String No – Once

Efficiency Expresses how
efficiently the
worker works

2/3 Real No 3, 4 Continuously

Speed Speed at which
the worker
walks on paths

2/3 Real No 3, 4,
6

Once

Shift calendar Times at which
production
takes place
(minus breaks
and rest
periods)

3 String No All Once

Mean time to
repair

Average
malfunction
duration

2/3 Real/time No 3, 4,
6

Continuously

(continued)



28 S. Stobrawa et al.

(continued)

Parameter Description Acquisition
group

Data type Mandatory
data

Use
case

Recording

Availability Information
about the
availability of
the object

2/3 Real No 3, 4,
6

Continuously

Conveyors

Length Length of the
object

1 Real No 1, 6 Once

Output
behaviour

According to
which
principle is the
product sent to
the next station

3 String No All Once

Mean time to
repair

Average
malfunction
duration

2/3 Real/time No 3, 4 Continuously

Availability Information
about the
availability of
the object

2/3 Real No 3, 4 Continuously

Service Can be used to
define various
work tasks
(production,
transport,
set-up)

3 String No – Continuously

Recovery time Time that
elapses before
the transport
starts after the
product has
reached the
conveyor

1/3 Real/time No – Continuously

Cycle time Time
specification,
which
indicates at
what distance
products can
be transported

1/3 Real/time No – Continuously

Automatically
stop

Conveyor
stops if there is
no object on it

3 Boolean No 4, 6 Once

(continued)
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(continued)

Parameter Description Acquisition
group

Data type Mandatory
data

Use
case

Recording

Backwards With this
setting the
conveyor can
also run
backwards

1/3 Boolean No 4, 6 Once

Capacity Number of
simultaneously
transportable
units

1/2/3 Integer No 3, 5,
6

Once

Distance Difference
between two
products

3 Integer/real No 4, 6 Once

Time Duration of
transport on
the conveyor

1/3 Time Yes 3, 4,
5, 6

Continuously

Speed Transport
speed of the
conveyor

2/3 Real Yes 3, 4,
5, 6

Continuously

Acceleration Acceleration
of the conveyor

2/3 Real No 6 Continuously

Delay Stopping
behaviour of
the conveyor

2/3 Real No 6 Continuously

Assigned
workstations

Assigns a
workstation to
a machine

1/3 String/object/ No – Once

Routes

Name Name of the
route

1/3 String Yes All Once

ID Unique naming 3 String No – Once

Width Width of the
transport route

1 Real No 1, 6 Once

Capacity Number of
units that can
be transported
simultaneously

1/3 Integer No 3, 5,
6

Once

Mean time to
repair

Average
malfunction
duration

2/3 Real/time No 1, 6 Continuously

Availability Information
about the
availability of
the object

2/3 Real No 1, 6 Continuously
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Chapter 3
Digital Twin: A Conceptual View

Josip Stjepandić, Markus Sommer, and Sebastian Stobrawa

3.1 Introduction

In the past decade, the term Digital Twin was coined to describe the entire virtual
representation of a physical system, process or service. In the beginning, Digital
Twins were merely descriptive, but as computational, information and communi-
cation technologies evolved, a high-performance bidirectional coupling between
the digital and the physical system was established [1]. Digital Twin was meant
to improve competitiveness of the industry, especially in manufacturing, to meet
challenges caused by volatile demand, even lower batch size and high cost pressure
[2].

After few years of tremendous development, academia has recently announced
the following definition of Digital Twin [3]: “A digital twin is a digital representa-
tion of an active unique product (real device, object, machine, service or intangible
asset) or unique product service system (a system consisting of a product and a
related service) that comprises its selected characteristics, properties, conditions and
behaviours by means of models, information and data within a single or even across
multiple lifecycle phases”.
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The Digital Twin is based on an experiment-capable digital model, thus a simula-
tion model. This model provides a virtual representation of the real system or object.
Here, only those properties of the real systemaremapped in the digitalmodel that lead
to accurate virtual representation of the system behaviour [4]. The specific system
behaviour can therefore be abstracted and understood. With the digital model, it is
possible to conduct analyses and evaluations that were previously solved either by
expert knowledge or mathematical calculations [5]. However, since the digital model
can be applied to integrate complex interdependencies, statistical distributions and
scenarios into the investigations, new evaluation and analysis possibilities emerge.
These potentials will be further enhanced if the digital model is extended to a Digital
Twin [6]. This occurs in particularwhen theDigital Twin interactswith the real system
[7]. As a result, analyses and evaluations becomemore reliable, faster, and theDigital
Twin provides decision-making for complex planning and control problems [8]. The
benefits of Digital Twin therefore lie in an increased accuracy and fidelity as well
as decreased time and costs [9]. The workload in the process of creating real-time
virtual representation or in the process of realising virtual descriptions in the physical
system is also decreased [1].

Several new terms were used to indicate more specific approaches of Product
Lifecycle Management (PLM) [10], like Digital Thread [11], Digital Shadow [5],
and Digital Twin. These three terms are partially used as synonyms and hardly to
distinguish. Digital Thread is the overarching term which comprises a continuous
connection of all digital models over the entire product lifecycle phases and all
involved IT systems and databases, enabling a traceability from requirements until
retirement [11]. The Digital Shadow, in contrast, provides a similar approach to the
Digital Twin [5]. However, the Digital Shadow is considered to be a digital model
that is continuously updated by a connection to the real system. A data transmission
to the real counterpart is not implemented. Therefore, the Digital Shadow is not able
to intervene in a controlling way.

The key criterion for differentiation between these similar terms is the level of
data integration [12]. Assumed the highest level of integration, the Digital Twin is
a virtual dynamic representation of a physical system, which is connected to it over
the entire lifecycle for bidirectional data exchange [13, 14]. The Digital Shadow,
therefore, can be understood as a lower implementation level of the Digital Twin and
the Digital Thread as an approach or method to accomplish the Digital Twin.

The reason why Digital Twins are becoming more and more endorsed by industry
is primarily caused by their two characteristics: their ability to integrate large amounts
of static, real-time, structured and unstructured data and to combine this data with
advanced data processing methods such as artificial intelligence (AI) [15], machine
learning (ML) [16, 17] or high-performance computing (HPC) [18] in order to
provide simulation, control [19] and self-improvement [20].

Hence, such an overwhelming term and definition needs a structure as subdimen-
sions of the termDigital Twin.While this concept evolved from the field of PLM, the
most helpful way would be a breakdown of the term according to the phases of the
product lifecycle [21]. This is also in line with parts of the literature [9, 18]. Thus, the
definition was split into three subtypes of Digital Twins—the Digital Master [22],
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Fig. 3.1 The breakdown of the Digital Twin according to the phases of the product lifecycle [11]

the Digital Manufacturing Twin [23], and the Digital Instance Twin [24]. Digital
Master addresses topics such as Functional DMU [25], function simulation [26],
calibration and testing (Fig. 3.1, left) [27]. Digital Manufacturing Twin (Fig. 3.1,
mid) encompasses topics such as Digital Factory [7], plant and layout planning [28],
manufacturing planning [29], material flow planning [30], robotics [31] and digital
approval [32]. Digital Instance Twin addresses topics such as predictive maintenance
[14], real-time analysis [24] and process optimization [33] (Fig. 3.1, right).

Product Lifecycle Management combines different IT methods, architectures and
systems in a uniform environment, with which products are accompanied from the
first idea through development, prototyping and production to the end of use and
recycling. PLM enables the continuous planning, analysis, simulation, and opti-
mization of a product over the entire lifecycle [10]. Digital Twins leverage data from
CAx systems, product lifecycle software, manufacturing systems, and sensors to
create a realistic virtual model of the product, enabling prediction of performance,
maintenance, and failures [34]. In such sense, PLM manages the Digital Twins.
Nowadays, the products’ environmental impact could be diminished by improving
various product-life stages using multiple sensors due to the Industrial Internet of
Things (IIOT) [35]. This would allow for more respectable methods of consumption
and allow pay-to-use and product-service systems to develop further. PLM and IIoT
systems are subject of more advanced integration by using Digital Thread [36].

In particular andbeyond the state-of-the-art, the concept of theDigital Twins offers
opportunities for business-to-business (B2B) manufacturing companies to easier co-
create and maintain Product-Service-Systems [37]. This allows much closer rela-
tionship with customers base over the lifecycle of the delivered solution. For this
purpose, concepts of Digital Twin and real-time simulation support each other and
in the background the transformation which should start in PLM [13].

In this chapter, essential properties of Digital Twin are discussed. In Sect. 3.2,
the conception of Digital Twin is briefly discussed together with its achievement
as recorded in the literature. In Sect. 3.3, the main expressions of Digital Twin in
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context of Industry 4.0 are presented, followed in Sect. 3.4 by simulations as a
backbone of Digital Twin. In Sect. 3.5, a novel approach to create Digital Twin in
a built environment based on scanned data is presented. The chapter ends with a
summary and future challenges.

3.2 Taxonomy of Digital Twin

In the case of a fluid, broad term without a clear scientific definition such as Digital
Twin,which is at the same timeusedbothby academia andbusiness, a taxonomyhelps
to jointly understand and classify the specified and implemented technical solution.
A meaningful taxonomy of Digital Twin based on 122 recent journal papers was
achieved through a systematic procedure after three iterations under fulfilment of
13 ending conditions [38]. After the classification of all objects during the literature
research, a concise, robust, comprehensive, extendible, and explanatory taxonomy
was derived,which consists of no repetitive dimensions or characteristics.Ultimately,
eight dimensions with 18 corresponding characteristics remain, which are shown in
Table 3.1.

The meta-characteristics defines the taxonomy’s purpose, the identification of the
central, distinguishing features and properties of Digital Twins. During the develop-
ment iterations, three non-mutually exclusive dimensions and fivemutually exclusive
dimensions were selected, as indicated in Table 3.1 [38]. Each dimension has two or
three characteristics what supports clarity.

The dimension data link specifies how the communication between the Digital
Twin and its physical counterpart takes place, which can either be one-directional
or bi-directional. A Digital Twin can only obtain a one- or a bi-directional data link,
which makes the dimension mutually exclusive [38].

The way of handling data by Digital Twin determines its overall purpose. It needs
to be distinguished between three possible characteristics: processing data (1), such
as monitoring, analysis, forecasting, or optimization; transfer data (2) from one point
(e. g., the physical part) to another one (e.g., a data warehouse); data repository (3).
A Digital Twin may have one, two or all three characteristics of this dimension at
the same time. Thus, this dimension is not mutually exclusive [38].

The dimension conceptual elements describe the relationship between the Digital
Twin and its physical counterpart. Whereas some authors describe a deep connection
between the virtual and the physical part and some are stressing the point that the
physical system is even an integral part of the whole Digital Twin, others see only a
loose connection between a digital representation and its physical twin. Therefore,
two characteristics for this dimension can be defined. Either a Digital Twin is directly
bound to its physical part in a one-to-one ratio, or it is independent. If it is independent,
a Digital Twin can be seen in combination with other physical systems or one system
can possess multiple Digital Twins. This dimension is mutually exclusive [38].

Model accuracy concerns how the accuracy of the digital representation of the
physical object is expressed: either by an identical accuracy or a partial accuracy.
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The former describes every detail of a physical object in its digital images. It is not
distinguished whether a particular detail will be relevant for the task the Digital Twin
has to perform or not. Contrary to this, partial model accuracy is applied when a
digital image only reflects crucial parts of the physical object. The model accuracy
is mutually exclusive as well [38].

The dimension interface concerns the capability of a Digital Twin to transfer data
after it processes them. After some changes to this dimension, it can be concluded
that a Digital Twin could possess a machine-to-machine interface or a human–
machine interface. Multiple choices are possible here: a human–machine interface
via augmented reality, a machine-to-machine interface to other models or both, a
human–machine interface as well as a machine-to-machine interface. Therefore, this
dimension is not mutually exclusive [38].

The dimension synchronization consists of two characteristics: a working
synchronization between the Digital Twin and the physical part by (real-time) data
updates during its lifecycle or without a synchronization at all. The synchronization
is mutually exclusive [38].

The dimension data input differentiates between raw and processed data. Digital
Twins receive their data from sensors or databases. Those data might be pure, raw
data gathered directly from sensors or other data collection devices. In addition, data,
which are pre-processed (e. g., by analytic software) before it is transferred to the
Digital Twins, might be used. Data input is not mutually exclusive.

The time of creation distinguishes between three characteristics determining the
chronological order in which the respective parts of the Digital Twin come into
existence. Thus, the dimension distinguishes whether the physical part or the digital
part is developed first, or both parts are developed simultaneously. Most Digital
Twins are designed after a physical system [38].

3.3 Conception of Digital Twin

In this section, a brief conception is sketched of the main expressions of Digital Twin
in the past years. First, main subtypes of Digital Twins related to specific domains
and phases of product lifecycle are described.

3.3.1 Digital Master

The Digital Master enables the enterprise to collect, maintain and provide all system
information at a dedicated point in time to all actors. Downstream process can access
this product information for their dedicated needs. Digital Master baselines allow
traceability for all systemelements. Basically, the digitalmaster replaces a document-
based approach in the development of complex products, which enables modern
organization to share product data with downstream processes (Fig. 3.2). Digital
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Fig. 3.2 Digital master with an application [19]

mastermodels are a set of linked data records in self-contained document that provide
a defined degree of maturity across the product lifecycle [19].

3.3.2 Digital Manufacturing Twin

Digital Manufacturing Twin is a highly accurate virtual model of the manufacturing
process of a product. These models are used to simulate real-world conditions prior
to generating a product or developing manufacturing operations, with the goal of
optimising as much as possible in software, where multiple use cases and operation
conditions are evaluated inexpensively [7].

Based on data from the digital thread, Digital Twin is constantly updated for
maximum accuracy and high fidelity. By collecting information from real-life
manufacturing processes, manufacturing simulations can be improved and updated,
resulting in more efficient manufacturing processes (Fig. 3.3) [39]. Digital Twins
are also an excellent means to capture, maintain and replicate manufacturing best
practices.

3.3.3 Digital Instance Twin

The Digital Instance Twin (DIT) provide access to the product along the full post-
production lifecycle (right column in Fig. 3.1). DIT is created at the end of production
or delivery and may hold a copy of some of Digital Manufacturing data such as the
product’s configuration. If multiple instances of the same type of assets (e.g. a wind
turbine) are being monitored, each of them is considered as a single Digital Instance
Twin. In some sense, an aggregate of twins can be collected where similar patterns
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Fig. 3.3 Digital manufacturing twin [11]

or trends can be found to optimize the operation and refine models for higher fidelity
in the future (Fig. 3.4).

In this way, the digital twin ecosystem is created with a central, comprehensive
platform and the potential to build up several use cases and innovative business
models [40].

Digital Instance Twin is used to facilitate maintenance of an operating aircraft
based on its lifelong collected data. Furthermore, experts located at different sites can
join via a virtual session.By inspecting a3Dmodel of the aircraft component, they can
see synchronized information fromaDigital Twin database.WithAugmentedReality
glasses, theMicrosoft HoloLens, a Digital Twin can be experienced personally. In the
inspector’s view, the 3D model of the Digital Twin is directly superimposed on the

Fig. 3.4 Digital instance twin [11]
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physical component. This Mixed Reality Vision can be used for inspection purposes.
Any inspection related information can be directly attached to the component. to
maintain the continued airworthiness of the aircraft and prevent a failure [24].

3.4 Main Expressions of Digital Twin in Context
of Industry 4.0

In the era of Industry 4.0, the question arises as to how Digital Twin is positioned for
this industrial initiative. Within Industry 4.0 Reference Architecture Model (RAMI
4.0) [41], Digital Twin is primarily assigned to the Lifecycle & Value stream axis
in order to provide the horizontal integration within the product lifecycle (Fig. 3.5)
as described in Sect. 3.2. Digital Twin is literally floating in the solution space of
RAMI 4.0 because the assignment to the axes Hierarchy Level and Layer ismuch less
clear [41]. Basically, Digital Twin remains related to Product and Asset in context
of Industry 4.0. In this sense, a precise description of Digital Twin remains difficult
[42].

In order to better classify Digital Twin, it must be clarified which of the following
8 hypotheses apply [42]:

1. Digital Twin is a digital representation of an asset.
2. Digital Twin is in several places at the same time.
3. Digital Twin has a variety of states.
4. In an interaction situation, Digital Twin has a context-specific state.

Fig. 3.5 Digital Twin in context of RAMI 4.0 [41]
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5. The informationmodel for Digital Twin is infinitely large, it is a real information
model.

6. The real information model can finitely be approximated for a specific
application scenario and thus becomes a rational information model.

7. The rational information model cannot be stored in one place.
8. The rational information model is never fully visible.

An asset is an object of value.What an asset is specifically for a specific application
scenario depends on the application scenario. Whether this object is tangible or
intangible, a product or a production system, a type or an instance, is irrelevant.
Digital Twin becomes visible at several locations at the same time along the product
lifecycle and interacts with an actuator (human, machine, etc.) at these locations
[43]. As an outcome, Digital Twin has a variety of states depending on locations and
timeline. Digital Twin is put into a context-specific state in a concrete interaction
situation. In order to be able to interact with Digital Twin in a specific application
scenario, an approximate information model must exist. We refer to this, again based
on mathematics, as the rational information model. As can be seen in Fig. 3.1, the
data of the rational informationmodel is distributed along the product lifecycle. They
are not stored in one container, for example in a central database. In order to feed the
data required for a specific interaction situation to a specific actuator, this data must
be transported via a suitable interface infrastructure. Consequently, all data of the
rational information model are never completely visible [42]. Therefore, an adequate
specialization and conscious reduction of Digital Twin to specific application cases
remains inevitable, especially if a desired, limited implementation period is taken
into account [44].

3.5 Simulations as the Backbone of the Digital Twin

In the following explanations, the Digital Twin of a production system is always
referred to. Thus, the investigation relates to processes within a production, which
means that the behaviour of the system is mapped. This behaviour manifests itself
through production processes, in particular production, handling, setup, inventory
and transport. The product that is produced in the system is described by properties
that relate to the process. Therefore, a difference to other types of Digital Twins
can be seen here, for example, in that the geometric shape of the product is of
minor importance [45]. At this point, information about the product is relevant for
the investigations, such as processing times, set-up times, space requirements, batch
size, etc. Further important entities to describe the behaviour of a production system
are [46]:

– Machine tools
– Robots
– Workers
– Workstations
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– Storage and buffers
– Paths and transport routes
– Transport devices
– Conveyors
– Load carriers

This is a superordinate classification of the relevant parameters. The various
parameters that are further relevant for the Digital Twin of a production system
are discussed in Chap. 9 of this book.

Simulations are therefore used to reproduce the behaviour of a production system
in the virtual environment. The simulations thus form the backbone for the Digital
Twin. The definition of simulation is the reproduction of a dynamic process in a
system by means of an experimental model in order to gain knowledge that can be
transferred to reality [47]. Thereby, the model represents the object and the system
in a simplified form and under consideration of a concrete purpose [48].

When applied to production processes in industrial companies, the real produc-
tion system is transferred into a simplified model, which can be used to simulate the
dynamic behaviour and complex interactions of the production system [49]. Simu-
lation of a production system is thus a key component of the digital model, Digital
Shadow and Digital Twin, if they are supposed to represent a production system
virtually.

More precisely specified, discrete event simulation methods, also called Discrete
Event Simulation (DES), are usually used. In this method, system states are changed
at certain points in time, so that the sequence of this simulation is defined. This
form of simulation is common for simulations of production systems, which results
in a relatively low calculation effort [48]. Figure 3.6 illustrates how the simulation
supports Digital Twin as well as Digital Shadow and digital Model. Depending on
which technology of the three is applied, a different exchange with the physical
production system is performed. With the digital model, the model is built up once
or adjusted as required and selectively. With the help of the simulation, analyses

Fig. 3.6 Simulation for Digital Twin, Digital Shadow and Digital Model
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are executed, which in turn are applied as findings for the real model. The digital
model can also be seen as a synonym for DES at this point. Unlike the digital model,
the Digital Shadow is continuously supplied with up-to-date data from the physical
production system [50]. Accordingly, a data link is required, but this is only one-way
from the real system to the simulation model. In contrast, the Digital Twin extends
this concept by a further data connection to the real system [51].

Many fields of application exist today for simulation models of a production
system, e.g. planning of factory plants, layout optimization in the shop floor, approval
processes in the area of reconstruction and fire protection, optimization of production
processes and material transport. A detailed description of the applications is given
in the book in Chap. 9. According to Wenzel et al. [52], simulation in particular is a
core element of the digital factory and is becoming increasingly important as a result
of developments in the area of digitization. Simulation in production and logistics
has been scientifically investigated and established for a long time (e.g. [53–55]).
According to Nyhuis et al. [56], their use supports companies in optimising logistical
targets, e.g. with regard to adherence to schedules, throughput times, performance,
inventory and costs. The benefits in the area of material flow planning are rated by
companies as high or very high [57].

Nevertheless, current studies prove that the use of simulation models for produc-
tion systems in small and medium-sized enterprises is still not standard [58]. The
main reasons for this backlog are the following organizational and technical obstacles
[58–60]:

1. Non-transparent procurement costs (e. g. due to manual or inefficient creation
of Digital Twin).

2. Required IT expertise too high (e. g. due to inefficient or overly expensive
services).

3. Unpredictable operating expenses (e. g. due to manual or inefficient adaptation
of Digital Twin).

4. Lack of knowledge regarding available simulation tools and application areas
as well as the achievable benefits.

In the following an approach to overcome these obstacles is presented.

3.6 Proposed Approach

With this research, an approach for the automated generation of a Digital Twin
in manufacturing in a built environment based on scans and object recognition is
investigated to provide a basis for various optimizations in the production process
[61]. Usually, if a Digital Twin is currently being created, this is done by one or more
peoplewith the appropriate IT expertise. In addition, the required information ismade
available to these persons, for example layout plans of the production hall, machine
lists, product data and so on. This process requires a high manual effort, which
among other things results from the fact that specific knowledge and information
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Fig. 3.7 Proposed approach for Digital Manufacturing Twin in the built environment

from production must be transferred to the area of software development. During
this domain transition, increased effort is required for coordination, transformation
and error prevention.

Figure 3.7 illustrates the functional scheme of the novel approach. In general, the
generation of the Digital Twin is shortened and simplified by distinguishing between
three parameter groups.With the distinction into three groups, the structure described
above is broken down by implementing an efficient data acquisition procedure for
each parameter group. With this procedure it is possible to automate the creation of
theDigital Twin inmany places, to standardize the transformation of the information,
and thus to obtain an efficient and cost-effective creation process [62].

The first parameter group consists of spatial information, which is recorded by
a scan. For the scanning process, several procedures, such as photogrammetry and
laser scanning, are generally conceivable, depending on specific characteristics of
the production system and the building [63]. A detailed point cloud is generated by
the scanning [64]. This point cloud is the basis for the next steps and at the same
time the overall layout of the hall and the positions of the individual objects in the
digital model are created [65]. The details about the scanning process are explained
in the fourth chapter of this book.

The second parameter group contains the objects of production. The procedure
to collect the required information is based on the scan, where object recognition
identifies the entities of a production, such as machines or routes [66]. The objective
is to recognize all visible objects of the production and to include them automatically
into the digital model. For object recognition, methods of artificial intelligence are
utilized [67]. All details about this process are explained in Chaps. 5–8.

Finally, the third group is all company-specific information that describes the
production processes, such as linkages, sequencing, buffer and so on. This infor-
mation cannot be automatically acquired via a scan and is usually different for
every company. This expert knowledge and the company-specific information of the
production system need to be acquired by forms or expert interviews and inserted in
the simulation modelling process [68]. It is also conceivable that data could be taken
directly from IT systems. Further descriptions of the third parameter group can be
found in Chap. 9.
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Fig. 3.8 The relationship between DMU and Digital Twin [70]

By using the taxonomy as presented in Sect. 3.2, the following classification
of this approach can be provided. With regard to data link, this Digital Twin is
uni-directional. Dimension purpose is for data transfer und repository. Dimension
accuracy is partial (e. g., adjustable according to the process requirements). Dimen-
sion interface is machine-to-machine. Synchronization between the physical and
the digital part is not existent. Data input is fed with raw data. Time of creation id
pre-defined by the built environment: the physical part first.

Apart of the use of the related taxonomy, a differentiation from the term Digital
Mock-up (DMU) is useful [69]. In summary, DMU and Digital Twin, as two aspects
that define ideal products and physical products, can be organically unified, as shown
in Fig. 3.8. The merge of DMU and Digital Twin reflects the high integration of
cyberspace, physical space, and consciousness space. In this view, DMU can be
understood as the basis or the previous stage of Digital Twin. Therefore, Digital
Twins will become the”middleware” for in-depth communication between human
and machine [70].

3.7 Summary and Further Research

The Digital Twin offers great potential for manufacturing companies [71]. Research
in this field has increased rapidly in recent years and more and more applications can
be found in practice [72]. Nevertheless, the technology of the Digital Twin does not
yet infuse the entire industry due to the lack of applications for specific scenarios
and difficult implementation [73].

In this chapter, the different types of Digital Twins in manufacturing compa-
nies were first described. An important distinction here is that in the following the
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Digital Twin is addressed by production systems: Digital Manufacturing Twin [74].
At this point, the simulation of manufacturing processes is the basis for the investiga-
tions. With the simulation, which is connected to the real production system via data
interfaces, the technology of the Digital Twin is made available [75]. A particular
importance is dedicated the built environment where no or not complete or not exact
3D documentation is available [76].

Since advanced IT expertise is required to generate the Digital Twin and its
creation or benefits remain unclear to many companies, the Digital Twin has not
yet achieved greater diffusion in industry [77]. To overcome these obstacles, a novel
approach to create a Digital Manufacturing Twin in a built environment is presented.
Here, a flexible, cost-effective and efficient approach is applied with fast scans of the
factory floor, object recognition and a highly automated simulation model construc-
tion. The further explanations in this bookwill go through the details of this approach.
As the outcome of this approach, production planner gets a powerful means to opti-
mize the production processes in the built environment. Intermediate results can be
used for layout planning, construction progress control and documentation purposes
[78].
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Chapter 4
Scan Methods and Tools
for Reconstruction of Built Environments
as Basis for Digital Twins

Markus Sommer and Klaus Seiffert

4.1 Introduction

In general, a 3D scan describes the measurement of an object or an environment
depicting its shape and appearance. Its result is a digital reconstruction of the surveyed
scene. Ideally, the real object is completely depicted within the model by a cloud
of 3D data points containing the position and color information. The necessity for a
new scan arises, if a structure is not yet available as a digital twin or if the existing
model no longer corresponds to the reality due to alterations [1].

When scanning a 3D environment, two different approaches are to be distin-
guished:

Active Technologies
With these technologies the surface of anobject or a complete environment is captured
by active methods, either mechanically or by illuminating them using an additional
source of radiation. A 3D profile is generated, as seen from the perspective from the
point of themeasurement.All activemethods interactwith the object to be scanned. In
the case of large-scale objects tactilemethods are too slow to be feasible. Radiometric
measurements includemoving light sources, the usage of structured or colored visible
light sources, time of flight and phase-shift detecting laser-based methods. All these
approaches illuminate the surface of the environment by an artificial source of light
and use the reflection to calculate the distance between a sensor and an object.
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Passive Technologies
These technologies do not actively disturb the object to be scanned during the
measurement. Instead, a sensor picks up the reflected or emitted radiation from the
surface of an object in its normal environment. Through interpreting the depicted
scene, the 3D structure is inferred. Typically, the sensor of a camera captures
visible light, meaning common photographs or videos are being used. To recon-
struct the complete structure of an object or sounding a series of many images from
many different perspectives is required. In contrast to active technologies, passive
technologies cover a wider range of applications [2].

Technical Development
Passive methods are as old as photography itself. The theory of photogrammetry was
developed parallel to photography in the middle of the nineteenth century. Firstly,
it was used to survey buildings. With the invention of the stereo camera in 1907,
automated contour lines of landscapes could be generated for the first time. In 1930
bundle block adjustment was described as a theory, a procedure to optimize calcula-
tions of depths when using batches of images and with the introduction of computers
starting around 1960, its implementations became very efficient.

Around 1950 the U.S. military started to experiment with the first optical
measuring devices and in Scotland an electronic probing machine for precise
measurementswas developed. The twomeasuring devices are forming the technolog-
ical basis for today’s laser scanners. The laser-based LIDAR system for investigating
topographic scenarios was developed by the U.S. military. After the disclosure of the
technology by the Army, 3D acquisition of structures in civilian applications became
much more efficient. In 1990, for the first time a 3D laser scanner was developed
explicitly for industrial use. At the time, this laser scanner was fast, accurate and cost
effective. Surveying technicians and civil engineers could now easily and efficiently
create 3D images. However, in the first step, generated point clouds did not contain
any information about color [3].

With the emerging and progression of digital photography photogrammetric
systems have become far easier to implement. As the resolution in digital photog-
raphy has increased continuously to the point where it is sufficient to differentiate
between small individual features in images, photogrammetric systems have seen
a rise in popularity. In recent years, even standard cameras systems achieve a high
enough resolution and simple setups like using build-in cell phone are tested for
their potential applications. Parallel the capability of drone systems are constantly
developing and some autonomous measurement systems have already been imple-
mented. However, these technologies are mainly tested in research and are not yet
implemented in standardized products to perform scans in any environments.

In the cases of surveying and construction, compared to photogrammetry, the
laser scanner is much more precise and robust against external influences. However,
as soon as larger areas are to be scanned, in the past reference marks had to be
positioned within the scan. Through matching these reference marks, the individual
scans could be merged with each other. Due to the ever-higher resolution of the laser
scanners, the reference marks are no longer necessary in all cases. Additionally, after
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the scanning process of the laser, photographic images are taken and the point cloud
is enriched with color information.

Advantages and Disadvantages
Both, active and passive technologies have their advantages and disadvantages.When
using an active technology, the surface of an object is scanned. The incoming beam
can be reflected in differently depending on the surface and angle, for instance with
laser scanners the laser beam might pass through a sheet of glass and the transparent
material cannot be detected. Also, reflective surfaces such as chrome-platedmaterials
can cause problems.Depending on the type of scanning signal, themaximumdistance
is limited. Scanners, measuring by the time-of-flight principle, have a high accuracy
up to 40m. Today, modern terrestrial laser scanners can measure up to 200mwithout
any problems. Scanning with a laser scanner still requires expert knowledge [4].

The passive technology has the great advantage of not being potentially damaging
to any object, especially compared to mechanical scanning methods. The on-site
recording time is less than in the active case by a factor of three. The resolution of
the scan can be easily adjusted, the more images from different angles of the scene
are taken, the higher the resulting resolution of the scan. A large disadvantage of
the passive technology is, that the object to be scanned needs to have distinctive and
prominent features visible over all individual images to correctly asses the connec-
tions in between them. Changing lighting conditions during the measurement have
a negative effect on the reconstruction. Homogeneous, flat surfaces and surfaces
reflecting sunlight can hardly be reconstructed at all, often resulting holes within the
point cloud [5].

Area of Application Regarding the Different Technologies
As soon as an accuracy of a fewmillimeters is a requirement when measuring a large
scene, a laser based scanning technology (an active technology) will almost always
be the definite choice. But, high accuracy has a price, the scan is time-consuming
and the scanning equipment is expensive.

However, as soon as a resolution within the range of centimeters is sufficient, the
use of photogrammetry (passive technology) is likely to be preferred. The investment
for the scanning equipment being a camera is smaller by a high factor. The actual
measurement can also be performed by non-specialists after a short instruction. Table
4.1 shows some of the technologies and their areas of application [6]:

In this chapter, approaches for acquisition of physical objects in the built envi-
ronment to be used for generation of the Digital Twin are presented. In Sect. 4.2,
requirements for acquisition of shape and position of physical objects in a factory
are discussed. In Sect. 4.3, main acquisition devices are presented in a comparative
view, followed in Sect. 4.4 by discussion of methodical frameworks for structural
investigation of unknown objects. In Sect. 4.5, the approaches for image-based 3D
reconstruction are explored. Approaches for 3D reconstruction in production envi-
ronments are presented in Sect. 4.6. The chapter ends with a summary and future
challenges.
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Table 4.1 Application
different technologies

Technologie Area of application

Lasers • Indoor and outdoor application with a
range to 200 m

• High accuracy with 1 mm

Time of Flight • Gameing engines
• Autmotive Applikation e.g. Passanger
detection

• HumanMachine Interface
• Medicine

Structed Light • High precision measurement of
components

Photogrammetry • Indoor and outdoor application with a
Range to 100 m

• Accuracy with 0,5 cm

4.2 Requirements for Acquisition of Shape and Position
of Physical Objects in a Factory

In case of a factory, specific physical constraintsmust be consideredwhich can impair
the outcome of the object acquisition: occlusion, dust, dirt, darkness. Therefore, the
process of acquisition of shape and position of objects in a factory hall must be
carefully planned based on specific requirements. It also includes the selection of the
appropriate data acquisition device. The scanning of production facilities is subject
to certain requirements being established using the following example from practice.

An exemplary floorplan of a factory is depicted in Fig. 4.1.

Fig. 4.1 Production
floorplan
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4.2.1 Requirements for the Scan of Manufacturing Facilities

Size of the Facilities
Typical lengths and widths of manufacturing halls are in the range of 20 to 30 m and
above. Heights vary from four meter onwards. Production facilities can be divided
into several halls separated by doors or rolling gates. Machines in production are
typically large objects and can span over several floors resulting in equally sized
halls.

Objects Within Production Facilities
Objects to be produced very greatly and shape and size. Consequently, machines
range from individual small milling machines to complete machining centers, with
the latter being severalmeters in length,width and height. Inmany cases themachines
are located so close to each other that there are only a small passage of less than one
meter of space between them. Then again, buffer zones of several meters often are
often placed in front of machines. Additionally, there are workstations consisting of
tables and chairs. Robots are found within and even without protective enclosures.
In summary, objects within manufacturing facilities are manifold, thus resulting in
a challenge to capture large structures and small details at the same time [7].

4.2.2 Requirements from a Production Point of View

Time
Ideally, a scanmust be performedwithout interrupting production. But it is necessary
for personal to leave theirworkplaces for them to not showup in the scan.Amaximum
time of absence for any employees in the range a few minutes might be tolerable
without having to halt production, generally quicker is better.

Execution
It is preferred if the execution of a scan does not require assistance of external special-
ists. Instead, at best user introduction can be done by a short video tutorial or simple
guidelines. The data should be easy to handle and not require specialized hardware
components. Ideally, the scan can be performed with freely available products like a
camera, drone or alike by employees within the company.

Accuracy
Deriving from resolution and precision, it would be easy to argue higher is better.
But the amount of data grows by the power of two considering image resolution
and for the subsequent data processing steps this can worse. To distinguish objects
within the scan, an accuracy of one to two centimeters at a distance of ten meters is
perfectly adequate.
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Data Processing
Data is usually stored as raw input while scanning to allow for portable and robust
scanning equipment. After the scan, the data is transferred to a processing system
for calculation of the three-dimensional point cloud. Algorithms can be provided as
a cloud service with standard features like upload, custom settings, progress infor-
mation and download links for the completed point cloud. The protection of trade
secrets and privacy rights is a must that can easily met by an automated processing
pipeline [8–10].

4.3 Acquisition Approaches in a Comparative View

The two available methods for creating large scale digital reconstruction of produc-
tion facilities are laser scanners and photogrammetry. These are described and
assessed on meeting the previously established criteria.

4.3.1 Laser Scanner

A laser diode emits coherent electromagnetic radiation. This laser signal is reflected
by objects according to their surface properties. A detector receives the signal and
evaluates it, different characteristics of laser light can be used for signal interpretation.
In the context of virtual three-dimensional reconstruction two main procedures can
be distinguished as follows [11–15].

LIDAR
A laser scanner for three-dimensional reconstruction consists of transmitter and
receiver. The transmitter emits an extremely short pulse of light and the duration
between sent pulse and received signal is measured in all spatial directions. LIDAR
is an acronym that can be interpreted as laser imaging, detection, and ranging. LIDAR
technology itself has a wide range of applications. Measurement accuracy depends
on the precision with which the propagation speed of the light is known within the
medium between laser scanner and the object of interest.

Phase Detection
Laser as a coherent source of light emits electromagnetic radiation of constant
frequency and waveform. The phase of the emitted light is measured against the
phase of the light reflected by objects. By comparison of the phase shift in the contin-
uous harmonic wave of sent and received light, the distance to the measured object
can be inferred. Accuracy considerations are the same as in the LIDAR case. For the
required accuracy in three-dimensional object reconstruction within manufacturing
laser-based measurement methods are highly accurate.
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4.3.2 Photogrammetry

Photogrammetryuses generated images,mainlyphotos or individual framesof videos
for the calculation of the position, size and shape of objects. Thus, themeasurement of
an object is indirectly calculated by analyzing images. The acquisition of geometries
in the manufacturing context through the photogrammetric method is realized in two
stages.

In the first stage, the object is photographed on site from different angles.
Photogrammetry describes the process of retrieving information of one or more
objects shown in pictures in an objective manor. Photos stores information with
very high density and can be evaluated at any time focusing on different aspects. A
photograph is modeled on human vision, which interprets the color and brightness
information seen in photos. A temporal separation between recording and evaluation
also makes it possible to reconstruct destroyed or already perished buildings three-
dimensionally on the basis of historical images. For the recording any systems like
traditional cameras, 360-degree cameras, drones with cameras, smartphones or alike
can be used. The level of detail and accuracy of the photogrammetric calculation is
largely dependent on the resolution and scale of the underlying images.

In the second stage, object features are extracted from the photos. To calcu-
late geometry information from photos, the mapping rules between all photos must
be known. The mapping rules are calculated based on the detection of unique
object features in the individual photos. When capturing objects with a surface not
containing any structures, pure photogrammetry often has a problem to provide a
complete reconstruction.

Through themapping rules the location and direction of the photos relative to each
other is well defined. On the basis of this information a sparse point cloud is created.
This thin cloud consists largely of the individual feature points used to calculate the
position of the photographs relative to each other in space. In a further step, depth
maps are computed from overlapping photos using different algorithms. These from
the individual photos derived depth maps form the basis for the calculation of a dense
point cloud. Using the original information from the photos, all points in the depth
map are provided with color values. Then, using the known position of all photos in
space, the individual depth maps are combined to form an overall dense point cloud
[16, 17].

4.3.3 Comparison of the Different Steps in Generating
a Point Cloud by Photogrammetry or Laser Scanner

The following image shows the different steps using photogrammetry and laser
scanner to generate a point cloud (Fig. 4.2).
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Fig. 4.2 Different steps between photogrammetry and laser scanner

4.3.4 Application of the Different Technologies

In recent years, three dimensional reproductions of production facilities have been
mainly generated by laser scanners. Laser scanners have an accuracy in the range of
millimeters. A single step in the scanning process with a good resolution considering
the height of a ceiling of four meters takes about eight minutes. During these eight
minutes, no production can take place at the site. Depending on the density of the
machines in production in relation to each other, the total amount of time for a
complete scan of a facility of 5000 m2 can quickly add up to two days.

With photogrammetry the scan ismuch faster and the production is not necessarily
disrupted while taking the images. In a similar setting of 5000 m2 the time for the
recordings amounts to approximately one and a half hours. The calculation of the
point cloud based on the photos can be estimated at one to two days. The accuracy
of the point cloud is on average about two centimeters on ten meters.

Considering the time for the actual measurement while resulting in models with
sufficiently high resolution, photogrammetry-based scan methods are expected to
be much more often used in the near future. The technology itself is still a field of
major research efforts, further improvements are to be expected. As photogrammetry
is in principle much better suited to fulfill the requirements outlined for production
environments it is depicted in further details in the following [18].
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4.4 SLAM, Structure from Motion, Photogrammetry

Photogrammetry, Structure from Motion (SfM) and Simultaneous localization and
mapping (SLAM) are methodological frameworks for the structural investigation of
unknown objects. They form the basis for the methods used in building a digital twin
of production facilities. All three research disciplines are based on the systematic
analysis of sensor data, these being typically images from cameras. Common to
all of the methods is the indirect approach to deduce information about the object
itself from images, the problem of reconstructing an unknown three-dimensional
geometry from two-dimensional data is at the core of all these approaches. Many
of the theoretical concepts described in one framework or scientific discipline can
therefore also be found in the other two. Evenmore, whole practical implementations
developed in one area of research are directly applied for solving problems in the
next.

Still, all these three, photogrammetry, SfM and SLAM are separate disciplines
for good reasons. While they are very closely related, the focus of each method is
different. All three result in the description of three-dimensional geometries, but it is
very different whether to focus on highest, sometimes sub-millimeter precision of a
single object or on the reconstruction of large areas with many objects, each of them
just having to be identifiable. In the following, a short overview of photogrammetry,
SfM and SLAM is given to enable classification, but nevertheless demonstrate the
many parallels.

4.4.1 Photogrammetry

Photogrammetry is the methodical analysis, evaluation and interpretation of images
in order to obtain reliable information about the objects being depicted. This involves
many systematic approaches to determine the exact position and shape of an object
by analyzing images. In addition, in parts of photogrammetry, further aspects of the
object are inferred through the interpretation of images and attributing classifiers to
it.

In photogrammetry, the focus of the investigation is usually one single, clearly
delineated object. This object is photographed from different perspectives and a
three-dimensional reconstruction of the object is created by evaluating the individual
images and linking the information obtained together to one final result. The point
cloud, which represents the object under investigation, should be as dense and precise
as possible. The aim to obtain a very precise and comprehensive representation of an
object can be seen as the main contrast to the following methods SfM and SLAM.

However, photogrammetry is a collection of methods focused on quantifying
many different aspects. Thusly, it has developed also an extensive set of tools and
models all aimed at achieving high precision in their respective tasks. The goal
of photogrammetry is generally to be able to make accurate, but most importantly
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reliable statements. This includes, for example, checking metric tolerances through
image analysis, such as measuring gap dimensions. For this class of statements, it is
therefore an elementary component not only to achieve the highest possible quality,
but also to be able to quantify measurement inaccuracy, due to the methods and
calculations used.

In order to provide reliable, high-precision analyses, photogrammetry begins
with the mathematical description of its measuring instruments, for example camera
intrinsic and the calibration. Systematic error description and propagation are consid-
ered in order to estimate uncertainties. Redundantmeasurements, such as overlapping
images, are used to link the individual pieces of information and to increase preci-
sion. Thus, in photogrammetry systematic approaches to quality assurance of all
individual steps and the entire process are likely to have a sound theoretical basis
and to be well implemented.

Typically, creating a final complete three-dimensional reconstruction from several
individual images involves a toolchain containing many steps. Complex non-linear
mathematical models can be necessary components in some phases. Individual
modules are optimized for themselves and also against each other in order to obtain
an overall optimized result.

In summary, photogrammetry is a collection of methodical procedures for struc-
ture determination. The focus is on precision and repeatability. The results are repre-
sentative and can serve as a reliable basis for further decisions. It is the oldest of the
three disciplines photogrammetry, SfM and SLAM, the latter two partly originating
in it [16, 17].

4.4.2 Structure from Motion (SfM)

Structure from Motion, like photogrammetry, is used to estimate three-dimensional
structures from two-dimensional image series. While photogrammetry is often
performed in a known environment, sometimes even on a precise laboratory scale, the
boundary conditions in the case of SfM are rarely controllable to the same extent. The
SfMmethod also uses image series to createmodels of an object of interest. However,
the sensor, usually a camera, is moving during the acquisition of the image series.
While in photogrammetry often several fixed cameras from different viewing angles
are used, in the SfMmethod the movement of the camera between two single images
has to be considered when calculating the reconstruction. Even more, advanced SfM
approaches can use images from cameras of different and at the same time unknown
types, while the images can also be taken from completely different and sometimes
unknown angles of view.

On the one hand, SfM can be seen as a sub-process of photogrammetry, being
mostly focused on the determination of structure from images. However, in the scien-
tific field of SfM numerous unique approaches and methods have been developed
and refined. In contrast to photogrammetry, the focus is somewhat less on the abso-
lute precision of the final result. Even though also SfM, like all disciplines, proceeds
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methodically to achieve the best possible outcome given the circumstances. SfM
approaches allow for a much wider range of setups, the strength of SfMmethods lies
precisely in the inclusion of unknown measurement environments.

To determine the three-dimensional structure, SfM uses the motion parallax, the
apparent displacement of an object in front of a background seen from different
viewing locations. Here, the position of the object under investigation is not fixed,
but is reconstructed from the image sequences. The displacement, rotation and tilt of
the sensor is typically a known parameter. The information of the sensor movement
is in some cases included as parameter to be refined while computing the three-
dimensional structure from two-dimensional images.

The mathematical representation of humans perceiving the three-dimensional
structure of an object with two eyes when seeing it can be formulated in an anal-
ogous way. The disciplines of stereo vision and computer vision form the artificial
counterpart to the human depth perception. Here, the sensor is not shifted by a fixed
amount, but the distance between two cameras or the human eyes is fixed. From a
mathematical point of view, it makes no difference whether to use one camera in two
positions or two or more cameras from different angles. With the restriction, that
the observed scene is not allowed to change between capturing the images. There-
fore, the respective research areas show strong overlaps. Although each discipline
places the emphasis of the respective optimization strategies on different aspects,
according to the corresponding research questions. Thus, the focus of the research
shifts slightly between the disciplines. For projects to be implemented in practice and
for specific tasks, it is therefore of high value to compare and systematically evaluate
the approaches of all areas. It might be the most feasible way to build upon existing
frameworks and combine several well-established methods from the different fields.

In summary, SfM focuses on the same object of investigation as photogrammetry,
or can be seen as a part of it. However, the boundary conditions are less strict, SfM
also works in more uncertain environments. The representation of the structure to
be investigated can result in a somewhat thinner point cloud, the tolerances can be
somewhat higher. In return, the user gets more freedom in using the methods and
therefore needs less prior knowledge about the object to be investigated and the
investigation environment [19].

4.4.3 Simultaneous Localization and Mapping (SLAM)

Simultaneous localization and mapping extend the problem of SfM in a certain way.
While in SfM the sensormovement between two images is a usually a knownquantity,
in SLAM it is not specified. Thus, the problem is to reconstruct a three-dimensional
structure from two-dimensional sensory information whose relative position to each
other is also unknown. In other words, SLAM refers to the measuring of an environ-
ment, which can be described as its mapping, and the simultaneous acquisition of
the sensor position, the localization of the sensor within the map [21, 22].
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At first glance, this task poses a chicken-and-egg problem. If not only the position
and viewing angle of a sensor in a given environment is not known, but also the
entire geometry of this area is unknown, how can reliable statements be made? And
exactly this question hints at the essential differences compared to the very exact
photogrammetry as well as to the relatively exact SfM methods. In contrast to the
other two areas, the statements, which are derived by SLAMmethods about an object,
are subject to much larger uncertainties.

However, SLAM opens up an extremely interesting area that is not easily acces-
siblewith othermethods. SLAMdoes not usually examine a single object in a secured
environment as photogrammetry does, nor does it examine a single object in a known
space. Instead, as the naming part mapping also indicates, it is primarily concerned
with the three-dimensional structural reconnaissance of larger contiguous areas. The
approach in SLAM consequently uses the methods of photogrammetry and SfM and
could possibly be classified as a subfield again. However, the object of investigation
is of a fundamentally different nature and the methodological approaches used from
the other fields have at least been transferred to be well adjusted to problems occur-
ring in SLAM. And key components to solve the core issues have been developed
within this field of research, therefore SLAM, like the aforementioned disciplines,
is rightly to be seen as an independent domain.

The problem of assessing the geometry of an entire environment while simulta-
neously determining the position, rotation and inclination of the sensor relative to
this environment can actually be solved in the theoretical case. And also, imple-
mentations in some special environments show very good results. However, new
and unknown environments are still challenging to solve and are subject to a lot of
ongoing research.

As in the other methods, the acquired images are standardized. Subsequently, a
correlation between the individual images can be established by recognizing similar
features. Due to this technique it follows directly that the displacement of the sensor
must be within limits between two pictures to allow for large overlaps in the depicted
structure. Many unknown parameters are determined and optimized simultaneously
in the processes of determining the structure from the images. Even with modern
computer systems this is a capacity problem. The result is often a compromise
between accuracy and computing time. The ideal implementation remains a subject
of current research and can be a decisive competitive advantage in commercially
oriented applications.

Since, in contrast to photogrammetry and SfM, the boundary conditions are not
clearly defined, SLAMcorresponds to a real-timemethod.Meaning that the boundary
conditions are only determined during the image evaluation. The obtained results
typically end in thinner point clouds of the three-dimensional objects under investi-
gation. As the examined scenes can be very large, the absolute number of determined
points can nevertheless be much higher. Typically, SLAM algorithms operate in a
multistage manner, an initially identified sparse point cloud can subsequently be
transformed to being denser. After the connection between the individual images is
well established, details can be extracted in a second stage. Nevertheless, this is not to
be confused with the exact photogrammetry. Thus, the final results of SLAM might
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be orders of magnitude less precise due to the many unknowns. However, SLAM
algorithms achieve impressive results in modern implementations [23–25].

Finally, if we look at the different fields of photogrammetry, SfM and SLAM,
it becomes clear why they are so close to each other. All of them are suitable to
infer a three-dimensional structure on the basis of two-dimensional data. However,
the differences emerge when defining the object or environment in more detail.
Photogrammetry stands for reliable, repeatable, precise results. SfM also works in
unfamiliar environments using a moving sensor while knowing its relative position.
Finally, in SLAM methods, the position of the sensor is initially unknown and is
included as parameter within the toolchain. The free parameters and uncertainties
increase, but also the possible use cases expand.Methods fromall fields have success-
fully been implemented in commercial applications. In the end, the selection will
have to be based on the problem to be investigated and it might include several partial
aspects from all areas.

4.5 Image-Based 3D Reconstruction

The following chapter describes image-based 3D reconstruction. In this procedure,
camera poses are calculated by finding 2D point correspondences between the indi-
vidual images relative to each other. The camera poses form the basis for the gener-
ation of the 3D point cloud [26]. Figure 4.3 shows the individual steps of the 3D
reconstruction.

Fig. 4.3 Steps on the example for optimization on a pair of images



64 M. Sommer and K. Seiffert

4.5.1 Step 1: Feature Extraction

The detection of corresponding points in different images is an elementary part of 3D
reconstruction, object recognition, navigation of robots and many more. The method
uses feature detectors or feature descriptors to find and describe salient points. The
task of the feature detector is to find as many distinctive points (feature points) as
possible [27]. A feature point is a point with the following properties:

– This feature point can be described by feature descriptors.
– The point can be found in images recorded in slightly different shooting

conditions.
– A point that is described as accurately as possible by its environment and is

distinguishable from other points.

Feature descriptors are high-dimensional vectors used to store information about
the environment of feature points. Known algorithms for computing features are
named below:

SIFT: (scale invariant feature transform)The algorithmprovides a feature detector
and descriptor. The detector and descriptor are scale and rotation invariant and
limitedly robust against different illumination situations.

SURF: (Speeded up robust features): The algorithm also has a feature detector and
descriptor. The detector is faster than the SIFT detector. The algorithm has largely
the same advantages and disadvantages as the SIFT algorithm.

KAZE: The algorithm follows the same approaches as SIFT and SURF, but a
nonlinear filter is used for the detector, being better at detecting edges and corners.
For the descriptor, a modification of SURF is used. Due to the nonlinear filter, the
detection is computationally intensive.

4.5.2 Step 2: Correspondence Generation

While the establishing correspondence, relations are created between the feature
point F1 and F2 of the images B1 and B2. For each feature point F1 with its position
x, y in image B1, a feature point F2 at another position x, y in image B2 is searched.
In the following, two solutions for the targeted identification of correspondences are
shown [28].

Brute Force: Each feature point F1 from image B1 is compared with the
feature points from image B2. In this algorithm, the computational effort increases
quadratically with the number of features to be compared.

FLANN (Fast Library for Approximate Nearest Neighbors) is an algorithm for
large datasets with high dimensional features. The nearest neighbor search algo-
rithm is mainly used in the field of image recognition, compression and pattern
recognition. There are different approaches to implement this algorithm. The soft-
ware library FLANN uses k-d or k-means trees to store the individual feature points.
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Each of the images to be compared has its own tree. Searching in trees for the corre-
sponding points is much more efficient than the Brute Force approach. In this case,
the computational effort increases logarithmically with the number of feature points
to be compared. Once a possible corresponding feature point is found, it has to be
decided whether the correspondence between the feature point from image B1 and
the other feature point from image B2 is of the necessary quality.

For images with a lot of structure it can happen that a wrong correspondence
between feature point F1 from image B1 to feature point F2 from image B2 is found.
Also, for one feature point several other feature points might be found in the other
image. In this case the distance between the individual feature points is used as a
criterion to asses quality.

4.5.3 Step 3: 3D Reconstruction

In this chapter the information from the discovery of feature points and mapping is
used to calculate the 3D point cloud.

Camera Model (Inner Camera Parameters)
For a true-to-scale 3D reconstruction, a model must be defined that describes how
a camera captures an image. That is, how a point in the real world is mapped onto
the sensor of a camera. For cameras (smartphone, reflex cameras and alike) which
produce 2D images, typically a simple pinholemodel is sufficient. The pinholemodel
describes the mathematical relationship between the coordinates of a point in three-
dimensional space and the mapping to the image plane inside a pinhole camera
without any side effects [29]. Figure 4.4 illustrates the pinhole model.

The figure shows the projection of the point pr on ps. The z-axis corresponds to the
optical axis with the main point pH over the camera center c. The distance between
c and pH is the focal length.

The camera aperture is representing by a point as a simplification of any lenses
focusing the light. Thus, no geometric distortions or blurring of objects caused by
lenses or finite aperture sizes are considered in the model. The pinhole camera model

Fig. 4.4 Projection between real point pr and sensor point ps
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can be seen as an approximation of the mapping from a 3D scene to a 2D image. Its
validity depends on the quality of the camera being is used. The higher the distortion
in the outer areas of the image caused by the lenses of the camera, the higher the
deviation between camera model and image. Unfortunately, there is no ideal camera,
each camera shows different deviations over the range of an image.

To account for the deviations from reality, a calibration process is used. During the
calibrationof a single pinhole camera, intrinsic parameters are determined, describing
largely the path of the light on the inside of the camera. For this purpose, a checker-
board is recorded from different angles of view. The intersection points of the indi-
vidual squares are determined via feature recognition. As the checker board consists
of straight lines, the individual points must also result in pattern of straight lines
on the image. If a point deviates from this pattern of straight lines, the difference
is identified as a distortion. As the distance from the camera to the checkerboard is
known as well as the dimensions of the board itself, the relation between centimeters
and pixels can also be calculated.

Outer Camera Parameters
The outer camera parameter describes the difference between two camera positions.
The delta is expressed in two movements, the translation (displacement) and rotation
on the corresponding axes.With the outer camera parameters, it is possible to convert
from one camera position into the another.

Epipolar Geometry and the Fundamental Matrix
Epipolar geometry as sub-field of geometry forms the mathematical framework to
describe the geometric relationships between two different camera images as well as
the relationships of individual objects within these pictures [30]. The Fig. 4.5 shows
the epipolar geometry.

With the camera parameters the center space c1/c2 and the and the mapping from
m1/m2 of the image plane S1/S2 to c1/c2 is known. The 3D point M is projected over
image point m1/m2 onto the two centers of the cameras over the epipolar plane T. The
straight line from C1 to C2 is called the baseline. The intersections of the baseline

Fig. 4.5 Epiploar geometry
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with the image plane S1/S2 are called epipoles e1/e2. The epipolar lines l1/l2 is the
connection between the epipoles e1/e2 and the image point m1, m2. The epipoles is
the projection into the respective other image planes.

Properties of the Essential and Fundamental Matrices
Bothmatrices describe the relation between corresponding points in two images. The
fundamental matrix (F) describes the points in pixel coordinates, the essential matrix
(E) describes the points in a normalized image coordinate system. For deriving the
normalized image coordinates, the origin is placed the optical center of the image.

The two matrices are related to each other as follows: E = K′ * F * K. The matrix
K and K′ are the intrinsic matrixes of the two cameras, which is generated by estab-
lishing its calibration. The fundamental matrix has seven degrees of freedom and the
essential matrix five degrees of freedom, since the camera parameters are considered
here. If the camera poses of the two cameras are not known, the fundamental matrix
can be calculated by using eight points showing in both of the images. If the camera
matrices are known, five points are sufficient.

The Camera Pose
In the fundamental matrix the relative pose of two cameras is described, not
accounting for any scaling factors from one to the other. In a first step the funda-
mental matrix between two pictures can be derived using a maximum of eight shared
points as explained. If this fundamental matrix is multiplied with the calibration data
of the individual cameras, four essential matrices are created, whereby only one of
these gives a valid representation of the image. The correct essential matrix is derived
by testing with other point correspondences. The final matrix describes the relative
camera pose between two cameras.

Through this procedure, however, the scaling factor is not yet known. For the
initial start of a 3D reconstruction, a camera position is set as the origin of the world
coordinate system. If further cameras are added to the 3Dmodel, the scaling between
the individual images must be adjusted. The problem is described as the perspective-
n-point problem. With the solution of the perspective-n-point problem, the absolute
poses of the cameras can be calculated. For solving it, the images and 3D world
points as well as the calibration matrix of each camera are necessary. Using these
inputs, the position and orientation of the camera can be determined including the
scaling. The algorithm also compensates for inaccuracies in the former calculation
of the relative camera poses. The algorithm must thereby find a solution for world
points, camera poses, camera calibration to the point correspondences within the
data [31].

Bundle Adjustment
In any reconstruction method that uses points or a camera poses with more than
two images to calculate a 3D model, small errors occur when joining the individual
images. The errors have different reasons, like inaccurate localization of the feature
points, inaccurate camera calibration, wrong point correspondences or others. With
each addition of more images and their relative poses, all these relatively small errors



68 M. Sommer and K. Seiffert

add up effecting the final result significantly. Bundle adjustment tries to find the
same feature points not only in one image pair, but in several images. The discovered
additional feature points are then used for the bundle adjustment. As a start the
algorithm establishes an initial 3D model. This model is now optimized including
all distinctive feature points and all camera poses [32].

Combing bundle adjustment and a cost function, the mathematic camera model
is further optimized in respect to the projection of the real-world points and their
representation in the camera sensor. With this approach, a back projection error can
be calculated and thus an indication of the accuracy of the mapping of the world
points to the feature points in the images can be obtained. Depending on the input
parameters, different parameters of the model are optimized in the cost function. If
a calibrated camera is used, the intrinsic parameters are not adjusted, in this case the
algorithm optimizes camera poses and world points. Outliers in the images cause
world points to be outside the valid range in the 3D model. These outliers create a
high back projection error and thus a large cost in the algorithm. In turn these large
costs prevent the algorithm from finding a correct optimum. The problem can be
addressed by introducing a thresholding cutting large costs due to outliers.

Bundle adjustment reduces the error significantly, but small errors due to the
summation of the individual poses over several images remain. The deviation
becomes apparent when the image series depicts its starting points again and the
representation of the same points in the real world do not match in the model. Strong
discrepancies indicate a particularly high back-projection error.

With an explicit loop closure, the problem of drifting apart over larger models of
several hundred images is solved. For this purpose, in a first step the poses at both
ends showing the same points in the real world are slightly modified causing them to
fit together. In the next step, the individual poses are optimized a second time using
a specifically adjusted cost function.

The more often a loop closure occurs in the image series, meaning the camera is
crossing a previously shown path again, the faster and more accurately the deviation
of the individual camera poses can be corrected. Another benefit is also the signif-
icantly reduced computation time, but it has to be weighed against the increase in
measurement time [33].

4.6 3D Reconstruction in Production Environments

The following chapters describe the testing of scanning a factory with different
configurations of photogrammetry. The section “Definition of the test environment”
describes the main test cases used to test each configuration.
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4.6.1 Definition of the Test Environment

After establishing the basics of reconstructing three-dimensional environments using
photogrammetry, its real-world applications can be examined by defining several test
cases.

Scenario 1: Detection of depths above ten meters

Production halls form large indoor environments, depths of up to and more than ten
meters are often found.

Scenario 2: The door passageway

In contrast to the halls, passageways describe a narrow transition fromone production
hall to another or form the passage into a staircase.

Scenario 3: The homogeneous structure

This case covers the often homogeneous surfaces of machines, floors and walls in
production being difficult to handle for some algorithms.

Scenario 4: The long corridor

A long aisle simulates the dimensions of production facilities. It is necessary to
assess the deviation between start and end of measurement, by measuring a long
distance the displacement of the same points is displayed. Additionally, themeasured
environment consists of mainly white walls, causing further difficulty to identify
unique feature points.

General setup of the camera

To compare between individual technologies, the following parameters are defined
for all tests:

– ISO value: 100
– White balance: no automatic white balance
– Compression: low to no compression
– Light source: no additional artificial light source.

4.6.2 Monocular Method

The method uses a single camera to capture images. Either the images are extracted
from a video stream or individual images are recorded [29–31].

Scenario 1: Detection of depths above ten meters

The depth of ten meters is very well represented when capturing a large number of
images containing an overlap of at least 60%.
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Scenario 2: The door passageway

Reconstructing the three-dimensional structure in this narrow case scenario causes a
problem in the test case.While the hall at the beginning of the recording is represented
verywell, the camera pose is lostwhen crossing the door. The following picture shows
a coffee kitchen being completely wrong integrated into the 3D coordinate system.
A new fragment is placed on the left behind the wall instead of framing the scene.

Scenario 3: The homogeneous structure

Homogeneous structures are only reconstructed well if the images are taken in very
close proximity. If the images are taken at a normal distance, considerable noise is
visible in the point cloud.

Scenario 4: The long corridor

For a long and white corridor using the monocular method, the reconstruction results
at best at an accuracy of five centimeters at ten meters distance.

Summary

3D reconstruction with a single camera in a production environment shows consid-
erable limits. It might be applicable for the scan of workstations of two to three
meters. There must be a large number of distinctive points in the individual images
in order to correctly determine the geometric properties while processing the images.
When using a smartphone, the dimensions of the scan are reduced even further. Here,
a maximum of only two meters is recommended. With the pinhole model using a
camera with a small opening angle is a major disadvantage, further advancements
might be possible with wide angle cameras [37–39].

4.6.3 Stereo Images (Stereo Camera)

Recording with a stereo camera allows the calculation of depth maps based on two
images taken from different angles at the same time. The distance between cameras,
the baseline is key in this setup. It is calculated using the intrinsic and extrinsic
calibration. With larger baselines greater depths can be better resolved, but in turn
closer elements are not resolved as well. When using a stereo camera with a baseline
of ten centimeters depths up to five meters are well represented in reconstruction
models. The setup is therefore well suited within close ranges like depicting office
spaces. However, depths greater than five meters cannot be accurately calculated
with the camera and the setup has to be adjusted. For the measurement of production
facilities, a camera with a baseline of 60 cm leads to good representations of depths
of ten meters and more.

Before calculating the camera pose, firstly the two images have to be converted to a
single image showing the scene and a depth image. It is common practice to calculate
the depth image for the left perspective. The great advantage of stereo cameras is to
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yield information about the scene and the depth at the same time. Reconstructing the
camera pose and the 3D model is therefore shortened and is likely to lead to better
results [40–42].

Scenario 1: Detection of depths above ten meters

The correct calculation of a depth of ten meters can be well accomplished with the
setup as described. The accuracy is in the range of one to two centimeters.

Scenario 2: The door passageway

The door passage is well reconstructed by the system. This might be especially
helpful in some scenarios as it provides a likely point to perform loop closures.

Scenario 3: The homogeneous structure

Homogeneous structures are reconstructedmostly well standing directly before them
and also from a greater distance. But a major problem emerges. If the camera passes
close to a machine with a homogeneous surface as is likely to happen when scanning
within factories, too few feature points are recognized. Without sufficient feature
points the camera pose is lost and a further synchronization is no longer possible.

Scenario 4: The long corridor

For the white long corridor, the accuracy of the reconstruction does not surpass two
to three centimeters at ten meters distance. Compared to the monocular method, the
improvement of the accuracy originates in obtaining the depth images in the first step
(Fig. 4.6).

Summary
The calculation of the three-dimensional model is improved, but the inaccuracies
are still too high for a general recommendation considering the use case of recon-
structing a production environment. Further optimization measures like using two

Fig. 4.6 Depth image from
stereocamea in front of a
machine
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independent algorithms for the calculation of the camera pose can improve accuracy
to some degree, yet not sufficiently. Using cameras with a wider angle of opening
also increases the quality of the reconstruction. However, in total the system does
not meet the requirements set [43–45].

4.6.4 Spherical Images

A spherical image is a panoramic image that includes all angles of view in every
single shot. The opening angle is therefore 360° in width and 180° in height. With
this information the complete surface of a sphere is covered. The point of capture is
in the center of the sphere.

A rectangular projection can be used to store the two-dimensional representation
of spherical images. This projection maps the horizontal 360- and 180-degree view
in a two to one aspect ratio. The zenith and nadir are drawn over the complete upper
and lower image edges, respectively. The parts in the center of the image which are
close to middle horizon are displayed largely without distortion [46–48].

These images have an angle of aperture of 360° and thus result in many more
feature points which can be tracked from one image to the next. Due to the linear
relationship of the pixel size to the focal length and distance, no complex calibration
of the camera is necessary.

Scenario 1: Detection of depths above ten meters

Due to the large opening angle, many feature points are detected, resulting in a good
calculation of the depth. The accuracy is about one to two centimeters at ten meters
distance.

Scenario 2: The door passageway

The large opening angle allows a problem-free calculation of the camera pose at the
doorway because feature points from the old and the new room can be used at the
same time.

Scenario 3: The homogeneous structure

With spherical camerasmeasuring only homogeneous structure still poses a problem.
However, if cameras with a high resolution (width greter 6000 pixel) are used,
minimal sub-structures can be resolved in the close-up scenario and the number
of feature points and quality of the reconstruction increases.

Scenario 4: The long corridor

Because of the large aperture angle long corridors can be reconstructed without any
problems. Constantly enough feature points in the images are identified within the
image series. Resolutions of one centimeter at a depth of ten meters can be achieved.
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Fig. 4.7 Shows equiractangular representation of tea kitchen

Summary

With a spherical camera the 3D model was reconstructed very well. Due to the large
opening angle of 360°, many feature points are detected in all directions. The points
allow for a very good bundle adjustment, because there are always more common
points than the minimum requirement of eight (Fig. 4.7). Loop closure leads to an
even better refined result [49–54].

4.7 Conclusions and Outlook

At the beginning, requirements were defined for the recording system, two important
ones allowing for fast recording and a simple handling. Due to this, even though
achieving high accuracy, a laser scanner is often not ideal in the case of measuring
production environments. Photogrammetry on the other hand is well suited to meet
these requirements, but has to prove its applicability and accuracy [55–57].

Four test scenarios were created to test the performance of the system in typical
field situations. The monocular scan method works very well up to a maximum of
two to three meters. Minor improvements can be achieved by adding a depth sensor
as often found in newer smartphones. With a stereo camera and a baseline of 60 cm,
depth images can be directly calculated for every shot, leading to further optimization
of the 3D model. However, the small opening angle causes problems, if the stereo
camera is moved directly before a machine. The faster a scan is performed while
being in front of the machine, the greater the probability that the camera pose will
be lost. In this case the reconstruction cannot be continued correctly [58].

In the last step, spherical images were used. The major advantage here is the
large opening angle of 360 degrees. If the wide opening angle is combined with
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a high resolution, many feature points are found. Moving close to the front of the
machines does not cause any problems, feature points to assess the correct camera
pose are simply used from the other side of the field of view. Due to the large number
of features, a very good bundle adjustment is possible. Further improvements in
the performance can be accomplished by an explicit loop closure, but this is not
necessary in all cases [59].

In summary, the requirements could be realized verywell using a spherical camera.
Losses of the camerapose are rare.Handling the camera is easy and three-dimensional
reconstruction from the images is robust. Thereby the execution of the measurement
is also suitable for untrained personal. The commercial spherical cameras achieve
higher and higher resolutions and already meet the demand for sufficient resolution
of homogeneous structures.

A higher resolution often also leads to higher levels of compression when storing
images in videos. However, too much compression of the images has a negative
consequence on the detection of features in the images. This results in higher levels
of noise which become visible quickly on white walls or other homogenous surfaces.
In the reconstruction these are not a straight but sinusoidal wave become visible.

An important factor in complete 3D reconstructions based on images is a very
good recording of the entire environment in constant conditions. The images must
be taken without automatic white balance and without autofocus. A small level
of compression of the images is desirable, it is best to process the images in raw
format. Anything not being present during the acquisition of the data cannot easily
be reconstructed due to the many steps involved and attempting it before the final
result is created might significantly degrade the quality of the 3D model.

With a spherical camera and a suitable image processing pipeline, a 3Dmodel can
be created fast and efficiently by simple means, if the accuracy of the model does not
have to be in the range of millimeters. The model is apt to serve as basis for further
analysis such as building a CAD model and subsequent simulations are possible at
any time.

A further step would be the reconstruction of gaps within the 3D model at a later
stage. Gaps originate largely from homogeneous surfaces. One approach would be
to create a surface based on the existing points and extend it to cover any missing
features. As edges are very well represented within the 3D model this approach is
expected to be straight forward and to lead to good results [60].
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Chapter 5
Machine Learning in Manufacturing
in the Era of Industry 4.0

Markus Sommer and Josip Stjepandić

5.1 Introduction

Artificial Intelligence (AI), defined as a system’s ability to correctly interpret external
data, to learn from such data and to use those learnings to achieve specific goals and
tasks through flexible adaptation, has attracted immense attention among academics,
business managers, entrepreneurs, and politicians alike [1]. AI is the study of
features of human activities, constructing a certain intelligent system, to make
computers complete the tasks that only human is able to do in the past, and to apply
computer hardware and software to simulate the underlying, theories, approaches
and techniques of human behavior [2].

Machine learning (ML) as a subset of AI is an overwhelming trend, both in
research and industrial applications. Although many of the machine learning ideas
have been around for many years, the recent breakthroughs are based on several
advances. One is the availability of large datasets with labeled data. Another is the
availability of fast specialized processors such as graphics processing units (GPUs).
Progress is fueled by a deeper understanding of building models and learning from
data, as well as some new techniques that have brought everything together [3].

Machines themselves identify necessary knowledge from the users, data, and
environments surrounding them [4]. The learning process can be supervised (in
the presence of data and controlled learning mechanism), unsupervised or hybrid
[5]. Applying statistical methods to structured and unstructured databases allows to

M. Sommer (B)
isb innovative software businesses GmbH, Otto-Lilienthal-Strasse 2, 88046 Friedrichshafen,
Germany
e-mail: sommer@isb-fn.de

J. Stjepandić
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extract previously unknown patterns and laws to generate new knowledge. This
enables the formation of prediction models for data-based and computer-aided
prediction of future events [6]. Deep learning (DL) has solved problems beyond
the realm of traditional, hand-crafted machine learning algorithms and captured
the imagination of practitioners who are inundated with all types of data. Further
evolution facilitates some new automatic architecture optimization protocols that
use multi-agent approaches [7]. Focusing the view on manufacturing, results of a
recent study suggest that 75 percent of the possible research domains in ML-aided
production planning and control (ML-PPC) are barely explored or not addressed at
all [8].

The productive use of ML requires the expertise of a data scientist and thorough
knowledge of the manufacturing processes. Small and medium-sized companies that
specialize in certain high value-added, variant rich production processes often lack
an in-house data scientist and therefore miss out on generating a deeper data-driven
insight from their production data streams. Recent research proposed a three-step
machine learning methodology to empower process experts with limited knowledge
in machine learning: (1) data exploration through clustering, (2) representation of the
production systems behavior through specially structured neural networks (NN) and
(3) querying this representation through evolutionary algorithms to achieve decision
support through online optimization or scenario simulation [9].

A review on ML methods for manufacturing is given by Fahle et al. [10]. The
survey was conducted with respect to criteria of subtopic, specific application and
algorithm (Table 5.1). NN are models consisting of nodes, weights and layers and are
intended to mimic a learning approach similar to the brain. Whereas tree algorithms
are architectures with branches that inherit information about an item, up to its
leaves which contain the target of the regarded item. Besides models from supervised
learning, there are techniques from unsupervised learning such as singular value
decomposition (SVD) and principal component analysis (PCA) that can be used to
reduce the dimension of the data. A frequently used algorithm for reinforcement
learning though is Q-learning where agents try to learn the best strategy regarding a
specific cost-function for possible actions that can be performed [10]. An exhaustive
overview of applications is given in sources [8, 10–14].

As a cross-functional task, PPC is suitable for ML. The level of implementation
is still low for two reasons: literature rarely considers customer, environmental, and
human-in-the-loop aspects when linking ML to PPC. Recent applications seldom
couple PPC to logistics as well as to design of products and processes. Two key
pitfalls are identified in the implementation: the complexity of using Internet of
Things to collect data and the difficulty of updating the ML model to adapt it to the
manufacturing system changes [8]. By identifying correlations and recurrent patterns
in the existing planning data with unsupervised learning, tacit planning knowledge
can be revealed and reintegrated into new PPCworkflows. Based on the classification
and clustering of both product and process data incl. their linkages, an approach for
the knowledge-based support of PPC was presented [15].
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Table 5.1 Overview of applications and algorithms, adapted from [10]. Note RF-Random
forest; SVM-Support vector machine; KNN-K-nearest neighbor; MLP-Multilayer perceptor;
GBT-Gradient boosted trees; NLP-Neuro-linguistic programming

Subtopic Application Algorithm

Manufacturing process
planning

Scheduling Q-learning, RF, decision tree,
KNN

Cost and energy prediction NN, SVD, GBT, RF, others

System modeling Log. Regr., RF, decision tree,
Bayesian network

Quality control Quality cost reduction Decision tree, NN, SVM

Process line quality Decision tree, Bayesian network

Predictive maintenance Remaining useful life Decision tree, NN, PCA, KNN

Logistics Scheduling NN, Q-learning, deep q-learning,
RF

Robotics Human robot collaboration Hidden Markov model, KNN,
clustering, NN

Path planning KNN, NN

Contact problem Q-learning

Assistance and learning
systems

Assembly assistance NN

Process control &
optimization

Production line GBT, NLP

Process and tool condition
forecast

NN, trees, RF, SVM, mult. Regr

Safety control NN, SVM, Q-learning

In AM processing, modern ML algorithms can help to optimize process parame-
ters, and examine powder spreading and in-process defectmonitoring.On the produc-
tion by AM, ML is able to assist practitioners in pre-manufacturing planning, and
product quality assessment and control [16]. Concern about data security in AM as
data breaches could occur with the aid of ML techniques is also addressed [17].

To obtain smooth trajectories in high-speed continuous motion of machine tools
efficiently, a NN-based direct trajectory smoothingmethod is developed. ANN agent
outputs servo commands directly based on the current tool path and running state
in every cycle. To achieve direct control [18], motion feature and reward models
were built, and reinforcement learning was used to train the NN parameters without
additional experimental data. Due to its simple structure and low computational
demands, it can easily be applied to real-time CNC systems [19].

An integrated solution of predictive model-based quality inspection in manufac-
turing is developed by using ML techniques and Edge Cloud Computing. A holistic
approach was chosen comprising the target-oriented data acquisition and processing,
modelling and model deployment as well as the implementation in the existing IT
plant infrastructure.An industrial use case in surfacemount technology (SMT)manu-
facturing is shown to underline the procedure and benefits of this method. The results
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show that by employing thismethod, inspection volumes can be reduced significantly
and thus economic benefits can be generated [6].

For the generalization ability of the machinery fault diagnostics, the deep transfer
learning consistingof both transfer learning anddeep learning componentswas devel-
oped [12]. In-process tool condition forecasting is derived based on a DL method. A
long short-term memory network is designed to forecast multiple flank wear values
based on historical data. A residual CNN is built to enable in-process tool condition
monitoring, using raw signals acquired during themachining process. So future flank
wear values could be precisely forecasted during the machining [20].

Deep reinforcement learning (DRL) is an alternative approach for solving cloud
manufacturing service composition issues. DRL as a model-free AI method enables
a system to learn optimal service composition solutions through training, which
can thus circumvent the afore-mentioned problems with meta-heuristics algorithms.
A logistics-involved DRL-based service composition is proposed. A dueling Deep
Q-Network (DQN) with prioritized replay is designed as the DRL algorithm [7].

Wide area for utilization ofML is in robotics [21]. Compared with obstacle avoid-
ance in open environment, collision-free path planning for duct-enter task is often
challenged by narrow and complex space inside ducts. Challenge mainly comes
from two aspects: the definition of distances from robot to obstacles and the fusion
of multiple data. Ideas underlying the success of human to handling this kind tasks,
variable optimization strategies and learning, for one robust path planner are adapted.
Proposed planner applies reinforcement learning skills to learn proper self-motion
and achieves robust planning [22]. For achieving robust behavior, state-action planner
is creatively designed with three especially designed strategies. After these creative
designs, the planner has been trained with reinforcement learning skills. With the
feedback of robot and environment state, proposed planner can choose proper opti-
mization strategies, just like the human brain, for avoiding collision between robot
body and target duct [23].

To reduce the uncertainty, a tolerance specification method is developed which
uses out the information that affects geometric tolerances selection and use machine
learning methods to generate tolerance specifications. The realization of tolerance
specifications is changed from rule-driven to data-driven. This approach considers
the past tolerance specification schemes as cases and sets up the cases to the tolerance
specification database. The final results show that the machine learning algorithm
can automatically generate tolerance specifications, and after feature engineering,
the accuracy of the tolerance specification results is improved [24].

Wearable augmented reality (AR) smart glasses have been utilized in various
applications such as training, maintenance, and collaboration. For sake of training,
a smart and user-centric task assistance method is proposed, which combines deep
learning-based object detection and instance segmentation with wearable AR tech-
nology to provide more effective visual guidance with less cognitive load. In partic-
ular, instance segmentation using theMaskR-CNN andmarkerless AR are combined
to overlay the 3D spatial mapping of an actual object onto its surrounding real envi-
ronment. 2.5D or 3D replicas support the 3D annotation and collaboration between
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different workers without predefined 3D models. Therefore, the user can perform
more realistic manufacturing tasks in dynamic environments [25].

During the practice of the system upgrade, the redundancy of manufacturing
resources and the inefficiency in resource configuration are the major obstacles
to achieving satisfying value-creation within manufacturing ecosystems (ME). The
interaction model provides a self-organized production mode without human inter-
vention. The blindness, lag, and unfairness in the manual communication is elim-
inated by the Machine to Machine (M2M) interaction and automatic coordination.
An NLP-based machine learning algorithm is introduced for quantifying semantic
distance and measuring the differences between orders. Production resources can
be scheduled and managed autonomously and the order-based production processes
could be promoted seamlessly. An improved industrial ecosystem with automatic
decision making and self-organization for future intelligent manufacturing is real-
ized. The production cost is reduced by twelve percent the resource utilization rate
improved and its economic value demonstrated [26]. A similar concept for trustable
collaboration based on blockchain which utilizes customer views is shown in source
[27].

The remainder of this chapter is structured as follows: in Sect. 5.2, fundamentals
and problems concepts are illustrated. In Sect. 5.3, different gains ofmachine learning
are discussed. Two use cases in plant engineering are described in Sect. 5.4. Data
analysis is presented in Sect. 5.5, followed by discussion in Sect. 5.6. Finally, Sect. 5.7
summarizes the conclusions and outlook.

5.2 Fundamental and Problems Concepts

The current AI technologies, methods and procedures enable technical systems to
perceive and process the environment and to solve problems on their own. The
decision to solve problems is made from the learned information.

Machine learning is seen as a technological form of human ability in which the
system analyzes situations, understands and makes decisions. Today’s AI methods
are not intended to copy human behavior, but AI technologies are considered to
increase the effectiveness of individual processes. The important advantages of arti-
ficial intelligence are quality improvement [28], increase of process quality, time
and cost saving. The more structured the processes are, the better the AI systems can
be implemented, i.e. the current degree of autonomous decision-making depends
heavily on how independently the system controls the complex situations within the
defined system limits. The control of complex processes requires the knowledge of
experience. For simple decisions like if-then-decisions or simple control loops in the
field of automation technology no AI is needed. However, as soon as a solution is
sought for complex situations in the solution space with multiple unknowns, AI can
make an important contribution to solving the problem. The solution of a machine
learning system is limited to the space of data known to the system. A good example
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Fig. 5.1 Overview machine learning versus evolutionary algorithms

is the human being, as long as the child has not learned to walk upright, it cannot
walk upright.

If a solution is sought outside the known data solution space (solution covered
by the data), machine learning techniques are no longer the appropriate means to
solve the problem. In this case, problem solving algorithms such as Monte Carlo
Simulation, Evolutionary Algorithms can find better solutions. Figure 5.1 shows
the main characteristics and comparison of problem solving based on ML resp.
evolutionary algorithms.

5.2.1 When Is Machine Learning Used?

Machine learning is used whenever it is necessary to map standardized and repetitive
processes. By recording the individual repetitions, one gets a recurring image of the
same situation. In the last few years, neural networks have made great progress in the
area of image recognition (classification/location of the object), as the database is
becoming larger and larger and a situation can be viewed from multiple angles [29].
With the single view the AI system tries to recognize common features. The more
features available, the better the prediction of the system [30]. The visual recognition
of objects with AI is indispensable in the field of Industry 4.0 in many areas. An AI
system can increase the recognition rate very well, especially for quality assurance
in which, for example, components have to be inspected.

The implementation of AI systems in the area of structured data, especially
the construction of Digital Twins based on measurement series or simulation data,
requires an increased level of knowledge of the system that is to be represented by
an AI system. Classically, these models are currently created with toolboxes such as
MATLAB and DYMOLA. In an alternative case, the functions are modeled by using
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Fig. 5.2 Detailed comparison machine learning versus evolutionary algorithms

the individual software on the basis of the mathematical models and relationships.
The mathematical models then have to be validated in the subsequent step, which is
a time-consuming process.

A more detailed comparison Machine Learning vs. Evolutionary Algorithms is
illustrated in Fig. 5.2.

5.2.2 Where Are Evolutionary Algorithms Used?

For the solution of problems in the industrial environment, solution approaches such
as evolutionary algorithms or genetic algorithms, which are based on evolution, are
suitable. Here is an example from nature. Today we know the hare with long ears
and as a very fast and nimble creature. That was not always so. In the past, the brown
hare had short ears and not so strong hind legs. What happened? The hares with
short ears could not hear the enemy and were eaten by him. The hares with the weak
hind legs could hear their enemy with the big ears, but could not run away because
they were too slow. For thousands of years the hare got bigger ears and stronger hind
legs. Unfortunately, all other hares no longer exist. What has this now to do with our
algorithm. With the algorithm of the evolutionary algorithms exactly this paradigm
is represented. The individual steps are listed in Fig. 5.3.

An important difference to the classical solution approaches is that we do not
try to calculate the solution. Instead, we generate any number of solutions and then
evaluate these solutions. The procedure is:

1. Current accumulation of solutions. All solutions are called population.
2. Selection of the based on the previous evaluation. In the first run, there is no

selection because the solutions have not yet been evaluated.
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Fig. 5.3 Steps of the
evolutionary algorithm

3. Generation of new solution from base crossing and mutation of the still existing
solutions with each other. The deleted solutions are replenished by the new
solutions.

4. Evaluation of the solution with respect to the achievement of the goal by means
of a fitness function. The fitness function describes the goal achievement of the
solution with respect to the optimization goal.

5. Deletion of bad solutions based on the result of the fitness function.

Bad solutions are deleted again. Good solutions are retained. The mutation and
selection also save the last good actions for mutation and selection and executes
them again at the next step if necessary. With this procedure, the quality of the
solution slowly improves from loop pass to loop pass. To avoid the problem of the
quasi-optimal optimization point, completely new solutions are repeatedly created
and tested in the individual loops.

This type of problem solving is useful when I know my data set very well and the
solution has a lot of unknown quantities.
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5.2.3 A Combination of Several Methods of AI?

Especially, in the area of control of complex systems, there is no “AI system” that
solves all problems. In this case, a combination of several approaches from the field
of AI is used. For example, it is necessary to optimize the trajectory of several robots
in a welding cell. The problem is to solve multidimensional space (axes of the robot,
displacement on the floor, location, etc.). The first step is to create a Digital Twin
for each robot. This Digital Twin describes the behavior of the robot in different
situations as a function of time. The models of the individual robots are then used by
the optimization algorithm and the trajectory is optimized according to the defined
rules.

The following Fig. 5.4 shows the energy consumption of a 3-axis robot as a func-
tion of speed. The faster the robot travels, the higher the initial energy consumption
i.e. in the context of a CO2 neutral factory, energy peaks must be largely avoided in
the process, as this energy must be provided by large batteries or by the electricity
supplier.

Fig. 5.4 Energy consumption of a 3-axis robot
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5.2.4 Procedure for Creating a Behavioral Model/Digital
Twin

The creation of a Digital Twin on the basis of real data or simulation data is carried
out in the following steps (Fig. 5.5):

1. Selection of the data
The selection of data depends on the goal of the Digital Twin. If there are several
data sources to be used, clear references are required for correlating the data
with each other.

2. Preprocessing of the data
With the pre-processing of the data, the selected data is analyzed and searched
for recurring patterns or areas of particular importance. For the search, the data
can be visualized with different types of charts. Another way is to calculate
metrics. However, at the beginning it is recommended to visualize the data,
because humans can recognize patterns better visually. At the end of the step,
there is a consistent data set, which is used for model building.

3. Create behavior model/Digital Twin
In this step, the behavioral model/Digital Twin is created using AI methods.
The model is created using a well-known AI framework such as TensorFlow,
Pytorch, Coffee. Depending on the problem, a different type of network is used
[31]. If a function approximation is to be realized, MLP networks can be used.
For a classification, decision trees can be used. The better the data has been
prepared, the better the algorithms for calculating the model can approximate
the learned data sets. If the data set is inconsistent, that becomes visible in the
quality of themodel. The quality of amodel varies depending on the application.
How good a model has to be, becomes visible in the course of the validation
phase of the model. In this phase, the model is validated with actual data. If

Fig. 5.5 Principle schema of the workflow of the AI system to be developed
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the quality is too poor, the data must be reprocessed again in step 2 with the
new findings. Finally, the validation and quality check of the model can be done
on the remaining twenty percent of the customer’s raw data. In this step, too,
a-priori knowledge is introduced into the process.

4. Integration
In the last step, the model is deployed in the productive environment. As a rule,
the model gets an interface in the existing system environment. The system,
which uses the model, comes to a large extent from the specific characteristics
of the open-source framework like TensorFlow, etc. nothing with. During the
deployment process is to be examined the reaction time of the entire system.
Especially, if the model is integrated into a real-time control, the values have to
be checked carefully. However, the more hidden layers the model has, the more
computing power the model needs to calculate the values. If the model is set
productive, validations of the prediction quality of the model with the current
data stock are to be accomplished from time to time. If necessary, the model
must be further trained with new data sets.

Bymeans of correlation analyses as well as course comparisons between real data
and model data, possible optimizations of the physical system can be concluded, in
particular, when observing close to the limits of the working range: Saturation effects
in individual parameters or in the course of the time series or oscillation phenomena
indicate further optimization potentials.

5.3 Gains of Machine Learning

Many advantages can be identified formachine learning in the context of Industry 4.0.
However, one thing is clear: the following advantages can only be used if data from
production is already available in the necessary quality, quantity and consistency
[32].

5.3.1 Efficient Derivation of the Model Configuration Based
on the Data

The structure of the model is derived on the basis of the data analysis. For this
purpose, different types of models can be used depending on the application.

For a model based on a neural network, several parameters are responsible for an
optimal network (Table 5.2).

Only when all parameters are tuned, an optimal mesh of the desired quality is
created. For this purpose, the suitability of different classification approaches for
the selection of an optimal parameter combinatorics for the representation of the
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Table 5.2 Important parameters for configuring networks

Parameter First indications of the values of the parameters

Number of layers • Findings based on the correlation of
parameters with each other

• Number of data sets

Number of neurons per layer/structure of the
layers

• Findings based on the correlation of the
parameters to each other

• Adjustment based on the analysis of
discontinuities

Activation functions (Relu, tanh, Linear, etc.) • Adaptation based on the analysis of
discontinuities and the necessary run-time
behavior of the model

Optimization algorithm for calculation of
weights

• Fitting based on data structure, extreme value
analysis and number of degrees of freedom

• Evaluation function to evaluate the quality of
the result of the optimization algorithm

dynamics underlying the original system must be investigated or system cascade
must be selected during the development.

For the modeling not always a kind of the neural network is necessary. For
example, cascaded decision trees or the definition of a mathematical assignment
rule using the data structures on the basis of suitable criteria are often more useful if
the data in the analysis step produce a clear correlation.

5.3.2 Generating Behavioral Model Through Training
with Data

With the neural network, the behavior of the system is mapped virtually. By training
with the pre-processed input data, the system is enabled, for example, to permanently
approximate the course of functional physical dependencies.

In order to optimize convergence, learning rules such as Hebb rule, delta rule,
backpropagation, competitive learning, etc.—which always have certain advantages
and disadvantages depending on the concrete data structure and the underlying
model dynamics—must be selected on the basis of the preliminary data analysis
and combined with each other if necessary. Here, too, correlation analyses and the
identification of functional relationships between data structures and the suitability
of the learning rules must be used to define the optimal configuration of the system
training without specific data and information technology knowledge.

The neural network is trained on the basis of established 80–20 approaches.
The suitability of further nonlinear optimization functions must be checked in each
individual case and must be included in the network configuration (Fig. 5.6).

In the following, the parameters that have a significant influence in combination
with the parameters from the previous chapter are filled in (Table 5.3).
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Fig. 5.6 Optimal course of a learning curve in TensorFlow

Table 5.3 Important parameters for teaching nets

Parameter First hints

Batch Size • Adjustment based on the speed of convergence across training epochs

Loss function • Based on the learning progression across the eras visible

Optimization function • Analysis of the balance of the calculated weights of the first layers of
a mesh

5.3.3 Easy Validation of the Model

Due to the division of the dataset into 80% learning data and twenty percent vali-
dation data, an accuracy is calculated for the twenty percent of the validation data.
The deviation of the measured values compared to the calculated values is used as
a quality characteristic. Here the quality of several data must be checked and eval-
uated automatically, in order to ensure the durable suitability of the model for the
reproduction. A good model can predict all new/unknown values in the same way.
The accuracy over the new data remains constant [33].

If themodel has the necessary quality, the so-called test operation begins, in which
the system is initially integrated silently into the target system. Before the validation
period, the optimal weighting of the individual influencing factors, as well as the
mathematical structure of the accuracy cost function (quadratic measure, non-linear
function based on Lagrange operators…) must be defined for the correct evaluation
of the quality in the running operation.
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5.3.4 Optimization of the Real System Based on the Model

This virtual image of the system is the basis for the subsequent optimization
approaches. The virtual model is analyzed for anomalies in order to draw conclu-
sions about possible optimization measures for the system. Such anomalies are for
example saturation phenomena or asymptotic behavior in the time series. The math-
ematic structures can be directly assigned to corresponding system parameters on
the basis of the a priori knowledge introduced in the model. For example, to adjust
the closing time of a throttle valve or to optimize the amount of compressed air
introduced into a cylinder. Very simple automated procedures can now be used with
the digital twin to identify potentially significant sections.

5.4 Use Cases in Plant Engineering

In the following sections, two exemplary use cases from our practice are examined
in more detail.

5.4.1 Mechanical Model of a Pneumatic Cylinder

A pneumatic cylinder is mostly used when a translation is to be performed, such as
sorting goods on a belt into different containers. The travel speed of the cylinder,
depending on how much weight the cylinder has to move, correlates with the set
opening angle of the throttle valves for the two directions of movement (extension
and retraction). If the opening angle is opened too wide, the cylinder moves quickly
to its destination and a lot of compressed air is required. If the cylinder moves too
slowly, the process to be performed may not be carried out correctly. The cylinder
consumes little compressed air. Until now, the adjuster has largely set the opening
angle based on his feeling. As a rule, more compressed air was used here than was
necessary. With an AI system that maps the position and travel speed, it is possible
to optimally set the opening angle in the context of compressed air consumption and
process speed.With this approach, the cylinder is operated in the optimal range by the
adjustment and the lifetime is increased. If continuous monitoring of the component
is required, the model can be run as a digital shadow and a continuous comparison
between target and actual can be performed. If the target/actual comparison leaves
a certain tolerance band, an automatic check of the related component is initiated.
The model can be used in different simulation environments. If the model is used to
optimize compressed air consumption, the compressed air consumption is reduced
by at least ten percent (Fig. 5.7).
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Fig. 5.7 Course of a
pneumatic cylinder at
different opening degrees

5.4.2 Forecast Models Solar System

In the course of the climate neutrality of factories, the own generation of electricity
with a solar plant and its prediction of the generated power in connection with the
irradiation of the sun is indispensable. In the case of irradiation, the direct radiation,
which radiates directly onto the solar system, and indirect radiation, which is emitted
by the environment, are relevant for the calculation of the power output. Existing
mathematical models describe the direct irradiation very well. However, as soon as
the models have to predict diffuse irradiation, the environment in which the solar
system is installed becomes very important. In this case, models based on measured
data are twenty percent superior to mathematical models. A good side effect of the
model based on AI is that as soon as the performance of the solar system is no longer
correct due to overgrowth of e.g. grass/dirt, this fact becomes immediately visible
in the target/actual comparison. Finally, the predictive maintenance is included in
this model [34]. If the complete prediction chain of weather over solar system is
calculated, an improvement of ten percent with diffuse light comes out. With the
improved forecast, a significant contribution is made to the climate change in the
field of electricity generation (Fig. 5.8).
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Fig. 5.8 Course of a solar radiation (red) in relation to real (blue) and estimated (green) emitted
power

5.5 Data Analysis

Data analysis is the process of obtaining information from data. First of all, it
is directly about information about the available data stock, but based on this,
knowledge about the data stock can usually also be derived.

In a real data science project, there is usually a large amount of data available
and it is necessary to examine it with regard to a specific question in order to make
reliable statements on the basis of the data. First of all, however, the complete-
ness and correctness of the data itself must be doubted; data sets are generally not
to be regarded as trustworthy until they themselves have proven a high degree of
consistency in the analysis. Typical sources of error for faulty data are, for example,
defective or non-comparable sensors e.g. a sensor change can cause an offset shift.
But also changes in the underlyingmetrics when calculating derived values and espe-
cially human errors when compiling data sets. There is a ML-based technique for
data-driven fault detection to online handle nonlinear dynamic systems e.g. chemical
process [35].
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In the initial analysis of a data set, each value series is first considered sepa-
rately. Only then are correlations between the measured variables examined. Using
the measures of descriptive statistics, initial statements can be made quickly and
efficiently about the individual measured variables, such as the mean value and the
quartiles. Are minimum and maximum in the physically possible range at all or do
these indicate invalid values? Which statements do the moments of the curve make
about the distributions?

A human strength is the processing of visual stimuli, manymethods of explorative
statistics, finding correlations in data are based on the interpretation of graphs. For
individual measured variables, histograms or box plots provide compact information
about the underlying relationships in a clear manner. Even with a quick look at the
beginning and end of the data set at the same time, inconsistencies can sometimes
be recognized immediately.

In practice, the examination of data quality almost always reveals conspicuities
(as explored in Chap. 7). Data analysis projects should always be carried out in close
cooperation with the relevant departments. It often makes sense to take measures
based on the examination of individualmeasured variables, such as defining threshold
values for valid measurement ranges. Surprisingly often, even the simplest analyses
reveal points that were previously overlooked and deliver direct added value, quick
wins.

Sources of error also lie in information technology processing. For example,
non-existent values are mapped differently in different programming languages. The
correct distinction between the physical value zero and a non-existent value must be
checked in each case. The distribution of the existing values to the blanks gives infor-
mation about the data availability. This canhave serious influence on the data analysis,
if a sensor becomes “blind” under unfavorable environmental conditions [36], it will
systematically exclude critical measuring ranges. In addition to non-existing values,
the data types and the type conversions, which are sometimes performed automati-
cally by programs, are also a source of error. If these are not recognized at the input
and for example a part of the data receives another data type, these are not considered
with further computations. This leads to systematic distortions.

Once the basic work to ensure the general data quality for the individual measured
variables and their quantity has been done, comes the exciting part—finding corre-
lations in the data. Fast and efficient is the mapping in a so-called pair- or scatterplot
matrix. In this matrix, two variables are always plotted in pairs against each other,
correlations are often already visible in the first plot. In some cases, it is helpful to
consider only a part of the measured variables, also the data can be thinned out by
randomized sampling for better clarity. Color and type of markers are further means
to represent the information of more than two variables in one subgraph. Despite
the possibilities to condense the information, it makes sense to check all possible
correlations in an unbiased way and to compress them only later, for example to
communicate the final results. Data analysis should judge un-biased on the basis of
the data, the danger of confirmation bias should not be underestimated.

While the scatterplot matrix depicts the visual aspect of finding correlations, this
can be supported by specific statistical key figures such as the correlation coefficient.
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Once correlations are identified in the data, hypotheses can be neatly proven using
statistical tests. In practice, however, discussion with subject matter experts is often
useful and more goal-oriented at this point. As a rule, the basis for models to explain
the data can optimally be determined in joint expertise on the one hand from the
point of view of the findings of the data analysis developed so far and on the other
hand from the experience of the respective discipline. These behavioral models can
be used in the next steps to answer questions, for example, to create assistance [25]
or predictive maintenance [30] systems (Fig. 5.9).

Fig. 5.9 Pair plots of an axis robot
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5.6 Discussion

Artificial intelligence (AI) is becoming increasingly important in all areas of human
life. In the areas of voice control and chatbots, the use of AI is already indispensable
[2]. A big driver was the exploitation of existing data in the areas via social media
and the research of recent years in the environment [37]. For the classification of
images (recognition of texts, animals on pictures), the recognition rates are getting
better and better [38, 39]. Especially in the area of assistance systems for supporting
diagnoses in themedical field, the quality of the systems has also increasedmassively
in recent years [40].

In the area of manufacturing, first productive implementations have already been
successfully carried out. However, the topic of predictive maintenance is still waiting
for its broad breakthrough. The data basis for machine learning is only just being
established. The question that always arises here is what data and at what measure-
ment speed are necessary? The type of data depends on the question to be answered.
For a sufficientmodel, data from the following areas in a sufficient extent are required:

– Process data: The data generated by the manufacturing process, e.g. temperature
profile at a certain point in a press mold.

– Product data: The data describing the property of the input product(s) into the
process, e.g. viscosity of rubber in tire production.

– Plant data: Data describing the setting of the process in the equipment. In the case
of resistance welding, how high is the maximum current readjusted.

The above-mentioned advantages of ML are not intended to cover the pitfalls
which can occur primarily by use of not appropriate data [41]:

– Data Leakage: The problem of making use of data in the model to which a
production system would not have access e.g. in time series problems.

– Overfitting: Modeling the training data too closely and too specific causing the
low ability to generalize. This becomes more of a problem in higher dimensions
with more complex class boundaries.

– Data Sampling and Splitting: Train/test/validation sets must be independent
samples.

– Data Quality: Inconsistent, duplicate, and corrupt data needs to be identified and
explicitly handled (Chap. 7). It can contaminate the modeling problem and ability
of a model to generalize [42].

According to expectations, Digital Twins created with AI methods are on average
twenty percentmore accurate than classical models and require only 50 percent of the
development time. In a further step, the models can be used for any application, such
as validation of optimization strategies [43], the digital shadow [44], elimination of
sensors [45], which can be generated via the model, and much more.
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5.7 Conclusions and Outlook

This chapter provides a comprehensive insight into approaches for industrial Imple-
mentation of Machine Learning, in particular Deep Learning. As compared with
simple neural networks, deep neural networks are more robust and efficient in repre-
senting complex function and detecting features of the given input data [37]. Various
models and procedures can be trained usingmore than onemethod, so their efficiency
depends upon the domain in which they are used and the quality of the training data
used. Many open-source data sets are available as the training base for different
domains [11]. Hence the quality of the data set is a huge concern (Chap. 7). A brief
overview of the few subtopics and applications from manufacturing where ML can
be used is presented in this chapter. ML can be used in almost any domain of manu-
facturing, but the cost of the sophisticated hardware, in particular for the training, is
the inherent obstacle [37].

In the future, the creation of Digital Twins with AImethods will become prevalent
in order to achieve the goals set in connection with efficiency, autonomy, sustain-
ability. To achieve the next big advance, further developments of ML methods are
necessary [37]:

1. The current networks produce a singlefinal prediction for the input. For example,
an image is classified into either yes or no for a category. But sometimes, the
image is actually very confusing or damaged. In these cases, a network should
produce an entire set of possible outcomes.

2. Networks are trained on thousands of images to detect objects from images.
Current networks work on the structural properties of the objects. If generative
models are trained on the physical construction properties on objects, the results
will be much better.

3. Capsule architectures are the future of deep learning. The capsule architecture
is a better way for routing information from lower layers to higher layers.

4. Generative models such as deep convolutional generative adversarial networks,
these models are learning how the world actually looks like instead of
memorizing the examples.

5. As a mid-term vision of development, progressive neural networks are able to
learn continually by accumulating knowledge and transferring them to a new
domain. They are immune to catastrophic forgetting and can leverage previously
gathered knowledge from pre-trainedmodels via lateral connections and contin-
ually learn new tasks and thus has been shown to perform well in reinforcement
learning tasks [11].

Machine builders and operators use ML solutions to optimize their production
and to offer new data-based services. In order to identify the relevant relationships in
the data, these are analyzed using machine learning methods and models are devel-
oped for anomaly detection, classification or error prediction, among other things.
However, real-world approaches are rare to get the benefit of some of their lessons
and best practices. Taulli [46] presents one of them which starts with building of an
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implementation team. Data preparation as the first technical task is absolutely critical
providing strategies to improve the results. Subsequently, key steps are presented for
building an effective algorithm using the various AI platforms that help to streamline
the process. The deployment and monitoring parts of the AI process provide ways
to minimize the risks. Finally, handling of bias in models is also addressed.

Like other transdisciplinary approaches, Machine Learning has a societal impact
too and causes some ethical concerns [47]. ML, in particular Deep Learning, is often
comparedwithmechanisms that underlie the humanmind, and some scholars believe
that it will continue to rise at an unexpected growth and attract many more domains.
Fear arises that deep learning might threaten the very social and economic structures
that hold our societies together, by either driving humans into unemployment or
slavery. There is no doubt that ML and DL are super-efficient for many tasks. In
contrast, that are not universal techniques (even DL) which can solve all problems
and override all previous technologies. This learning technique still has limits and
challenges which prevent it from competing with the mind of a human being. Human
beings can learn abstract, broad relationships between different concepts and make
decisions with little information [48].

Such ethical concerns can be resolved by further research by inspiration drawn
from cognitive neuroscience and developmental psychology. Deciphering human
behavioral patterns may facilitate major breakthroughs in applications such as
enabling artificial agents to learn about spatial navigation on their own which comes
naturally tomost living beings [11]. In terms of theoretical contribution, two different
deep learning models can be integrated that can simultaneously provide two chal-
lenging tasks e.g. recognize the action of an operator and detect the object. In this
way, skill transfer inmanufacturing systems can be facilitated by adapting or learning
new skills for junior operators in a workshop [49].

Similarly, a dynamic clustering model can be designed for fault diagnosis in
a workshop using the proposed semi-supervised multi-spatial manifold clustering
method to recognize attribute clusters and aggregate new types. When new types
are added to this model, it is constantly updated to achieve the automatic evolution
of the knowledge base for the diversity of fault. A knowledge evolution model is
established by the generative adversarial network algorithm to achieve self-learning
and self-optimizing capabilities of the knowledge base. This method generates new
knowledge elements to optimize the clustering model [50]. It supports theories from
neuroscience that establish grid cells as a critical component for vector-based naviga-
tion. The latter can be coupled with path-based strategies to aid in navigation in chal-
lenging environments. Lacking scientific explanations of how humans solve complex
visual and auditory problems, a section of cognitive scientists have embraced deep
neural networks as models of human brain responses and behavior [11]. First of all,
such advances could improve the human–machine interface [51, 52]. Further appli-
cation reflects business processes reconstruction in order to systematically and fully
consider the quality correlations in finer-grain, i.e. task-level or activity-level, and
temporal performance in a process model optimization [53].
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Chapter 6
Object Recognition Methods in a Built
Environment

Josip Stjepandić and Markus Sommer

6.1 Introduction

As a longstanding, fundamental challenge in field of computer vision, object recog-
nition has been an emerging topic in the past decade. The goal of object recognition
is to determine whether or not there are any instances of objects from the given cate-
gories (such as machines, cars, humans, bicycles, animals, or plants) in given image,
video, or point cloud and, if present, to return the spatial location, orientation, and
extent of each object instance (e.g. via a bounding box). As the cornerstone of image
understanding and computer vision, object recognition forms the basis for solving
more complex or high-level vision tasks such as segmentation, scene understanding,
object tracking, image captioning, event detection, and activity recognition as well as
subsequent process simulation and animation. Object recognition discovers a wide
range of applications in many areas of artificial intelligence and information tech-
nologies, including robot vision, autonomous driving, security, quality assurance,
consumer electronics, human computer interaction, content-based image retrieval,
intelligent video surveillance, and augmented reality [1] which have relevance for
the Digital Twin.

With current digital trends and developments, a close interconnection between the
digital and the real world is necessary. Digital offering gets an even higher weight
and the market share of products and services which are not yet affected by digital
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transformation is dramatically decreasing [2]. This also applies if the built environ-
ment exists that has not yet or just partially been digitalized because it cannot be
included in a digital offering. One of the most frequent questions in the field of
digital transformation is how to handle the physical objects which do not exist as an
appropriate digital model. Such objects include complex long-living spatial objects
like machines and industrial equipment, in particular which are produced once and
used in operation and maintenance in a long period [3]. In the era of the Digital Twin,
which simultaneously comprises the description of the real and virtual product, the
requirement to make a virtual representation of any existing physical object is a
pre-requisite for further procedure [2].

In the past few years, a wide popularization was achieved in 3D distance measure-
ment equipment and low-cost 3D data acquisition devices (mobile phones, tablets,
Google Glass, Microsoft Hololens) based on digital platforms, which easily provide
dynamic 3Ddata in a satisfactory quality [4, 5]. Significant research and development
have been accomplished in contactless 3D measurement, 3D object reconstruction,
3D object localization, and 3D modeling based on the outcome of these devices
[6]. A great challenge still remains in how to transform semantic unstructured or
low-level digital data (e.g. a high-quality image, video, or point cloud) of an (indus-
trial) built environment in a compact, process-oriented digital representation which
can be seamlessly used for generation of Digital Twin [7–9]. This transformation of
acquired data lies in the focus of the research and development presented here.

In a rough industrial environment, which is accompanied with several environ-
mental, potentially negative impacts (dirt, dust, smoke, darkness, vibration), object
recognition is much more challenging than the simple detection of an obstacle in
the space: each object must be put in the exact position and get the right orientation
in space, and identification attributes [10]. In practical measure, object recognition
should replace a significant extent of the manual task (manual remastering) which is
tedious, time-consuming, inaccurate, and a source of mistakes (Fig. 6.1) [11]. Hence
it is also called reverse engineering because it creates the missing CADmodel of the
physical object [7].

While theDigital Twin is undertaken the frequent change of the geometrical shape
of an object, a high semantical and geometrical accuracy in the process of the data
acquisition is required to describe the object extension (shape) in the space [12].
Subsequently, the high-quality CAD data of all geometrical objects in all stages
of planning process are the pre-requisite for seamless downstream processes [13].
Therefore, the quality of data generated during the recognition process should be
comparable with the quality of data generated by standard, methodical, manual
engineers’ work.

Object recognition basically comprises multiple objects of different categories in
a scene (e.g. factory hall). The generic process of the object recognition is depicted in
Fig. 6.2. At first, an object must be acquired by an observation which can be done by
devices through various physical principles (photo, video, distance measurement) as
described in Chap. 4. Recognitionmethods with all basic principles will be described
further. In the next step, the features which can be identified in the scene must be
classified against a patterns database. The recognized features are integrated in the
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Fig. 6.1 Approaches for shape acquisition of physical objects

Fig. 6.2 Object recognition process [8]

next step to objects by using external features. By using environment knowledge, the
result of this process is the recognized object, based on a recognition accuracy.

Objects in a factory have some distinct external characteristics: some of them are
enclosed by a cover (e.g. machines), the others (e.g. pipelines) discover a distinct
dimension. Even if objects in the factory often touch each other, there is rarely an
overlap, but the visual occlusion is very common. From a geometrical point of view,
they consist almost exclusively of standard geometries with many prismatic parts.
This opens up the opportunity to combine the steps of classification and integration in
Fig. 6.2 by searching for and recognizing the entire objects rather than the individual
features which would be collected to an object further. This assumes that the external
shape of an object is distinctive enough and the object pattern database large enough
to ensure that the object can be always recognized.

Embedded in a working environment, the practical procedure can appear as
follows: instead of identifying the detail feature of each object, the identification
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of the corresponding CADmodels from a reference library and the transfer of geom-
etry and other object data (e.g. machine types) as modular objects directly from the
library [11, 12] to the design context can significantly reduce the scan times for a first
rough “prescan” of the production. At the same time, database reconciliation enables
the use of simpler and cheaper search methods [14]. After a specific object has been
recognized in the right position, its corresponding native CAD model can be used
in the downstream processes, e.g. material flow simulation to generate Digital Twin
[15].

The remainder of this chapter is structured as follows: in Sect. 6.2, the method-
ology for object recognition of semantic model is presented by distinguishing
between image, point cloud, and video-oriented methods. In Sect. 6.3, approaches
for point cloud generation as an input for object recognition are shown. Different
approaches for the test base are described in Sect. 6.4. The requirements for data
acquisition accuracy are highlighted in Sect. 6.5. Methods for point cloud processing
are described in Sect. 6.6, followed by the comparison of recognition methods in
Sect. 6.7 with the related application of methods in Sect. 6.8. Discussion and future
perspectives are presented inSect. 6.9. Finally, Sect. 6.10 summarizes the conclusions
and outlook.

6.2 Methodology for Object Recognition

Methodology for object recognition can be derived according to various criteria. The
most important criterion is the input data type. That can be an image, a video, or a
point cloud of an object or a scene.A further subdivision can bemade for certain input
data type. This includes the object representation and the type of experiment how
the sample results are achieved. A large test base is necessary for both the detection
of the progress in development of an object recognition method and comparison of
results achieved by different object recognition methods.

In the case presented here, the input data type is decisive for the structure of the
entire process chain from the initial data acquisition until generation of Digital Twin.
That is why it is covered in detail as the main criterion. The solution alternatives will
also be drawn.

6.2.1 Challenges in Object Recognition

The classification of the challenges in object recognition is illustrated in Fig. 6.3. The
ideal goal of generic object recognition is to develop general-purpose object recog-
nition algorithms achieving two competing goals: high quality and accuracy as well
as high efficiency. High quality recognition has to accurately localize and recognize
objects in images, point clouds, or video frames, such that the large variety of object
categories in the real world can be distinguished (i.e., high distinctiveness), and that
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Fig. 6.3 Summary of challenges in generic object detection [1]

object instances from the same category, subject to intraclass appearance variations,
can be localized and recognized (i.e., high robustness). High efficiency requires the
entire detection task to run at a sufficiently high frame rate with acceptable memory
and storage usage [1].

6.2.2 Image-Oriented Methods

We, as human beings, recognize objects through the recognition process in the brain.
The brain stores the patterns of individual objects. In humans the process happens
emotionally, an artificial system must extract the objects from the individual pixels
of the image.

In the case of a colour camera, each pixel represents a shot of the light the camera
receives from the direction of the object. The pixel has information about colour and
brightness for the area of the pixel. The colour and brightness depend on the angle
and type of illumination, as well as the reflection of the object. Strong changes of the
pixel values can be an indication for a transition from one object to another, gradual
changes indicate a change of the surface orientation (light cone).

For object recognition, a data collection of the objects to be recognized is required.
An image can be acquired with different systems such as colour, infrared cameras,
radar, or X-ray devices, etc. In the data collection the individual objects on the image
are annotated [16].

In object detection, the individual objects are detected with bounding boxes. The
recognized objects are to be assigned to types or classes of objects. An overlapping
of the individual objects or limitation frames is possible at any time [17]. The object
recognition is divided into two areas:

– Classification: With the classification the recognized object is assigned to a type
or class.
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– Object localization: Search for the recognized object in an image and determine
its position with a bounding box.

The following methods are used for object recognition.

6.2.2.1 Model-Based Methods

The edge detection identifies the object in an image based on the contours. An edge is
considered to be a strong change in color or brightness values. The larger the change,
the more intense the edge. By analyzing the alignment of the edges, the length of the
object in the image can be determined.

With active contours approach, an initial closed contour with defined properties
is searched in the image and the calculation process is started. The specifications
are optimized from the properties of the contour and from other properties of the
image (features). Known representatives of these active contours are snakes, finite
elements, and spring-mass models [18].

6.2.2.2 Appearance-Based Methods

For histograms, the distribution of intensity values of an object is calculated. The
course of the histogram is described by the respective object like a template. For the
recognition of the object the individual histograms are calculated and compared with
the known templates (Fig. 6.4). If the course of the histogram matches the course of
the template, the object has been detected [19].

The colorDHconsists of two parts the color histogram and geometric information.
The geometric information is generated by pixel color pairs with a certain distance
in the image space. The two pieces of information classify and describe the position
of the object in the image [19].

6.2.3 Point Cloud-Oriented Methods

When recognizing 3D objects, a further feature of the image-based methods is the
depth information for the recognition of objects. In the following some methods are
described as examples [20, 21].

6.2.3.1 Feature Based Methods

Feature-based methods are rest on the evaluation of the representations and are the
most common type of evaluation. These features describe 3D objects, i.e. several
features (descriptors and key point detectors, feature vector constructions) describe
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Fig. 6.4 Calculation of an image with convolution algorithms

the appearance of the object in space with its geometric features and shapes. There
are two approaches to consider features in a global or local context. In the global
context the combination of features in space must be unique, which means a high
demand on the calculation of features. However, there are cases in object recognition,
e.g. several similar objects, where the similar objects must be described globally with
unique features. The other way is to calculate features locally in a clearly defined
area in space. The features can then be calculatedmore accurately and better. A better
recognition is thereby ensured. To optimize the object recognition, both approaches
(global and local) are combined. First a coarse granular recognition of the 3D objects
in categories (e.g., machine, conveyor line) is performed. With the classification
into the category, local features for the recognized category are explicitly used for
this area. The result of the analysis of the local features describes the 3D object
completely.

6.2.3.2 View-Based Methods

The view-based methods capture the entire object in its appearance. An appearance
would be e.g. the outer edge of a chair in a room. The outer edge of the chair can
vary according to the angle of view of the object or even change completely, e.g.,



110 J. Stjepandić and M. Sommer

when the chair is viewed from below, the seat and the four legs of the chair can
be evaluated. I.e., if the 3D object is viewed from an unfortunate angle, the object
cannot be recognized if the recognition algorithm does not know the pattern of the
progression. In this case there are two methods to improve the recognition rate.
Analyzing the object with the best views and assigning these patterns to the object
for recognition. Another method is to analyze the object from several views (15°
each) and assign several patterns to the object. In the case of the chair, the method
involves extracting the necessary properties. The chair is still a simple case. If the
3D objects become more complex, combined methods between feature-based and
view-based methods are used very quickly to increase the efficiency and recognition
rate.

6.2.3.3 Graphs

The graph is an abstract structure in graph theory, in which a set of properties and
their connections to each other are described. The properties are called nodes (also
corners) of the graph. The connections between properties are called edges. The
edges have two characteristics: directional and non-directional. In the representation
of graphs, the nodes are shown as points and the edges as lines [22].

The different properties of the point cloud are extracted, classified and arranged in
the graph (Fig. 6.5). The graph describes the object to be recognized by the individual
dependencies of the properties on each other. With this approach also 3D objects can
be recognized, which correspond to less than 90 percent of the known object.

Fig. 6.5 Graph display to distinguish between Dog and Sheep with the same properties for the Leg
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6.2.4 Video-Oriented Methods

A video is a sequence of images and describes the object to be recognized. With this
description of the object, the individual images cannot be analyzed individually. The
temporal component is added to the analysis. In addition, a video can be viewed as
a sequence of individual snapshots of the environment. For the analysis of the video
two areas are used. The known area from image-based object recognition and the
analysis of the change of the object over the single images. An object does not only
have to be filmed by one camera, several different cameras can be used at different
angles. The image sequences of the individual cameras have to be synchronized with
each other in order to merge the angles of view later [23].

6.2.4.1 Globalshutter Versus Rollingshutter

CMOS sensors with global shutter enable sharp images for image processing, since
each pixel is exposed simultaneously. In contrast to rolling shutter sensors, which
perform exposure sequentially by line, column or pixel, not all pixels are exposed
at the same time. The exposure time for an image extends over a frame period (one
per frame rate) until all pixels on the sensor were light sensitive. If an object or the
recording camera moves very fast, distortions are visible on the images. Especially
if the exposure time (e.g., in dark environments) is very high, the distortion becomes
more visible in the image. Rolling shutter cameras are not suitable for an efficient
evaluation of the images and deteriorate the results for further analysis of the image
right from the start. In the end, several images merge into one image, which makes it
difficult to identify the objects clearly over time. Subsequent algorithms have to take
this fact into account and react tolerantly to inconsistencies at this point. Especially
in the field of feature extraction, a consistent acquisition of the individual images is
the basis for a very good feature recognition with a Global shutter sensor [24].

6.2.4.2 Feature Tracking

Feature recognition is used to extract individual features from the images. The
features can be extracted using well-known extraction algorithms such as SIFT,
ORB, etc. All these algorithms calculate a point with a corresponding descriptor.
The descriptor describes the environment of the point. Both properties have to be
calculated in a way that the same point respectively descriptor gives the same value
from other angles. With this property points respectively descriptors can be tracked
over single film sequences. However, it is not important to find many factors. It is
important to recognize the features clearly over many images of a video sequence.
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6.2.4.3 Pose Graph

The pose graph is the movement of the camera over the individual images in space.
The coordinate system starts at the point 0,0,0 with the first image of the video
system. By tracking at least ten or more similar features (point or descriptor) over
the individual images, the position of the camera in space and the image direction is
calculated. The pose graph also describes the relationships of the individual images
to each other. The more points can be used for the calculation, the more reliable
the position in space can be determined. A thin cloud of points results from the
pose graph and the recognized feature. To improve the pose graph, maps are used to
detect recurring images. If an image is recognized, the already calculated pose graph
is recalculated in the context of the recognized image. This is then called a closed
loop [25].

6.2.4.4 Depth Maps

The individual depth maps are initially calculated from the pose graph, i.e., every
connection between two nodes in the graph creates a depth map. The more depth
maps we generate from one viewing direction to an object, the more we can optimize
the depth maps to each other. The depth maps are combined with the images from
the video film [25].

6.2.4.5 Object Recognition

The steps feature extraction, (Pose Graph or Depth Map leading to a 3D Image)
generate a lot of information about the object (Fig. 6.6). The more information we
have about the object to be recognized, the more possibilities we have to clearly
recognize the object in space. Especially the image and video-based methods show
advantages in the evaluation of the images. By adding depth information to the
video-based methods, the object can be recognized even more selectively [25].

6.3 Approaches for Point Cloud Generation

In general, the input for 3D reconstruction techniques is the output of data collection
devices as described in Chap. 4. If it is intended to conduct the object recognition
based on the point cloud of the corresponding objects, as for generation of Digital
Twin presented here, it is necessary to prepare the input data generated by different
types of cameras and scanners.
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Fig. 6.6 Pose graphs with point cloud of an indoor scene

In this section, the processes of generating point clouds from monocular images,
stereo images, and video frames as well as methods used in these processes are
presented. Since the outputs of laser scanners are point clouds (beside auxiliary
images), a generation of point clouds is obsolete [10]. A generic process flow for
different types of input data is illustrated in Fig. 6.7 on the left-hand side. Distinction

Fig. 6.7 The framework of 3D reconstruction techniques in engineering [10]. Note 1-generated
from monocular cameras; 2-generated from a video camera with monocular camera; 3-generated
from binocular cameras; 4-generated from a video camera with binocular cameras; 5-the step is
not mandatory in some cases; 6-sub-steps here are not mandatory, and which sub-steps are needed
depend on the application requirements and the quality of the point clouds



114 J. Stjepandić and M. Sommer

is made between monocular and stereo images respectively video frames in the
following way:

1. Generated from monocular camera;
2. Generated from a video camera with monocular camera;
3. Generated from binocular camera;
4. Generated from a video camera with binocular camera.

Processing of point clouds is described in Sect. 6.5.
The block named Structure for Motion (SfM) comprises the five mandatory steps

for all types of cameras: feature extraction, feature matching, camera motion esti-
mation, sparse 3D reconstruction, and model parameters correction which yield a
sparse point cloud as the result. In case of a monocular camera, an absolute scale
recovery may become necessary (note 5 in Fig. 6.7). In case of binocular camera,
an initial camera calibration is necessary. While sparse cloud is used to detect which
image pairs are overlapping (by sufficient number of common valid tie points), the
dense point cloud comprises the depth maps for such overlapping pairs which were
merged together.

Subsequently, a dense 3D reconstruction follows with a dense point cloud as the
result which is input for the point cloud processing, e.g. object recognition (further
description in Chap. 8). The aim of this step is to recover the details of the scene, by
using the images of a certain scene, the intrinsic and extrinsic parameters of cameras
for each image after model parameters correction and the sparse point cloud obtained
from the previous step to generate a dense point cloud.

6.4 Test Base

A critical aspect in the procedure for object recognition is the proper test base. To
train a deep 3D shape representation with a significant intra-class variance requires a
large collection of 3D shapes. Since this requirement usually appears in every object
recognition project, there are a limited number of datasets that can be used to train
and test 3D object classification methods for indoor and outdoor applications [26].
No international standard is known on this area at this time. Many CAD datasets,
created in the past decade, were limited both in the variety of categories and the
number of examples per category. These data sets can be used to train the classifier.

However, the publicly available data sets are synthetic and too general for indus-
trial applications. Hence, such a test base will never fully fit the specific problem.
Accordingly, appropriate training with suitable training data is essential. It is neces-
sary to build-up an own object library with additional objects and train the object
recognition framework with them. This is the only way to achieve high accuracy and
low overfitting at the same time [27]. Table 6.1 shows a brief list of frequently used
3D data sets: ModelNet in two splits, ShapeNet and Sydney Urban Objects. Their
focus lies on the object recognition of single objects.
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Table 6.1 Popular 3D data
sets that focus on studying
individual objects along with
their number of samples and
classes [26–28]

Data set #Samples Categories Classes

ModelNet10 4,899 10 10

ModelNet40 151,128 660 40

ShapeNet core 51,300 – 55

Sydney urban objects 631 – 14

Here the data set ModelNet [26] is one of the most used for the research of 3D
object recognition. It contains two splits, ModelNet10 and ModelNet40, which are
used to classify household items such as chairs and desks as well as industrial objects
like airplane and car [28]. ModelNet is used today for the basic assessment of new
recognition approaches.

Princeton ModelNet library provides researchers with a comprehensive clean
collection of 3D CAD models for objects. To compose ModelNet, 3D CAD models
from 3D Warehouse, and Yobi3D search engine indexing 261 CAD model websites
were downloaded. Common object categories were queried from the SUN database
with more than twenty object instances per category, removing those with too few
search results, resulting in a total of 660 categories. Once a vocabulary for objects
was established, 3D CAD models belonging to each object category were collected
using online search engines by querying for each object category term. Then, human
workerswere hired tomanually decidewhether eachCADmodel belongs to the spec-
ified categories, using an in-house designed tool with quality control. The authors
then manually checked each 3D model and removed irrelevant objects from each
CAD model (e.g, floor, thumbnail image, person standing next to the object, etc.)
so that each mesh model contains only one object belonging to the labeled cate-
gory. Unrealistic (overly simplified models or those only containing images of the
object) and duplicate models were also discarded. Compared to a previous bench-
mark, which consists of 6,670 models in 161 categories, the new dataset is 22 times
larger containing151,1283DCADmodels belonging to660uniqueobject categories.
Finally, ten popular object categories were chosen, to obtain a very clean dataset and
manually deleted the models that did not belong to these categories. Furthermore,
the orientation of the CAD models for this ten-class subset were manually aligned
as well. The ten-class subset and the full dataset are available for download [26, 28].

ShapeNet is a richly-annotated, large-scale repository of shapes represented by
3DCADmodels of objects. It contains 3Dmodels from amultitude of semantic cate-
gories and organizes them under theWord-Net taxonomy. It is a collection of datasets
providing many semantic annotations for each 3D model such as consistent rigid
alignments, parts and bilateral symmetry planes, physical sizes, keywords, as well
as other planned annotations. Annotations are made available through a public web-
based interface to enable data visualization of object attributes, promote data-driven
geometric analysis, and provide a large-scale quantitative benchmark for research
in computer graphics and vision. ShapeNetCore is a subset of the full ShapeNet
dataset with single clean 3D models and manually verified category and alignment
annotations. It covers 55 common object categories with about 51,300 unique 3D
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models. The twelve object categories of PASCAL 3D+, a popular computer vision
3D benchmark dataset, are all covered by ShapeNetCore [29].

The fourth dataset, SydneyUrbanObjects, is a small point cloud dataset. The point
cloudsweremeasured by aLIDARsensor that examines an urban environment. There
are 631 individual scans of objects across classes of vehicles, pedestrians, signs, and
trees. In contrast to the other datasets mentioned above, the data is taken from reality
and is thus filled with noise. It aims to provide non-ideal sensing conditions that
are representative of practical urban sensing systems, with a large variability in
viewpoint and occlusion. This, however, comes closer to the real application case
and is therefore preferred [30].

6.5 Impact of Data Acquisition Accuracy

Prior to each process andmethoddevelopment, a detailed analysis of the requirements
for accuracy of processed data is necessary. As described in Chap. 4, the selection
of the dedicated scanning device and procedure determines the entire process of
the object recognition. It has a significant impact to the result, quality, accuracy
of recognized objects, and process time. It is, however, recognized that the non-
measured or missed points, features, or building parts remain an open problem, e.g.
in case of occlusion or areas in shadow (for example on the roof).

Although various parameters have been proposed, the twomost common parame-
ters for point cloud data quality are accuracy and spatial resolution which determines
the density of the point cloud [31]. The parameter accuracy measures the ranging
precision of each single point. This is mainly determined by the hardware perfor-
mance of the equipment as well as the data acquisition parameters [7]. No benchmark
for accuracy of scanning devices (scanner, camera) is known at this time.

The other parameter, spatial resolution, measures the spatial density of point
cloud data. It is mainly determined by the data acquisition parameters. In some
cases, coverage is mentioned as another parameter of point cloud data quality [7].
The determination of parameters for point cloud acquisition is necessary to fulfill the
required data quality and to carry out the acquisition in a time-effective manner [7].

Each factory and each building have their own history and life cycle. Most
commonly, the status “as-built” is poorly documented and must be thoroughly
captured with a sufficient accuracy in case of change, reorganization and retrofit
[10]. Objects in the factory have various extensions and are as components built with
different accuracy requirements. Nevertheless, the object recognition in the approach
presented here is conducted with a constant accuracy for all objects in a scene [11].

The point cloud quality was addressed in three ways, by defining levels of quality
parameters, by evaluating the quality parameters of a point cloud, and by defining
parameters of a scanning plan in order to achieve a desired level of quality. The U.S.
General Services Administration (GSA) published guidelines for the solicitation of
3D imaging services and evaluation criteria to ensure that the specified requirements
for the deliverables are met (Table 6.2) [32].
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Table 6.2 Data quality
definitions introduced by
GSA [32]

Level of detail Level of accuracy
(tolerance) [mm]

Minimum artefact size
[mm]

Level 4 ±3 13 × 13

Level 3 ±6 13 × 13

Level 2 ±13 25 × 25

Level 1 ±51 152 × 152

Table 6.3 The accuracy of
the outputs of 3D
reconstruction techniques
[10]

Inputs Outputs Objects Dimension
differences
(mm)

Monocular
images

A dense point
cloud

Indoor space 1.4

Outdoor space 2.7

A school
building

107

An elecrical
substation

7.1

Cracks 0.34

Dense point
clouds

Buildings 20

A mesh model A column 7

Video frames A sparse point
cloud

A construction
site

4.7

Point clouds
from laser
scanners

A point cloud Roads 6

Pipelines of
MEP systems

4

A mesh model Walls 43.6

A geometric
model

An interchange
bridge

190

Road junction 5

Pipelines of
MEP systems

3.8

Four arbitrary levels of detail (LOD) have been defined, ranging from minimum
artefact size of 13× 13 mm to 152× 152 mm, and the level of accuracy (LOA) from
3 to 51 mm (Table 6.2). The LOD correspond with areas of interest, LOD 1 with the
total project area, LOD 2 with the building, LOD 3 with a floor, and LOD 4 with a
room or artefact [32]. Therefore, our focus lies on artefacts with level of detail four
to two.

Ma and Liu have conducted an exhaustive survey of results published in journals
[10]. The dimension differences of the outputs of 3D rebuild techniques range from
a fewmillimeters to a few centimeters, as shown in Table 6.3, which is acceptable for
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the cases where their application requirements for accuracy are not high. Generally,
point clouds from laser scanners have high accuracy, and they are taken as ground
truth to determine the accuracy of point clouds generated from monocular images,
stereo images, and video frames [10]. The values determined lie within the limits in
Table 6.3.

In the current state, the point cloud is created with a highmanual effort. The expert
knowledge and experience of the engineers is also needed here. On the one hand, the
collection of insufficient data makes a model useless for the intended application.
On the other hand, the collection of too much data requires more time and effort and
leads to redundant data. Accordingly, it is important to find a suitable degree and
to determine the required quality of the point cloud for each specific application (s.
Chap. 2).With this, the acquisition of point cloud data can be facilitated [7]. By using
a modern terrestrial scanner, a single scan with subsequent automatic registration
takes approximately twelve minutes. For a hall with 1.000 m2, up to 25 scans from
different positions are necessary.

It is worth to note that depending on the object recognition framework the 3D
meshes are often converted into voxel s because they can be convolved like any other
tensor. Estimating the voxel orientation in addition to the classification performed
can improve the overall results [33].

6.6 Methods for Point Cloud Processing

The rough point clouds of scenes in a factory, gained either by scans or from images
and videos with subsequent dense point generation, cannot be used directly for the
object recognition objects for several reasons. Such a point cloud contains false
or undesired information, e.g. surroundings or reflections by large glass surfaces.
Therefore, the point cloud preprocessing (as marked by note 6 in Fig. 6.7, on the
right-hand side) is necessary to provide a point cloud model for seamless further
processing, e.g. object recognition.

Four transforming steps are needed to make the point clouds of a scene meet
the application requirements: point cloud preprocessing, mesh reconstruction, point
cloud segmentation and point cloud modeling. The algorithms and methods used in
each step and sub-step are shown in Table 6.4.

6.6.1 Point Cloud Preprocessing

The aims of the step are to prepare the point cloud gained by a device (scan, camera)
for further processing in several transformation and translation steps by provision of
point clouds with high quality for downstream operation. Generally, the step contains
four sub-steps, i.e. registration, noise filtering, outlier removal and down-sampling.
It deserves to explain that which of the four sub-steps are needed depends on the
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Table 6.4 Algorithms and
methods used in for
processing point clouds [10]

Steps Sub-steps Algorithms and
methods

Point cloud
preprocessing

Registration Iterative Closest Point
(ICP)

Noise filtering Removing points
manually

Outlier removal Removing points
manually, RANSAC

Down-sampling Point spacing strategy

Mesh
reconstruction

– Poisson surface
reconstruction (PSR)

Point cloud
segmentation

– Region growth

K-means clustering

Voxel-based algorithm

Hough transform

RANSAC

Point cloud
modeling

– Obtaining the
dimensions of objects

application requirements and the quality of the point clouds. For example, if the
application requirement is a combined point cloud and the existing point clouds are
separate, then registration is requiredwhichmerges two point clouds into a consistent
point model by a spatial transformation [10].

Typically, the algorithm used for registration is the iterative closes point (ICP)
algorithm, which estimates the rigid transformation between two point clouds iter-
atively by minimizing the distance between matched points [10]. Modern scanner
provides an automatic registration function. In some cases (e.g. distance between
two scanner positions is too large or significant occlusion) the registration must be
done manually by a point cloud editor.

Point clouds obtained from Sect. 6.3 incorporate not only the points from the
objects of interest, but also the points from surroundings (also known as noise points)
and outliers as shown in Fig. 6.8. Noisy data makes impossible applying key point
detection and feature extraction techniques. The non-desired reflections of objects in
an office happened on large glass surfaces (Fig. 6.8 left-hand and bottom side). The
process of removing noise points and outliers are noise filtering and outlier removing
respectively. Generally, the algorithms and methods used for noise filtering can also
be used for outlier removing and vice versa, because noise points and outliers are all
unwanted points and they are not from the objects of interest [10]. The algorithms
and methods used for noise filtering and outlier removing include removing points
from surroundings manually and by using random sample consensus (RANSAC).

In addition, point cloud registration makes overlapped regions denser, which
will make the data handling difficult and, thus, reduce the efficiency of subsequent
processing. By down-sampling such problems are resolved. The algorithm generally
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Fig. 6.8 The rough output of the scan procedure in an office [11]

used for down-sampling is point spacing strategy, which can reduce points in dense
regions. In the method, as an algorithm, a point cloud is arranged into voxels (3D
grid cells) with equal sizes and points in every single 3D grid cell containing at least
one point are reduced until requirements met [10]. After this step, the data volume
of a data set is reduced by factor five to ten respectively which yields much easier
handling and shorter lead time without losing accuracy.

6.6.2 Mesh Reconstruction

The aim of the step is to generate a mesh model of the object of interest by using the
point cloud obtained from previous step in cases when the object recognition does not
directly process the point could. Typically, the algorithmused formesh reconstruction
is Poisson surface reconstruction (PSR), which reconstruct a watertight, triangulated
approximation to the surface of the object according to its point cloud. The output
surface mesh is generated by extracting an iso-surface of this function. Starting with
unorganized point cloud data, unexpected triangles, such as holes and slits, may be
generated during mesh surface reconstruction [10]. To repair the mesh holes that
can easily be generated by the Poisson surface reconstruction algorithm, an iterative
postprocessing algorithm for patch generation is used, which also reduces the amount
of reconstructed mesh data.

Mesh reconstruction is beneficial further. It is necessary for some application
requirements due to two reasons:

(1) Compared to dense point clouds, meshmodels obtained frommesh reconstruc-
tion are the better choice for visualization of the objects of interest;
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(2) Mesh models can be used for subsequent applications, such as crack detection
or voxelization [10].

6.6.3 Point Cloud Segmentation

The aim of the step is to segment a point cloud and obtain the points of the objects
of interest. Point clouds are classified into multiple homogeneous areas, the points
in the same region will have the same properties. The segmentation is challenging
because of high redundancy, uneven sampling density, and lack of explicit structure
of point cloud data. Although algorithms used in publications differ slightly from
each other, the algorithms used for point cloud segmentation can be classified into five
categories based on their design mechanisms (Fig. 6.9): edge-based, region-based,
attribute-based, model-based and graph-based methods.

However, in general, there are twobasic approaches. Thefirst approachuses purely
mathematical model and geometric reasoning techniques such as region growing or
model fitting, in combinationwith robust estimators to fit linear and nonlinearmodels
to point cloud data. This approach allows fast running time, achieves good results in
simple scenario. The limitations of this approach are it is difficult to choose the size
of model when fitting objects, sensitive with noise, and not working well in complex
scenes. The second approach extracts 3D features from point cloud data using feature
descriptor, and uses machine learning techniques to learn different classes of object
types, and then uses the resultant model to classify acquired data [34].

In complex scenes, the machine learning techniques will outperform techniques
purely based on geometric reasoning and, thus, should be preferred. The reason is due
to noise, unevendensity, occlusions in point clouddata, it is very difficult tofind andfit
complicated geometric primitives to objects. Although machine learning techniques
give better results, they are usually slow and rely on the result of feature extraction
process [34]. An important information that has been neglected in the development
of 3D point cloud segmentation algorithms is integration of contextual information,
e.g. assignment to dedicated object groups: building, machines, pipelines, etc..

Fig. 6.9 Taxonomy of 3D point cloud segmentation methods [34]
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Fig. 6.10 Object recognition in detail [11]

6.6.4 Point Cloud Modeling

The aim of the step is to generate a geometric model of the object of interest by using
the point cloud segment obtained from the previous step. Basically, there are four
ways to create a model (Fig. 6.10):

(1) Identification of an annotated model (or object) and its position,
(2) recognition of a non-annotated model (or object) from a model library and its

position,
(3) recognition of the singular features of a model and the composition of the

model itself by recognition of several features in the right position, and
(4) the recognition of “dumb” objects by manual remastering of a model using a

point cloud segment.

It is worth to note that some portions of point cloud remain not recognizable.
For identification of annotated model (or object) a complex procedure based on

scanning is not necessary. It is applicable for new, well-documented objects only.
For recognition of a non-annotated object an appropriate method as described in
Sect. 6.3 with accompanied model library is necessary. This will be described in the
following sections.

In order to generate a geometric model (variants 3 and 4 in Fig. 6.10) of the object
of interest, it is essential to obtain the model parameters based on the results of point
cloud segmentation. Generally, the method used for obtaining model parameters
is obtaining dimensions of objects and applying the modelling functions of CAD
systems. In contrast to models which consists of the features (e.g. pipeline), several
objects have not a fix form (e.g. flexible pipelines) and, thus, must be explicitly
modeled as “dumb” models.

For example, the geometric model of a pipeline of a mechanical, electrical, or
plumbing (MEP) system is regarded as a collection of cylinder segment with connec-
tors and thus the radius is one of its model parameters. The radius can be obtained by
computing the shortest distance from the centerline to the point cloud of the pipeline
obtained from point cloud segmentation, or by projecting the point cloud of the
pipeline onto a plane perpendicular to the centerline of it to generating a resulting
circle and computing the radius of the circle [10]. With the model parameters, a
geometric model of object of interest can be easily generated.
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Although both the mesh models and the geometric models can be used for object
visualization, the former can be used for representing crack based on its triangle
mesh, while the latter cannot, because a crack can hardly be represented by using a
geometric model. Furthermore, most CAD systems can use a point cloud as a passive
(reference) geometry with a reduced functionality. However, such models can be
used in the downstream processes because simulation modules require high-quality
feature models.

6.7 Comparison of Recognition Methods

After in Sect. 6.2, the classification of methods for the recognition of a dedicated
object in a section of a factory were presented, the focus in this section, however,
is constricted to the recently developed Deep Learning (DL) techniques based on
point clouds [24]. This trend is heavily supported by development of lidar devices,
as a cheap, efficient, and rapid remote sensing technique. Deep learning, through an
end-to-end model, directly performs a nonlinear transformation layer by layer on the
original input from a lower level to a higher level. Hence, it can automatically extract
the information contained in massive data, which greatly simplifies the learning
process [35].

Basically, two different approaches can be used for objects recognition in point
cloud data gathered with a scanner: point-based and voxel-based (after the transfor-
mation of point cloud into a regular structure). However, there are certain difficulties
in using DL to process 3D point clouds [36] which must be considered:

– The point cloud is not in a regular format. Unlike an image, a point cloud is a
set of points distributed in space. Hence, it is non-grid data. However, typical
convolutional architectures can merely deal with highly regular data formats, and
it is, therefore, hard to use Convolutional Neural Networks to process raw point
clouds [35].

– One natural and naive representation of point clouds is set, which is unordered,
irregular, and sparse, making its understanding difficult [37]. There are various
orderings of points, indicating that there are many matrix representations of a
particular point cloud. Therefore, adapting the changes of how the waypoints are
arranged is a problem in point cloud processing [35].

– Three-dimensional point clouds normally contain only the spatial coordinates of
points, lacking rich textures, colors, and other information.

To resolve these disadvantages, point clouds can be translated into voxels for
further processing, although it yields high computational complexity. These opera-
tions are still based on sparse volumes, and it is challenging to deal with large-scale
problems. However, this process chain pre-requisites several formal rules and quality
of point cloud as described in previous Sects. 6.5 and 6.6. There are two downsides
to voxels. First, 3D meshes and point clouds only encode the surface, so most of the
voxels in a sample are zero valued. Second, the dimensionality of voxels increases
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cubically, which is why most applications keep the dimensionality small (e.g. 32
× 32 × 32), which eliminates most fine details [38]. Therefore, the voxelization
reduces the differences between two similar objects with almost equal extension.
For this reason, the distinction of two almost identical objects with small differences
could be a serious issue and must be considered [39].

Based on an exhaustive literature survey, several recently developed object recog-
nition approaches were selected and compared [27]. Themost interesting approaches
and their main characteristics are shown in Table 6.5 [39]. For the sake of complete-
ness and comparison, two image-based approaches (3DShapeNets andObjectNet3D)
are also added at the bottom of this table [40]. Geometric shape descriptors (Prin-
cipal Axle Descriptor [41] and Variational Autoencoder [42]) build a vector and
search for similar objects in a library. G3DNet [33] and PointNet [43], as point-based
methods, have a graph-based DL architecture that is used in 3D object classification
and segmentation. Learning permutation invariance feature directly from raw 3D
point clouds using deep neural network is a trend, which are effective and compu-
tationally efficient. In contrast, a 3D detection framework (VoxNet [44], VoxelNet
[45], LightNet [46]) transforms the point cloud into voxels that each contain a small

Table 6.5 Main characteristics of different approaches for object recognition [39]

Approach Input Frame-work Open
source

Test
Data

No.
Params

Augmentation Accur.
%

Published
in

VoxNet Voxel Theano/Lasagne Y MN
40

0.92 M 12 rot 83.00 2018

Principal
Axle
Descriptor

Voxel Scikit-Learn N Own N/A 93.18 2018

VoxelNet Voxel Tensor-flow Y KITTI 12 rot 89.35 2018

G3DNet Point
Cloud

Tensor-flow Y MN
40

N/A 91.00 2018

PointNet Point
Cloud

Tensor-flow Y MN
10

80 M N/A 77.60 2017

FusionNet Voxel
+ Pixel

Caffe N MN
40

118 M 60 rot 90.80 2016

NormalNet Normal
vector
+
voxel

Tensor-flow N MN
40

6.5 M 20 rot 88.80 2019

Variational
A-encoder

Voxel Theano/Lasagne Y MN
40

18 M 24 rot 88.98 2016

LightNet Voxel N MN
40

0.3 M 12 rot 88.93 2018

3DShape
Nets

Depth
Map

N MN
40

38 M 12 rot 77.30 2015

Object
Net3D

Images Y Obj
Net

98.90 2016
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amount of points. It produces bounding boxes based on the features of the voxels.
Finally, a combined approach, called FusionNet [47], uses both volumetric and pixel
information to recognize 3D objects. A similar approach with face normals is used
by NormalNet [47].

The rough overview in Table 6.5 shows disparate characteristics of pre-selected
approaches, in particular the handling of augmentation. An accuracy in range of
ninety percent based on ModelNet data sets can be expected at general. A ranking
could be made based on more specific criteria. Apart of the extension of training data
set to make it more representative, a trend for further improvement is not apparent,
although few approaches were made open access in order to provide a platform for
further development by developer community. Evidently, no method has yet been
able to fulfil the promise of comprehensive semantically-rich building information
model (BIM) creation [49]. The combination of two parallel, different approaches in
one application to prevent overfitting may be a considerable, pragmatic option [39].

As practiced in many areas (autonomous driving, robotics, surveillance, or
human–computer interaction), the real-time processing and recognition is an achiev-
able option, but the expense for training can be hardly pre-estimated. The number
of parameters indicates the necessary time for training. Important pre-requisite for a
successful object recognition process is the availability of all relevant objects in the
training database.

6.8 Application of Methods

In the variety of the object recognition methods presented here, it is necessary to
select one or a few for practical use to generate the Digital Twin. Additional methods
as illustrated in Fig. 6.10 must be also considered as support for not recognizable
objects. Deep learning with 3D data has not been researched nearly as much as
it has been with images. In comparison to object recognition methods based on
images or depth maps (e.g. Object Net3D [40]), which achieve an accuracy of almost
hundredpercent for object detection, 3Dpoint clouddata-basedmethods alreadyhave
achieved higher accuracy in object localization, still require further development in
area of object detection and provide higher potential formany applications (e.g. harsh
environments).

By taking a closer look at the concrete results (see normalized confusion matrix
in Fig. 6.11), it can be observed that the accuracy of 90% is probably more than
sufficient in most cases, while considering the supporting measures (e.g. generation
of the bounding box) that contribute to improving the overall results [46]. Based on
ModelNet10 data set, for each object a high accuracy can be calculated. In contrast,
for alternative (respectively wrong) objects maximal achieved accuracy is 0.12.

Convolutional Neural Networks (CNN) require the large size of datasets for
training, which is the crucial challenge for industrial applications because creating
a dataset for the training of specific industrial application is an expensive task.
Main obstacles are both the recognition methods and the extremely time-consuming
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Fig. 6.11 Confusion matrix achieved on the ModelNet10 dataset [46]

handling of the huge volume of data. Therefore, it is necessary to prove several
frameworks for 3D object recognition which promises the best results for investi-
gated objects in the factory for different use cases. The future provision of a specific
benchmark data set for “rough environments”, which comprises typical industrial
objects like machines, cranes, elevators, structural elements, pipelines, etc., by a
standardization body or industrial consortium would also facilitate such a research
[16].

Sometimes the dataset is not a constraint for applications, but the hardware for
training. Typically, larger networks are expected to provide higher accuracy in CNN.
Many researchers proposed methods to reduce input size, different layers and archi-
tectures to compress the size of the network or utilize low-computational power
machines, some of them provide their method’s source code for CPU utilizations
[16].

Like most other object recognition architectures, voxel-based approaches are not
inherently rotation-invariant. For this reason, a data augmentation technique needs
to be implemented. During training, each model is rotated twelve to sixty times and
trained on all copies. At test time, the output of the final fully-connected layer is
pooled across several rotations of the input. In this way, voxel-based approach learns
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rotation invariance by sharing the same learned convolutional kernel weights across
different rotations of the input voxel grid [31, 48].

Voxel grids still have a number of drawbacks. They lose resolution compared to
point clouds, as several distinct points representing intricate structures will be binned
into one voxel if they are close together. Voxel grids can yield unnecessarily high
memory usage compared to point clouds in sparse environments, since they actively
use memory to represent free and unknown space whereas point clouds contain only
known points [31]. Finally, if an object is recognized, it must be put in the right
position and proper orientation in the space.

Further important aspect to evaluate the representation type and the recognition
method is the noise sensitiveness. Usually, noise reduction techniques are used to
remove or reduce its effect in their methods and representations, avoiding to perform
a specific analysis about noise sensitiveness. Some works ignore the noise concept
in their study, just by using synthetic data and simulations. Others used noise as
evaluation metric, where a method was considered robust and having good results
when the final result had high classification rates in the presence of different noise
levels [9].

The utilization of an adaptive grid can improve results in case of noise and occlu-
sion. Adaptive grid sets its origin at theminimum x, y, and z values of the point cloud.
Next, the grid size is adapted to the cloud dimensions. The leaf size is also computed
in function of the grid size. Knowing both parameters, the grid is spawned, fitting the
point cloud data. As a result, a non-cubic grid is generated. All voxels have the same
size, but they are not necessarily cubic [50]. In such a way, non-desired filtering of
local features can be prevented. It proves that considering real-world conditions is a
matter of utmost importance when training these networks with synthetic datasets.

Further challenge is the inhomogeneity of point cloudswhich can occur for several
reasons and have a critical impact on the results and reliability of the recognition
process. A novel 3D object detection network called SARP-NET was developed in
area of autonomous driving to solve the inhomogeneity of LiDAR point clouds and
enhance the shape encoding capability. It encodes the sparse and inhomogeneous
LiDAR point cloud in a more efficient and robust manner and appends an attention
block to learn and deploy statistic 3D shape priors that are ignored in current one-
stage 3D detectors. SARPNET outperforms the state-of-the-art one- stage and even
two-stage methods for detecting objects in the Car and Cyclist classes while the
performance of Pedestrian detection does not show a consistent enhancement. This
happens probably because of that the pedestrians lack of discriminative features in
3D point cloud domain [51].

6.9 Discussion and Future Perspectives

As presented in the previous sections, object recognition is on the one hand subject
of intensive research in field of computer vision with remarkable advancements. On
the other hand, many practical applications have been deployed in the past years in



128 J. Stjepandić and M. Sommer

wide areas. Subsequently, different methods (image-based and point cloud based)
are maintained in parallel with their supporting development communities. Reliable
video-based methods can be shortly expected. From this point of view, the current
challenge is more to select and adapt an appropriate approach for object recognition
which can be used and maintained in mid-term period rather than to develop a new
one.

Based on the state-of-the-art in 3D object recognition area, some predictions of
the direction yield that this area is taking in the next future [9]:

– Due to the even increasing number of methods employing feature-based repre-
sentation, a trend of continuity with this representation type can be predicted,
which would also include the addition of more features into the future proposed
feature-based descriptors.

– Some works present feature descriptors combinations, which provide indicatives
that the descriptors combination would be a possible solution to increase the
objects’ representation discriminative power. It looks like a solution to properly
recognize less distinctive objects.

– For further penetration of more practical domains, a strong support by publicly
available object databases is imperative. Several publicly databases were
presented in the last few years for the 3D object recognition area. Thus, due
to the increasing popularization of 3D data acquisition equipment, a more 3D
object databases are expected to emerge in the next years. However, a standard-
ization bodywhich would collect objects from different vendors for sake of public
utilization is still missing [27].

– Variables such as data, run time speed, computational resources, and required
output all dictate the most suitable approach.

– Due to the advances in computation area, an increase in the research methods
and techniques improving speed computation and reducing data dimensionality
can be predicted. These improvements will emerge aiming the application of 3D
recognition methods on real-time applications with several input information.
That includes mobile devices, too.

– None of the methods provide a sufficient solution for specific practical issues:
different working state (e.g. robots), occlusion, incomplete data sets, undesired
reflections in scans on glass planes, etc. [27].

– An increase can also be inferred in the use of combined methods and learning
models such as Deep Learning, due to the current increase in the use of those
types of methods in several areas. Availability of supporting tools for learning
operation can be expected.

– Majority of deep learning libraries are designed for desktop operating systems, but
some libraries also provide support for mobile operating systems. However, some
hardware manufacturer developed mobile devices for 3D support. The solutions
of 3D-based methods can be deployed from almost all kind of devices, but low-
computational or mobiles might take too much time in the recognition process
[16].
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– Lastly, there is a high probability of proposal of variations with well-known
descriptors, using different similarity metrics, combinations and measures.

Finally, in spite of numerous object recognition methods which are being devel-
oped further almost concurrently, there is no ideal one with the best characteristics.
Although promising results in addressing recognition tasks were achieved by Deep
Learning methods, the underlying theory is not well understood, and there is neither
clear understanding of which architectures should perform better than others. It is
difficult to determine which structure, how many layers, or how many nodes in each
layer are proper for a certain task, and it also need specific knowledge to choose
sensible values such as the learning rate, the strength of the regularizer, etc. [52].
The design of the architecture has historically been determined on an ad-hoc basis.

The success of deep detectors relies heavily on gargantuan amounts of annotated
training data. When the labeled data are scarce, the performance of deep detectors
frequently deteriorates and fails to generalize well. In contrast, humans (even chil-
dren) can learn a visual concept quickly from very few given examples and can
often generalize well. Therefore, the ability to learn from only few examples, few
shot detection, is very appealing. Even more constrained, zero shot object detection
localizes and recognizes object classes that have never been seen before, essential
for life-long learning machines that need to intelligently and incrementally discover
new object categories [1].

This is also exemplified by the fact that no recognition system has consistently
demonstrated graceful degradation as the scene complexity increases, as the number
of object classes increases, and as the complexity of each object class increases
[52]. In particular, CNNs struggle to generalize under challenging scenarios, like
recognizing the variability and heterogeneity of the instances of elements belonging
to the same category. That is exactly the situation in a machine hall where singular
objects often distinguish from each other by some detail features.

Some of these difficulties are directly related to the input information, 2D-based
methods still showa lack of robustness against strong lighting variations, for example.
Merge techniques using both 2D and 3D information to overcome these problems
can be an optimal way. A 2D labeling system for assigning categories to objects and
describing them is used with a 3D feature descriptor in order to train a classification
model. The experiments developed for the validation of the proposal show that the
procedure developed has the capacity to recognize unseen objects based only on their
3D features, without the need to train a classifier using a highly similar instance of
the object [17].

6.10 Conclusions and Outlook

The intention of this chapter is to present the object recognition methods which are
usable in the built environment in order to close the gap between the real and virtual
factory in the modern manufacturing industry as well as to make a pre-selection of
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the most suitable methods. The recognition and vision problem are highly trans-
disciplinary, spanning the fields of machine learning and decision making under
uncertainty, robotics, signal processing, mathematics, statistics, psychology, neuro-
science, human–computer interaction, databases, supercomputing, and visualization
or graphics. The highly transdisciplinary nature of the problem is both an advantage
and a disadvantage. It is an advantage due to the vast research opportunities it gives
to the experienced vision practitioner. It is a disadvantage because the diversity of
the field makes it all the more pertinent that the practitioner is careful and sufficiently
experienced in identifying research that can advance the field [52].

Based on an overview of the recent object recognition publications, some of the
major challenges facing the industrial users and emphasized some of the typical
approaches attempted in the past few years for solving the recognition problem were
presented.

The chapter begins with presentation of the needs and requirements of industry
for the generation of a Digital Twin in a built environment. Based on this, themethod-
ology for object recognition was drawn starting with challenges for object detection
how to perform this task successfully. Basic classification of challenges is given.
Methods for object recognition were classified according to their input in image,
point cloud and video-based methods.

A pre-selection for point cloud-based methods is done and justified. Approaches
for point cloud generation were classified according to the data source (monocular or
binocular; image or video).While the recognition systems performwell in controlled
environments, they are unable to generalize in less controlled environments. There-
fore, an appropriate test base which represents the real conditions is necessary. Four
of the most important test data sets were briefly introduced, although a data set for
industrial equipment is still missed.

Process andmethod capabilities were also addressed.With regard to the quality of
results, a particular attention was paid to accuracy of point cloud and entire recogni-
tion process. Generally, point clouds from laser scanners have high accuracy, and they
are taken as ground truth to determine the accuracy of point clouds generated from
monocular images, stereo images and video frames. Therefore, a laser is selected as
the preferred data source.

Subsequently, methods for processing of point clouds were presented in detail.
Need for preprocessing, mesh reconstruction, segmentation, sparse cloud modeling
which is input for object recognition. Selected object recognition methods were
compared based on few usability criteria. Some application constraintswere assigned
with object recognition methods. This chapter is concluded by discussion and
explanation of future perspectives.

Selection of a suitable method for practical implementation is difficult because
essential parameters differ greatly for individual approaches. Otherwise, oversupply
and too little differentiation of results can be observed there. Considering further
needs and derived goals a certain multi-channel implementation scenario can be
drawn: simultaneous use of multiple devices (image, point cloud, or video) with
collection of results and a subsequent decision making on deviations.
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In term of research perspective, several directions can be predicted. Apart of the
improvement of the accuracy, the trend to real-time execution will continue. The
reduction of training period and expenses will play the crucial role. The “black-box”
phenomenon of object recognition development and use must be addressed too:
supporting the integration of code and documentation generation as well as explic-
itly linking knowledge base structure and meaningful content with the recognition
application elements and code.

Finally, when considering the introduction and use of object recognition applica-
tions and templates, the adaptability and maintainability of developed applications
and templates remains a point of concern in these turbulent times. Templates should
cover the entire process as well as the most expensive steps (segmentation, object
recognition) [53].

Looking from a higher level of abstraction can be said that effective and versatile
automation capabilities of deep learning combined with large scale processing may
be an adequate answer to the previously identified problems of today industry: data
heterogeneity, massive scale, noisy data, and unstructured data. However, system
interoperability still needs to be addressed in order to fully implement fully auto-
mated machine learning and deep learning workflows at large scale and deploy them
seamlessly in the industry [54].
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Chapter 7
Data Quality Management
for Interoperability

Josip Stjepandić and Wjatscheslaw Korol

7.1 Introduction

Data becomes an even more important constituent of our daily lives and an essential
asset, driver and fuel for mature and new industries. While data is becoming a crucial
importance as a strategical resource, the quality of the data that is used during business
processes will impact the business outcome today and tomorrow [1]. As a fundament
of the digital economy, data must have a high quality. For the data quality, the same
semantic understanding is transferred from the production of physical goods to the
management of data [2]. The quality of data, defined by the objectively measurable
degree to which the data properties fulfill requirements, can have a tremendous
impact on the businesses [3]. Subsequently, data can be seen as a rawmaterial for the
production of information products through an information production process [4].
This also fits the definition of information as the “processed data”. Since information
products reproduce itself almost recursively, the terms data and information can only
be distinguished in the basic process chains and used synonymously further [5]. Data
quality is usually assumed [6]. It becomes a topic once the data quality falls below
a certain threshold [7].

Research and industry reports continuously discover that huge efforts are spent
to improve the quality of the data being used in many applications, sometimes even
only to understand the quality of auxiliary data, in order to preserve a proper function
of information systems. Data quality is defined as a context-dependent, multidimen-
sional property and expresses the fitness for use of certain data for a user in a specific
context. The inherent context dependence of the data quality emphasizes that the
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requirements for data elements depend on the intended use and only the user can
decide for himself whether the data objects are usable for him or not. The context
can include, for example, the data-using business process, country affiliation, appli-
cable regulations, time of data usage, data-processing application or the business
process role of the data user [8].

Considering the variety of business views, use cases, properties, or simply the
specificities of the systems being evaluated, the quantitative assessment of the data
quality can become an extremely difficult task which can hardly provide clear results
[9]. In general, the importance of data quality increases themore complex the business
processes become and the more applications and interfaces have to interact [10].
Data translation mostly impairs the data quality [11] and, therefore, cause for several
issues.

In addition, there aremanydata quality dimensionswhich, in combination, express
the data quality (Fig. 7.1): timeliness, credibility, reliability, interpretability, oper-
ability and sufficiency accompanied with data quality attributes. The quality of a
data object can be measured by checking certain properties of the values of the data
elements it contains [13]. If the data elements of a data object have all the required
properties, its quality is perfect. Properties of data (e.g. certain value is mandatory
within a range, completeness of a data element) can be formulated as business rules
and thus checked. There are structural (how must a data object be structured?) and
operational business rules (how do values for individual data elements have to be
set?) [8].

Data Quality Management is a subordinated area of data management, which, as
part of company-wide information management, aims to make optimal use of data
in the company. Data quality is never an end in itself. As a typical supporting topic,
it gets its meaning through a process chain, mostly as a pre-requisite for a highly
performant interoperability [14, 15]. Subsequently, the term digital thread refers to
a communication framework [16]. Companies can only offer digital services, open
up new business opportunities or make processes between companies more efficient,
if data on customers and products, but also context information on whereabouts,
preferences, and billing are available in high quality [1].

Fig. 7.1 Data and information quality model [12]
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Like other business assets, data also has its own lifecycle that needs to bemanaged
in a suitable way to continuously ensure its purpose and need. The lifecycle of a data
object begins with its planning and specification, through the creation during the
execution of business processes, and ends with their archiving or deletion [8]. It is
important to say that the life cycle of the data is always longer than the life cycle of
the product concerned due to the regulatory rules. This fact has a crucial impact to
Digital Twin because all components must be adjusted with one another in order to
enable seamless interaction. A high data quality is a pre-requisite for this.

The given definition of the data lifecycle corresponds to the understanding of the
product lifecycle, which also begins with the first product requirement and not with
the current product representation. Established reference models of Product Life-
cycle Management (PLM) describe several process stages for planning and imple-
menting the entire product life cycle [17]: planning the product portfolio, designing
the product, planning the production process, supplying the end customer with the
product, providing service and support services, and, finally, product disposal and
recycling. In era of model-based definition and processes, the data management
including data quality management is a function within a powerful commercial PLM
system [17, 18]. Thus, one of the aims of PLM is the provision of data in a sufficient
quality for downstream processes.

The structure of this chapter reflects this aim. In Sect. 7.2, Digital Thread and its
supporting concept are briefly introduced. Data quality classification with respect to
its dimensions and related standards is discussed in Sect. 7.3. Subsequently, achieve-
ments related to the issue of data quality metrics in manufacturing industry is intro-
duced in Sect. 7.4. Section 7.5 showcases the achievements of data quality in indus-
trial applications of design and manufacturing for various industries. A discussion
chapter in Sect. 7.6 gives insight into benefits and gaps of current applications of
data quality as well as future directives. Finally, an outlook is given in Sect. 7.7 with
respect to the future importance of data quality from business process perspective.

7.2 Digital Thread

The fundamental vision of integration inmanufacturing industry supposes a seamless
flow of information in all product lifecycle stages from the first product idea until
disposal and recycling. This vision is expressed by three layers as illustrated in
Fig. 7.2 which can be seen as structural constituents of Digital Twin.

Data integration is a widely requested ‘digital data’ lever for digital transfor-
mation. It describes a product (born digital) holistically with (1) domain-specific
application models for example, mechanical, software, simulation or cost models.
It demands cohesive communication in the (2) supply chain based on business data
streams with partners, in joint ventures and across factory plants [19]. It finally real-
izes (3) a fusion between up- and downstream in the entire lifecycle, where digital
aspects of the product solely are used as engineering, manufacturing and service
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Fig. 7.2 The integration vision in the automotive industry [20]

bridges [20]. Although all three layers have its particular importance for Digital
Twin, the product lifecycle layer (3) prevails due to the volume and complexity.

The connection between the real asset and the development and planning models
that describe its history is known as a digital thread [16]. Like a data highway, it
connects the information of a real product instance across processes and IT systems.
On the one hand, this enables all data from the lifecycle of the product instance or the
real asset to be brought together and thus forms the basis for the creation of Digital
Twins. Without digital thread, the Digital Twins could be recreated manually, but
it would be difficult or impossible to keep them up to date. On the other hand, the
traceability along the digital thread makes it possible to track and monitor decisions
in development and production and to identify potential for optimization with the
help of the operating data [21].

Product data is an umbrella term that includes many different types of infor-
mation: PDM, CAx, planning, inspection data [17]. Usually only certain data is
necessary at sequences (gates) for assessment in downstream processes [18]. Large
and comprehensive functionalities, such as provided with modern CAx systems are
not mandatory. In fact, the number of consumers of CAD data in extended enter-
prise is about a factor of ten at least higher than data creators in engineering. The
use of powerful CAx systems however in downstream processes such as purchase,
production, assembly and quality assurance needs to be scrutinized in the course of
an efficient product creation [22]. Certain level of data quality and level of detail
(filter) is always supposed.

7.3 Data Quality Classification

To properly place data quality, clear classification criteria are necessary. Classifica-
tion can be based on several criteria (environment, organization, purpose, status). For
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our purpose, its classification relative to the afore-mentioned dimensions (Fig. 7.1)
needs to be understood.

7.3.1 Data Quality Dimensions

Ensuring the timeliness of data processing requires the ability to acquire, transfer,
process, transform and use the data in required time. It comprises the temporal
capability of the virtual representation of entities from the real world, based on the
data quality attributes age and processing speed. Age refers to the time passed since
a change of the measured value in context of change. Processing speed is a system-
related attribute measuring the interval from data collection to information provision
[12]. Timeliness expresses the time expectation for accessibility and availability of
data. As the value of data can rapidly decrease over time, the computing architecture
needs to perform all the calculation and communication almost on the fly with the
data that was recently provided.

Data credibility expresses the level of certitude to which the good faith of a
source of data can be relied upon to facilitate its reuse in order that the data really
represents is what the data is supposed to represent, and vice versa [23]. In other
words, data credibility indicates the confidence of the Digital Twin users supported
by the trustworthiness of the provided data. It is based upon the consistency with
other evidence. It fosters the willingness to rely on the data with the goal to increase
the intensity of data usage [12].

Data traceability is the ability to track a data construct back to the construct it was
derived from as a more concrete instantiation. This can be ensured by metadata that
track information provenance, for instance implemented in form of a data pedigree
(effects of attributional qualities of a source). A pedigree is a list of ancestors with
some attribution of purity of the lineage [24].

Data reliability is the degree to which prior historical reports from a source have
been consistent with fact. Reliability includes a notion of dependability, that the
data will be produced, and attain some level of accuracy and precision [24]. The
data quality attribute correctness binarily differentiates data considered ‘correct’
or ‘incorrect’. This requires that all data values for a business attribute must be
correct and representative of the attributes. Preciseness is a data-related attribute
measuring inaccuracy on data item level, while level of detail is determined by
system limitations. While this is trivial for numeric values, other data types need to
be translated into a numeric representation that allows for deviation measures, or
special distance metrics need to be applied [12].

The information provided from Digital Twins must be interpretable for the
users. Interpretability can be assessed at two different levels: by examining models
(heuristic approach) or representations (mainly with user-based surveys). In the
former case, simple measures can be used to compare several models of the same
type, such as the number of rules and terms in decision rules or the number of nodes
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in decision trees. If models differ, then this comparison is not that obvious and other
heuristics have been proposed [25].

The provided data should be free of unintentional duplicates, as expressed by
the data quality attribute redundancy. In contrast, an intentional redundancy can
be useful and improve process reliability [4]. Besides, defined rules need to be
satisfied, as expressed by semantic consistency and structural consistency. Semantic
consistency describes consistency of the meaning of data, achieved through unified
definitions, labels assigned to real-world objects, and vocabulary [12]. Semantic
consistency is important for the mathematical data quality of CAD data. Structural
consistency refers to technical specifications of structure and format and impacts the
organizational quality of CAD data [4].

Data operability describes a level of data record ability to be used directly, without
additional processing (translation, filtering): how the information consumer interacts
with the Digital Twin. The quality attribute ease of retrieval is assessed on a scale
from ‘inaccessible to user’ to ‘machine readable and ready as input for analysis
software’ [12]. It belongs to the specific data operability challenges such as semantic
duplicates, data fusion or information extraction.

Data sufficiency is related to the amount of information provided to fulfil a certain
purpose, e.g. a complex assembly feature. Insufficient data yield unstable models.
The attribute availability of a dataset describes whether mandatory data items are
available, e.g. in case of data replication [12].

From the engineering perspective, the data quality dimensions can be roughly
classified in two groups: technical and organizational. Technical dimensions are
primarily related to the capabilities of product and organizational to the capabilities of
process. In order to check the data quality by appropriate tools, technical dimensions
are checked for singular entities. In contrast, organizational dimensions are checked
for data structures.

7.3.2 Related Standards

The primary purpose of standards is to define compliance clauses in a way that
vendors can claim compliance to differentiate their offering from those that are
not compliant. Compliance with an international, industry or proprietary standard
is often a legal pre-requisite for a supplier to get a contract with his customer [19].
While a specificDigital Twin standard, whichwould define the necessary data quality
requirements, neither exists yet nor can be expected in the next future, the existing
standards related to data quality will be shown here.

ISO 8000 is a set of data quality management standards developed by ISO TC
184/SC4/W G13 [26]. The committee’s mission is the development of standards for
the exchangeof complexdata in an applicationneutral form toprovide data portability
and long-term data preservation in an environment where the life cycle of software
applications used to capture and manage data is but a fraction of the life cycle, if the
data itself lie in focus of this committee. ISO 8000 defines which characteristics of
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data are relevant to data quality, specifies requirements applicable to those character-
istics, and provides guidelines for improving data quality. It deals with Master Data,
Transactional Data, Referenced Data and Engineering Data. ISO 8000 standards can
be applied to manufacturing processes defined in IEC 62,264 (Enterprise-control
system integration). Manufacturing processes defined in IEC 62,264 are restructured
according to processes of ISO 8000-61. Each process consists of purpose, outcomes
and activities. Achievement of each process can be confirmed with work products
[27].

For sake of Digital Twin, the data quality management process reference model
of ISO 8000-61 [28] and process assessment of ISO 8000-62 [29] are of a particular
importance. ISO 8000-61 specifies the processes required for data quality manage-
ment. Each process is defined by the purpose, outcomes and activities that are to be
applied for planning, controlling, assuring and improving data quality. It comprises
also the data-related support and resource provision. The processes are used as a
reference model in assessing and improving data quality management. The imple-
mentation cycle is based on the ‘Plan, Do, Check, Act’-cycle defined in ISO 9001.
Based on 8000-61, ISO 8000-62 identifies those elements of the maturity model
that exist in other standards and specifies additional elements of the maturity model.
ISO 8000-62 provides guidance on assessing the maturity level of an organization
and derives organizational process maturity level rating from process profiles. The
assessing of the organizational maturity level for data quality management conveys
how well the organization is fulfilling the requirements identified by the process
reference model specified by ISO 8000-61 [27]. ISO 8000-62 specifies six maturity
levels and process profiles to indicate when organizations have achieved each of the
maturity levels. ECCMA (Electronic Commerce Code Management Association)
has developed a series of compliance certificates for individuals, organizations and
their software applications and data services [29].

IEC 62,264-1:2013 defines the functions of an enterprise involved with manu-
facturing and the information flows between the functions that cross the enterprise-
control interface in order to improve integration regardless of the degree of automa-
tion. Global acting companies are very interested in it because it unifies and merges
different IT methods and enables robust, easy-care integration solutions to be
achieved in the long term. This standard is important for both manufacturers and
users and system integrators. It offers a uniform terminology for corporate IT and
control systems as well as a number of concepts and models for the integration of
corporate functions. The technical solution is determined by the uniform modeling
of the interfaces between the corporate functions and control functions. The main
concepts are object modeling and the modeling languages UML and XML [30].

Among the industry standards for data quality, the guidelines that have been
developed by the German and international automotive industry since 1980 have
achieved a widespread use. These activities were driven by increasing complexity
of product models which are described by thousands of CAx and PDM tools in the
automotive supply chain. The difficult data exchange was caused by not powerful
interfaces and low data quality [31].
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The main purpose of the widespread VDA (German automotive association)
recommendation 4955/2 is to improve the collaboration of project partners during the
product development phase [32]. This guidance helps to reduce remastering times
and costs of CAD processes through the exchange of information and experience,
the definition of cross-company, common data quality criteria, the provision of both
CAD system-neutral test programs and repair aids as well for the frequently used
systems or system pairings. The recommendation is divided into the following areas:

– geometrical data quality,
– organizational data quality,
– recommendation for agreement among data exchange parties, and
– recommendation for a proper extent of CAD models.

This recommendation is written in such a level of detail like an implementation
guide for the development of check tools. Although the fulfillment of quality criteria
is checked using proprietary system functions, the criteria are formulated neutrally in
order to preserve comparability and system independence of the results. The transla-
tion and check software usually are certified by VDA against this recommendation,
whereby the various check tools are compared by using different test models from
practice in order to guarantee the reliability and consistency of the test results. An
example for consistency issue in a CAD model with a virtual gap in solid that really
does not exist is shown in Fig. 7.3.

Similar standards were established in further countries with automotive industry.
Then, these have founded the association SASIG (Strategic Automotive product
data Standards Industry Group) which has taken the further development of data
quality standards. The result was “Product Data Quality Guidelines for the Global
Automotive Industry” [33], which has adopted and extended the previous works of
VDA. The last version of this document entails CAD, CAE, PDM and inspection
data. It contains some suggestions for project management, communication and
know-how for better CAD model quality. However, these suggestions are generic
and cannot be applied directly. A direct implementation in a check tool is not known
yet [33].

Fig. 7.3 Exemplary data quality problem: consistency [31]
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7.4 Data Quality Metrics

Ametric, or Key Performance Indicator (KPI), is a quantifiable attribute of an entity
or activity that helps to describe its performance [18]. This can be measured to help,
manage and improve the entity or activity. In term of data quality, it represents a
set of attributes which describe the data quality in a sufficient way. From a quality
perspective, two moments have importance during the data’s lifetime: the moment
it is created and the moment it is used. The quality of data is fixed at the moment of
creation or change. However, data quality is usually not assessed until the moment
of use. If the quality looks low, users typically attempt by working around the data
or correcting errors themselves. Therefore, quality of product models needs to be
continuously controlled in engineering workflow, especially in systems based on
downstream data.

Model quality impacts not only the model accuracy and modifiability but also
the changeability of the whole engineering systems. Careful and thorough model
verification facilitates effecting product model quality. Verifying product models
and designs manually is a tedious and time-consuming process [19]. By automating
parts of the verification process, e.g. by using intelligent templates for check tools
[34], benefits can be achieved in the time frame and end results of the verification.

The metrics presented below belongs primarily to CAD data as the main input
for Digital Twin. A ‘one size fits all’ set of metrics is not a solution and that
assessing data quality is an on-going effort that requires awareness of the funda-
mental principles underlying the development of subjective and objective data quality
metrics. The main dimensions for the metrics are shown in Fig. 7.4. The dimensions
contain almost universally agreed model quality dimensions described in Sect. 7.3.1.
These dimensions should be the basic principles when assessing product model
quality. In addition, often used quality dimensions are accessibility or reachability
of data. Considering the downstream processes, modifiability and reusability are
the paramount dimensions. However, for all-around measurement for quality of
configurable product models, even more additional dimensions are needed [35].

Simplicity of productmodels defines the topological structure built of a few simple
and understandable elements. Simple models facilitate consistency in the modeling

Fig. 7.4 Model verification metrics [35]
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system in order to reduce causes of possible instability. Model instability would
cause huge additional efforts to repair the model. Robustness of a model describes
the resistance to error while being modified. It is a prime indicator for overall model
quality as it is a result of minimizing error and quality issues from models [35].
Basically, the approach to create robust models means to create simple models with
as simple features as possible. Referencing increases the robustness if detail feature
shows to the basic feature [31].

Flexibility expresses the range of reachable states depending on the time and cost
required to change state. Flexible systems are built for a set of reachable states which
are predefined during the engineering process [35]. Interoperability describes how a
master model can be accurately transferred from one format to another, e.g. CAD to
CAD or point cloud to CAD. Interoperability can be efficiently supported to create
and follow common methodology for modeling in all systems. Interoperability is a
prerequisite for seamless downstream processes in Digital Twin [31].

Reusability describes good model reuse derived from the structures and refer-
ences of the model. Reuse can be performed at different levels from utilizing library
component—as practiced in our solution—to using existing designs of similar prop-
erties. As the modification to the models in the case of reuse is frequent, the quality
of reusable models must be higher than normal as they need to reliably allow for
modifications while maintaining the original design intent. Design intent and ratio-
nale are always needed for a model to be reusable [35]. Therefore, Digital Twin
requires a native model in similar quality as a manually generated CAD model
following a method. Conveying design intent is important for some newer engi-
neering processes such as Model-based Design (MBD), Model-based Engineering
(MBE) and Knowledge-based Engineering (KBE). Simplicity helps to convey the
intent of the original design.

On a morphological level the model quality can be quite effectively quantified
even with CAD environment native tools. Different type of geometry checks and
identification of topological errors is usually even built-in the software to make
sure the software works as it should [35]. Such functions are often collected in a
specific data quality check module. Such modules can be easily controlled by using
pre-defined profiles for specific purposes [34]. The most important metric on data
quality is the distribution of error rate during a period, e.g. project duration [4].

For product data in PDM different rules of data quality are used which mostly
refer to structural data quality dimensions. This is caused by configurable product
data structures which are the fundament of PDM. Because of this, the consistency
of data in the system and planning of the data structures is crucial. Furthermore, the
consistency of data between different systems in the modeling environment is one
of the most important aspects in modern multi-environment engineering systems.
Many key performance indicators (KPI) have been established for product data in
PDM. To these, primarily belong consistency, completeness and timeliness [17].
These metrics can be used to determine the quality level of data sets, but they are
not as suited for evaluating and verifying the quality level of single product data
instances. Furthermore, some metrics or parameter thresholds need to be used to
correctly evaluate if product data is incomplete or not [35].
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7.5 Practical Examples

The framework of the practical application is usually formed by the standard steps
according to ISO 9000: quality planning, control, testing, and improvement. The
focus is set here to control and testing. Practicalmanagement of data quality consist of
methods to ensure required data quality and their implementation in process chains—
primarily by deploying suitable data quality check tools. Good product data quality
means providing the right data to the right task at the right time [33]. Data provision
is realized by workflows in modern PDM systems. Data quality methods (‘Design
for Quality’) help users in usage of IT systems (e.g. CAD) to ensure the quality of
their work from the perspective of various stakeholders. It consists of approaches for
manual techniques for assessment of CADmodels, identification and repair of typical
model errors, as well as application ofmodules and tools for interactive improvement
of models [31].

The quality assurance should occur in each phase when data is changed. It gets its
particular importance during the detail design, when both the amount of new gener-
ated data and the frequency of changes are high. Therefore, the practical data quality
assurance is focused either on the data creation period or its phase of exploitation. In
this section, three practical examples are presented which belong to Digital Twin: the
use of a commercial tool in the design phase with focus on the methods and training
(Sect. 7.5.1) [36], the conception and implementation of a knowledge-based check
tool for downstream application in manufacturing (Sect. 7.5.2) [37], and the control
of CAD data migration process by using a CAD quality tool (Sect. 7.5.3) [4].

7.5.1 Design

The study presents the use of a standard, commercial module of SolidWorks (Solid-
Works Design Checker—SWDC) in a representative case study of modern Model
Quality Testing tools (MQT) [36]. SolidWorks is a leading CAD system, widely
used in manufacturing industry which is also applied as authoring system for factory
models in our DigiTwin project [37]. SWDC can identify and sometimes repair data
errors that could affect the simplification, interoperability, and reusability of CAD
models.

This study has investigated the usefulness of this check tool as an assess-
ment mechanism both for instructors and for self-evaluation. SWDC integrates the
following modules: build checks, check active document, check again existing file,
and learn check wizard. By mapping the Build Check requirement of SWDC against
the CADquality criteria available in the literature, themain conclusions can be drawn
that SWDC only covers lowest semantic level quality criteria, and is designed for
intensive use to maintain consistency across documents [36].
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Fig. 7.5 Usage of SolidWorks Design Checker—SWDC in context of digital twin

This study provides an exhaustive insight how to map requirements to quality
dimensions. Issues arise on detection of constraints that are repetitive but not incom-
patible. In general, the structure of the application is designed for intensive use and to
maintain consistency across vast amounts of documents. Most criteria implemented
in SWDC are aimed at verifying settings, and thus intended to ensure the semantic
correctness of the CAD model [36].

Two additional observations are included: SWDC will repair certain errors, but
others (not all) will only be identified, and SWDC partially overlaps with the built-in
checking capabilities of the CAD application, which can sometimes perform better
than the MQT [36]. The findings include the insight that the product data quality can
be achieved by design rather than byMQT tools. This is practised in our development
of Digital Twin (Fig. 7.5) [37].

Finally, althoughMQT is considered solved by a number of scholars, it remains an
open practical problem, as new quantitative metrics require the design of new appli-
cation programming interfaces that transform current MQT tools into mechanisms
to assess higher semantic level quality aspects [36].

7.5.2 Manufacturing

Different model users in various stages of the manufacturing process have varied
requirements in terms of model quality. To handle this diversity of models, a study
proposes a knowledge-based MBD part model quality analysis system and its imple-
mentation technologies to analyze and test the quality of models from the perspective
of different model-used stages. Alternatively, such a system would need to create
partial models by using entity filters. It is fully integrated into CAD system Siemens
NX and, therefore, uses system functions for its operations. The system decomposes
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Fig. 7.6 Data quality analysis in model-based design [38]

the MBD part model into model definition instances (MDI) as well as the relation-
ship between them for model quality verification with the help of relevant model
quality knowledge. The model quality knowledge from different model-used stages
enables the system to analyze quality defects from the respective perspective of
model-used stages in MBE [37]. After the analysis is finished, model quality issues
and corresponding modification suggestions are written into report.

Based on a knowledge-management system with its own data quality data model,
this tool acquires new model quality knowledge into the knowledge base. The rule-
based framework of knowledge representation facilitates the functional extension of
this system. The applicability and expressive power of the rule-based framework is
enhanced by object chain rules and parameter table rules (Fig. 7.6). In practice, with
the help of the system, the knowledge derived from various model-used stages in
MBE is collected, stored, and reused in downstream processes [38]. The unknown
model defects are represented by new knowledge objects.

Apart of the detection of the model quality defects, this system provides modifi-
cation suggestions in the design stage. However, the quality defects mostly need to
be addressed manually, which results in a lot of repetitive work. Hence, new quality
defects may occur for the wrong modification operations. Moreover, only the qual-
itative analysis is provided in this system [38]. The most important drawback is the
missing comparing functionality. It is difficult for the analysis results of different
models to be compared directly. Besides, for different quality analysis requirements
fromvariousmodels, the analysis schemehas to be createdmanually [38]. It is tedious
in case of an assembly model which contains of a large variety of part models.

For a frequent use in generation of a Digital Twin three improvements should be
made: the procedure or workflow to automatic quality defects modifications based
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on knowledge, the technology for the quantitative analysis of model quality, and the
approach to automatic generating quality analysis scheme according to the model,
as well as relevant knowledge [39].

7.5.3 Data Migration

Data migration refers to a large system change which includes the translation of a
huge quantity of data which were often collected during decades within a short time
period. Such migrations happen every ten to fifteen years and set a huge challenge
for the organization and the users. Remastering of a factory with all the equipment,
e.g. by using the method presented in Chap. 6, can be understood as a migration of
the factory representation, too. This is valid in particular, if the object recognition
does not recognize all objects which subsequently must be built by a singular feature
recognition or manual remastering. Generation of Digital Twin must preserve an
option to remove a system by another.

In such a case, a huge change arises in the customer process of almost each internal
and external supplier, because they are forced to keep the current process running and
to ramp-up the new process. This procedure includes many CAD translation steps
which are principally not beneficial for good data quality. The challenge is ensuring
an appropriate level of data quality to make sure that all translating processes are
successful [4].

The translators in modern CAD systems show a similar level of performance
and robustness as known from previous benchmarks and long-term experience [4]
and, therefore, all models can be transferred lossless without exception to Solid-
Works. However, it appears that in some cases automatic healing algorithms have
slightly adjusted the geometry to satisfy the continuous condition [39]. It could not
be predicted definitely to what extent of additional problems in further processing
this will lead [4].

Further comparisons in the model properties like center of gravity, moments of
inertia, as well as cloud of points, were also executed systematically (Fig. 7.7). All
values remained within the allowed tolerances and showed no abnormalities what
indicated a mature and stable and reliable process [4].

7.6 Discussion and Future Perspectives

Despite of its huge achievements described in the use cases above, data quality is
still subject to intensive research and practical improvements. The valuation of data
quality can be facilitated in two directions: operational control of data quality as
autonomous procedure (supported by an application) and data quality as inherent
component of the business process as a whole.
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Fig. 7.7 Results of data quality check of migrated data

When considering the operational control of data quality, a number of develop-
ments have put data quality on a stronger footing over the last decade. In particular,
the development and uptake of data quality dedicated design methods, the uptake
of data quality assessment functionality in most major CAD and PDM systems, and
the development of supporting methodologies as well as check tools have strongly
contributed to the higher sensitivity for the data quality. However, a number of
challenges remain to be solved.

On the operational level, better quantitativemetrics are required tomeasure higher
semantic level quality aspects. CAD model reuse is particularly sensitive to hidden
errors and anomalies. Design intent is still poorly addressed by MQT tools, but there
are other bottlenecks for different stakeholders (Original Equipment Manufacturers
(OEM), lower tier suppliers, and SME’s) [40]. Profiles must become robust (changes
donot produceunexpected failures) andflexible, e.g.modular (allowasmanychanges
as necessary) [41]. Ifwe can experimentally validate the hypothesis that the flexibility
of the profiles depends not on the amount but on the semantic level of the constraints,
valid metrics for flexibility may follow. For instance, detecting excessive use of poor
‘fix’ relations that lock point coordinates is an example of the type of high semantic
quality tests that are not supported by current CAD check tools [32].

Dominant OEMs force top-down interoperability with their suppliers, which
results in ‘defensive’ or ‘conservative’ designs, which are robust but hardly creative.
Interoperability is a main concern for OEMs, as reusability is guaranteed by the
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best practices they impose, whereas simplification tasks are transferred to suppliers
[42]. A hidden problem that hinders interoperability is the lack of proven modeling
guidelines. Best practices are checked by MQT tools but also imposed and tuned
by the OEM, whose current goal involves improving interoperability by abandoning
explicit representations and adopting STEP AP 242. Validation rules require setup,
and although quantitative metrics for shape errors already exist, they are context
dependent and are governed by computational threshold values that are different for
each MQT [41].

We see that the demands on data quality are getting higher and higher [42].
Therefore, the way practiced here appears to be very advantageous, preferably to use
the models from a higher-quality library of CAD models. The alternative approach
of performing object recognition via feature recognition in several stages requires a
data quality check and subsequent repair procedure [43].

Considering a holistic approach, development of a data quality assessment tool—a
dashboard—in addition to policies and protocols to manage data quality could be the
solution for data quality issues on the enterprise level. Moreover, it should include
systematic guidelines for planning the data quality assessment activity, extracting
requirements for the data quality management, setting priorities to expedite the adap-
tation, identifying dimensions and metrics to ease the understanding, and visualizing
these dimensions and metrics to assess the overall data quality [44].

Finally, a universal standard for describing, modeling, analyzing, measuring,
testing, simulating, and building the real-world objects, products, and services
remains a vision of Digital Twin. It promises to provide a platform whose stan-
dardized digital representation of real-world objects enables consistent, seamless
exchange of technical information and interoperability across domains, industry
silos, vertical markets, tools, and applications.

7.7 Conclusions and Outlook

As the preceding sections and use cases indicate, data quality plays an important
role for the generation of Digital Twin. The generation of high-quality models is
an important and integral part of digital processes today. The earlier approach of
the ‘digital master’ has now evolved into a comprehensive approach of a Digital
Twin. The developed approach with object recognition replaces the human hand in
generation of Digital Twin providing the same level of data quality.

3D CAD models not only serve to depict the product shape geometrically, but
also provide a basis for a large number of subsequent tasks and processes that are
managed by the PDM system. The continuous further use and reuse of the CAD
models by different users, such as CAE and CAM, can increase the effectiveness of
virtual product creation and shorten the product creation time considerably [45]. As
can be observed from the use cases, knowledge from downstream disciplines such as
manufacturing must be implemented into data quality methods. At present, many of
the original CADmodels are either time-consuming post-processing by downstream
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users or, in some cases, even created from scratch. Many processes in PDM are
still document-oriented [46]. Therefore, the sophisticated methods and techniques
of quality management must be used for the virtual products of a digital planner
as well as for physical products. Likewise, every model error leads to loss of time
and additional costs. Ultimately, this knowledge has led to the use of fully-fledged
parametric models to build the Digital Twin.

As a future development, a more comprehensive theoretical basis is required
to define quantitative metrics for complex quality requirements (e.g. higher level
semantics, data quality templates, relationship to Digital Thread). A new challenge
for future developments represents the increasing product complexity caused by
upcoming technologies, especially in area of electrics, electronics, and software [47].
As a typical supporting topic, data quality will keep the speed with the development
of the subordinated systems.
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Chapter 8
Object Recognition Findings in a Built
Environment

Josip Stjepandić, Sergej Bondar, and Wjatscheslaw Korol

8.1 Introduction

Like other assets of amanufacturing company, themodern factory is also planned and
documented by using powerful software tools which generate high-fidelity factory
models. A virtual factory layout is the main digital representation of a factory (“Dig-
ital Master”) which includes all necessary constituents and equipment (building,
machinery, and auxiliary equipment) [1]. In the focus of the layout planning are the
design and the maintenance of the production system which determines the produc-
tivity and feasibility of the entire factory [2]. There are also a number of principles
and guidelines for how to design the value stream in the factory for several criteria,
e.g. short lead-times or high efficiency [3]. To achieve an optimal planning result, it
is necessary to share ideas between several teams or employees and functions which
can be made by using collaboration front-end of manufacturing systems [4]. Virtual
factory layout is beneficial for communication and knowledge transfer since different
people from all around the world can take part of information without being present
[5].

In general, planning systems need to facilitate the evaluation of the targeted factory
design feasibility. By powerful 3D CAD systems, designers are being enabled to
estimate the actual setting of that factory design [3]. CAD system provides the func-
tionality to build models and templates which can drastically automate some tasks
(e.g. setup, analysis, or repeating tasks) [6]. Small changes and complete re-layout

J. Stjepandić (B) · S. Bondar ·W. Korol
PROSTEP AG, Dolivostr. 11, 64293 Darmstadt, Germany
e-mail: josip.stjepandic@prostep.com

S. Bondar
e-mail: sergej.bondar@prostep.com

W. Korol
e-mail: wjatscheslaw.korol@prostep.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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could also be easily accomplished. Inside the 3D environment, the depth perspective
and better interactions could be achievedwhich is not possible in a 2D view. Potential
problems such as safety issues, aisle and other layout problems can be visualized
and modified by applying plant layout problem solving techniques. Re-layout of the
existing factory layout can be done until satisfactory result e.g. material handling
system is obtained [5].

There are several prerequisites and criteria to consider when planning layouts,
which makes it suitable to use virtual tools. A common type of virtual tools used is
layout modeling using 2DCAD applications, with data of the existing shop floor area
from previous layouts or blueprints. There are problems found with working only
with such virtual tools for the layout planning. One such problem is that the data can
contain errors originating from measurement mistakes or undocumented changes in
the production systems. Another problem is to communicate and discuss the planned
layouts, which can lead to misunderstandings between employees. These problems
can result in errors that are causing problems when implementing the planned layout
[7]. If 3D CAD systems are used, the consistency and accuracy of the resulting
models are improved, as well as spatial operations can be modelled and processed.

During progress of the construction process, significant differences between the
construction states “as-planned” and “as-built” can occur. The differences between
planned and real implemented layouts can lead to difficulties when building a valid
simulationmodel due to a lack of proper and accurate spatial data. Hence, the simula-
tionmodelmight bemissingmany detailswithout being noticed due to being abstract.
This abstract simulation model can yield a simulated capacity that is impossible to
achieve when the real production system is running due to a lack of details and
information in the model, and investments not giving the expected results [7].

Another application of virtual factory layout is to provide time and cost savings
by supporting offline layout design and simulation of factory operations in a Digital
(Manufacturing) Twin as described in Sect. 3.2.2. Evaluating design changes and
process improvements offline increases time for planning and decreases time for real-
ization, which enables the real production to not be disturbed as much as if improve-
ments were evaluated in the real existing production system. Further, a virtual factory
layout enables execution of product and process development and improvement in
parallel [1].

There are several advantages of using virtual factory layouts for the improvement
work of an existing environment.High transparency is an overall benefit for all related
business processes. However, while creating a virtual factory layout, it is important
to prevent designmistakes as well asmeasurement andmodelling inaccuracies due to
the cost it would cause. All objects in the factory need to be positioned in an accurate
digital environment [8]. 3D laser scanning is an accurate measurement technology
which captures as-built data that can be used as reference for accurate modelling as
well as for dimensional check [1].

There is a need to ensure the spatial data of the shop floor area used for layout
planning are geometrical accurate and up-to-date. 3D laser scanning has been shown
to be a fast and efficient technology for capturing such spatial data. The 3D laser
scanning results in point clouds that can be used for layout planning by combining
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them with 3D CAD models of the new equipment into realistic 3D layout models as
presented inChaps. 4 and 6. These layoutmodels can be communicated and discussed
during the layout planning processwith different stakeholders of the layout. Themain
challenges are to work efficiently and systematically with such models during the
planning process and to ensure all parts of the production system are included. A key
part of this work is to create a common factory model for all stakeholders, which
should include the virtual model and the reality [3].

As presented in the previous chapters, point clouds can be used as a basic geomet-
rical description for a factory in term of reverse engineering [9, 10]. However, the
application of the point clouds is not exhausted with this [11]. From the point of
view of the construction, point clouds are adopted in various applications throughout
construction project lifecycle from planning and design phase to fabrication and
construction phase, and to operation and maintenance phase [12]. The applica-
tions and benefits of point cloud data in different project phases are summarized
in Fig. 8.1 which can be understood as constituents of Digital Twin. In the planning
and design phase, point cloud data are used to collect the geometric information of
the construction sites and existing buildings to assist in project planning and design
[13]. The project quality and productivity are expected to improve due to the better
decision-makings with accurate site data.

In the fabrication and construction phase, point cloud data are leveraged to check
the geometry quality of precast and prefabricated construction components as well
as completed construction works on site. Construction progress can also be tracked
using point cloud data in a more efficient and automated manner. Construction safety
is enhanced by using point cloud data for the identification of safety hazards, identifi-
cation of blind spots of construction equipment, assisting in crane operations, as well

Fig. 8.1 Usage of cloud point data in different project phases [11]
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as training of site workers. Furthermore, point cloud data are also useful for digital
reproduction of construction components as well as automated earth excavation
system. In conclusion, point cloud data have been utilized to improve the construc-
tion quality, productivity, and safety, by providing accurate geometric and semantic
data for construction objects [11]. Thus, the use of feature CADmodels is beneficial,
if the corresponding objects can be recognized in the point cloud accurately.

In the operation and maintenance phase, by creating 3D models of the existing
facilities from point cloud data, facility management can be done in virtual 3D
environments with improved efficiency. The geometry quality of facilities is checked
routinely to keep smooth operation and timely repair of any defect. In addition, point
cloud data are adopted for building performance analysis in various aspects so that
the facility managers have a better idea on the building performance [11]. Specific
audits such as creating of the inventory directory (e.g. identification and localization
of fire extinguishers and fire alarms) can be provided by fast scan of the rooms by a
mobile device and subsequent recognition of objects of interest [14].

Building renovation, retrofit, and refurbishment also benefit from point cloud
data because of the accurate and efficient modelling of the existing buildings [15].
Similarly, heritage preservation, repair, and maintenance use point cloud data due to
the geometric and semantic information that could be extracted frompoint cloud data.
Robot navigation is also replying on point cloud data, which eventually improve the
operation and maintenance quality of a facility. Consequently, point cloud data are
expected to bring improved facility management efficiency, improved facility quality
and extended service life, as well as improved renovation quality and efficiency in
the operation and maintenance phase [11].

Finally, it can be said that point clouds are a widespread type of data acquisition in
indoor andoutdoor applications, also adoptedwithinBuilding InformationModelling
(BIM) technology, which is becoming a standard in the construction industry. BIM is
a rich source of information in terms of 3D geometry, such as architectural, structural
andMEP (mechanical/electrical/plumbing), knowledge sharing, and interoperability
through the whole lifecycle of a building. A so-called 4D BIM model can be created
by integrating the 3DBIMdesignmodelwith the schedule plan [16]. Data acquisition
of point clouds has reached a high level of maturity in the productive use within BIM.
Question arises when is reasonable to work with pure point clouds and when with
feature models of objects which are to be recognized in such clouds.

Since it was not possible to put this multitude of application options into practice,
the work was concentrated on generation of Digital Twin of a factory. The aim of this
chapter is to investigate and evaluate the usefulness of a realistic virtual factorymodel
in factory layout planning primarily for Digital Twin based on object recognition.
It was realized by a practical study of how existing methods for data acquisition
and processing can be concatenated in a robust workflow and, subsequently, applied
under real industrial constraints and conditions. During this study, realistic 3D layout
models are created using point clouds acquired as described in Chap. 4 and prepared
as described in Chap. 6 considering data quality requirements described in Chap. 7.
This workflow was set up and its results were evaluated in industrial workshops. The
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participants from the user side were engineers involved in the factory layout planning
and machine operators that will work within the production system.

The structure of this chapter reflects these aims. In the following Sect. 8.2, the defi-
nition of process design and its supporting concept are briefly introduced. Automa-
tion of workflow with respect to different data flows and conflicting requirements
is discussed in Sect. 8.3. Subsequently, procedure of the practical model prepara-
tion for object recognition process is drawn in Sect. 8.4. Section 8.5 showcases
the model segmentation in practice. Training and testing of objects in a factory
are presented in Sect. 8.6. A discussion Sect. 8.7 gives insight into benefits and
gaps of the presented approach as well as future directives. Finally, an outlook is
given in Sect. 8.8 with respect to the future improvements and importance of object
recognition from industrial process perspective.

8.2 Process Design

A framework must be defined, based on a commercial software system, to facilitate
the biunivocal relation between a physical factory or a construction object and its
equivalent digital counterpart which can be integrated with production system and
BIM. Although this framework primarily translates the point cloud model in an
object representation, it considers the different topics and collects the necessary
information involved in the creation of a production system digital counterpart, i.e.
complexity, identification, lifecycle, information and configuration, and the main
software applications involved. Hence, the implications on the digital counterpart
creation from the view of the industrial design should be considered too [17].

As described in Chap. 3, Digital Twin has a few pre-requisites [18]. First of all,
it is the availability of the high-quality models of all involved objects [19, 20]. In
Sect. 6.6.4 (in particular illustrated in Fig. 6.10), four methods for creation such
models are shown. The first two paths reflect the recognition of objects, and the
next two the creation of models based on recognized singular features of an object.
While these paths can run almost simultaneously and independently, a comprehensive
workflow control and management are necessary to preserve a stable and reliable
process [21]. The most complex path belongs the object recognition path which
requires a complete installation of a standard machine learning framework (Theano,
TensorFlow or Caffe, according to Table 6.4) with complementary utilities. Finally,
the importance of data quality is highlighted in previous Chap. 7, based on previous
research [22].

Depending on the selected object recognitionmethod (Table 6.4), themodel trans-
formationmust be implemented in an appropriatewaywhich can comprise additional
translational steps. VoxNet andVoxelNet, for example, transform the point cloud into
voxels (3D grid cells) that each contain a small amount of points [23]. It produces
bounding boxes based on features of the voxels. G3DNet, as a point-based method,
is a DL architecture that is used in 3D object classification and segmentation. It
attempts to semantically segment each point in the data by learning the local and
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global features of the points and classifying each of them [23]. Clusters of points
with the same labels can be detected as objects. Nevertheless, usage of voxels has
the side effect of simplification which must be considered.

The previous research has shown that the differences in accuracy of selected
methods (VoxNet, VoxelNet, PointNet) are significantly lower than evaluated in the
ModelNet benchmark [24, 25]. This low scattering of results can be attributed to the
fact that these are predominantly prismatic objects that differ more in terms of their
local rather than global features. First of all, this places considerable demands on the
level of detail of the sample models for training [25]. Secondly, this finding makes
the selection much easier. Nevertheless, the selected workflow must be flexible and
provide the possibility to embed object recognition methods which use different
algorithms. The main criteria for selection of the object recognition framework are
listed in Table 8.1.

The criteria with a high and medium weight are marked with ++ respectively +
signs. High accuracy, augmentation of data and robustness are essential to create a
stable and reliable workflow [26]. The complexity and availability of the framework
(criteria low parameter number, integrated segmentation, open-source availability)
have a significant impact on expenses rather than quality of results. Lower parameter
number indicates shorter processing time bot for training and testing as well as lower
hardware requirement. While multiple dozens of approaches with similar accuracy
exist and are being developed further, additional modules such as the integrated
segmentation (e.g. PointNet [24]) helps in further modularization [27].

Apart of costs, the availability of the stable, open-access framework proven by a
large community at GitHub or similar platforms promises a continuous maintenance
for a certain period with rapid bug-fixing. Therefore, assuming a flexible workflow
structure one of these frameworks is preferred. The criteria real-time execution and
low resource demand indicate the demand that the executable software runs on stan-
dard and mobile hardware (tablet or smartphone). Considering the complexity of
the entire process, this requirement currently looks unattainable [28]. However, the
question remains whether the singular steps can be executed on mobile devices.

Table 8.1 Criteria for
selection of the object
recognition framework

Criterion Weight/degree of fullfilment

Accuracy ++

Augmentation of data ++

Robustness ++

Low parameter number +
Modular structure +
Integrated segmentation +
Open source availability +
Broad installation base +
Real-rime execution 0

Low resource demand 0
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Obviously, there are many conflicts of goals and the selection must be done using
the best compromise. An implementation of two or three frameworks in parallel
could be a pragmatic solution to resolve outliers. Flexibility is further necessary
on augmentation and building of secondary models. For training, a basic number
of relevant objects should be selected and transformed into point cloud using a
virtual scanner. Training models can also be extracted from existing point clouds.
Augmentation of data should be done with 24 rotations. If voxels are used, voxels
with either fix or variable size can be selected.

8.3 Automation of Workflow

Complex procedures as described in Sect. 6.6 usually are being controlled by appro-
priate workflow software. Prior of such an implementation, it must be defined how
the process steps scan, object recognition and generation of Digital Twin (Fig. 3.7)
interact with each other. Basically, that are tasks for different user profiles because the
present technology does not provide the performance to collect entire functionality
for generation of Digital Twin in one device (e.g. portable computer). The tasks scan,
object recognition, design engineering (to provide the requested change) and process
planning (generation of Digital Twin) can be seen functionally independently of each
other; with data exchange among singular steps [28].

Complex workflow which includes data exchange with partners requires some
additional topics to be addressed [26]:

– Security: Public networks are open to everybody; sensitive information needs to
be exchanged in a secure way.

– Reliability: Public networks are often not as stable as required, especially for
transmission of large amounts of information (e.g. point cloudmodel file pack-age
which contains dozens of gigabytes).

– Traceability: For the exchange in a globalized economic environment often—even
legally binding—prove of execution, data transmission and reception is required.

– Efficiency: Process robustness and stability (such as repeatable exchanges and
defined content) without loss of competitiveness becomes more and more crucial.

A deployment schema for generation of Digital Twin is depicted in Fig. 8.2 as
a collaborative procedure. The scan is conducted on the customer’s premise. Then
point cloud data are sent to OpenDESC.com where object recognition is done as
described in Sect. 6.6. Results are transmitted to the process planning where the
Digital Twin is finally built.

Assuming a request for reconstruction, overhaul, ormaintenance, the object acqui-
sition must be provided at the production site by any device (scanner or camera, fix
or mobile) and the raw data are transferred by a secure web connection or disk to the
next instance which provides data processing (object recognition, feature recogni-
tion, translation) as described in Sect. 6.6. After the full data model of the factory was
created, it is sent to the design and engineeringwhich complete the required change of
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Fig. 8.2 Collaborative generation of Digital Twin [26]

the production system. Finally, the data set is being exported to the process planning
department [21].

While some steps must be donemanually (point cloud preparation, noise filtering,
outlier removal, feature extraction, and almost the entire training), the workflow has
to ensure an automated execution of all remaining steps. This is in particular true for
the most time-consuming steps: execution of segmentation and execution of object
recognition. It also includes the handling of alternative routes and loops which are
necessary to execute all the options illustrated in Fig. 6.10. The flexible, modular
handling of the object recognition framework with the option of replacement by an
another must also be provided [25].

Further important aspect is the level of automation of singular steps as illustrated
in Fig. 8.3. While singular data sets differ from each other, for sake of efficiency
is it necessary to estimate the share of manual assistance in the entire process. The
device-oriented tasks already are highly automated and can provide a dense point
cloud as input for a high-performance point-cloud editor in particular if a scanner is
used.

Themost remainingmanualwork can be expected on the segmentation of complex
sceneswhich promises the highest rationalization potential, although no support from

Fig. 8.3 The automation level of singular steps in 3D reconstruction techniques [11]
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publicly available directories can be expected. A successful segmentation anticipated
a reduction in data volume of point clouds with a factor of 1.000 and more between
the rough point cloud and the segmented point cloud focused on segment for further
processing can be achieved. This drastically reduces the demand on hardware, the
processing time and makes the interactive work much easier [18].

8.4 Model Preparation

Each model must be processed according to the procedure described in Sect. 6.6. In
particular, the point cloud must be prepared for the object recognition. At first, the
sighting must be premised to visually check the output of the data acquisition proce-
dure. It is possible that the automatic registration has failed. Therefore, the data set
must be positioned in space. It occurs by selection of an appropriate reference coordi-
nating system. During these manual steps, the model clean-up, the noise filtering and
the outlier removal are conducted. Eventually, the entire point cloud must be splitted,
e.g. to extract the portion of interest which will be processed further. The extraction
of models and portions for training of recognition respectively segmentation occurs
at this point of time. Finally, the point cloud must be exported in the desired format
(e.g. e57).

From this point on, the process runs automatically apart of training activities
which are not mandatory for each data set. Training is necessary in a sufficient extent
to provide the test base for the later testing [29]. Mesh reconstruction and point
cloud segmentation are implemented as separate utilities for the object recognition
framework. It is necessary for voxel- or surface-oriented frameworks. To collect
all automatic running steps, a user front-end was built (Fig. 8.4). It controls the
semantic segmentation, cluster extraction and cluster classification (recognition of
singular objects). This tool includes also a viewer which allows the visualization of
each intermediate result.

A point cloud model of an entire factory is a huge model of several dozens of
Gigabyte memory space which is challenging and time-consuming from the basic
data handling on. The preparation steps have also the aim to reduce the volume of
data to an extent which ismuch easier for the interactivework. Besides, it is beneficial
to split it into multiple sections according to the structure and layout of the factory.
Afterwards, the singular pieces can be considered as component of an assembly. It
makes the work easier as well as it simplifies the distributed work and use of the
parallel algorithms.

Using afore-mentioned methods and utilities, a reduction of data volume of the
point cloud by a factor up to 1000 becomes necessary without losing the quality of
the content. The range of volume reduction heavily depends on the desired object
recognition framework.
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Fig. 8.4 The user interface of the DigiTwin tool

8.5 Model Segmentation

Although good object recognition algorithms are capable to search for objects in
each space, for an intended industrial exploitation some pre-processing and adjust-
ment in sense of subdivision (segmentation) of huge spaces (and data volumes vice
versa) look promising. The segmentation of a scene is beneficial for several practical
reasons. At first, it helps to generate a structure of a scene which aims to identify
specific points of interest. Secondly, it can help to extract unnecessary data (remaining
outliers, objects which were scanned by a mistake) in a structured manner. Thirdly,
the segmentation helps facilitates adding of further information (e.g. buffer, hold
places, restricted areas). Fourthly, it is much easier to validate the object recogni-
tion results and handle the failures and errors in a restricted, smaller space. Finally, a
segmented scene allows the use of different recognition methods for different classes
of objects (e.g. machines vs. pipelines).

Segmentation can be conducted manually or by supervised training which is the
preferred way for complex scenes. Therefore, additional methods were developed to
simplify object recognition preserving the data quality. The first issue is the preselec-
tion of smaller agglomerations in the entire point cloud which are assumed to contain
an object, by using a PCLmodule. The initiative PCL (Point Cloud Library) presents
an advanced and extensive approach to the subject of 3D perception of point clouds,
and it is meant to provide support for all the common 3D building blocks that appli-
cations require [30]. The library contains state-of-the art algorithms for: filtering,
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feature estimation, surface reconstruction, registration, model fitting and segmenta-
tion. PCL is supported by an international community of robotics and perception
researchers. In particular, the functions for filtering and segmentation of a point
cloud are used in the presented approach. The segmentation module is being trained
to subdivide the entire scene in nine categories: roof, wall, floor, machines, structure,
cranes, transport, auxiliary, and noise. For a mechanical shopfloor, machines, cranes,
and transport devices are of a particular interest.

Especially, the segmentation training consists of the following steps:

1. For all halls (rooms), extract different semantic classes as a single region using
Recap

2. Extract regions as ply files
3. Train PointNet using all the halls
4. Input: point cloud of a hall as a scene
5. Divide the scenes in blocks
6. Block size: 1, 2 m
7. Simple number of points: 4090, 1000, 12,000
8. Train using different blocks
9. Merge all blocks together
10. Output: point cloud of the hall assigned with a semantic class.

As depicted in Fig. 8.5 which shows the segmentation results of a hall with nine
object categories in three rows, cluster extraction in the point cloud of a hall is
executed in three consecutive steps.At first, the point cloudmust be reduced (sparsed)
by using a voxel grid filter without losing the content. Subsequently, some unnec-
essary objects (floor, walls, and the roof points) are removed by using the normal
segmenter. It is worth to note that the extent of categories and objects to be filtered out
is determined by the final utilization of the point cloud. For material flow planning
floor, walls, roof, and thin pipelines are not necessary. Finally, all existing clusters in

Fig. 8.5 Results of model segmentation
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the hall are extracted by using the Euclidean cluster extraction. The outcome of this
module consists of a crowd of different clusters which subsequently are being used
for object prediction: which objects does contain the corresponding point cluster.
That is the object recognition in the tight sense: testing of pretrained CNN. Further-
more, for each cluster, a bounding box is extracted which is oriented in main axes
of the point cloud. Such a bounding box is the first aid for visual control whether an
error has happened and replaces a missing object.

8.6 Training and Testing, Rebuild of Structures

Before the object recognition can start, the objects of interest must be available in
the system library. Since they are usually not included in the standard database such
as ModelNet (Sect. 6.4), an additional reference library must be set up that contains
the objects of interest. This is performed in two ways: either by using CAD models
or exemplary point cloud models. To ensure the similar properties of both model
types, CADmodels are transformed in point clouds using a virtual scanner (Fig. 8.6)
which is stochastically moved around the object (illustrated with red rectangle and
blue points) in five runs with variable distances. CADmodels can either be provided
by the object manufacturer respectively vendor or have to be built up manually first.
The similar objects can be derived from the existing properties with little effort.

Singular point clouds models must be further transformed in order to prepare an
adequate input for object recognition procedures, depending on the object recognition
framework used [31]. In case of the voxel-oriented framework (VoxNet, VoxelNet),
the point cloud must be translated into a corresponding voxel model. The side length
of a voxel plays a significant role here. Tests have shown that a variable length which
is related to the object shape provides the best results. Figure 8.7 illustrates the
translation of a CADmodel of a machine to a point cloud model and, finally, a voxel
model. Although the start model already has been simplified, a further simplification
occurs during the translation to a voxel model which hardly can be prevented. If
the simplification dilutes a local feature (e.g. an auxiliary device), then sufficient
recognition results cannot be expected. Rather, it is to be feared that a wrong object
will be recognized. Therefore, when building the sample models, care must be taken
to ensure that the distinctive features (e.g. oil purificator) are considered.

An exemplary procedure in three steps (segmentation, clustering, recognition
of object in singular clusters) is illustrated in Figs. 8.8, 8.9 and 8.10 [28]. After
the sample objects (machines, cranes, trolleys) have been trained with up to 1000
epochs, the developed framework has been tested using real-life data extracted from
the factory hall. At this time, the particular importance was given to the object
recognition. The overall recognition rate is high, although the environmental impact
is quite negative. More than 75% of all objects can be truly recognized. However, the
recognition procedure is sensitive and needs to be stabilized. Provision of bounding
boxes is helpful for repair of missing andwrong oriented objects. Overall recognition
rate is shown in Table 8.2:
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Fig. 8.6 Generation of a point cloud by a virtual scanner
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Fig. 8.7 Generation of the voxel model of a machine

Fig. 8.8 Factory hall as a point cloud scene

Fig. 8.9 Factory hall as a point cloud scene after the segmentation in 9 categories

Figure 8.8 shows the screenshot of the factory hall as a scanned scene. Apart of the
point cloud, modern terrestrial laser scanner additionally generates high-resolution
images of the scene which can be used for additional analysis and documentation
[32] (Chap. 4).
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Fig. 8.10 Factory hall as a scene with recognized objects

Table 8.2 Inventory of the
factory (excerpt)

Objecty type Recognition rate %

Machine 80

Intralogistics 80

Storage, container 80

Pipeline 80

Furniture 70

Mobile object 70

Figure 8.9 shows the screenshot of the factory hall as a scanned scene after the
segmentation conducted in nine categories which are marked by different colours
each. It is easy to identify that all points are assigned to an auxiliary category, except
for small clusters on the floor that can be seen as noise (category 9). Such structure is
important for the following steps: recognition of singular objects and material flow
simulation.

Figure 8.10 shows the screenshot of the factory hall as a scene built with recog-
nized objects which are put in the right position and orientation in space. For the
better distinction, different objects are marked with different colours. Such a struc-
ture is being exported to CAD for repair of remaining errors and completion by high
fidelity CADmodels as input for subsequent tasks (e.g. simulation of material flow).

On the one hand the rule of thumb applies that all objects with a unique, distinc-
tive shape like a hanging crane can be recognized easily in the right position and
orientation in space (Fig. 8.11). On the other hand, there are objects that have a
similar shape, without local features, and can therefore easily be confused, even if
they have very different functions (container, housing, tank). In such a case, utiliza-
tion of a secondary criterion (e.g. labeling) for the reliable object recognition could
be also considered. During the analysis of the outliers (objects which were either
not recognized or recognized false) three main drawbacks became apparent which
cause the failure of recognition: occlusion, small test base and overfitting. Of course,
there is a significant, but not full inference of the overfitting and the small test base.
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Fig. 8.11 Recognized
object: hanging crane

Otherwise, the extension of the test base which happens continuously by adopting
additional models will provide a better training and, subsequently, better results.

An algorithm which considers only a single part in a point cloud cluster fails
completely in case of a significant occlusion; when two or more objects next to each
other are assumed as one cluster (Fig. 8.12). Although this case does not rarely occur

Fig. 8.12 Impact of occlusion
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in a factory (Sect. 6.8), it will not be investigated further [33], but resolved by an
additional loop, where clusters which contain more than one object are subdivided
manually and then processed separately. Just worth to remark that a fully cluttered
hall would stop the whole undertaking of generation a Digital Twin by means of
object recognition.

Scanning with a scanner device in the height of approximately one meter above
the ground of the factory has a basic drawback that the top area (the roof) of the
large objects cannot be acquired sufficiently. A similar case arises when using a
hand scanner. That can be resolved, for example, by using a drone as the scanner
carrier [34]. In order to create a closed geometrical object which can be automatically
translated to a voxel representation, the top of the object is being approximated by
a plane in order to close the volume. That is not only a dimensional deviation, but
also reduces the possible distinctive characteristics of the object [35]. This drawback
is enforced by a basic structural difference between the test object which is derived
from an exact CAD model by using a virtual scanner and the scanned object.

Overfitting is rarely obvious, but its impact is ubiquitous. All three used CNN
frameworks (VoxNet, VoxelNet, G3DNet) provide similar results and are sensitive
on change (e.g. input data quality). This implies a strong overfitting. The attempts
to reduce overfitting lie in the extension of test base by more model variants. Just as
important is the compromise between the level of detail, which takes local features
into account, and a limited model complexity for each object in the object library.
Such considerations should also consider the modular structure of the object models,
similar to how the machines are built [27]. This can be provided by parametric
structure of sample CAD models.

Process-compatible CAD models are required for further processing of the data
in the simulation of the material flow [36]. For this purpose, a multi-stage assembly
is created in the CAD system that depicts the structure of the factory hall (Fig. 8.13).

Fig. 8.13 Concept structure for a template for factory hall
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For each object, a CAD model from the library is inserted for each object found. At
the same time, a bounding box is inserted that describes the exact position in space.
The objects found are summarized in a list that describes an assembly group in the
hall which can be imported in a CAD system [37].

The assembly in the CAD system SolidWorks as shown in Fig. 8.13 represents an
industry standard in the field of industrial engineering and planning. The whole hall
is divided into several cells, each containing machines and devices, which can then
be further subdivided as required. Apart of the training process which lasts two days
on a desktop computer, this automated process takes few minutes of computing time
with potential for further improvement. For further work (e.g. customization design)
a complete, consistent CAD model is necessary, which is validated by a quality
check [38, 39]. If some components are missing here, they must be added later.
Missing geometry can be created and adapted by using standard CAD functions
(Sect. 6.6.4). The bounding box is of great advantage here, because the missing
component is placed in it. Once the assembly has been completed, it can either be
used in a customization design or exported to STEPorXML for simulation tasks [40].
Ultimately, this is how Digital Manufacturing Twin is created in a built environment
[41].

In order to verify this approach for the recognition of pipelines, further exper-
iments with the point cloud from the plant construction (biogas plant) have been
conducted. This method is only based on the registered industrial point cloud itself
regardless of the varying point densities [42]. Such industrial point clouds contain
defects such as occlusions and sparseness. The results were disparate. Good results
were achieved in the segmentation phase automatically and robustly. Pipeline easily
can be separated from the remaining components of a plant. In highly dense industrial
spaces, class segmentation of cylinders, I-beams and valves that have easily distin-
guishable geometric patterns in the processing unit, warehouse and the oil refinery
work well. Object recognition does not perform sufficient. There are several reasons
for this. Pipelines cannot be viewed as unique objects. Alternative approaches are
necessary for this [43]. Then, a class segmentation deep network needs to be applied,
and outputs a probability distribution of all label categories per point and improve
the predicted labels by enforcing post-processing rules [44].

8.7 Discussion

Assuming that a searched object is known, either in the ModelNet or in the private
library, there is a high probability that it will be recognized in the correct position
and orientation. The distance deviation remains in the region known from literature,
and is acceptable for this purpose [45]. Seen in this way, almost optimal results
can be achieved with small manual rework. However, this approach has a weakness
due to the small test base for industrial products. Here, verification in larger space
with more complicated scenes and different types of repetitive objects is needed. A
collection likeModelNet for industrial objects in a factory would be supporting. Like
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for similar studies with a different solution approach [46], some other limitations of
this methodology should be clarified for future research:

1. Utilizing architectural domain knowledge can prevent acquisition of huge
unnecessary data [47]. A pre-scan known from autonomous driving [48] which
identifies the object and its bounding box would be helpful. Furthermore, by
using a combined approach, the identification and evaluation of labels could
reduce time for recognition and avoid some error by misrecognition in case of
similarity between two or more objects [49]. Prevention of outliers (undesired
reflexion) would reduce the amount of data.

2. Improve the robustness and the usability of data acquisition procedure by utiliza-
tion of low-cost and mobile devices (e.g. augmented reality glasses, 360-degree
camera) [11]. Currently, object recognition based on such clouds provides
insufficient results due to both discontinuous cloud density and poor position
accuracy (Chap. 4).

3. Reduce or prevent the impact of occlusion by improved segmentationwhichmay
consider the semantic relationships between the objects. Most likely, several
algorithms for different object types will be necessary.

4. Improve the robustness of recognition methods by better training and contin-
uous learning. Combination of a primary and a secondary recognition algorithm
would prevent a misinterpretation of an object, e.g. in case of occlusion [24].

5. Extend the content and usability of the object library by strong involvement
of industry circles and continuous improvement. That could be implemented
as an augmentation of ModelNet library. Combination with further libraries
(CAD standard part libraries) could improve the results and dramatically save
the preparation costs.

6. While the training is the most expensive step with manual assistance, further
efforts must be spent to reduce the overall effort. This can be conducted by
automatic procedures.

7. Better acquisition of non-geometric information. A similar approach for this
portion of data is necessary to acquire and collect approximately 400 types of
data which occur in a factory and are relevant for planning tasks [50]. This area
of reverse engineering is almost not investigated [51].

8. Better integration of singular steps [52]. Basically, it is about reverse engi-
neering, which was included in leading CAD systems a decade ago. Assuming
a fast and reliable recognition algorithm, it could be implemented as a module
in a CAD system and integrated into PLM as an object recognition module [53].

In order to successfully contend with the diversity of facilities, existing object
recognition methods must be combined, scaled and created new ones. In order to
facilitate this mission, three limitations of existing frameworks were rectified:

(1) understanding fundamental function,
(2) inferring scope of effectiveness, and
(3) performing an extensive and quantitative comparative performance evaluation.
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The two fundamental functions performed by object recognition methods are
(1) feature standardization and (2) discriminator distillation. Understanding these
fundamental functions enables researchers to accurately interpret parts of methods
as being vital or unnecessary [46].

Bottom-up or system-based concepts like this presented here offer better insights
into the system to be developed and support the maximum possible (and maximum
meaningful) parameterization of the system, they are associated with considerable
expenditure of time and thus high development costs, since the interfaces between all
virtual and real componentsmust be clearly structured and defined [54]. The possibil-
ities and application of the Digital Twin are additionally limited by the infrastructure
and software used, including computing power which significantly exceeds typical
CAD applications [18].

The legitimacy of object reconstruction with semantic enrichment needs to be
justified in terms of cost–benefit [11, 13]. This research was focused on fast object
recognition. If this attempt is successful, the justification is easy. However, the draw-
backs must be considered to prevent use case with no recognition (e.g. on significant
occlusion). Theoretically, in highly dense industrial spaces data acquisition could be
made impossible both by a missing accessibility though the acquisition device and
the poor recognition caused by incomplete point cloud and occlusion [33]. Theo-
retically, such obstacles can only be resolved by an incremental scanning (e.g. by a
non-limited mobile device) [55].

Because the Digital Twin is subject to frequent changes, the question arises of
how its consecutive updates (e.g. replacement for a machine in a larger hall) can
be conducted without restraint to repeat the entire process described above [56]. A
simple procedure can be therefore developed in which the user company is enabled to
undertake the initial part of the update process itself. For this purpose, an application
is being developedwithwhich the partial spaces of the hall to be updated in theDigital
Twin can be scanned using the camera of a standard smartphone. The application
will guide the user during the recording process, so that handling can be carried
out quickly and easily. The scan recorded with the application is further processed
automatically to a high degree and the Digital Twin is updated. With the extension
of the object recognition for the part of a model to be developed, the existing Digital
Twin is analysed and changes are automatically overlayed. This can be, e.g. used to
integrate behaviour models of a CNC machine.

8.8 Conclusions and Outlook

To enhance intelligent manufacturing, comprehensive discrete event simulations
based on the Digital Twin paradigm represent one of the key technological solu-
tions. In the presence of big or complex data, the Digital Twin plays a crucial role
in achieving the convergence between physical and virtual spaces [57]. The inten-
tion of this chapter is to advances the realm of generation of a Digital Twin in the
highly automated way in a built environment with complicated scenes (e.g. indoor
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environments with repetitive, irregular-shaped objects, and noisy measurement data
as input). With this, the Digital Twin and the use of discrete event simulation provide
manufacturing companies improvement potential for production systems leading to
various benefits such as improved flexibility and cost savings.

The technological base for generation of Digital Twin is a seamless, robust, (semi-
)automatic workflow of primarily standard, modular components with low user assis-
tance. In this chapter, several options for this workflow were discussed as well as
the parameters for their selection. It was demonstrated how the overall procedure for
the automated generation of a Digital Twin yields repeatable results, which data and
information is required, and how it is stored in a useful and process-oriented way.
Sensitivity analysis, pitfalls and drawbacks were addressed too with hints for their
resolution. Finally, it was proven that a generation process based on scanning and
object recognition can run successfully and much faster than by manual rework and
fulfil requirements for simulation and process planning.

Another interesting area of research is adoption of these findings in the 3D
facility layout problem towards a multi-criteria resolution [5]. Configuration soft-
ware providers seek to define the fine configuration of real workshops. They essen-
tially consider the spatial layout of the facilities, taking into account the constraints
of handling products, tools and equipment but also ergonomics. The use of a calcula-
tion method could lead to reduce the size of the solution space from the early stages
of the study and, thus, reducing the effort required to finely define the workshop
configuration [2].

The Digital Twin is the basis for each subsequent step. In the sales area, the
manufacturer can offer batch size one.On the basis of their current capacity utilization
situation, them can give the customer an exact delivery date. Furthermore, them can
make an expensive offer if the capacity is high, and optimize the price if the capacity is
low. With the Digital Twin, them can simulate production layout changes and react
more quickly to the market situation through material flow changes. An intuitive
visualization of the plant status for a transparent representation of the production
helps to further save costs [58].

Likewise, the overall process must be further expanded and obstacles, such as the
occlusion of objects, must be removed. If this is successful, the efficient generation
of a Digital Twin can be provided as a service to companies. With the procedure
described, which covers all required use cases, it is possible that a Digital Twin
in the built environment is created in few days and with small effort. Likewise, an
update of existing models is feasible. The companies do not necessarily need their
own experts with programming skills, but are supplied with a complete simulation
model through the comprehensive service concept [58]. Correspondingly, planning
can be carried outmore efficiently and flexibly, and productivity and quality increases
are created.
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37. Bondar S, ShammaaA, Stjepandić J, TashiroK (2015) Advances in parameterizedCAD feature
translation. Adv Transdiscipl Eng 2:615–624. https://doi.org/10.3233/978-1-61499-544-9-615

38. Yang W, Fu C, Yan X, Chen Z (2020) A knowledge-based system for quality analysis in
model-based design. J Intell Manuf 24. https://doi.org/10.1007/s10845-020-01535-8

https://doi.org/10.3233/978-1-61499-302-5-431
https://doi.org/10.3233/978-1-61499-703-0-672
https://doi.org/10.1016/j.jcde.2017.11.002
https://doi.org/10.1504/IJASM.2014.065346
https://modelnet.cs.princeton.edu/
https://doi.org/10.3233/ATDE190145
https://doi.org/10.1007/978-3-642-41501-2_58
http://www.opendesc.com
https://doi.org/10.3233/978-1-61499-440-4-414
https://doi.org/10.1016/j.isprsjprs.2019.03.017
https://doi.org/10.1109/ICRA.2011.5980567
https://doi.org/10.3390/rs9080796
https://doi.org/10.1016/j.autcon.2018.07.020
https://doi.org/10.1016/j.cviu.2017.06.006
https://doi.org/10.2195/lj_Proc_melcher_de_201912_01
https://doi.org/10.1016/j.autcon.2017.09.021
https://doi.org/10.1016/j.jii.2019.02.001
https://doi.org/10.3233/978-1-61499-544-9-615
https://doi.org/10.1007/s10845-020-01535-8


178 J. Stjepandić et al.
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Chapter 9
Design of Simulation Models

Sebastian Stobrawa, Gina Vibora Münch, Berend Denkena,
and Marc-André Dittrich

9.1 Introduction

While the previous chapters have described the basics of a framework for a Digital
Twin and how the required objects and parameters can be acquired, this chapter
focuses on the setup of a virtual model. The virtual model is an integral part for the
Digital Twin, since it operates on this model, and provides the digital representation
of the real system. The setup of amodel is usually complex aswell as time-consuming
and requires manual work by a suitably qualified person. According Fritzsche et al.
[1], setting up a new simulation model takes approximately 54 days. The example
is typical for simulation studies and shows the high effort and high costs. However,
it must be considered that the effort for the creation depends considerably on the
degree of complexity. Nevertheless, an indication of the effort required is given here.
Therefore, the automation of the setup process offers great cost savings, which could
lead to a wider diffusion of the Digital Twin technology.

For a (semi-)automated generation process of virtual models of production
systems there are further use cases. For example, Stobrawa et al. [2] explains how
an automatic model generation is used for the validation of control approaches. In
Addition, Kikolski [3] presents an approach to generate different scenarios from a
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simulation model. Since every use of a digital twin or a simulation model starts with
the setup, all these processes benefit from a simplification of the setup process.

This section therefore intends to simplify the generation process. This will be
achieved by introducing a generic architecture for the virtual representation of
production systems. This architecture provides a description of the structure and
can be transferred to specific applications in any simulation software. Since the
present book shows a concrete implementation, i.e. an exemplary and prototypical
application, a limitation of the use case and specification of the basic conditions will
follow. Subsequently, the procedure for (semi-)automated setup is presented in this
special case. Finally, specific results will be given, especially with illustrations from
the simulation environment.

9.2 Ontology of Production Systems

The model structure for the virtual representation of a production system requires a
formal description of the system, including the elements and their interdependencies.
This generic approach is essential for the generation of a Digital Twin, as described
in this book, in order to enable the transfer of the setup process of the digital twin for
any production system. In this context, an ontology is suitable as formal description.
In the following, an example will show how such an ontology can be set up.

9.2.1 Ontology-Based Information System for Generating
Simulations of Production Systems

Simulation environments apply standardized modules which are adapted to the indi-
vidual production system by means of production data. For this purpose, produc-
tion systems are described as a system consisting of different system components
and their interactions with each other [4]. In this definition the system components
represent objects. To these objects each real instance of a production system can
be assigned. The standardised modules are adapted to the individual characteristics
of a company-specific production system by means of attributes. For setting certain
values for these attributes, information from the respective production system are
required. In order to structure the information, and to provide it in a suitable data
exchange format, different forms of information technologies are applied. A standard
used for this form of information structuring is the Core Manufacturing Simulation
Data (CMSD) standard. By setting up superordinate information classes, produc-
tion data are processed in such a way that they can be assigned to the standardised
modules that represent a specific class of objects in the simulation of a production
system.



9 Design of Simulation Models 183

9.2.2 Information System for the Description of Production
Systems

To map a production system in a simulation environment properties of the system
and the system components are derived from production data. The VDI—The Asso-
ciation of German Engineers defines three types of production data that are relevant
for simulations of production systems [5]. Figure 9.1 shows relevant data for the
simulation. The VDI defines system load data, organizational data and technical data
as input for the simulation.

Technical data includes data of the factory layout, production resource character-
istics and production system topology. Organizational data includes data about the
structuring of processes and operations as well as planning and scheduling strategy,
for example the resource allocation. System load data includes data regarding orders,
batch sizes or scheduling decisions [5]. In addition to the pure definition of the
necessary data, the preparation of data is to determine for the automated generation
of simulation models. In order to take the user (programmer) out of the simula-
tion generation process, the manual derivation of information from production data
and the parameterisation of the simulation model, based on this, must be specified
in a machine-processable form. Otherwise, no representation of the properties and
behaviour of the production system is possible without human interpretation. This
means that the information system must enable the assignment of the components
that actually exist in production to the pre-programmed simulation objects and the
assignment of the real attribute characteristics to the attributes of the simulation
objects. Ontologies offer the possibility to build such an information system. For a
better understanding, a brief summary about information systems and ontologies is
given in the following.

Various information technologies are applied to set up information systems. The
term information technology refers to technical systems that are deployed to acquire,
store and process information [6]. Also, communication is a task of information
technologies. A distinction is made between different information technologies in
terms of the content they can represent [6]. Simple information technologies, such as

Fig. 9.1 Input data for simulation models described by VDI (in reference [5])
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lists, enable data to be structured. More complex structures, such as tree or network
structures, are provided to associate datawith eachother. For the automatic generation
of simulation models, ontologies are used by these complex information systems.
They can represent a high level of information content by store data:

– arrange data hierarchically,
– represent similarity relations,
– represent synonym relations,
– depict relationships,
– specify areas of validity and connect data to information by logical links [6].

Ontologies are used to structure a set of terms and relate them to each other. This
makes them suitable for representing the relationships of the production compo-
nents with regard to the production process. Likewise, for mapping the components
to higher-level standardised object modules that are utilized in the simulation. The
terms are divided into so-called classes, as in the example shown in Fig. 9.2. These
classes, for example “workstation”, have different attributes that make them identifi-
able [7]. Exemplary attributes are the ID (name) in form of a string or a current status
(“working”, “disturbed” or “paused”). A term or a class can have subclasses. These
subclasses have the attributes of the superordinate class and additional attributes
which distinguish them from the superordinate class. Instances can be assigned to
the classes [7]. These instances have individual expressions of the attributes of a class.
They represent real objects, like the turningmachine CTX520L in the example. Rela-
tionships between classes represents so-called object properties. An example for this
object properties is shown Fig. 9.2. It exists a functional relationship between the
class “workpiece feature” and the class “machines”. This relationship represent the
information that a workpiece feature is produced by a machine.

Only the relationship is represented in the ontological information. The func-
tion of the relationship must be interpreted individually [7]. So, the expression “is
produced by” must be interpreted. The example shows that the ontology only speci-
fies which object is part of a function by linking terms. In the example the machine is
used to create a workpiece feature. Data properties are another aspect of ontological
information system. The properties represent defined attributes of the instances in
the form of values or expressions. Examples of such specific attributes are a specific
machine type or specific set-up times.

Fig. 9.2 Example of the basic hierarchy of classes and instances
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The basic structure of ontologies, which stores information in classes associated
with attributes and instances, becomes machine-processable through the semantics
applied. The semantics specify in a machine-processable way how the data in the
ontology is accessed and how the information resulting from the structuring of the
data is to be interpreted [5].

Ontologies are already deployed to structure information for the automatic gener-
ation of simulation models. One standard that encompasses an object-oriented infor-
mation system is the CMSD. The CMSD standard merges the relevant production
data defined by the VDI in a superordinate way. The function-oriented structuring of
the VDI is translated in an object-oriented way [5]. So, the information is assigned
to the objects: part (workpiece), resource (workstation, equipment) and production
operation [8]. In addition, the standard defines additional classes in which supporting
information for the creationof simulationmodels is specified, seeFig. 9.3. The classes
represents the components of the real manufacturing system, on general level and on
instance level.

Part information describe the workpiece. Attributes of the workpiece are the
current processing status, the current booking point in the simulations of a produc-
tion system or the name (workpiece ID) for example. The class record information
from all three information areas of theVDI definition. Resource information describe
workstations, employees and other equipment of the production system. Attributes
of the resources are the current state or the individual name (ID) for example. Espe-
cially in this class, the technical data are represented. Process data are applied in the
production planning and production operation class to describe the manufacturing
process. This includes data about the specific manufacturing steps and organisational
boundary conditions. In addition, this information class defines different jobs with
the organisational and workload data from the VDI model. The Layout class repre-
sent information for the resource location and standardise resource symbols for the
simulation. With the superordinate class “support” the data format, the data structure
and data exchange are provided by the CMSD Standard. The standard is based on
the Unified Modelling Language (UML) and has also been implemented with the

Fig. 9.3 Classes of the CMSD information model [8]
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RDF/XML syntax [7]. The ExtensibleMark-up Language (XML) is a text-based data
format which can be read and edited by computers. XML enables the structuring of
documents [9]. For this purpose, the mark-up language works with so-called tags,
whose appearance is standardised. Themeaning of the tag is not predefined. Tags can
be harnessed to describe, store and exchange data. Hierarchies can be mapped with
tags by nesting [9]. So, the XML is deployed to structure the production system into
classes and subclasses. The Resource Description Framework Schema (RDF) is used
tomap properties and relationships of resources in amachine-readable form. The fact
that the standard is based on the XML/RDF syntax simplifies the exchange of data
between the real production system and the simulation environment [5]. Production
data are usually collected in RDF/XML based syntax in the shop floor. The data is
often stored and made available to the information system using an SQL database
[10–12].

There are two different ways to use structured data for the generation of simulation
models. Internal approaches follow the implementation in the simulator (the software
in which the simulation model is built). External approaches create an algorithm or
a script in another programming environment. In this environment, the algorithm
generates a source code for the simulation [5]. The algorithm is part of the next
chapters of the book.

9.2.3 Exemplary Applications

The CMSD standard was developed to provide production data in a uniform data
structure. This unified data structure is applied by various approaches to create a
material flow simulation. The approaches differ in whether they prepare the data for
a programmer or use it to automatically creatematerial flow simulations. FOURNIER
[13] exploits the standard to build a translator for the programmer that provides the
data from the CMSD in a simplified way. He applies the XML syntax to read the data
from the CMSD and make it available for programming in the FlexSimmaterial flow
software. BERGMANN et al. [5] use the standard for the automated generation of a
simulation model. They apply the standard to process the data automatically and to
build an executable simulationmodel of the production in thematerial flowsimulation
software Plant Simulation [5]. In the project, the enterprise resource planning system
(for example SAP ERP) is utilized as data source [5]. In the exemplary application,
the attributes of key figures recorded by standard, such as the MTTR and the MTBF,
were derived for the instances [5].

In the area ofwork preparation, an ontology-based information system is deployed
to identify alternative production routes based on the workpiece features to be
produced. With the ontological class structure production operations are assigned
to workpiece features. The production operations are in turn assigned to usable
machine tools and tools. By logically linking the production steps process sequence
alternatives are identified and displayed as non-linear work plan [12]. Further devel-
opments utilize this information to check the derived work plans with digital twins
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[14]. These routes are already being evaluated according to various criteria [12, 15].
For example, a cost estimate is used to make decisions for production routes. In all
approaches the information system provides the information. The actual calculation
and thus the determination of results is done by calculation with standardised equa-
tions, for example at process time determination or by mapping in a material flow
simulation environment.

In publications the existing approaches for the automatic generation of material
flow simulations are compared and research gaps are highlighted (see for example
BERGMANN et al. [16]). This shows that the lack of standardisation is still a major
problem. That makes it difficult to compare different research results with each
other. Here a standard like CMSD can close the gaps. Like a kind of gateway, the
information system can adapt data from production to the logic of the simulation.
Or combine the logic of different partial solutions for the generation of simulation
models. Due to its class structure, the ontology-based information system offers the
possibility of transferring various functions, such as a scheduling procedure.

Currently existing methods for generating simulation models are semi-automated
methods.Aplanner or programmer is still required tomanuallymodel certain features
of the behaviour and characteristics of the production system [16]. This greatly
increases the effort required to generate simulationmodels. That leads to the fact that,
despite the manual extension, only partial aspects of a production system are usually
modelled. This means that only a part of the possibilities of existing simulation
environments can be deployed. As shown in Fig. 9.4, simulation models can be
applied to represent various components of a real production system.

In order to harness all the functions of material flow simulation, a comprehensive
database is necessary. At the same time, the effort involved in generating the simula-
tion model must be kept as low as possible. This included, that the data is transferred
to an information systemwith as low effort as possible. Existing information systems
of the production system, for example a Manufacturing Execution System (MES),
enable this in particular for the generation of resources, orders or products and for
production planning and control in a simulation environment. Layout information

Fig. 9.4 Transfer to the components of a simulation
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is usually not yet provided by the systems. The project addresses this gap. In the
following, it is shown how information on the layout is provided by means of a scan
of the production and be used to generate a simulation model. An automated process
greatly reduces the effort required to create the simulation.

9.3 Data Model

In this section, the described ontology is now used to derive an architecture for the
model structure. This architecture corresponds to the structure of the elements in the
model and also to the data model. For this reason, the architecture is represented
in the form of an entity relationship model (ERM). The advantage of this approach
for description is that the ERM can be transferred directly into a relational database,
which is utilized for the programflow for themodel. Thus, the description determines
the later procedure of the model and it ensures that the method can be transferred to
any production system.

For the purpose of illustration and comprehensibility, a basic structure is first
presented. This structure can then be extended in the sense of the ontology described
above. For this purpose, the ontology fromFig. 9.4was reduced to essential elements.
The basic structure consists of [17]:

– Stations: This refers to all objects where value is added, i.e. machines, workplaces,
plants, etc. The stations must receive a unique identification number (ID) in addi-
tion to a label with which the station is named in the production system. The ID
is required for the program-technical sequence of the simulation. In addition, the
spatial position of the stations is used.

– Products: The products that are produced in a production system are registered
at this point. The products also require a unique ID for use in the simulation.
In addition, a label is defined. If several products are processed similarly in the
simulation, products can be bundled to product families. In this case, each product
is assigned to exactly one product family.

– Work plans: Each product has a work plan that describes how the product is
manufactured. For simulation purposes, each work plan is given a unique number.
In addition, a product is assigned to each work plan. Here, the product is noted
with the respective product number in the work plan.

– Work steps: In addition to the work plans, the single work steps are recorded in
order to describe the production process. Here, a work step consists of a unique
ID, a reference to the corresponding work plan (by specifying the unique work
plan ID), a reference to the station (again, by specifying the unique station ID),
and a processing time. The link to the corresponding product is obtained via the
work plan number, as the product ID is stored here, so that a clear assignment can
be made.

– Jobs: The last element needed at this point are the jobs in order to systematically
describe a production process. The jobs consist of a unique number, an assigned
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product (noted by the product ID), the start time of the job, and the job quantity,
i.e. the batch size.

With these elements a basic functionality of the production system can already
be enabled. Furthermore, this basic functionality can be extended by the elements
described in Fig. 9.4 in the sense of the ontology. Accordingly, this simplified model
forms a basis for a simulation that can be extended at any desired time and according
to specific requirements. Figure 9.5 shows an ERM that puts this basic structure in
context and can be transferred to a relational database.

As mentioned, the basic functionality can be extended as required so that the
model correctly represents the real system. For the extension, the ontology was
introduced in the first sections of this chapter. At this point, it is not intended to
expand on the basic functionality presented, as each extension must be appropriately
matched to the real system. In the further course of the chapter, however, it will be
described how this basic functionality can be set up automatically and at the end of
the section an outlook on reasonable and feasible extensions will be given. It should
be emphasised that an extension of the basic functionality usually requires manual
adaptation. However, some extensions are already pre-implemented in the solution
presented here, so that these can be applied.

Stations

Station-ID
Label
Spatial position

Work steps

Work-step-ID
Work-plan-ID
Station-ID
Processing time

Work plans

Work-plan-ID
Product-ID

Products

Product-ID
Label
Product family

Jobs (schedule)

Job-ID
Product-ID
Start time
Batch size

Fig. 9.5 ERM of the data model [17]
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9.4 Model Design

Figure 9.6 provides an overview of the basic task. In the upper part of the figure,
the task is initially abstracted, which means that the task is presented here in a
generic structure. The aim is to set up a Digital Twin from the visualization of a
production system, which is recorded by scan (as described in Chap. 4). This process
contains of an interface between the visualization and the Digital Twin, which is
used to automatically set up the model. More precisely, the design in this approach is
represented in a CADmodel, generated by the object recognition process (explained
in Chap. 8). CAD is a technology for technical visualization and is applied in this
context to display the result of the scan and object recognition.

The Digital Twin is targeted in the first step by a discrete event simulation (DES),
i.e. a simulationmodel in the sense of the ontology described in Sect. 9.2. The transfer
of the visualization (CAD) into the DES requires a format that distinguishes between
objects, that means that it is object-oriented, and is open-source, so that an adaptation
to the concrete requirements can be carried out. This format is provided by the XML
schema.

A further clarification is given when the corresponding methods for the technolo-
gies mentioned are outlined. In the implementation presented in this book, the scan
and object recognition were executed and the design of the production system was
mapped through this in a CAD model in the software SolidWorks. For the DES,

Fig. 9.6 Specification of the subject matter [18]
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the software Plant Simulation was utilized, which is a standard software for simu-
lation of production systems and enables the development of suitable methods by
an internal coding language. For data transfer between SolidWorks and Plant Simu-
lation, Computer-Aided Engineering Exchange (CAEX) was adopted, which is an
XML-based format and provides corresponding specifications for the industrial envi-
ronment. However, this last specification has only been described for the specific
implementation presented here. In general, other XML formats (e.g. Automation
ML) can be transferred from different CAD software (e.g. CATIA) to alternative
simulation software (e.g. AnyLogic).

After this general description, the concrete implementation will be explained.
Here, a two-step procedure is applied for the model setup. In the first step, the
simulation-capable objects are inserted into the model. The second step provides the
graphical representation of the model. This procedure, i.e. the distinction between
function and graphical representation, is necessary in order to utilize the pre-defined
simulation modules of the simulation software. Accordingly, a functional model is
generated that maps the characteristics and behaviour of the production system. The
model consists of standard components. However, the model does not correspond to
the real system, because the standard components are obviously not equal to the real
objects. Therefore, in the second step the functional model is hidden and a graphical
depiction of the real system is placed in the model. Since the proportions of both
models are equal, the result is a detailed model that contains all simulation-based
functionalities. The two steps are explained in the following, successively.

9.4.1 Design of the Functional Model

The functional model includes the information from the data model presented in
Sect. 9.3. The resulting model is fully functional, which means that it can be used to
perform simulations of the real system. However, it may have to be extended in the
specific application if, for example, buffers, transport facilities or similar are required
in order to correctly represent the application.

To set up the functional model, the following steps are executed, which can be
automated to a large extent:

1. Exporting the object data from the object recognition to an XML-file,
2. Importing the XML file into Plant Simulation,
3. Entering the product data, and
4. Entering the production schedule.

The visualization of the production system as mentioned in the last chapters of
this book is generated by the scan and subsequent object recognition and provided
as a CAD model. This means that the model is based on a point cloud and the object
recognition, that identifies objects of the production system located in this point
cloud. Here, a tree structure is used to arrange and correlate different elements of



192 S. Stobrawa et al.

the system. The upstream process was therefore designed in such a way that the tree
structure separate objects that must also be distinguished for the simulation model.

The export of the model operates as follows: The tree structure of the model is
looped through by themethod. The structure is then transferred to an XMLfile. Since
the XML structure can adopt the tree structure of the model, the method is simple
and mainly adopts the data that is stored in the model. The process is visualized in
Fig. 9.7.

The export method was programmed in a macro for SolidWorks. It is open source
and can be downloaded from [19]. The macro is written in Visual Basic for Applica-
tions (VBA) programming language and must be triggered manually in SolidWorks
while a model is open. An XML file is the direct result of the macro and must be
saved locally. In general, the XML format uses descriptors that are marked by the
symbols <>, just as in the HTML program language. Hence the general structure is:

Fig. 9.7 Representation of
the process in a
Nassi-Shneiderman diagram
[18]

Start of the method

Step through the objects of the model

Store the object label in table

Define the reference coordinate system

Determination of the position data (x, y, z)

Create a table as a local variable

Store the position data in table

Create XML file

Write header

Step through the table (attributes)

Store the object type in table

Step through the table (values)

Write values in XML file

End of the method
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<?xml version="1.0" encoding="UTF-8" standalone="yes"?>

<eMPlantTable xmlns:pt="urn:schemas-tecnomatix-com:eM-Plant">

<Table pt:Name="X" pt:XDim="4" pt:YDim="-1">

<ColumnIndex pt:Type="string">

<Cell>Type</Cell>

<Cell>X</Cell>

<Cell>Y</Cell>

</ColumnIndex>

<Column pt:Type="string">

<Cell>machine</Cell>

<Cell>machine</Cell>

<Cell>conveyor</Cell>

</Column>

<Column pt:Type="integer">

<Cell>10</Cell>

<Cell>10</Cell>

<Cell>30</Cell>

</Column>

<Column pt:Type="integer">

<Cell>20</Cell>

<Cell>40</Cell>

<Cell>20</Cell>

</Column>

</Table>

</eMPlantTable>

For the introduced application, the <item> stands for an object in the model.
Attributes are assigned to each object. These attributes may differ for various objects,
depending on the properties of those objects. For example, the processing time
can be stored for machines, while for a conveyor, the length is stored in the XML
file. However, it is also feasible to store the same attributes for both of the above-
mentioned example objects. Here, for instance, the locations in the model are trans-
mitted in X and Y coordinates. Analogous to this procedure, the structure of the
XML interface was defined for each object. This procedure enables the transfer of
data that is needed again for the basic structure of the simulation model.

Assuming that the model creation is not to be carried out by a specialist, a user
interface for importing theXMLfilewas built in the simulation software. This enables
a decoupling point to be set to the customer for a later service after object recognition.
The user interface is shown in Fig. 9.8. Here, the path to the XML file is simply to be
entered. Then, by activating a button, a method for import is started and the model
is built automatically.

The import of the XML file into the simulation software is set up in a way that
all values from the XML file are first written into an internal table of the simulation
software. This procedure is reasonable because it decreases the computing time. The
simulation software accesses the XML file only once and extracts all data, which
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Fig. 9.8 User interface of
the XML import

results in a performance advantage. Therefore, in the programme code, this import
is independent of the model set up. In addition, the import is simple, since no further
adjustments to the data are necessary due to the structured structure of the XML file.
The data type, such as string or integer, is adopted and thus saved in the simulation
software. The internal table in the simulation software matches the structure of the
XML file, i.e. all attributes correspond to columns and the single objects are listed
line by line.

The model setup is also based on an independent method. For this purpose, the
internal table generated by the import is run through step by step. Each line corre-
sponds to an object of the model, which means that a simulation module is created
here in each instance. A case distinction is performed in the first step, depending on
which object type is given. For example, a different generation process is carried out
for a machine object type than for a conveyor object. In a second step, a section of the
model is then generated for each object. First, the position data is used to place the
object. This data is scaled to the size of the simulation model area. Then the specific
data is added to the generated module. Again, this differs depending on the type of
object.

When themethod is completed, a rudimentarymodel is generated. This completes
the automated part of themethod. For further automated generation steps, user input is
required. For example, an additional method was set up that implements predecessor
and successor relationships in the model based on the production plan. However,
this requires a production plan, which cannot be determined by the scan. In order
to design the process as efficiently as possible, predefined tables are stored in the
model, which can be filled either with minimal effort by experts of the production
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system or by a defined export, e.g. from a MES. These input options are described
in the further explanations. Figure 9.9 summarises the process.

The import is realized in the Plant Simulation software. An internal program
function is used here to transmit the internal table with the data from the XML file.
Such predefined functions are often found in other simulation software, which again
underlines the advantage of using XML. The code for generating the model is also
published and can be found in [20].

As a result, the rudimentary model is set up. Figure 9.10 shows an example of
the result of a first application. It should be noted at this point that the example only
shows a section of the production system. The different stations which all have the
same shape in this form as they comply with the standard simulation modules can be
seen. However, they have different characteristics due to stored properties. A visual
distinction follows after the graphic interface has been adapted. In addition, it can
be seen in the example that workplaces have been created next to the stations. This
represents an extension that has not been explained before. In this case, workplaces
were added for the specific application case of a project partner in order to be able to
represent working personnel as well. In addition, there is a “DigiTwin” block in the

Fig. 9.9 Representation of
the process with a
Nassi-Shneiderman diagram
[18]
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Stations
Workplaces

Fig. 9.10 Example for the functional model

model with which the user interface can be selected. A few process-relevant objects
such as sources and sinks were also created.

After the model has been built automatically, the next step is to enter the products
and the production schedule. For this purpose, a user interface was created that
provides various options for the input:

– The use of an input wizard to enter data on the products and the production
schedule. Here, an export from a spreadsheet (e.g. MS Excel) can also be done.

– A second input wizard can be used here, but in this case, it allows single-step
input, i.e. product by product respectively order by order.

– Entering data into a table directly in Plant Simulation.
– The adjustment of data that has already been entered, for example, to update or

extend the entries.

Figure 9.11 shows the user interface for selecting the type of entering the products
and the production schedule. Here, a distinction is made between the three sections:
products, production schedule, and connections. The points “products” and “produc-
tion schedule” are structured in the same way. On the one hand, there is the selection
option for the two input wizards. On the other hand, there is the option of adjusting
the data, displaying the input table in Plant Simulation and deleting the data via reset.
Furthermore, it is possible to determine the connections between the single stations,
i.e. predecessor and successor relationships, under the point “connections”. This is
determined automatically, as mentioned above, or adjusted via a table.

The input wizard for entering product data, which can be activated by selecting
“Input wizard” in the user interface from Fig. 9.11, is controlled via another user
interface, as shown in Fig. 9.12. Here, as described above, there is the option of either
reading in an entire table or entering the products one by one with a single-step input.
For input via table, the formatting rule is displayed within the box. This formatting



9 Design of Simulation Models 197

Fig. 9.11 User interface for entering the input

is then processed by a method so that all products are correctly integrated into the
application. According to the structure of the data from the ERM in Fig. 9.5, the
products are stored in a table. Further, the work plans and the work steps are stored
in other tables and the corresponding links are set as defined in the ERM. This means
that single work steps are assigned to the products via the work plans, which in turn
are assigned to the stations where the products are to be processed. This results in an
implicit process descriptionwhen the products are entered, derived from the ontology
described at the beginning. After all the data has been entered into the tables by the
method, the products are then created automatically. The same procedure is also used
for the single-step input. Here, the tables are filled with the data in the same way.
However, after each input, the products are generated separately as described and
the corresponding links between the tables are set.

So far, the described procedure has been implemented by exporting the product
data from anMES. This export is usually not available in the required format. There-
fore, the MES export has to be converted into the required form with the help of
an MS Excel macro. However, it is conceivable at this point that an MES export
is generated in the appropriate format or that an interface is set up between Plant
Simulation and a specific MES application with which the data is transferred in the
appropriate formats. In practice, different MESs are applied or the data may have to
be extracted from ERP systems, so there is no generic solution available so far. As a
result, there is manual effort for data pre-processing at this point.

The procedure for entering the production schedule is similar. Here, the input
wizard also distinguishes between input via a table and the single-step procedure.
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Fig. 9.12 User interface of input wizard (product data)

For the sake of completeness, this input is shown in Fig. 9.13. The corresponding
formatting instructions can be found in the figure. The rest of the procedure is the
same as for the products. Again, the data is written into corresponding tables in Plant
Simulation and the links are defined according to the ERM from Fig. 9.5. Finally, the
production schedule is automatically stored in the model. The difficulty with a MES
export was also solved here with a MS Excel macro. A generic solution is currently
not available, so that further manual effort is required for data pre-processing at this
point.

With this specification, a rudimentary but executable model is set up according
to Fig. 9.5. As already indicated above, some extensions were built into the first
application. This refers in particular to the integration of workers and the insertion of
intermediate buffers. These extensions are created automatically because they have
been pre-programmed. The integration of further parameters for the simulation, as
defined in Chap. 2 of this book, is also feasible. For this, either the creation process
must be generically extendedor the rudimentarymodel createdheremust bemanually
modified to include the required parameters. In the end, the functional model is built
with this. However, in order to create a comprehensible and true-to-scale model, a
graphical interface must be added. This is explained in the following section.
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Fig. 9.13 User interface of
input wizard (schedule data)

9.4.2 Design of the Graphical Model

The functional model provides the methodology for the simulation model so that the
processes of the real system are correctly represented in the simulation programme.
This means that the production process can be mapped to the model in terms of
process times, status, transport times, malfunctions, etc. Since analyses are usually
performed with the model, the findings of which can be applied to the real system,
it is reasonable that the real layout of the production hall can also be reproduced in
the model. This enables people who have no expertise in the operation of simulation
software to understand the processes in the simulation model. Accordingly, this
aspect is decisive for the acceptance of the simulation results.

As described above and in Chap. 8 of this book, the graphic model is first created
as a CAD model as a result of the object recognition. Since the CAD software has
various export options and Plant Simulation is able to load these exports, the transfer
of the graphic model is simple. Various formats, such as:

– JT-File (*.jt),
– Parasolid-Text file (*.x_t; *.xmt_txt),
– Parasolid- Binary file (*x_b; *.xmt_bin),
– SolidEdge-File (*asm; *.par; *.psm),
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Fig. 9.14 Importing the graphical model

– IGES-File (*.iges; *.igs),
– STEP-File (*.step; *.stp),
– VRML-File (*.vrml; *.wrl),
– CATIA V4 File (*.exp; *.model), or
– CAD- Layout files (*.dgn; *.dwg; *.dxf),

can be used here. The decisive aspect here is that the same reference coordinate
system is used for the graphic model as it was used for the export of the objects
(see Sect. 9.4.1). This ensures that the graphical model corresponds to the functional
model and that the graphical objects are placed exactly on the previously created
objects in Plant Simulation. The graphic model is simply loaded into the software
Plant Simulation and then aligned to the zero point, just as the previously created
objects are also aligned to this zero point. By hiding the functional model, only the
graphical model is visible to the user, while the functionality runs in the background.
Figure 9.14 shows how the graphic model, which is marked in yellow in the figure, is
placed over the existing objects. However, as described, this is only an intermediate
step, as the objects of the functional model are then hidden.

Themodel construction is completedwith the insertion of the graphical model and
the hiding of the functional model. In the next section, the findings are summarized
and the results of the model construction are presented.

9.5 Results and Summary

The ontology described in Sect. 9.2 is the basis for the further development of a semi-
automatic model setup for simulations of production systems. With this approach, it
is thus possible to develop a generic method with which any production system can
be transferred into a simulation model.
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For this purpose, it was shown how the data of a rudimentary model can be
transferred into a database model so that the systematic description of production
systems can be stored in a relational database. This procedure allows the required
information to be stored in the simulation software and to be accessed in the model
construction. The relational database schema also ensures the possibility of any
required scaling and adaptation of the model.

In the descriptions, a rudimentary model consisting of stations, products, work
plans, work steps and jobs has been intentionally introduced, as this represents a
basis for mapping any production system to a model. This basis can be extended
as required by the parameters introduced in Chap. 2 of this book. In the use case
presented below, the rudimentary model was extended by the following points:

– In addition to the stations, buffers were also integrated into the model. These are
used as intermediate storage before or after the processing operations. The buffers
were integrated in order to correctly map the idle times in the model and thus to
be able to observe the throughput time of the various products. The resulting
system behaviour is needed for later planning, such as inventory management
or scheduling. For the sequence of the application in the simulation software,
the buffers are assigned to single stations, so that the logic of the original model
remains the same and the sequence is only extended by the idle times.An extension
of the ERM in Fig. 9.5, and therefore the database model, is not necessary in this
case.

– In order to represent workers, workplaces were added to the stations. Next,
workers were appointed at the workplaces so that a machining process can only
be performed if a person is present. A possible extension at this point is to map
the work efficiency. This could show the influence of the worker on the produc-
tion process. However, this extension has not yet been implemented. The single
workers are stored in a separate table in the simulation software, so that the ERM
from Fig. 9.5 was extended by this table.

The purpose of listing these points is to explain which extensions are the basis
of the following model. In addition, this serves as an example of which extensions
are possible or necessary at this point in order to turn the rudimentary model into a
simulationwithwhich planning processes can be executed in a usefulway. Themodel
setupwas presented after the databasemodel was introduced. Here it is described that
the model setup consists of two steps, creating a functional model on the one hand
and a graphical model on the other. Both models are based on a factory hall scan and
a downstream object recognition as described in the previous chapters of this book.
The functional model is achieved from the CAD model, which is the result of object
recognition, using a SolidWorks export, an XML interface and an import function in
the simulation software Plant Simulation. The graphical model is implemented using
common data formats. When both models are inserted into the simulation software,
the functional model is hidden, leaving a detailed graphical interface for the user, but
with the simulation functionality running in the background.

The result of this model construction is shown in Fig. 9.15. Here it can be seen
that the model is about as accurate and detailed as a CAD model of the factory hall.
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Fig. 9.15 Illustration of the final model

For illustration purposes, one station of the functional model was not hidden, so that
it can be seen in the area outlined in red that a standard component of the simulation
software is also located where the machine of the graphic model is.

It has already been mentioned that setting up a simulation model of a production
system is time-consuming and requires expertise in the corresponding simulation
software as well as in the operation of production systems. The approach presented
here provides an efficient and highly automated solution. The automated part of the
method includes:

– Preparation of the scan of the production hall into a point cloud,
– object recognition based on the point cloud to identify the relevant objects of the

production system,
– export of the functional objects into an XML interface,
– import of the objects into the simulation software,
– creation of the objects in the simulation model,
– creation of products after data input,
– integration of the production schedule after data input,
– creation of connections between the various stations, and
– pre-programmed, simple analyses of the production system.

Nevertheless, there is manual effort that is also necessary for this procedure.
However, this is limited to a large extent, so that an efficient procedure could be
developed overall in comparison to the conventional procedure. The manual effort
consists of:

– Scanning the production hall,
– data acquisition and pre-processing for product data,



9 Design of Simulation Models 203

– data acquisition and pre-processing for production schedule,
– extension of the simulation model to include company-specific properties, as well

as
– target definition for simulation analysis and interpretation of simulation results.

This manual part is removed from the end user by a service concept, which is
described inmore detail in Chap. 11 of this book, so that no expertise is needed for the
model setup and for the analyses. It is also possible to expand this approach to include
the development of interfaces to MES, so that data acquisition and pre-processing is
further simplified. This further development ismade possible by the approachwith its
data-technical structuring without major adjustments. The time required is reduced
to approximately two working weeks. Compared to the conventional procedure (for
example in [1]) formodel creation, this corresponds to a time reduction of 81 percent.
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Chapter 10
The Commercialization of Digital Twin
by an Extension of a Business Ecosystem

Josip Stjepandić, Markus Sommer, and Sebastian Stobrawa

10.1 Introduction

Industrial products, production systems and product services are designed and
produced, applying distributed engineering and production approaches which are
supported by product lifecycle management (PLM) systems [1]. These systems inte-
grate business processes and systems in an extended enterprise, understood as a
loosely coupled network of companies that thrive on effective partner management
and continuous self-organization as well as learning. Original Equipment Manufac-
turers (OEM) are continuously facedwith the challenge to provide innovations, while
reducing their time to market, cutting costs and improving product quality [2]. To
be competitive, OEMs steadily focus on their core competencies and outsource the
production of components, various subsystems, modules and services [3]. To enter
marketsworldwide,manufacturing companies and especiallyOEMshave established
globally distributed supplier networks which significantly contribute to their market
success [4]. Proper supplier selection and integration followed by effective supply
chain management are therefore crucial for OEMs’ success [5]. For the supply chain
to operate properly, all parties need to play their roles and learn continuously, in
order to further develop the supply chain processes and make them more flexible.
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A complex, dynamic, loosely coupled and self-adaptive system made up of these
parties represents the supply network [6]. Due to the necessity to continuously coor-
dinate and manage intense flows of material, product and information, it can also be
called an ecosystem [7]. Ecosystem management plays an exposed role within the
OEM-supplier relationship. It should be noted, however, that suppliers and service
providers also build their own ecosystems, establishing relationships with multiple
partners [8].

Services have existed since the earliest history of human beings as outcome of
labor organization. Similarly, to the term product design, the term service design was
coined when the relevance of services in economic activities became evident and the
term blueprinting arose in order to illustrate the activity of designing and codifying
the sequence of actions that are part of a service performancewithin almost all market
participants [9].

Service underlies similar phases in its life cycle as a product and can be structured
in a similarmanner. Services can be analyzed focusing on the organization of business
operations and describing them as processes. From a similar perspective, services
are characterized as experiences that happen over time and that need to be organized
through a sequence of interactions between service providers and customers. Service
design has also been defined in relation to the coordination of the backstage of
services, in other words, to the design of facilities, servers, equipment and other
resources needed to produce services [9].

Two main tensions yield the definition of service design: the first tension results
from understanding design either as a defined problem-solving activity or as an
exploration of an open problem space involving different actors, including users
(Fig. 10.1). The second tension concerns understanding services on the basis of how
they differ from products or as an activity of value creation [10]. As a result of
these tensions, design is defined either from an engineering perspective—keeping
the distinction between products and services and interpreting design as a problem-
solving activity—or from a design-for-services perspective, which looks at services
as a value creation activity in an open-ended problem exploration involving different
actors [10]. Using this classification, approach presented here can be clearly assigned
to the area of Service Engineering: value creation for the well-defined problem of
creating a Digital Twin (DT) [11].

OECD (Organisation for Economic Cooperation and Development) states that an
ecosystem is a coherent set of entrepreneurial (potential as well as active) players,
market parties, institutions (government, universities and watchdogs) and processes
formally and informally influencing a local environment [12]. In recent years,
ecosystems became popular among leading global companies [13].

In this chapter, essential steps for commercialization of DT are discussed.
Section 10.2 presents main challenges of supplier networks, engineering collabo-
ration and network-centric operations, followed by Sect. 10.3 on product and service
platforms. Section 10.4 explains the main features of OpenDESC.com, followed by
a description of use cases in Sect. 10.5. Planning of extension by enterprise archi-
tecture integration is discussed in Sect. 10.6, and adoption of extended services in
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Fig. 10.1 Approaches to conceptualising service design, derived from [9]

Sect. 10.7. Adoption of Digital Twin offering is assessed in Sect. 10.8, following
with discussion in Sect. 10.9. The chapter ends with a conclusion and outlook.

10.2 Supplier Networks, Engineering Collaboration
and Network-Centric Operations

Industries like automotive, aerospace or shipbuilding with their globally extended
enterprises offer typical examples for manufacturing supply networks. In these
industries, the rise of outsourcing has led to a multi-tier supply network structure
involving numerous partners around the globe [3, 14]. These networks demonstrate
new tendencies within the production organization, such as global manufacture,
strategic alliances, flexible production and mass customization [15]. A leading auto-
motive OEM is present in almost each country, earns more than 150 billion US$
with more than 500,000 employees, and maintains a network with several thousand
suppliers and service providers [3]. Alliances have emerged as a typical expression
of business with the aim to share opportunities and risks [16].

Critical business processes run in such partnerships [17]. Thus, the term ‘virtual
enterprise’ is coined comprising the ‘core competence cells’ [14]. Networks are
becoming the grail for agility and adaptability [18]. Ascribing critical success factors
against collaborative alliances raises multiple possible, and potentially measurable,
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parameters that inherently reflect strategic capability for adaptation and organiza-
tional agility [14]. The collaboration governance in the supply chain is subject of
the continuous improvement in order to reduce costs and time. It overlaps with the
management of an ecosystem [19]. Depending on the corresponding work package
and the type and depth of collaboration, the supplier integration into theOEMprocess
chain can be defined in many ways [3].

A dynamic role concept can be derived corresponding to the inner organiza-
tional principle of the two-level-collaboration with both internal and external inte-
gration [14]. Internal integration refers to the extent to which a firm can structure its
organizational behaviors, practices, procedures, and strategies into collaborative and
manageable processes to establish close relationship between functions and to fulfil
its customers’ requirements.While external integration describes the degree towhich
a firm can establish a close relationship with its key supply chain partners (including
customers and suppliers) to structure their inter-organizational behaviors, practices,
procedures, and strategies into collaborative and manageable processes to fulfil its
customers’ requirements [20]. Outsourcing decision must be based of carefully eval-
uated metrics like flexibility, trustworthiness, price and delivery. Under recessionary
constraints a ‘build the infrastructure’ was recommended: create a foundation for
integration to enable ‘plug and play’ independent and integrated applications with
focus on infrastructure which will be rewarded in the upturn [14].

Looking from the broader view, for example, the area of defense, network-centric
operations (NCO) promise increased reaction speed and improved quality of deci-
sion making made possible by greatly improved situational awareness and access to
widely dispersed forces and weapons. The operating conditions of the operational
environment are characterized by frequent changes in products, services, processes,
organizations, markets, supply and distribution networks. NCO are characterized
by the rapid acquisition, processing, and exchange of mission-essential informa-
tion among decision makers at all command levels. This enables them to operate
from the same, verified, situational and targeting knowledge bases at the resolu-
tion and the decision cycle time required at each level. Network communications is
the service-based foundation for linking or networking systems to share information
across geographic borders and dynamically reallocate resources based on operational
needs [14].

With the rise of the network and the alliance, two distinctive risks rise too: rela-
tional risk and performance risk. Relational risk concerned with the probability part-
ners would not comply with cooperation of the alliance, while performance risk
referred to the probability that strategic goals of the project would not be achieved.
In an alliance structuring process, the partners faced with two sets of risk: those
regarding future states of nature and those regarding cooperation. While helping to
focus on where risks could reside in an alliance, more effort is required to identify
and manage these risks [21].

Exploring the nature of services as interactions between different actors allows
to study services from a different perspective. The relevance of interaction aspects
also relates to the time dimension, which qualifies services as processes rather than
products. Another consequence of this perspective is that the value is co-created in
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Fig. 10.2 Goods versus service value co-production, derived from [9]

this interaction, instead of just being passed from a producer to a consumer. Services
are an activity of value creation that continues (and sometimes becomesmore intense)
after the point of sale, for example, after themoment inwhich a contract for the service
is signed or after the material resources to produce value are transferred from the
service provider to the customer. The point of sale is the beginning of a co-creation
process based on a collaboration between customers and other actors (including the
service provider) (Fig. 10.2) [9].

10.3 Shift from Product to Service Platform and Ecosystem

Product platforms are a collection of modules or parts that are common to a number
of products [22]. A service platform is a grouping of related services that are similar
in resource type and constitute a component of a continuum of care [23]. Products
produce a single revenue stream,while platforms—whichwedefine as intermediaries
that connect two ormore distinct groups of users and enable their direct interaction—
can generate many. Indeed, a large number of the world’s most valuable companies
by market capitalization in 2015 were platform companies, including five of the
top ten. Four steps were identified that can make the difference between effective
transformations and failure [24]:

– Start with a defensible product and a critical mass of users
– Apply a hybrid business model focused on creating and sharing new value
– Drive rapid conversion to the new platform
– Identify and act on opportunities to deter competitive imitation.

Service as a value production process does not only apply to contemporary
services (e.g. service platforms) but also could be an approach to interprete any
kind of service and also any kind of product with the same logic. Alternatively,
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services (the application of specialized skills and knowledge) can be understand as
the fundamental unit of economic exchange [9].

Based on interaction, services are defined according to service dominant logic.
The definition of this logic as service dominant is in contrast with a goods dominant
logic, in which (1) the purpose of economic activities is to make and distribute things
(goods) that can be sold; therefore, goods (instead of services) are the main unit of
economic exchange, (2) value is only produced and embedded in goods, and (3) users
are passive in the process of value creation because they only use or consume the
value embedded in a product or service (Table 10.1) [9].

Whereas traditional firms create value within the boundaries of a company or a
supply chain, service platforms, in particular digital platforms, utilize an ecosystem
of autonomous agents to co-create value: the digital platform ecosystem. According
to this, a digital platform ecosystem comprises a platform owner that implements
governancemechanisms to facilitate value-creatingmechanisms on a digital platform
between the platform owner and an ecosystem of autonomous complementors and
consumers [25, 26].

From a structural point of view, four constituents can be observed in an ecosystem:
the keystone organization (the platform leader), members of the ecosystem, a domi-
nator among members and niche players. The keystone organization is the company
that is capable to provide platforms that serve other members in developing their
products and ensure their market survival. Although they represent a small part of
the ecosystem, they account for a larger share of profit. The keystone organization
governs the whole ecosystem in terms of influencing actions and development of all
members and defining the ecosystem´s architectural design [7].

The direct rival to the keystone organization, also referred to as the “wannabe”,
is a member that competes for the governance of the ecosystem. If the “wannabe”
tries to replace the keystone organization via vertical and horizontal integrationwith a
perspective to govern the ecosystem, it is called a “dominator”. Finally, niche players
bring a large share of innovations into the ecosystem through their specialized func-
tions and thus act as complementors. By focusing on a niche, they usually outsource

Table 10.1 Goods dominant logic versus service dominant logic, derived from [9]

Goods dominant logic Service dominant logic

Role of goods Goods are end-products Goods + embedded knowledge
composed into the process of value
creation

Role of customers The customer is the recipient of
goods

The customer is a co-producer of
value

Value producer Value is determined by the
producer and embedded in goods

Value is perceived and determined
by the customer

Firm/customer relation Customers are passive Customer is active, firms can only
make a value proposition (through
products/services)
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some functions to other members, utilizing the platform of the keystone organization
and products of their complementors [7].

From technological point of view, digital platforms are built on amodular architec-
ture comprising a stable core and a flexible periphery, taking advantage of economies
of scale and substitution [25]. For an ecosystem to be successful, timing in the devel-
opment of components and complementary technology is crucial [7]. Through the
modular infrastructure, the platform owner provides affordances that complemen-
tors can actualize based on individual innovation capabilities. On the other hand,
complementors can interact with each other to utilize the generativity of the digital
platform ecosystem [25].

Activities are discrete actions that determine how value is jointly created in an
ecosystem. In a digital platform ecosystem, actions include the development of new
applications or the provision of services, such as offering rides or listing new prop-
erties. Interdependencies of actors and products in an ecosystem can result in bottle-
necks whose performance, costs, and scarcity might constrain the value proposition
of an ecosystem. Complementary bottlenecks could lead to failure of the whole
system because they could prevent the focal firm from showing its performance
to the customer. Research on digital platforms has suggested that platforms act as
bottlenecks to control and limit interactions in an ecosystem [26]. In following, it
will be explained how an ecosystem were built and how an innovative extension is
being adopted by a long running ecosystem.

10.4 The Rise of OpenDESC.Com

Central component of a digital ecosystem is a software platform that is built to
support the value creation process and manage complex socio-technical processes
[27]. Figure 10.3 depicts the operating ecosystem based on OpenDESC.com service
portal which serves as a hub for data communication in the automotive industry and

Fig. 10.3 Structure of OpenDESC.Com ecosystem [7]
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enables acquisition and dissemination of data regarding logistics needs. It is a cloud-
based service that ensures that data reach stakeholders and customers in time, in a
secure manner and with the required level of quality [7].

Apart from the parties in engineering collaboration, there are few IT related stake-
holders: platform operator (as operator of the ecosystem), software vendors and stan-
dardization bodies. Arrows illustrate different types of mutual relationships [7] such
as requirements, rules, data, standards, provision of software, payment and feedback.
The structure and the relationships in this ecosystem are subject to continuous change
and evolution, resulting from changing trends in the market, organization, methods
and technology.The ecosystem is thus a dynamic, self-adapting systemwhich follows
the market dynamics and societal change [28]. In times of crisis, as is often the case
in the automotive industry, the demand from many suppliers drops subsequently.
However, new technological trends (e.g., electro mobility) emerge, contributing to
changes in the ecosystem and the dynamics supported by OpenDESC.Com.

Established in 1998, OpenDESC.Com has evolved to become a holistic service
for enterprise-wide data logistics, which includes both the conversion and the transfer
of the converted data to the partner [29]. Via an intuitive service portal, users can
provide their CAD data, as well as other product-related documents, automatically
for exchange and import the data and documents provided for them into their PLM
systems. Before transferring the CAD data, they can be converted into the format
required by the receiver considering the OEM-specific requirements.

The reason for founding the Data Exchange Service Center (DESC) was the need
of the automotive suppliers to convert their CAD data into the format of the OEM’s
favorite systemCATIAV4, without having to purchase expensive CADworkstations
themselves. Two years later, when no one was yet thinking about cloud or web-based
services, OpenDESC.Com was established, the first web portal for data conversion.
It allows customers to upload their data for conversion without installing additional
software and to download the converted data again [29].

The requirements of automotive manufacturers for data quality and data security
in cross-company communication have risen continuously over the past decades. As
a rule, system suppliers today must deliver native data. Native means in the formats
of the CAD systems or, more precisely, the respective system versions of the OEMs,
which can vary from vehicle program to vehicle program. The same applies to the
start models and libraries that the OEMs make available to their Tier 1 suppliers.
Today, no OEM accepts data that does not meet the highest quality standards, which
is usually proven with the help of appropriate check tools. In addition to the 3D
models, they sometimes even demand 2D drawings associatively linked to them
[30].

Customers do not only want to receive native models and drawings but to embed
more and more metadata in the CAD models to quite waive the drawing completely
by way. At some point drawings are not needed anymore, because all information
is related and inserted into the 3D model. Consequently, that will make intellectual
property protection (IPP) even more difficult [31]. Apart of a comprehensive concept
of intellectual property management, an appropriate CAD data export filter must be
used for such a scenario [32].
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Data transfer has also become more complex over the years. While automotive
suppliers used to be able to send their data as individual files via secure file transfer,
OEMs are increasingly demanding that they place complete assemblies in their PLM
systems via a portal or a special client. In line with market requirements, the range of
services offered by OpenDEC.com was expanded to include other services such as
data transfer. It is playing an increasingly important role for automotive suppliers due
to the growing importance of data security and the growing complexity of commu-
nication processes. The ability to encrypt data on the portal during the exchange has
become crucial for secure data transfer [17].

Outsourcing data conversion and data transfer not only saves suppliers the cost
of purchasing CAD systems and data exchange tools, maintaining and continuously
adapting the systems to the changing specifications of OEMs, and qualifying the
personnel who have to administer and run the systems. It also improves their pro-
ductivity by enabling them to design and optimize their internal processes more
effi-ciently in a homogeneous system landscape, regardless of customer specifica-
tions. Using OpenDESC.Com also guarantees consistently high data quality, without
which no supplier would receive orders today, and maximum data security during
data transfer. Logging and archiving of orders also ensure maximum transparency.
Another advantage for globally active suppliers that should not be underestimated is
that they can use the data logistics service virtually around the clock.

10.5 Use Cases of OpenDESC.Com

From the customers’ point of view, OpenDESC.Com is a modular data logistics plat-
form that supports different use cases from data conversion to migration and data
transfer (Fig. 10.4) [17]. It primarily addresses customers who want to buy extended
services in this area instead of build-up of their own infrastructure. It enables suppliers
to optimize their internal development environment according to their specific needs

Fig. 10.4 Block schema of OpenDESC.Com [14]
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instead of replicating their customers’ respective environments. They also do not
need to maintain a heterogeneous CAD system landscape and train employees to
use different CAD systems in order to convert their development data into the native
customer formats (Fig. 10.4). OpenDESC.Com combines optimal intellectual prop-
erty protection during data conversion with maximum security when transferring
data to customers and clients [33].

OpenDEC.com is currently used by numerous customers around the word. The
basis of its success is the data logistics experts’ deep understanding of the OEMs’
requirements. Thanks to their good knowledge of OEM-specific IT environments,
they are able to provide customers with remote support for all issues relating to the
installation of OEM-specific software tools, ensuring that their system landscape
is always at the release level specified by the manufacturer. This high flexibility is
crucial for the emergence of an ecosystem [34].

10.5.1 CAD Data Translation

Data conversion into all common CAD formats is a mainstay of the data logistics
service, with various options available to the customers. The most cost-effective is
automated conversion without quality control, which usually takes no longer than
24 h. It is popular with customers with high-quality source data or in early develop-
ment phases, where speed is crucial. For customers with higher quality requirements,
the service platform ensures quality control of 3D models and 2D drawings, adapts
customer’s data to OEM-specific specifications and corrects any errors in the target
system during conversion. To facilitate the further use of the data, OpenDESC.Com,
offers the conversion of parametric and feature-based CAD models as an additional
option [35]. If the method presented in this book is understood as a CAD translation
from a point cloud format (Fig. 10.4, on the left-hand side) to a parametric CAD
format, then it counts to this type of service. From the user perspective, the conver-
sion process requires minimal interaction. The users only need to select the files to be
sent, the recipient and the desired format in the window of the exchange portal—all
other operations run automatically without their assistance. Based on pre-defined
addresses in the Odette File Transfer Protocol (OFTP) connection, the converted
files are then forwarded directly to the customer or—depending on the OEM—even
uploaded directly into their PLM system [17].

10.5.2 CAD Data Migration

Migration of existing CAD data is one of the major challenges whenmoving to a new
system environment, especially for manufacturing companies whose products have
long lifecycles and are regularly modified and improved during lifetime. Any small
error is being multiplied within thousands of models which causes a non-predictable
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rework. Therefore,many customers drawon the long-standing data conversion know-
how. In addition to data conversion, the service includes assessment on preparing
the migration and defining the optimal migration strategy: From a so called big-bang
migration (translation of bulk data within a short period) with several terabytes of
data, to an incremental migration, to an on-request migration where only the data that
is just needed is converted [36]. The challenge is how to convert large amounts of data
in the shortest possible time. For this purpose, special adapters and pipelines, test
routines as well as automatic repair processes for any migration process (Fig. 10.4)
are created and key performance indicators (KPI) for effective success control are
defined [37]. Clearly defined processes guarantee the success of the migration.

10.5.3 Data Transfer

Few providers offer data conversion and organization of data exchange with OEM
and Tier 1 supplier from a single source. For this purpose, the highly secure data
exchange platform was integrated into OpenDESC.Com, enabling customers to use
the software as a service without having to install it. The data transfer service relieves
automotive suppliers of all the tasks associated with data exchange. All they need to
do is specify who is to receive which data; the service platform takes responsibility
for ensuring that it reaches the recipient on time and in the right way. The exchange
is handled either automatically via OFTP or OFTP2, via the OpenDESC.Com web
portal ormanually via the automotivemanufacturers’ supplier portals. For a seamless
process, the database with the contact persons on the recipient side must be filled and
the corresponding exchange profiles created. Personalized access ensures maximum
protection of intellectual property. The data exchange solution logs all exchange
processes so that customers can prove at any time which clients or suppliers received
which data and when [17].

10.5.4 Intellectual Property Protection

The requirements of the respective process chain (design in context, digital mock-up
etc.) yields the corresponding IPP measures. The data exchange agreements within
the supply chain and the ecosystem as well differ with respect to the content and
purpose of CAD data to be delivered, i.e. the degree of “parameterization” and
the data exchange frequency. At this step, dedicated knowledge portions from the
CAD data must be removed very precisely and context-sensitively to satisfy the
different data exchange agreements. The requirement is often to deliver minimal
knowledge with the CAD data, but to satisfy the data exchange and data quality
thresholds. Depending on the use case there is a strong need to define some IPP rules
for controlling the IPP process in a predefined way [31]. This service is provided by
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an IPP software which works similarly to an additional intelligent CAD workbench
with a comprehensive filter function.

10.5.5 Portal Services

Some automotive manufacturers maintain portal solutions to give partners and
suppliers direct access to their PLM systems and data. This means that their part-
ners must be familiar with the respective OEM environments to search and find the
data. The portal services are designed to act as intermediary and free them from
this necessity. OpenDESC.Com meets these high requirements in terms of system
know-how and available IT infrastructure. As a Certified Data Service Provider, the
staff is authorized to handle all data communication between the OEM sites and its
suppliers. This includes the ability to export data from the OEM’s PLM systems for
the suppliers, to convert it, to derive manufacturer-compliant drawings and to put
data back into the OEMs systems. The use of the data transfer service contributes
significantly to a fast and flexible integration between OEMs and suppliers and it
also facilitates the unbundling of partner relationships if necessary [17].

10.6 Planning of Extension by Enterprise Architecture
Integration

Coming from Systems Engineering, one of the most used methods for large change
projects is Zachman Framework [38], composed by a high-level architecture of the
platform on the perspective of the following six layers (Table 10.2).

Scope: Collaboration with OpenDESC.Com is an interesting alternative to cut
costs and facilitate making the exchange processes uniform and ensures a higher
level of reliability, without having to invest in a complete corporate infrastructure
[39]. As described in previous chapters, generation of Digital Twin can be composed
as an additional service offering which either entirely or partially consists of singular
steps described in Sect. 3.5.

Business Model: Business entities are allowed to process orders between devel-
opment sites. The service offering is governed by a Service Level Agreement (SLA)
that covers processes like on-boarding new partners, transmitting and receiving data
as well as support levels and decommissioning of registered users [38]. Having this
in place, connections can be setup between engineering parties based onmechanisms
and networks or bymeans of engineering portals [40]. Each party in the collaboration
is provided with a platform on pay-by-use basis.

System Model: The system (logical) model is built of users and organizations,
the actual offering and jobs (service orders) performed between users granted to use
the service. Auxiliary infrastructure belonging to customers and OEMs are docked to
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this offering in a network realizing a system of collaborative systems in the various
engineering departments [41].

Technology Model (Physical)—As built: The technology model of the platform
is implemented with a redundant infrastructure taking stringent security aspects into
account regarding access, datamanagement and processing [42].On the user perspec-
tive, it provides a number of user frontends to offered services as well as machine-
to-machine communication for an automatic processing of collaboration workflows
[43]. The user interface is thereby described using graphicalmock-upswhich are able
to visualize results at any stage. Model-based Physical Data models with diagrams
of the technology architecture; control structures, definitions and descriptions are
realized using UML techniques [44, 45].

Detailed Representations: The use of Node templates, enable each customer
of OpenDESC.Com to be set up easily as a node instance with its own specific
characteristics including one for Digital Twin [46]. Each node is logically separated
from other customers in order to fulfill stringent security requirements [47]. The
operation of a node is conducted over an administration and operation interface,
which allows its overall management.

Functioning Enterprise: Each authorized user can create communication rela-
tionships, define rules for exchange, timing, quantity, desired data quality, level of
detail and protection of intellectual property [32], add required metadata, distribute
data sets to multiple users etc.

10.7 Adoption of Extended Services

An efficient simulation set-up requires the fulfilment of some pre-requisites. One of
them is high-quality input data. This helps to create simplified access to simulation
models and their use [46]. Also, with this the simulation process can be optimized,
it shows the potential for savings, and it enables productivity as well as quality
increases [48]. The content of the extended services for generation of Digital Twin
of manufacturing follows here.

10.7.1 Working Procedure

Based on the existing production system, the process for generation of the Digital
Twin consists of four basic steps:

1. Scan of the production system.
2. Object recognition by using Machine Learning (ML).
3. Automatic simulation modeling.
4. Analyzes with the simulation model.
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10.7.1.1 Scan

During the scanning process (as described inChap. 4 inmore detail), it is possible that
the user can observe the progress via a sparse point cloud. This sparse point cloud is
displayed over the filmed image. The user can see the progress by being able to track
which area has already been recorded. The single images are streamed to a central
system via WLAN or saved on the device. After filming, a 3D dense point cloud
is generated. With this offline generation of the dense point cloud, it is possible to
perform further post-processing (camera-pose-correction, bundle-adjustment) over
the entire 3D point cloud and thus increase the accuracy. The accuracy of the 3D
points is about one or two centimetres over a clear length of tenmeters and is therefore
sufficient for the specifications of the simulation model.

It also possible to film without a central system, in this case the records are stored
on a camera device. If the record is finished, the user uploads the video to the cloud.
The cloud system starts to generate the sparse point cloud. At this point, the user
is able to check the sparse point cloud. If everything is acceptable, the dense point
cloud generation is proceeded. The generation of the dense point cloud can take some
hours or days of calculation. In summary, every scan has the following steps:

– Record of the production hall.
– Generating a sparse point cloud.
– Post-processing (image, camera-pose-correction, bundle-adjustment).
– Generating the dense point cloud.

10.7.1.2 Object Recognition by Using Machine Learning

With object recognition based on the point cloud (as described in Chap. 8), a para-
metric CADmodel is selected from a pre-defined library with all relevant objects for
each recognized object and inserted in the respective position in the hall. Unrecog-
nized objects are replaced by enveloping cuboids (bounding boxes), which reduces
reworking to replacing the bounding box with a real CAD model.

The step of object recognition generates the following information:

– Recognized objects (or also unrecognized objects, which are each replaced by a
bounding box).

– Position of the objects in the room, hall boundaries such as walls and windows.
– Structure of the hall in nine categories.

With this information, an assembly is automatically generated in target CAD
system (e.g. SolidWorks), which represents the complete hall with all objects as
individual parts. This intermediate result can be used as input for simulation but also
for other processes (e.g. change design of the production system).
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10.7.1.3 Automatic Simulation Modeling

The simulation model is built automatically with the information from the object
recognition. The information transferred is, on the one hand, the identified objects,
including further information on these objects. The spatial positions of the objects
are also transferred to the simulation software. On the other hand, a CAD model
is transmitted to the simulation software so that the simulation model receives a
graphical interface that is very close to a CAD model.

This procedure separates the function, i.e. the objects that determine the actual
sequence of the simulation, and the visualisation. The advantage of this procedure is
that the function canbe transferred to the standardmodules of the simulation software.
Accordingly, the function does not have to be reprogrammed, but the prefabricated
functionalities of the simulation software can be used. In addition, the integration
of the graphical user interface offers the advantage that an accurate and detailed
simulation model is created. This aspect is important for traceability and acceptance
by the customer.

All steps are highly automated for standard processes, which means that simple
production processes are included in the scope of the current programming. If, in
contrast, there are company-specific peculiarities, such as special linking logics
between the single processing stations or priority rules for production control, these
must be reprogrammed as part of a service. A detailed description of this process
can be found in Chap. 9 of this book.

10.7.1.4 Analyzes with the Simulation Model

Three types of analysis are distinguished. An initial consultation is necessary in
which a specific analysis is discussed together. The three standard analyses are:

– Bottleneck analysis: Here, a list of (future) load of the workstations, incl. identi-
fication of free capacities and potential estimation in case of a possible increase of
the bottleneck capacity, is determined. For this analysis, the customer must define
the factory areas and the objects under consideration, accompany the scanning
procedure (scheduling, presence at the scanning process) and provide operating
data. The remaining steps are covered by the service. The scope of the service
depends on the size of the factory areas and number ofworkstations, whether scan-
ning can be done during ongoing operations and what level of detail is desired
for the bottleneck analysis. Optionally, setup processes and material supply can
be included in the analysis.
Figure 10.5 shows a scheme for the bottleneck analysis. The load factor is deter-
mined for all stations. In this fictitious case, the high capacity load at Station I
leads to a low value-added share at the subsequent stations. Accordingly, a ficti-
tious result in this case would be that the increase in capacity at Station I leads to a
productivity gain, so that the Digital Twin can be used to check whether a further
parallel machine for Station I would be beneficial. Similarly, the proportion of
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Fig. 10.5 Scheme for bottleneck analysis

malfunctions at Station IV is too high, so that Station VI is often poorly loaded.
Here, it would be necessary to check whether the proportion of malfunctions can
be increased through maintenance activities. This example clearly shows how a
bottleneck analysis with the Digital Twin can be a benefit for a company.

– Material flow analysis: With this analysis, a material flow and value stream
analysis, incl. Sankey diagram, stock level, processing times and identification of
optimization potentials, is carried out. Here, too, the customer must select factory
areas and the items under consideration, accompany the scanning process and
provide the required operating data. The remaining steps and also the analysis are
carried out in the service. The scope of the service again depends on the size of the
factory areas and the number of workstations, whether scanning can be performed
during ongoing operations and whether setup processes and other processes, such
as material supply, should be considered.
Figure 10.6 again shows a diagram illustrating an exemplary case of the analysis.
Here a Sankey diagram is used to show the flow of products through the factory.
Thereby,more products flowover a pathwhen the thickness of the arrow increases.
In addition, the stocks and the connections between the stations are considered
and displayed here. In the lower area, the throughput time is depicted so that
analyses can be carried out. Accordingly, it is possible to optimize the stocks,
synchronize the processes and plan the material transport.

– Investment planning: Investment planning offers the customer the examination
of any investment alternatives and a selection of the best option.Here, the customer
is required to select the possible investment decisions (e.g. differentmachines) and
to specify target values. For this, corresponding data such as the purchase costs and
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Fig. 10.6 Scheme of a material flow analysis

the expected new output are required. Likewise, the scan must be accompanied
again and operating data must be provided. At this point, the scope of the service
depends on the size of the factory areas and the number of investment decisions,
as this is where the scenarios to be simulated arise. Likewise, the level of detail
must be determined and the question arises as to whether scanning can take place
during operation.
Figure 10.7 again shows a schematic of the analysis, this time for investment
planning. Based on the specific production system and the selected alternatives,
different scenarios are simulated. In the left part of the figure, three fictitious
options are shown. For each option, the Digital Twin is used to calculate the

Fig. 10.7 Scheme of investment planning
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Fig. 10.8 Optional extension of the service

benefit of purchasing this option. The best alternative can then be selected, taking
the costs into account.

In general, other analyses that correspond to the specific needs of the customers
are also conceivable and can be implementedwith the Digital Twin. For example, it is
possible to purchase either the CADmodel or the Digital Twin in the form of a simu-
lation model. This means that customers can use the models themselves, provided
they have the necessary knowledge in the field of IT and simulation tools. Figure 10.8
shows the different extensions of the service, related to the supply of whole models.
Here, the client can receive differentmodels according to the specific input. Likewise,
as mentioned above, extensions are possible through arbitrary analyses.

10.7.2 Input and Outcome

Comprehensive planning of this service is necessary due to the diversity of the
production environment. The relevant questions must be clarified before the scan.
This mainly applies to parameters that cannot be recorded automatically.

Table 10.3 present the main input parameters for scan process.
Table 10.4 present the main input parameters for recognition process.
Table 10.5 present the main input parameters for simulation modeling.

Table 10.3 Input parameters for scan process

Value Description

Number of halls How many halls should be scanned?

Length, width and height per hall How large are the halls?

Type of hall Distinction between production, assembly, quality
assurance, logistics
The type of hall gives a hint for the expected number of
objects in the hall

Shift operation By specifying the shift operation, customer indicates when
the scanning can be conducted
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Table 10.4 Input parameters for recognition process

Value Description

Plans 2D and 3D plans
Mark on 2D plans which spatial parts are relevant (if not the whole
hall)
Mark areas with poor accessibility for the scanner (every object
should be visible without the occlusion)
Mark the position of the glass surfaces (due to shadowing)
Buffer positions
Manual working places
Connected objects
Transport routes

Inventory list Number (approximately) of objects per group that are relevant for
digitization
• Machines
• Conveyors
• Charge carrier
• Mobile parts
• Furniture
• Building parts
• Supply lines
• Which objects lie in the height larger than two meters

Markings on the objects Object labels available (barcode, QR)?

Table 10.5 Input parameters for simulation modeling

Value Description

Product data Information on the products that are being
manufactured, e.g. intermediate products, batch
sizes, etc

Production program Information on an exemplary or a previous
production program, from which it emerges which
products, at what intervals and in which batch sizes
are being manufactured, so that the simulation
process can be designed with it and scenarios can
be generated

Work plan In order to be able to map the process in production
correctly, the work plans in a simplified form are
needed, which shows which routes the products
take through production. Any work instructions or
internals are not needed, just the typical and
alternative work stations for the products

Further data depends on results of analysis Depending on which details are to be included in
the simulation, additional data such as investment
alternatives, information on material transport,
buffers or setup processes are needed. Generally,
however, this data is optional
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Fig. 10.9 Outcome of the DigiTwin method

The outcome of this service lies in Digital Twin itself as well as in intermediate
results: results of various simulations, the CAD model of the production system and
the hall, the adjusted point cloud for sake of work progress control. The outcome is
shown in Fig. 10.9.

10.8 Adoption of Digital Twin Offering

Production systems change over time, for examplewhen newmachines are purchased
or the existing layout is modified. This means that the Digital Twin created is
constantly losing accuracy [49]. In turn, problems arise for the necessary updating
process:

(1) Update costs are difficult to estimate.
(2) Lack of expertise in the use of simulation and IT tools.
(3) Unforeseeable operating expenses during use.

These obstacles result in the need for an efficient updating process for an existing
Digital Twin of the production system in order to avoid the need for such updating
processes in the future.

To overcome obstacle 1: The costs for an update process arise from high time
efforts andmanual processes that are difficult to calculate. Therefore, a simple proce-
dure is needed in which the user company itself is enabled to initiate the update
process by carrying out the scan independently. For this purpose, an application can
be used to scan the areas to be updated in the Digital Twin using the camera of a
commercially available smartphone [50]. The application guides the user through
the scanning process so that it can be carried out quickly and easily.

To overcome obstacle 2: Even small changes to the Digital Twin require expertise
in operatingwith the IT application [51]. The present research project relieves the user
company of this necessity. The scan taken with the application is further processed in
a highly automated way and the Digital Twin is updated with it. For this purpose, the
data transfer with OpenDESC.Com (see Sect. 10.5) is used. The developed object
recognition identifies the objects present in the scan. This means that the application
does not require any further IT knowledge on the part of the user company.
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To overcome obstacle 3: In the course of operation, further updating needs also
arise, e.g. due to new products to be manufactured. However, the resulting processes
cannot be captured via a scan, as they are not explicitly visible. This applies in
particular to the production process by machine tools. Nevertheless, the specific
behaviour of the machines can also be mapped by a Digital Twin of the machine,
which makes it possible to predict processing times, malfunction profiles and quality
parameters [52]. This anticipates selective updating processes for the behaviour of
the machines. A scalable Digital Twin of production is created, in which Digital
Twins of machines are embedded. In the sense of the automation pyramid, a vertical
integration between the different planning levels of production is created, making
the production planning and control of industrial companies more reliable, efficient
and comprehensive [53]. This process is planned as an extension for the future and
serves as an outlook at this point.

The use of a Digital Twin of manufacturing represents a tool with a very high
market potential, as productivity can be increased for manufacturing companies and
competitiveness can be secured in the long term. The Digital Twin provides decision
support for strategic decisions and is simultaneously used in operational planning
and control processes. A continuous updating of the Digital Twin is necessary to
enable its ongoing operation. A one-time creation of the Digital Twin without a
subsequent update option leads to companies shying away from the initial investment
because they are aware of the constant changes in production. As a result, the digital
twin quickly loses its value in their eyes. The service offered here enables the fast
and inexpensive use and ongoing updating of a Digital Twin without additional IT
expertise at the SME by simply scanning the area to be updated with a smartphone.

10.9 Discussion

Digital business ecosystems emerge as new means for value creation in networks
where the self-organisation is controlled by digital infrastructure. Although the
opportunities for profit and growth are obvious, the realization is highly challenging
due to the disruptive changes in business model and organisation. However, the
coping patterns must be identified for these key challenges to profit from newly
evolving opportunities. The challenges lie on a technological, organisational and
individual level. This yields an understanding of organisations as open but distin-
guishable systems with different interdependent entities providing complementary
contributions. Complementarity between members is not a starting condition but
needs to be established in a mutual development process. as firms have to handle the
interconnectivity, the interoperability and the conflict of interests [26].

The multiplicity of actors in an ecosystem generates new trade-offs that direct
the strategy. These trade-offs belong the cascade consisting of focal firm, its direct
partners (i.e., traditional bilateral bargaining power), and their own partners to whom
the focal firm may have no direct relationships. This yields deliberation, beyond the
question of value creation and capture, to the question of value distribution across
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the broader ecosystem [27]. The idea of expanding the service portfolio is inherent
in the concept of an ecosystem. It is a strategic lever in ecosystem structure which
imposes the ecosystem dynamics, for example, when innovation requires a change
in the configuration of ecosystem.

In context of the innovation design, designing networks tend to become design
research networks which can lie in an ecosystem like OpenDESC.Com with the
various ways of putting designing capacity into action, of “designing” and “being
designers.” By crossing the polarities between problem solving and sense making,
and between expert and diffuse design, a map of the field of design modes can be
obtained [54]. The map is built on two dimensions: the “actors and competence” axis
from diffuse design to expert design, and the “motivations and expectations” axis
from sense making to problem solving. By crossing them, each of four quadrants
proposes a characteristic design mode and its recent evolutions (Fig. 10.10).

Grassroots organization is located in the diffuse design/problem solving quad-
rant and designs initiatives that aim to deal with local problems such as lack of
green space in a neighborhood, difficulty of access to organic food, alternative
mobility. Cultural activists occupy the diffuse design/sense making quadrant and
are interested in cultural activities, who set up venues to promote their areas of
interest and to create occasions for exhibiting, presenting and exchanging experi-
ences, and debating. Design and communication agency fills the expert design/sense
making quadrant by experts who use their specific knowledge and tools to conceive
and develop original products, services, and communicative artifacts. This design
modality includes most of the traditional design and communication agencies, many
ofwhich carry out theirwork focusing attentionon consolidatedproducts and services
(from furnishings to hotels, from fashion to shops) [54].

Fig. 10.10 Mapping design agency [54]
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In contrast to previous three quadrants, the design and technology agency occupies
the expert design / problem solving quadrant and represents the experts with a highly
technical background, aiming at solving complex problems by bridging technical and
social issues. This design mode is normally performed by design agencies based on
transdisciplinary teams [55]. It addresses a variety of clients ranging from businesses
to public bodies and citizen associations. Over the past decade it has been strongly
influenced on one side by the user-centered design approach andmethodology and by
co-designing on the other [54]. That remains the placewhere the problem solving and
the expert design meet each other what is in focus of OpenDESC.Com for decades.

Ecosystems as arrangements of interdependent value creation will only grow in
prevalence and in importance in the coming years. In the world of practice, the
embrace of the notion of ecosystems has been enthusiastic and, at the same time,
chaotic [26]. In digital business ecosystems, the loosely coupled layers of digital
objects enable firms to collaborate on a rather technical layer, for example, digital
service, and compete on another layer, for example, customer-oriented solutions [27].
Critical to the success is a clear set of definitions, concepts, relationships, and bound-
aries. On an individual level, the role and cognition of managers and the competences
of participating stakeholders to cope with the opportunities, heterogeneity, dynamics
and complexity of product-service-systems are crucial for a successful co-creation
[27].

10.10 Conclusions and Outlook

The aim of this chapter is to present how an innovative solution for generation of
Digital Twin in the built environment can be commercialized as an extended service
in an existing ecosystem by addressing new customer groups too. The environment
in which this occurs is the manufacturing industry, with its deep supply chain, where
innovations are stimulated at various levels [56]. Since many members of such a
supply chain try to expand their business via a product or service platform, the
particularly successful companies develop their own ecosystems that are particularly
suitable for generating and disseminating further innovative concepts and solutions
[57]. One of them is OpenDESC.Com, which has gained global acceptance over the
past 23 years [29]. This enabled the Digital Twin to be added with less effort.

After the successful completion of theDigiTwin research project, the participating
institutes and companies decided to work together on the industrialization of the
project results and to design a joint solution for SMEs. As described in Chaps. 5–9,
this solution covers the entire process chain from the creation of the Digital Twin
to factory planning and simulation of the production processes and consists of four
components: scanning, object recognition, CAD modeling and process simulation
[58]. As a result, the division of labor from the project was retained. Furthermore, the
presented solution was built using many existing components in this technological
platform.
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In addition, the partners hold introductory workshops to make the benefits of the
process simulation clear to customers. The cost of setting up a Digital Twin can be
clearly calculated through fixed price offers based on volume of the hall and the
quantity of objects of interest with expected results and can be minimized through
shared services when recording multiple production sites. Additional requirements
such as iterative simulations and consequences of design changes to optimize the
manufacturing processes are covered by the wide range of services offered by the
partners. An additional business field in plant construction was also identified.

Material flowsimulations for factory, investment, capacity and inventoryplanning,
bottleneck analyzes and in-housematerial transport help improve company processes
[59]. Up until now, the generation of the corresponding simulation models was very
complex, which made it difficult for small and medium-sized companies to use
them. However, digitization offers new possibilities to simulate and optimize the
real situation in production with the help of a Digital Twin. How such simulation
models can be created largely automatically from scan data has been researched in
depth and developed into a comprehensive range of services. It enables companies
to gain important insights to optimize their factory processes. Without having to
build up your own IT expertise, you will be able to make well-founded operational
decisions. This enables you to achieve robust production with little control effort,
increase transparency and increase your productivity.
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38. Bondar S, Hsu JC, Pfouga A, Stjepandić J (2017) Agile digital transformation of system-of-
systems architecture models using Zachman framework. J Ind Inf Integr 7:33–43

39. Viriyasitavat W, Bi Z (2020) Service selection and workflow composition in modern business
processes. J Ind Inf Integr 17. https://doi.org/10.1016/j.jii.2020.100126

40. Beckett RC, Vachhrajani H (2017) Transdisciplinary innovation: connecting ideas from profes-
sional and user networks. J Ind Integr Manag 2(4):1750016. https://doi.org/10.1142/S24248
62217500166

41. Mathiasen JB,MathiasenRM (2017) Practicing transdisciplinary engineering in a global devel-
opment context: the transferring, translating and transforming approaches. J Ind Integr Manag
2(4):1750017. https://doi.org/10.1142/S2424862217500178

42. Chen Y, Dong F, Chen H (2016) Business process and information security: a cross-listing
perspective. J Ind Integr Manag 1(2):1650009. https://doi.org/10.1142/S2424862216500093

43. Fraga AL, Vegetti M, Leone HP (2020) Ontology-based solutions for interoperability among
product lifecycle management systems: a systematic literature review. J Ind Inf Integr 20,
100176. https://doi.org/10.1016/j.jii.2020.100176

44. Gorkhali A, Xu L (2017) Enterprise architecture: a literature review. J Ind Integr Manag
2(2):1750009. https://doi.org/10.1142/S2424862217500099

45. Gorkhali A, Xu L (2019) Enterprise architecture, enterprise information systems and enterprise
integration: a review based on systems theory perspective. J Ind Integr Manag 4(2):1950001.
https://doi.org/10.1142/S2424862219500015
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Chapter 11
Digital Twin: Conclusion and Future
Perspectives

Josip Stjepandić, Markus Sommer, and Sebastian Stobrawa

11.1 Introduction

The foundations, methods, and recent developments for generation of the Digital
Twin and its applications in manufacturing have been presented and discussed at
length in the preceding Chapters of this book. As a part of the respective Chapters in
the discussion sections, authors have presented and discussed specific research and
practical challenges of a specific process chain or step in isolation focused on a dedi-
cated project goal. The aim of this final Chapter is twofold: at first, to draw the way
for the further development of theDigiTwin solution as presented in this book, and, at
second, to integrate and present current trends and challenges with respect to Digital
Twin and its associated research (sub)domains, in particular Artificial Intelligence,
in a comprehensive overview. To perform this integration in a structured, methodical
manner, the socio-technical dimensions of Digital Twin are also explored. Recent
research directions in non-technical areas (medicine, social science, economy) show
further widespread of Digital Twin as a holistic, domain-independent approach.With
this procedure, authors follow the structure for the final chapter already developed
in prior research on Concurrent Engineering [1] and Systems Engineering [2].
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For presentation and discussion of current trends and challenges in Digital Twin,
a stable taxonomy with dedicated dimensions which can be described with few
characteristics is beneficial. This set of dimensions helps to generalize the conclusions
and to prevent the frequent entanglement of Digital Twin descriptions with specific
industries and vast array of application domains. The used dimensions are based
upon taxonomy of Digital Twin developed by Otto et al. [3] and are as follows (see
Sect. 3.2):

– Data link
– Purpose
– Conceptual elements
– Model accuracy
– Interface
– Synchronization
– Data input
– Time of creation.

Although these eight dimensions are not exhaustive, these make up an assess-
ment framework that facilitates processes to configure, implement and exploit a
specific expression of Digital Twin according to a particular strategy. This proce-
dure is focused more on the application rather on the architecture of a dedicated
solution. Subsequently, benefits of specific Digital Twins can be identified easier.
Thus, a taxonomy provides a valuable contribution to fill that research gap, as it
helps to demarcate Digital Twin concepts from each other. The fulfilment of singular
dimensions based on the recent review is highlighted in the Table 11.1 which is an
extension of Table 3.1 [3].

Based on the comprehensive literature review, a particular, central type of a
Digital Twin can be identified (highlighted in grey), whose characteristics, in sum,
are named most frequently [3]. Therefore, most known implementations of Digital
Twin discover the following characteristics (Table 11.1):

Table 11.1 Practice of Digital Twin, derived from taxonomy [3]

Dimension Characteristics

Data link One-directional Bi-directional

Purpose Processing Transfer Repository

Conceptual elements Physically independent Physically bound

Accuracy Identical Partial

Interface M2M HMI

Synchronization With Without

Data input Raw data Processed data

Time of creation Physical part first Digital part first Simultaneously
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– A bi-directional data link is given if data flow happens simultaneously between
digital and physical representation in both directions. Some authors see it as a
mandatory part of a Digital Twin [4–6].

– Purpose of a DT is mostly the processing of data (monitoring, analysis,
forecasting, or optimization) [7–9].

– Conceptual elements: although a Digital Twin is mostly directly bound to its
physical counterpart in a one-to-one ratio, the occurrence of an independent rela-
tionship is significant. In such a case, a Digital Twin can be seen in combination
with other physical systems or one system can possess multiple Digital Twins
[10–12].

– Physical object ismostly describedwith an identical accuracy, although the partial
(variable) accuracymakes sense for an efficient representation and fast processing
[13–15].

– Depending on the purpose andworking environment (e.g. fully automated produc-
tion), the implemented Digital Twins posse either a machine-to-machine interface
or a human–machine interface or both [16–18]. That is no characteristic of a
substantial distinction.

– Although a synchronization between theDigital Twin and the physical counterpart
is not always mandatory to build a Digital Twin, it is mostly supposed by research
that a Digital Twin frequently obtains data updates during its lifecycle [19] or
a synchronization occurs between the Digital Twin and the physical counterpart
[20, 21].

– Data are the “fuel” of Digital Twin [22]. Therefore, Digital Twins receive input
data from sensors or databases, either directly as pure, raw data from data acquisi-
tion devices or pre-processed (e.g., by analytic software) before use in the Digital
Twin. Here, a substantial distinction only could be made in a further breakdown
of data processing [23–25].

– Analysing the time of creation which describes the chronological order in which
the respective parts of theDigital Twin come into existence, it becomes evident that
the physical counterpart mostly is being developed first [26, 27]. That indicates
that a Digital Manufacturing Twin and a Digital Instance Twin prevail in the
practical exploitation of Digital Twin [28]. This can also be explained by the
fact that the Digital Twin is subsequently generated for durable goods [29]. In this
sense, Digital Twin can be understood as a means for digitalization of long-lasting
built environment (see Chaps. 4 and 8) [30].

Besides of the above-explained eight dimensions, further views and aspects play
an important role in the conception, the implementation and the exploitation of the
Digital Twin [31]. Data volume and complexity caused by new concepts and asso-
ciated domains such as Cyber-Physical Systems (CPS) and the Internet of Things
(IoT) demand that a Digital Twin continuously works with actual data [32]. This
yields methods and architectures for modelling and simulation with high level of
mutual interactions [33]. These developments increasingly require an interdisci-
plinary or transdisciplinary approach to solve Digital Twin challenges, as the under-
lying constructs are themselves inter- or transdisciplinary (e.g., include new types
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of labour organisation or intercultural collaboration) [34]. The implementation is
reinforced through different levels of aggregation, across system scope and time
[35]. With respect to time, the shift of industry and academia towards an integrated
perspective on products and services implies that a full lifecycle perspective on
development is becoming prevalent [36]. The perspective of Digital Twin is mostly
holistic: it remains active during the entire product lifecycle rather than constrained
to a singular phase [37].

For a rapid emerging system like a Digital Twin, different levels of technological
uncertainty require different levels of integration [38]. Integration difficulties become
prominent, however, in the higher uncertainty type implementation projects. Digital
Thread poses a solution for a continuous connection of all digital models over the
entire product lifecycle phases [39]. It impacts recent trends regarding digitization
such as consistency and traceability of data (see Chap. 7). In addition, there are
consequential issues of configuration and risk management [40].

The outline of the chapter is as follows. In Sect. 11.2, the research and development
directions of the DigiTwin solution presented in this book are drawn and discussed.
In Sects. 11.3 and 11.4 self-X-mechanisms for experts and non-experts are presented.
In Sect. 11.5 the trends of Digital Twin are discussed, following the eight dimensions
given above. In a similar fashion, Sect. 11.6 highlights challenges in research and
practice. Finally, a demarcation from related areas and conclusion on the presented
work is given in Sect. 11.7.

11.2 Further Developments of DigiTwin Solution

This book shows howaDigital Twin of a production system can be efficiently created.
The focus of the explained method is on the initial set-up, which means that a Digital
Twin can be created once with the method, but no further adjustment of the Digital
Twin is carried out after the method has been performed. The operation of the Digital
Twin can take place from this point on, but production systems change over time.
The following aspects are particularly relevant here, although other changes to the
production system are of course also conceivable:

– Adjustment activities change the production sequences, which in turn changes
processing times, for example. This is caused by general aims of production
management to increase productivity through minor adjustments. However, nega-
tive productivity developments are also conceivable if, for example, higher quality
requirements occur or machines become worn out.

– The production schedule may change over time. This input variable for the
production system, meaning which product is to be produced at which time, is
usually subject to constant alterations. However, major changes can also occur, for
example due to new customers or modified sales strategies, so that the changes in
the production schedule have an impact on the production system and its structure.
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– New products or product variants cause adjustments to be made to the production
processes or new ones to be developed. In the simplest case, the changes that
arise for the Digital Twin may involve the insertion of new products and the
specification of processing times, or in the most extensive case they may lead to
a layout adjustment of the production system.

– Besides products, new machines may be added to the production system or old
machines may be removed from the production system. This leads to new product
movements through the production system, resulting in a comprehensive change.

– The layout of the production system can change by moving objects in the produc-
tion hall. This results in changed product movements, which in particular changes
the transport times.

The aforementioned changesmean that the resultingDigital Twinmust be updated
over time in order to continue to represent a valid representation of the real produc-
tion system. The relevance of this aspect was presented by Denkena et al. [41].
However, updating the Digital Twin is not part of the method presented here in the
book. Nevertheless, the aspect of updating should be discussed in this section in
the form of an outlook, since the updating process was always considered during the
development of the method and the method as such has requirements for updating. In
order to illustrate the updating process, three general cases are explained here, which
involve different levels of complexity or effort for updating and should therefore be
considered separately from each other. In ascending order of complexity, these cases
are:

1. Parameter-based updating of the Digital Twin: The changes in the real system
lead to the requirement that the Digital Twin can remain in its current form, but
that single parameters have to be updated.

2. Structural partial update of the Digital Twin: The changes in the real system
require an adjustment of the Digital Twin, but the general structure can be
preserved so that a new scan is not necessary or only isolated areas have to be
re-recorded.

3. Structural update of the Digital Twin: The changes in the real production system
are so extensive that a new recording is required and the Digital Twin has to be
completely recreated.

11.2.1 Parameter-Based Updating of the Digital Twin

The first case mentioned is for example when, as mentioned above, the produc-
tion schedule is changed or adjustments to the production system lead to altered
processing times. Moreover, new products that do not lead to structural modifica-
tions of the production system can also be addressed with this case. It is therefore
a matter of adjusting parameters of the Digital Twin, such as processing or set-up
times.
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For this case, update options are already provided in the method presented in this
book. For example, with predefined user interfaces, new products can be inserted
simply and without knowledge of the simulation software. Machining and set-up
times can be added or updated in theDigital Twin via thework plans that can be stored
here. The menu navigation therefore also allows existing products or the production
schedule to be adapted. These processes and functionalities were presented in detail
in Chap. 9 of this book.

A useful addition for this case is the connection of the Digital Twin to the existing
IT systems, especially Enterprise Resource Planning (ERP) orManufacturing Execu-
tion Systems (MES). However, a connection to machine or operating data is also
reasonable at this point, as for example explained by Donhauser et al. [42]. With this
interface connection to ERP or MES, information about products, production sched-
ules, work plans, machining and set-up times, or similar can be transmitted directly
to the Digital Twin. The updating of the Digital Twin is carried out automatically
here, so that this process does not require any further handling and thus provides a
practical extension to the method presented.

For the interface between ERP and MES to the Digital Twin, a data transfer is
also provided in the method described in this book. Here, transfer tables were placed
in the simulation software for each product and production schedule, which have a
defined formatting. This formatting can be utilised for an ERP or MES export in
order to transfer the data in a form so that it can be directly integrated into the Digital
Twin. This procedure was also prototypically tested in a use case, but here the MES
export had to be pre-processed before it was transferred to the simulation software in
order to achieve the desired form of the data. For this purpose, amacrowas developed
in MS Excel, so that the data transfer can be highly automated. However, it would
be desirable in the next step if the MES export were directly available in the defined
formatting rule. This is a planned further step.

The simplest update process described here,which only involves parameter adjust-
ment, is thus achievable in the next development steps. The basic functionalities are
considered in the current method. However, it should be noted at this point that due to
the large number of different MES and ERP, a generic solution can only be achieved
with standardised transfer protocols.

11.2.2 Structural Partial Update of the Digital Twin

A much more far-reaching updating process occurs when, in addition to the param-
eters of the Digital Twin, the structure must also be adapted. This is always the case
when objects, such as machines, are added, removed or displaced in the real produc-
tion system. However, this case can also arise in the case of comprehensive changes
to products or the production schedule, if this results in major modifications to the
production system that cannot be mapped with a pure parameter adjustment of the
Digital Twin.
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A structural update can of course be carried out by people who have expertise
in the simulation software. However, this manual process would be costly as well
as fault-prone and the corresponding IT expertise must be available. In terms of the
method described in this book, an efficient method would therefore lead to a better
result, since again no IT expertise is needed, the effort is low, and the costs for the
update are predictable.

For this reason, an expansion of the method is being aimed at for the next develop-
ment steps, which will be presented below as an outlook. Accordingly, this presen-
tation is a research concept at this point in time without any current findings. The
following Fig. 11.1 provides an overview of the research approach.

The approach consists of three key aspects, shown in the Fig. 11.1, which are
needed to proceed from a current Digital Twin (left hand side of the figure) to an
updated Digital Twin (right hand side of the figure):

(1) It is intended that the change in the real system is recorded by the customer
himself which is particularly beneficial if the customer is located far abroad.
This means that if, for example, a machine is moved to a different location in
production hall or a new machine is added to the production system, only this
changed area is scanned. In this way, the overall effort is being reduced to a
few objects of interests.
To be able to do this by a customer, a simple process with a simple easy-to-use
device is needed. Here, an application for common smartphones is developed
with which a production area can be recorded. Photogrammetry is used to
generate the required point cloud. During the recording, the customer receives
augmented reality feedback on whether the respective area has been correctly
recorded by displaying objects in green on the mobile phone display if they
have been captured. Finally, the recording can be sent directly to the offices
that will further process the recording. For this purpose, the secure data transfer
is used, which was presented in Chap. 7. The volume of data which is being
generated and transferred here is significantly lower than for scan of the entire
production system. If the initial result is not sufficient, this procedure can be
repeated as often as necessary.

Fig. 11.1 Research approach for the structural update of the Digital Twin
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(2) Accordingly, a simple application for a smartphone is created here that enables
the client to take the scan of the changed areas himself. The service offered
here is a lean process that can be carried out quickly without the need to visit
the customer on site.

(3) The second aspect is the object recognition of the changed areas and the adap-
tation of the Digital Twin. Here, the method presented in this book must be
adapted so that single areas from the Digital Twin can be segmented and modi-
fied. This poses a particular challenge because the edges between the existing
and the modified areas have to be designed to fit each other. It must be resolved
by an additional registration.

(4) In addition, however, this new updating method is quite similar to the method
already explained for the initial creation of the Digital Twin. Here, too, a point
cloud is first created from the scan (but here by the customer). Subsequently,
object recognition identifies new objects and inserts them into the CADmodel,
which in a further step is transferred to the simulation software to adjust the
Digital Twin.

(5) The last aspect involves an extension that mainly relates to the parameter-based
updating of the Digital Twin. Likewise, this aspect represents an extension of
the method presented in this book. The core idea is that behavioural models
are stored for the single objects, especially machine tools. These behavioural
models represent the functions and capabilities of the objects, so that changed
conditions, such as new products, wear, malfunctions, etc., are directly repre-
sented by the models and do not require any further updating process for the
Digital Twin. Accordingly, this aspect prevents the requirement for updating
processes for the Digital Twin.

With the three aspects presented, there is therefore an efficient updating process
that represents a sensible extension of the existing method. A scalable Digital Twin
of manufacturing is created in short time with low effort, in which behavioural
models of machines are embedded. In the sense of the automation pyramid, a vertical
integration between the different planning levels of manufacturing is created, making
the production planning and control of industrial companies more reliable, efficient
and comprehensive [43]. The resulting Digital Twin becomes more accurate through
parameterisation from the machine level and requires fewer updating processes.

11.2.3 Structural Update of the Digital Twin

For the last case of an update process, it is assumed that the changes in the production
system are so large that partial updates of single areas cannot be carried out with
a reasonable effort. Such cases occur in the context of fundamental organisational
changes to the production system or when a far-reaching restructuring of the system
is carried out.
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The partial update process described in Sect. 11.2.2 is then too costly, as the
additional effort required to assemble existing and updated parts of the Digital Twin
becomes too great. Accordingly, in such a case, a renewed implementation of the
method from this bookwould be recommended. Thismeans that the complete factory
floor is scanned again (see Chap. 4) and the Digital Twin is recreated with the
upstream object recognition (see Chap. 8).

It should be emphasised at this point, however, that most processes can be short-
ened here, since an initial creation process already exists. Accordingly, company-
specific data on products, for example, no longer needs to be fundamentally re-
entered, but can be taken over from previous processes. Another useful extension is
the integration of the machine models, as described in Sect. 11.2.2. This additional
aspect then prevents the requirement for further updates.

By using the taxonomy as explained in Sect. 3.2, the classification of this new
approach can be updated from status given in Sect. 3.6 as follows. With regard to
data link, this Digital Twin becomes conditionally bidirectional (in case of update).
Dimension purpose remains for data transfer and repository. Dimension accuracy
remains partial (e.g., adjustable according to the process requirements). Dimension
interface is still machine-to-machine. Synchronization between the physical and
the digital part is not existent. Data input is fed with raw data. Time of creation
becomes changeable. At first, it is pre-defined by the built environment: the physical
counterpart first and then changed to digital part and vice versa.

11.3 Self-X Digital Twin on Backend

Advanced production systems need to interact with the physical and social world,
as systems explicitly react to human behaviour and environmental conditions—and
influence both through their actions. Thus, any two (sub-)systems coming into contact
with the same part of the environment or group of users can influence each other
in ways that can hardly be anticipated at design-time. Undesired effects may be
the consequence of unintended, implicit interaction of elements that were not fully
predictable or relevant beforehand. When designing Digital Twins, respective mech-
anisms have to be implemented, making the system autonomic as a combination
of self-capabilities, such as self-configuration, self-healing, self-optimization, self-
protection, self-awareness, etc [44]. This approach makes a system self-adaptable
and self-decision-making support system for various activities [46].

The Self-X-mechanism of Digital Twins are suited to increase the value of
production systems in operation [45]. Subsequently, the focus lies on the contin-
uous improvements on different objectives. For example, energy or power optimiza-
tion can be evaluated under different conditions. Other optimization scenarios can
include:

– Reduced breakdown
– Reduced vibration



244 J. Stjepandic et al.

Fig. 11.2 Layers from production to Self-X-Controller

– Increased mechanical life
– Reduced fuel consumption.

The Digital Twin describes a production system including all necessary charac-
teristics down to sub-systems of individual units. Therefore, the IT components of
mechatronic systems comprise the control system in the physical machine and its
entire Digital Twin. With the Self-X architecture another component is added: The
Self-X-Controller being responsible for deciding on and initiating the Self-X activ-
ities. As the Self-X concept adds a lot of new functionality, a new architecture is
needed for extending the Digital Twin concept with Self-X-Controllers (Fig. 11.2)
The production layer communicates through connecting layer with AI services,
sending real or simulated data to AI applications. While the AI layer evaluates indi-
vidual processes, the additional Self-X-Controller layer tracks superordinate trends.
If the difference between interpreted physical sensor readings and digital objectives
becomes too high, the Self-X-Controller begins to intervene. The architecture must
be scalable, distributed, and flexibly adaptable for different use cases in production
[46].

For an efficient implementation of this new architecture, information (protocols
of production processes, simulation results, machine states, etc.) must be transferred
in real-time, making it accessible for the Artificial Intelligence (AI) services.

With this data, the AI service generates an AI model. If its accuracy is sufficient,
the AI model is directly downloaded to the Edge Device at the machine and executed
within the production environment. During production, AI models predict all values
and the Self-X-Controller assesses the difference between the real and the predicted
values. If the difference is too high, the Self-X-Controller sends the data to the
backend, a supporting higher-level IT-infrastructure. If necessary, the AI model must
be trained including the most recent data to increase accuracy. If the accuracy of the
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Fig. 11.3 Steps from the
data with the
Self-X-Controller

newmodel is sufficiently high, the newAImodel can be deployed on the EdgeDevice
at the machine [47].

The Self-X-Controller itself uses AI methods like machine learning in order to
realize the Self-X properties for improving the production system. In this case, the
backend generates the AI models with supervised self-learning systems. The AI
models are deployed to the Edge Device at the machine by the backend. Again, if the
accuracy is too low, the backend updates the AImodel on the Edge Device (Fig. 11.3)
[48].

At first, the real object sends the data to the backend. All received data will be
stored (1). Step (2) consists of querying the data with defined rules to generate the AI
model (3). The generated AI models are validated (4) with the data. If everything is
sufficient, the new AI model (5) is complete and the backend deploys the AI model
to the Edge Device. When the first AI model is deployed, the continuous validation
process (6) between real and predict values starts. Should the validation process
fail, a signal is sent to the Self-X-Controller. The Self-X-Controller (7) analyses the
problem and starts the training (3) incorporating also all newly stored data. After the
training finishes, the backend validates (4) the new AI model. If the accuracy of the
new AI model (5) is improved, the backend deploys the new AI model to the Edge
Device.
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Fig. 11.4 Steps and phases on the Edge Device

Fig. 11.5 Digital Thread connects lifecycle phases across six layers

11.4 Self-X Digital Twin on Edge-Devices

In the near future, the generation and roll-out of Digital Twins for production systems
including AI-services is expected not to require a high degree of expertise in the field
of AI-technologies. After the backend-supervised Self-X Digital Twins described
in the previous chapter, this next step will help enabling the wide-spread usage of
Digital Twins in production.
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In this future step, a user gets a new Edge Device including its Digital Twin. This
device has some interfaces like Profinet, Ethernet, etc. When the customer plugs
the device into the switch cabinet, it configures the communication interface and
establishes the kind of Digital Twin to be used [49].

Phase 1 storing and interpretation of all received signals. The device has no prior
knowledge of the related physical processes. Between all signals, the most relevant
ones must be determined and their types classified in the initial stage. In this phase, it
is important to recognize underlying correlations and perform dimension reductions.

Phase 2 consists of the signal classification. After a certain time, from the
incoming signals patterns are deduced like “the machine is in operation” or “the
machine does not operate". The system analyses the data in more and more detail.
After this, the system has classified the signals and recognized allowed and not
allowed modes of operation for the machine.

Phase 3 is the model creation. The device uses all stored classifications and
generates the initial AI model. It automatically calculates a topology of an AI model
based on the selected signal classifications and trains the model using the associated
data.

Phase 4 includes the continuous monitoring and self-optimization based on real-
time data. The Digital Twin monitors the physical system by itself and optimizes
processes on the basis of new data records.

When the device reaches the fourth and final phase, the device is able to modify
itself for the first time allowing for self-optimisation. To ensure the accuracy of the
used AI models, the Self-X-Controller begins to continuously monitor the difference
between real and predicted values. If the deviation is too high, the Self-X-Controller
triggers the learning process of the AI model, thus reducing the gap between real and
predicted values. Once the gap is under a defined threshold, the Self-X-Controller
stops the learning process. The device is also capable of learning and evaluating
new AI models simultaneously to the ongoing operations. If a new AI model shows
improved performance, that is a better approximation of the underlying incoming
sensor data, the Self-X-Controller switches models and activates the improved AI
model [50]. Figure 11.4 shows the assignment of the steps to the phases.

The process is analogous to backend-enables approach shown before, but now all
functionality is located on the Edge Device directly at the machine.

11.5 Trends in Digital Twin

In this section, trends in research and practice are identified. This overview covers
different levels of system scope and technological uncertainty, as applied to the
eight dimensions identified in the introduction. Together, this allows a more accurate
expression of the eight dimensions in terms of aggregation levels [2].

Keeping the previous in mind, the following considers the trends evolving in
the different dimension of the Digital Twin respectively. Although the taxonomy
is not subdivided in further detail and all dimensions are equally weighted, this
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structural classification of dimensions is not as homogeneous as shown. Within the
dimensions, the handling of data is a prominent topic. Looking at the recent literature,
the future Digital Twin will have the following properties regarding data handling
[51]: rapid bi-directional data links [52], comprehensive processing of data [53],
and performant synchronization between the physical counterpart and Digital Twin
(continuous or periodical) [54]. Building on a deep integration of Digital Twins,
modern technologies likeCPS and IoTplay a crucial role, but the further development
of the Digital Twin is not limited to their inclusion [55].

Furthermore, while a Digital Twin itself is a deeply integrated system, its integra-
tion with further IT systems is of crucial importance. The concept of Configuration
Lifecycle Management (CLM) has a significant influence on the Digital Twin, which
makes it possible to create temporally valid views of the product across IT system
boundaries and to manage the product configurations across all phases of the product
lifecycle. The essential function of CLM is to generate the various views of the digital
product model in the course of the lifecycle, to keep them consistent and to document
their validity over time. It uses cross-system and cross-disciplinary baselines for this
purpose. These baselines document the status of the configuration at a specific point
in time or the degree of maturity and, therefore, also control the representation of the
Digital Twin. Baselines enable companies to immediately and reliably respond to
the question of whether and how the product or asset meets the requirements placed
on it at any point in the process or in what state the asset was at a defined point in
time, for example which product configuration was delivered to the customer [56].

A high-performance PLM integration platform, containing connectors to all
involved IT systems, is required to manage the configuration of a product in a trace-
able manner along its entire life cycle (Fig. 11.5). The higher the number of different
systems interacting across various domains, the higher the importance of proper
traceability of data and decisions. As an intermediate layer across IT systems, it
creates the prerequisites for bringing together the information from the individual IT
systems in a manner corresponding to the Digital Thread concept. Here, the Digital
Thread is the unifying element which connects all phases of product lifecycle with
layers of the enterprise architecture [56].

In industries such asmechanical and plant engineering or shipbuilding, enterprises
face the challenge that the manufacturer who builds and provides the Digital Twin
is not necessarily the operator and user who feeds it with operating data. Therefore,
both the digital data and the operating data or at least part of it must be exchanged
and synchronized across companies in order to keep the Digital Twin up-to-date and
to be able to use the operating data for the continuous improvement of the physical
asset. Therefore, issues such as data security [57], protection of intellectual property
[58], and ownership of data [59] play a very central role when setting up and using
a Digital Twin application [56].

Today, more andmore customers are demanding that their suppliers deliver digital
data andmodels to support Digital Twin applications alongwith physical assets.With
the help of CLM, users can not only control the scope of information provided, but
also the level of detail of the information and the formats in which it is provided.
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They can be compiled largely automatically and made available to the customer as
a data package, for example in 3D PDF format [59].

The basis for traceability and CLM is the lightweight integration of the domains
involved in the development and their IT tools (data source) through the generation
of a consistent data model. The data objects contained in this data model serve
as placeholders for the results that typically occur during the product development
(e.g. based on the V-model): deliverables or configuration items (CIs). With the
help of predefined link types (trace links) with permitted start and end data objects,
traceability requirements across domains and IT tools are implemented. The data
model and link types can easily be expanded or configured [56]. In this way, Digital
Twins can be embedded in PLM system landscape.

Digital Twin as the means to work with the high-fidelity representation of the real
world is gaining attention also outside the manufacturing industry. A comprehen-
sive representation of trends may also include research from healthcare [60], social
sciences [61], and economy [62].

The Digital Twin initiative aims at revolutionizing healthcare for the benefit of
citizens and society through the creation of Digital Twins—computer models of indi-
viduals that allow identification of the individually best therapy, prevention or health
care, making unavoidable mistakes (such as ineffective treatment recommendations)
in complex situations safely, cheaply, and quickly on computer models of reality
rather than in reality. For that, the vast and ever-growing knowledge base on biolog-
ical mechanisms as well as healthcare and research data generated from countless
individuals was leveraged to generate a generic reference model. This can be indi-
vidualized with molecular, analytical and other diagnostic data from an individual
into a Digital Twin, a digital self that accompanies each person from birth onwards,
adapting and reacting as humans do. Digital Twins are accurate computer models of
the key biological processes within every individual that keep humans healthy or lead
to disease. Using these twins, individually optimal therapies, preventive or lifestyle
measures can be identified, without exposing individuals to unnecessary risk and the
healthcare system to unnecessary costs [60].

A virtual society can be built by a collection of Digital Twins which are
autonomous systems (agents) and their activities. The aim of such Digital Twins is
to represent and strengthen human activities in virtual societies. Such Digital Twins
need to be able to interact with each other using operations and, at least in part, will
inevitably need to be able to interact autonomously like human beings. Digital Twins
will also carry out simulations and other calculations and actively feed the results
back to the real targets. Thus, they will bridge the gap between the real and virtual.
Digital Twins can be viewed as part of CPS when viewed together with real human
beings or objects that have received feedback. Additionally, there are Digital Twins
generated by other Digital Twins with properties that do not exist (called derivative
Digital Twins). Digital Twins are autonomous agents that hold data for people and
objects internally, thus can form some kind of society and need the appropriate envi-
ronment. By giving the operating environments of Digital Twins or derivative Digital
Twins high level functionality or even linking themwith external applications, it will
be possible to create various virtual societies [61].
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The Digital Twin of the economy provides an economic tool and platform which
allows the dynamic-experimental development as well as objective-transparent eval-
uation of macroeconomic policies and is constructed on two consecutive methods:
Firstly, the building plan of the underlying economic model is established by an
economic architecture, that is an investigative approach to uncover hidden contexts
formore transparency, and, secondly, the complex nature of the economy, as designed
or created after that blueprint, is then dynamically as well as realistically simulated
by agent-based modelling. The purpose of this tool and its platform, apart from the
provision of reliable recommendations for political decision-making, is the promo-
tion of interdisciplinary research to enhance the state of knowledge in economics
and to facilitate the transformation to a much more economically or ecologically
sustainable aswell as socially fairer economyor society.Macroeconomists and politi-
cians get an adequate instrument which can more realistically replicate the real-life
economy and, thus, can provide better (unbiased) advice [62].

11.6 Challenges in Digital Twin

In this section, challenges in research and practice for the near future are identified.
This section builds upon the trends identified in Sect. 11.5—whereas current initia-
tives were described in detail there, this section will focus on major assumptions,
limitations and gaps in Digital Twin research and applications.

Some authors perceive the greatest limitation of the definition of the Digital Twin
in the restriction to “physical products” in the real space. Subsequently, it would
be nonsensical to call the concept a Digital Twin as long as the physical pendant is
not yet manufactured or existing [63]. Moreover, the physical twin emerges as the
realization of a digital model. However, the Digital Twin consists of several use cases
and is more of a whole strategy than just a single instance. The combination of a not
yet existing physical entity in the real space can be seen as a Digital Twin, as long
as a physical product is emerging in the near future and the use case contributes to
the overall twinning strategy [63].

The first challenge is the implementation of the Digital Twin. Without a unified
definition and standard architecture, a Digital Twin implementation is still no subject
of systematic consolidation, and most studies as well as commercial offerings
discover partial process views. For the conception of Digital Twin, first method-
ical results are available [63], based on Digital Twin types explained in Sect. 3.3.
Such procedures facilitate the agile approaches for implementation of Digital Twin
[64], based on a comprehensive Product Lifecycle Management (PLM). One of the
observations for this gap between theory and practice is the different interpretations
of how, in fact, a Digital Twin can be applied [65].

Similarly, the managerial contributions could be the possibility to develop a
process model to standardize the implementation process and selection of compo-
nents of a Digital Twin [3]. To achieve this goal, several, user-driven industry initia-
tives were constituted [66]. The aim of such associations is to bring the parallel
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development strands together to form an industrial Digital Twin and to develop it as
an open-source solution together with themember companies. At this time, no practi-
tioners can compare existingDigital Twins or those on development with taxonomies
from the literature and equip their Digital Twins with all necessary characteristics.
One of the first tasks is the definition of a reference architecture for Digital Twin,
similar to RAMI [67].

With regard to the eight dimensions of Digital Twin, some challenges are weighed
higher depending on the domain the Digital Twin is being implemented [68]. These
challenges are primarily technical and reflect mainly the data handling: acquisition,
collecting and processing of high-dimensional data; time series, multi-modal, and
multi-source data communication. In a large organization, collecting data from a
considerably large number of IoT devices, collating it according to time frequencies
and preprocessing it for input to machine learning is a challenging big data task [69].
In many user scenarios, proper handling of Big Data is the decisive criterion for the
implementation of Digital Twin [70].

High-fidelity bi-directional synchronization is especially challenging for large-
scale industries, requires resources and high-stream Industrial Internet-of-Things
(IIoT) connection [71]. For a proper function, Digital Twin demands synchroniza-
tion of data, model, and service (DMS). An IoT system constructed by this method
looks like a “device-Digital-Twin-application”. It requires the specific architecture
of the IIoT: local collection devices (the edge) and cloud systems implant the unified
DMS framework to form partial Digital Twins with different functions, which logi-
cally constitute the Digital Twin of the equipment which it isolates the access
between business applications and machines and makes the system more secure
[72]. Compared with the method of Digital Twin deployment only in the cloud, this
concept strengthens the collaboration between local and cloud, more-over promotes
the synchronization of virtual and real [71].

Filling the gaps between virtual and physical systems by physically bound Digital
Twin can open new perspectives in Smart Manufacturing. In this case, Digital Twin
representsmanufacturing cells, simulate systembehaviors, predict process faults, and
adaptively control manipulated variables. Apart of highly-performant interfaces, the
manufacturing cell demands Machine Learning approaches for the industrial control
process which is able to acquire process knowledge, schedule manufacturing tasks,
identify optimal actions, and demonstrate control robustness. The intelligent control
algorithms are being trained and verified upfront before deployed to the physical
world for implementation [73]. Managing high dimensional data, with the various
other software used by an industry and combining these with expert deep learning
skills and equipment is a tedious task [69]. New methods like continual learning and
federated learning seem promising for the use of Digital Twin but require further
research [74, 75].

Accuracy and data quality (see Chap. 7) are challenging the Digital Twin in many
aspects: using partial accuracy cany improve the overall system performance [76].
Improving hydrodynamicmodel accuracywithout compromising computational effi-
ciency has always been of high interest for safe and cost-effective marine operations.
With continuous development of sensor technology and computational capacity, an
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improved Digital Twin concept for vessel motion prediction can be realized based
on an onboard online adaptive hydrodynamic model. This makes possible a practical
approach for tuning of important vessel hydrodynamic model parameters based on
simulated onboard sensor data of vessel motion response [76].

One of the almost unlimited fields for Digital Twin is the fast and predictive
identification ofmisbehavior and damage of technical products, based on a simplified
framework in the context of dynamical systems. Especially promising looks the
integration of physics-based models with Machine Learning in order to investigate
several damage scenarios. This approach uses an interpretablemodel (physics-based)
to build a fast Digital Twin that will be connected to the physical twin to support
real time engineering decisions. Different classifiers and different model parameters
can be considered to achieve the best accuracy. The most important advance is this
approach is the possibility of integrating physics-basedmodelswithmachine learning
for different scenarios [77].

Human factors affect the implementation and operation of the Digital Twin in
multiple roles and ways. In the phase of the implementation of a Digital Twin,
building a software for Digital Twin requires a development team of software engi-
neers and subject matter experts to test the suitability of the software for the partic-
ular task. That gives this development the transdisciplinary character [78].Moreover,
simulation-based optimization provides faster and efficient solutions. Convention-
ally, solutions calculated by analytical models are fed to the simulation software
manually (for example, hardware-in-the-loop) rather than optimization being done
on the simulation software by use of mechanisms like reinforcement learning [69].
For larger systems, which include supply chain networks and logistics, etc., global
implementation level is more desirable [69].

For user and operator of Digital Twin, handling and presenting a huge amount
of collected data and information in a Digital Twin during operation in an intuitive
manner without a mental overload remains a challenge. By integrating graphics,
audios and real-world objects, Augmented Reality (AR) facilitates the users to visu-
alize and interact with Digital Twin data at a new level. AR gives the opportunity
to provide intuitive and continual visualization of the Digital Twin data. The chal-
lenge is to move parts of the Human–Machine-Interface (HMI) to a portable AR
device (Microsoft HoloLens, Google Glass, or similar) in order to visualize the
Digital Twin data of a dedicated process in a real environment (e.g. manufacturing,
maintenance). Such an application supports the operator to monitor and control the
technical system (e.g. machine tool) at the same time, but also enables to interact
and manage the Digital Twin data simultaneously, which provides an intuitive and
consistent HMI [79]. In a logistics use case, a concept integrating the Digital Twin
and adaptive automation was developed. The usage of a digital representation with
adapting autonomy allows combining the strength of humans and machines in order
that the operator uses his cognitive advantage to provide specific support when the
machine reaches its limits [80].

Finally, the security is one of prevailed constraints of each IT system, and, there-
fore, remains a challenge for the Digital Twin, too. With the Digital Twin operating
across multiple industrial partners and inventory sites, the growing security concerns
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are inevitable. Not only the cross-industry ownership and security concerns, in partic-
ular to shared data, but also the leak of real-time monitoring data can be hazardous
to an enterprise [69]. The preventing measures can be organizational [58] and tech-
nical [57].While industrial environments are increasingly equipped with sensors and
integrated to enterprise networks, attack surface grows continuously and demands
new approaches. Otherwise, Digital Twins provide a chance for protection and can
contribute to enterprise security by simulating attacks and analyzing the effect on the
virtual counterpart. However, the integration of Digital Twin security simulations
into enterprise security strategies is currently neglected. This task is provided by
Security Operation Center (SOC) which takes the challenge to develop a process-
based security framework to incorporate Digital Twin security simulations in the
SOC [81]. However, the insufficient security remains as limitation of Digital Twin.

11.7 Closing Remarks and Conclusions

The rising digitalization is changing almost every segment of our daily lives in busi-
ness and leisure. As just one expression of this, Digital Twins are as a powerful
means to optimize the reality using its high-fidelity digital surrogate. Up to now,
this huge potential was primarily recognized in the manufacturing industry but also
in healthcare, society, and economics. In this chapter, trends, challenges and future
perspectives associated with Digital Twin were presented. As it has become evident,
the Digital Twin is an encompassing approach of digitization for tackling complex,
real-world problems. The Digital Twin is also an important approach in overarching
approaches likeConcurrent Engineering, SystemsEngineering andTransdisciplinary
Engineering. In essence, multiple disciplines, multiple functional roles, and multiple
stakeholders need to collaborate in the processes making up the engineering, health-
care, societal, or economic systems. Moreover, a lifecycle perspective supported by
a holistic PLM approach is essential in achieving a solution that is both useful and
usable in the context in which the challenging user scenario exists.

Product lifecycle is distributed almost everywhere across the globe: product and
process development, production, and exploitation of a product rarely are fixed to
a dedicated place [82]. This almost endless distribution causes high challenges to
users, their organization, methods, and tools in term of communication, efficiency,
and interoperability. The synchronous availability of the digital and the physical
product alone brings interoperability into play as an indispensable prerequisite. It
is enforced by dynamic interaction between technical and social characteristics of
new product, process, and service development. Considering the human factor, e.g.
human–machine interaction [83], a Digital Twin becomes part of a social-technical
system. However, a human could be also considered as the subject of Digital Twin
(e.g. inmedicine, pharmacy, ormedical engineering). Thismoves the scope ofDigital
Twin in the area of transdisciplinary engineering [84, 85].

Throughout this chapter, several aspects of a specific expression of Digital Twin
have been described based on the previous chapters of this book. For all the aspects
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making up a system, various challenges have been identified: efficiency, accuracy,
speed, etc. In all aspects, the main challenge lies in a seamless integration of methods
and tools that are suitable to support the dynamic and evolving nature of the modern
production system that need to be developed including the development system itself.
The important fact often overlooked is that these innovative solutions are available
only recently and are subject of rapid improvement. The market share of products
and services which encompasses Digital Twin dramatically rises.

Coming from the astronautics and aerospace with typical long-lasting products,
the Digital Twin is often mentioned in context of PLM which is a related system
to Digital Twin. In case of a one-of-a-kind-product, the Digital Twin comprise the
auxiliary data of the PLM: the fit is almost complete. In other cases (serial prod-
ucts or products with a high variance), PLM manages several Digital Twins which
can be different from each other depending on type and the underlying product.
Generally speaking, this is not a static representation in PLM because two systems
would be linked throughout the entire lifecycle of the system. The virtual and real
systems would be connected as the system went through the four phases of creation,
production (manufacture), operation (sustainment/support), and disposal [86].

Digital Twin is a powerful tool with widespread, adaptable capabilities combining
simulation, autonomy, agent-basedmodelling,Machine Learning, prototyping, deci-
sionmaking self-optimisation, andBigData into one [87]. Theses sub-systems should
be tailored and prioritised depending on demand and specific user scenarios. The
advancement and research in these subsystems at times create a hindrance for the
development of Digital Twin. As up-and-coming the Digital Twin technology is,
there are several technical and domain-dependent challenges that still need to be
addressed [69]. One of them is certainly the presentation and visualization of the
Digital Twin, its components and the operational outcome for the users and the
stakeholders. However, a seamless integration of IoT, Machine Learning, and data
is the distinguishing feature of the powerful and efficient product.

From its initial focus onmanufacturing on, Digital Twin is spreading into different
areas (e.g. automotive, healthcare, building technology, economy, social sciences
education, etc.). Digital Twin is also aimed to optimize the product design and,
at the same time, the design processes (i.e. concept generation, material selection,
design verification, and decision making). Digital Twin can effectively assist the
concept generation and redesign based on the data from existing product Digital
Twin. Associated with other emerging technologies (i.e. big data analysis, AR/VR,
cloud, edge computing, etc.), Digital Twin can be used to analyze a mass data from
the real environment alongwith thewhole product lifecycle and improve the visibility
of design for verification. Digital Twin can play a vital role to simplify the design
processes by employing digital prototyping, testing simulation, and prediction, but it
still hasmany potential applications in the product design stage like self-optimization
of products in service [88].

Despite this progress and individual project-based efforts, significant implemen-
tation gaps exist in the field, which have caused delay in the widespread adoption
of this Digital Twin. Major reasons for this delay are the lack of a universal Digital
Twin reference framework, domain dependence, security concerns of shared data,
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reliance of Digital Twin on other technologies, and lack of Digital Twin perfor-
mance metrics [69]. The lack of standardization is particularly significant because it
is unlikely that a complex system will come from a single source in a challenging
environment. As a tool which can have many sub-components spread across collab-
orators and industry partners, developing regulations and security mechanisms is
imperative for widespread of adoption of Digital Twin to overcome the concerns
regarding data sharing [69]. There should, however, be openness to the input of other
disciplines, including their methods and tools needed to deal with their aspect of the
overall problem. Selecting methods, applying them, as well as further developing
these methods in the context of complex societal problems, cannot be the task of one
discipline alone [28].

References
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